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 This two-part proceedings book comprises keynote, invited, and contributed papers 
presented at the International Symposium on Nondestructive Testing of Materials 
and Structures (NDTMS-2011), held at Istanbul Technical University (ITU), 
Istanbul, Turkey, on May 15–18, 2011. The concern about the deteriorating nature 
of the World’s infrastructures, and the need for the assessment of structural materi-
als and systems make the development and implementation of nondestructive test-
ing (NDT) and evaluation (NDE) methodologies a necessity. Although research on 
NDT in engineering may have a history of more than 60 years, early developments 
primarily referred to metals and metal components. With the technological advances 
in the areas related to NDT and increasing number of engineering structures, NDT 
methods have also been required for the quality control and condition assessment of 
building structures and materials as a basis for repair, retro fi t and strengthening. 

 Several NDT techniques which are known in metallurgy, medical diagnostics, 
aviation and aerospace, and geophysical applications have been adopted and further 
developed for use in the condition assessment of structures and construction materi-
als. Recent advances in NDT methodologies for materials and structures combined 
with the increased speed and memory of computers and ef fi cient imaging algo-
rithms have led to the processing of measured responses from NDT to better char-
acterize materials and determine the spatial extent of the anomalies in two or three 
dimensions as well as the nature of such anomalies. 

 Pursuant to these developments and considering the need to foster ideas and 
identify ef fi cient application techniques, NDTMS-2011 at ITU has been organized. 
The Symposium has provided a forum of engineers, scientists, and professionals for 
the exchange of ideas and knowledge on NDT with applications in civil and other 
engineering  fi elds. This symposium was originally conceptualized as a scienti fi c 
collaboration by researchers from Massachusetts Institute of Technology, University 
of Stuttgart, University of Edinburgh, Technical University of Munich, German 
Federal Laboratory for Material Research and Testing (BAM), and Istanbul 
Technical University. We thank Christian U. Grosse, Hans W. Reinhardt, Michael 
C. Forde and Herbert Wiggenhauser for their encouragement and intellectual con-
tributions. We also express our gratitude to Urs Meier, Dionisio Bernal, Luigia 

   Preface   
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Binda, Steven D. Glaser, and Tribikram Kundu for their support and contributions. 
The symposium was sponsored by a number of academic/research institutions, and 
technical and industrial/professional organizations. Their supports are thankfully 
acknowledged. 

 NDT/NDE is a highly multi-disciplinary  fi eld involving various scienti fi c disci-
plines, innovative theoretical and experimental techniques, and advanced computa-
tional modeling and imaging. Therefore, there is a need to bridge the gaps between 
these various aspects, as well as the gap between the developers and the practicing 
engineers. It is hoped that the proceedings of this symposium will represent a unify-
ing theme contributing to the closing of these gaps to some extent. The organizers 
are pleased with the overwhelming interest shown from researchers, developers and 
engineers in contributing to this publication. The large number of abstracts and 
papers received for consideration to be included in NDTMS-2011 proceedings 
attests to the continuing importance of the subject and the need for further develop-
ments. The proceedings included in this two-part volume comprise 175 papers con-
tributed by 473 authors from 36 countries around the world. It is only  fi tting that this 
symposium with such multi-national representation is held in a world city, Istanbul, 
with its profound history and rich culture as well as unique location between two 
continents, Europe and Asia. 

 The topics of the proceedings are organized as follows: NDT methods for the 
characterization of materials and structures; NDT for material and property charac-
terization; early age NDT of concrete and other materials; NDT for metallic mate-
rial characterization; NDT of metals and composites; theoretical modeling and 
simulation studies as a basis for NDT; NDT of civil infrastructures; geotechnical 
and geophysical applications of NDT; health monitoring of structures; NDT and 
evaluation of historic buildings and monuments; NDT planning, practice, reliability, 
codes and standards. 

 A distinguishing quality of this proceedings book is that it not only captures the 
state of the art in NDT of materials and structures through papers by leading experts, 
but also provides informative descriptions of ongoing NDT research and develop-
ment in diverse areas as well as  fi eld experiences by practicing engineers. Achieving 
this objective took much effort by all parties involved; numerous papers went 
through several cycles of review and revisions in the limited time available for the 
preparation of this book. The editors hope that the readers will bene fi t from this 
effort and will tolerate any imperfections that may remain in the book. 

 We would like to thank the members of the international organizing committee, 
local organizing committee, and the international scienti fi c committee, for their 
contribution and substantial effort in the rigorous review process for the 210 submit-
ted papers ensuring the quality of the accepted papers. We also would like to thank 
our students Arda Kiremitçi and Adile Aslı Özbora (ITU), Halil Ibrahim Andiç 
(Atılım University, Ankara), and Denvid Lau (MIT) for their assistance, positive 
attitude and willingness to help whenever needed. We express our appreciation to 
Tolga Orhon for his invaluable work in designing and managing the conference 
website. He volunteered his professional expertise and accommodated our needs at 
most critical times. 
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 Finally, we express our most heartfelt gratitude to Oğuz Güneş for his creative 
ideas, his invaluable contributions and timeless efforts from the conception of the 
symposium to the completion of this publication. Without his efforts, initiatives, 
and meticulous attention to practically every detail, this book would not have been 
a reality. 

 We trust that the efforts of all those who have contributed to the International 
Symposium on Materials and Structures, NDTMS-2011, will be fruitful, and that, 
as a basic reference, this publication will contribute to the science, engineering, and 
practice of NDT for many years to come.

Oral Büyüköztürk Mehmet Ali Taşdemir
MIT, Cambridge, MA, USA ITU, Istanbul, Turkey       

January 2011
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  Abstract   The development of techniques being used for the non-destructive 
evaluation of materials and structures is closely related to other disciplines. 
The examination of human beings in a non-destructive way for example was a goal 
of many generations of physicians leading to highly developed methods applied 
today in a routinely manner. Many techniques used in NDE have their equivalent in 
medical testing. Same is true for geophysics. The exploration for natural resources 
(e.g. gas, water, oil) and the desire to understand the structure and dynamics of the 
earth have been strong motors to develop sophisticated methods. It does not matter if 
one consider re fl ection seismic, seismology, vibration or electro-magnetic methods: 
all have their equivalent in the  fi eld of NDE of materials and structures. The paper 
will give some examples of these interconnections and successful adoptions. Since the 
characteristics of human beings, the earth and engineering structures are different 
these transitions are somehow limited what will be discussed as well.  

  Keywords   Evolution • Geophysics • Medical science • Non-destructive techniques      

   Introduction 

 Probing the earth, characterising engineering materials and a medical diagnosis to 
identify a possible disease of a human body have several things in common and there 
are certainly many other  fi elds that could be mentioned here. In all environments it is 
bene fi cial to apply non-destructive testing methods. While in geophysics there are not 
many other options non-destructive methods in material testing and medicine are 

    C.  U.   Grosse   (*)
     Non-destructive Testing Laboratory, Center for Building Materials , 
 Technical University of Munich ,   Germany    
e-mail:  grosse@tum.de   

      Evolution of NDT Methods for Structures 
and Materials: Some Successes and Failures        

       C.  U.   Grosse         
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always in competition with destructive or at least partial destructive techniques. 
Although the “subjects” are so different the techniques being used to perform the tests 
are similar. This is the reason why the applications have learnt from each other in 
many aspects and relations are present in all categories. The purpose of this paper is 
to reveal some of these interconnections in an exemplary way. It is certainly not pos-
sible to do this in a summarizing way and the reader could probably add more rela-
tions from his experience immediately. Since the author is more familiar with methods 
based on elastic wave propagation than with others this is the focus of the article.   

   Signals - from Magnitudes and Dimensions 

 It is instructive to compare signals that are related to measurements in the different 
applications. The analysis of acoustic emission signals for example gives usually an 
indication about fracture or friction processes in an object. Seismology is the science 
to record and interpret earthquake signals that are related to fractures of the earth’s crust. 
Figure  1 a shows an example of such an earthquake recording. As usual the earth-
quake signals - called seismograms - are plotted using the real time (UTC) and in this 
particular case about a minute of the signal is shown. In case of large earthquake 
signals of several minutes or even hours can be recorded. Very large earthquakes can 
trigger the earth to oscillate in its eigenmodes for several weeks or months. 

 The equivalent technique to seismology is called acoustic emission analysis. 
There are several applications of this technique reported being used in medical 
diagnoses. It is known that a bone joint in the human body can produce acoustic 
emissions indicating the osteoporotic disease, see Fig.  1 b  [  1  ] . 

 Figure  1 c represents instead an ongoing crack in concrete. In material science it 
is desired to locate the cracking processes inside structures to monitor the deteriora-
tion process. Micro-cracking is usually a good indicator prior to failures.  

 Records in seismology are of the order minutes or hours. In medical applications or 
material testing they have a duration of milliseconds or seconds. The signal duration 
can be de fi ned by the earliest time a signal can be discriminated from noise until it 
is unrecognizable again. 

 It can be shown that the radiation of elastic waves by the sudden release of energy 
caused by fractures or friction is scalable over several orders of magnitude and 
length. On one hand this means that the size of a crack (in terms of crack length or 
crack plane) is scaled to the amplitude of the acoustic emission or earthquake 
recording, respectively. On the other hand it was observed by Gutenberg and Richter 
1954  [  2  ]  that there is a relationship between the magnitude M and total number N 
of earthquakes in a region (Fig.  2 ). 

 This relationship is called today the Gutenberg-Richter law:

     = -log N a bM    (1)  
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a and b are constants with a describing the seismicity in that region - a value that varies 
very much from region to region. Interestingly, the b-values are between 0.8 and 
1.2 and does not vary that much. A b-value of 1.0 means that for every magnitude 
4.0 event there will be 10 magnitude 3.0 earthquakes and 100 magnitude 2.0 
earthquakes. Several decades after Gutenberg and Richter it was proven that a similar 
law exists for the acoustic emission analysis of materials (Fig.  3 ). In recent years 
several papers were dealing with an improvement of the b-value analysis  [  4  ]  and 
applications to describe the stress drop and stress redistribution in concrete  [  5  ] .   
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  Fig. 1    a) E-W component of an regional earthquake with source-receiver distance of 50 km and 
magnitude 3.3. b) Acoustic emission induced by micro crack initiation in the compacta-spongiosa 
interface recorded during the in vivo monitoring of the human knee joint  [  1  ] . c) Acoustic emission 
release during fracture processes in concrete       
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   Signals - from Systems and Filters 

 The waveform of the earthquake signal shown in Fig.  1 a is a function of the source 
process caused by the earthquake itself as well as of the receiver-source distance 
and the material properties along the wave path. In addition the signal can be altered 
by the recording system transforming a displacement of the ground motion into 
velocity or acceleration proportional equivalents or restricting the frequency 
content for example. It is useful to consider all these parts of the measurement 
chain separately as being “systems”. As a system we indicate something that can 
manipulate, change, record, or transmit signals. In this regard the concept of transfer 
functions is quite powerful. 

  Fig. 2    Frequency-magnitude 
relationship 
for California between 
1932 and 1972  [  3  ]        

  Fig. 3    Distribution 
of the  I b-Values of acoustic 
emissions in concrete  [  4  ]        
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 According to Fig.  4  each system is represented by its individual transfer function 
and the resulted post-processed recording (“output”) can be seen as a convolution of 
all these in fl uences onto the originating signal. 

     ( ) ( ) ( ) ( ) ( )G S RRec S TF TF TFf f f f f= ´ ´ ´    (2)   

 The “source”  S  can either be the acoustic emission released by a propagating 
crack (passive non-destructive testing techniques) or the transient pulse that is emitted 
by an arti fi cial source (e.g. a piezo-electric emitter) in the frame of active ultrasound 
techniques.  TF  

 G 
  represents the Green’s functions of material,  TF  

 S 
  describes the 

transfer function of the sensor and the coupling, and  TF  
 R 
  is the transfer function of 

the recording system. 
 The concept is valid for most (if not all) measuring techniques in non-destructive 

testing, medical diagnosis and geophysics. Considering a “system” in more detail it 
works like a  fi lter. In the best case (that is almost never applicable) a  fi lter has no 
in fl uence to the signal.  

   Sensors - the Eyes and Ears 

 Since non-destructive testing systems as well as systems in Geophysics usually 
observe processes or characteristics of an object that are not visual to the human eyes 
nor can be recorded with other human senses the sensor system being used is of 
particular importance. The sensor represents a  fi lter that can signi fi cantly in fl uence 
the way we look at these processes. An ideal sensing system acts as a zero  fi lter 
producing only little distortions to the data transmitting the information more or less 
unaltered. In the worst case the data are distorted by the sensing  fi lter so much that 
the original information is completely camou fl aged or even erased. The type of 
sensors used in non-destructive testing almost exclusively are sensors that exploit 
the piezoelectric effect of lead zirconate titanate (PZT). While piezoelectric sensors 
and their design are described in numerous books and papers (e.g.  [  7  ] ) some of their 

S( f ) TF ( f )       ·       ·       TF
R 

( f  )    =      Rec ( f ) 

source structure sensor recording output

TF ( f )
SG

  Fig. 4    Concept of transfer functions  [  6  ]        
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characteristics are of particular importance for the sensitive recording of acoustic 
emissions (sensitivity) and the broadband analysis of signals. To enhance the detection 
radius of piezoelectric sensors, they are usually operated in resonance, i.e. the signals 
are recorded within a small frequency range due to the frequency characteristics of 
the transducer (Fig.  5 a). The disadvantage is that a signal analysis in the frequency 
domain is of very limited value, because of the strong in fl uence of the frequency 
transfer function of the piezo-electric sensor representing a narrow  fi lter with 
non-linear amplitude response. In general, such a system can not impede the appli-
cation of deconvolution techniques to reveal the source function  S  in Eq. ( 2 ).  

 Very well damped sensors, such as those used for vibration analysis, are operated 
outside of their resonant frequency allowing broadband analyses to be performed, 
but are usually less sensitive to acoustic emission signals. Progress in the development 
of the theory of AE has led to the need for high sensitivity, wideband displacement 
sensors that have a  fl at frequency response (i.e. the sensor gives the same response 
over a wide frequency range). To overcome the disadvantages of limited bandwidth 
transducers showing several particular resonances were developed. These sensors, 
which are called multi-resonance transducers (Fig.  5 b), have a higher sensitivity 
than sensors with a backward mass used outside of their resonance frequency. 
However, such sensors should not be considered as high- fi delity broadband sensors 

0 50 100 150 200 250 300

frequency [kHz]

broadband sensor

multi-resonant sensor

 resonant sensor

a

b

c

  Fig. 5    Typical frequency response functions of resonance (a), multi-resonance (b) and high- fi delity 
broadband (c) piezo-electric transducers       
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and it is essential to know their frequency response function. Otherwise, signal 
characteristics from the source are not distinguishable from artefacts introduced 
by incorrect knowledge of the frequency response. A calibration of the sensors’ 
frequency response, as well as understanding of the direction sensitivity, is important 
for many applications in non-destructive testing. It was a goal for many years to 
develop sensors for non-destructive testing purposed that exhibit a so-called high-
 fi delity behaviour. The problem is similar to sound systems where in the 1960ies 
standards were developed for music equipment (loud speaker, microphone, ampli fi er, 
vinyl and later on tape recording) to minimize the amount of noise and distortions 
and providing an accurate frequency response. A linear frequency response over the 
whole audio range (i.e. from 20 Hz to 20 kHz, Fig.  6 ) was essential in this context 
and called “high- fi delity”  [  8  ] .  

 The instruments in Geophysics that are used to record seismic waves are either 
seismometers or geophones. Their frequency response is optimized for the type waves 
being recorded. While seismometers are usually operated in an upper frequency 
range of 50 to 100 Hz geophones are operated up to several hundred Hertz. While it 
is certainly true that all these instruments have a high- fi delity response in the 
mentioned frequency range the upper band limit is much lower than the one required 
for non-destructive testing applications. The design of modern seismometers  [  9  ]  
allow the geophysicists to neglect the in fl uence of the recording system and its 
frequency transfer function in regard to the data analysis.  

   Measurement Systems - Recording Data 

 The setup to record data differs between geophysics, medical applications or 
non-destructive testing. Since the investigated object in geophysics is the earth 
observations are usually done on a large scale with a relative sensor position of many 
meters, hundreds of meters, kilometers or even hundreds of kilometers depending on 
the purpose of the study and the resolution required. Applications in geotechnics to 

  Fig. 6    Frequency response of an ideal “high- fi delity” ampli fi er for audiophile purposes in music 
reproduction  [  8  ]        
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study for example foundations are done on a much smaller scale than investigations 
of global seismicity where instruments (seismometers) are used that belong to sensor 
networks distributed around the whole earth (Fig.  7 ). 

 Common for applications in earth science is that the sensing instruments are 
usually placed on the very outside of the “object” only. While the earth’s diameter 
is about 12,700 km only the outer 10 to 12 km are directly accessible by drilling 
techniques. While the aperture of the geophysical sensors is so much smaller than 
the dimensions of the “object” almost all measurements can be considered as point 
measurements. Further on, techniques based on wave propagation usually deal with 
plane wave and far  fi eld approximations. Challenges are usually to access the best 
points for measurements in a region of interest and to deploy a pro fi le (i.e. a sensor 
line) with enough instruments to get a good resolution.  

 Medical applications instead have much smaller apertures related to the dimen-
sions of the human body. The detection range of medical applications is not varying 
much and is limited to millimeters up to several centimeters. Usually it is easy to 
access the region of interest from outside (Fig.  8 ). The patient can be transported to the 
investigation facility or can even walk in. The challenge is here to avoid unpleasant 
or even painful “measurements”. Therefore, data acquisition have to be fast and 
non or minimal invasive according to Hippocrates’ postulate “primum nihil nocere”. 

  Fig. 7    Distribution of seismometers of the Global Seismographic Network (e.g.  [  10  ] ). More than 
150 instruments were included in this network as of September 2010. Global Seismographic 
Network (GSN) is a cooperative scienti fi c facility operated jointly by the Incorporated Research 
Institutions for Seismology (IRIS), the US Geological Survey (USGS), and the National Science 
Foundation (NSF)       

 



11Evolution of NDT Methods for Structures and Materials…

Minimal invasive techniques are often acceptable since the human body is having 
unique self-healing capabilities. 

 Regarding non-destructive testing techniques in engineering one can subdivide 
into methods used in a laboratory environment or in situ. Compared to the prior 
described applications in geosciences and medical diagnosis NDT laboratory 
experiments have the advantage that the object can be accessed easily plus there is 
often no need to be non-invasive. Challenges are related typically to the complicated 
material composition, the small dimensions of the targets (cracks, voids) compared 
to the size of heterogeneities or to the signal to noise conditions. In situ applications 
are very often more complicated because in addition to the afore mentioned issues 
geometric effects related to different structural components and coupling problems 
have to be considered for example. Measurements at structures like buildings, facili-
ties or bridges are in particular challenging since they are usually large compared to 
the aperture of NDT signals.  

 The coupling problem is dominating some of the NDT techniques and this is the 
reason why so much effort was put into methods to speed up data acquisition and to 
overcome the coupling problem. Contact free techniques are the  fi rst choice among 
them are RADAR (Fig.  9 , left) and Infrared-Thermography (Fig.  9 , right). While 
near- fi eld problems can be handled using for example far- fi eld airborne RADAR 
 [  11  ] , such problems are of less importance using IR-Thermography.  

 Although ultrasound is the method of choice in many applications including 
medical diagnosis (Fig.  8 ) or the inspection of welded joints, its usability at concrete 
structures was limited. Some new developments like air-coupled transducers 
(Fig.  10 , left) or point-contact arrays (Fig.  10 , right) are promising new techniques 
that will certainly be further considered.   

  Fig. 8    Application of ultrasound testing equipment in the prenatal diagnosis       
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   Source Inversions - Revealing the Invisible 

 Passive monitoring techniques are used on all scales to reveal deteriorating processes 
like earthquakes or the cracking of materials or bones (Fig.  1 ). While the detection 
and localization of these processes is a basic task inversion techniques are applied to 

  Fig. 9    Contact-free NDT applications like Radar (left) and IR-Thermography (right) enhancing the 
measurement speed (right picture by courtesy of Dr. J. Frick)       

  Fig. 10    Ultrasound techniques like air-coupled transducers (left) or point-contact transducers 
(right) are developed to speed up NDT measurements       

 

 



13Evolution of NDT Methods for Structures and Materials…

uncover the mechanisms leading to failure. It was a goal for many scientists to develop 
source inversion techniques to observe the failure processes. While this was done 
successfully in seismology for many decades  [  12  ]  applications in civil engineering 
are reported  fi rst in the early 1980ies  [  13  ] . There are rarely other applications 
showing in such a similar impressive way how successful techniques can be migrated 
over many scales. While the inversion of earthquakes with several 10 kilometer fault 
zones are recorded with seismometers located thousands of kilometers away, the 
propagation of microcracks in material testing is observed with acoustic emission 
techniques operating on the centimeter or millimeter scale. The technique used for 
this inversion is called moment tensor inversion (MTI). The goal of all MTI methods 
(either in seismology of NDT) is to use observed values of ground displacement to 
infer properties of the source, as characterized by the moment tensor. By using 
the representation theorem for seismic sources  [  12  ]  and assuming a point source, the 
displacement  fi eld  u  

 k 
  recorded at a receiver  k  is given by:

     
= ,k ki j iju G M

   (3)   

 While  M  describe the moment tensor components,  G  are the elastodynamic Green’s 
functions containing the propagation effects between the source and receiver (refer 
to TF 

G
  in Fig.  6 ). This equation can be used on different scales like in seismology or 

material testing successfully (Fig.  11 ). It is remarkable that the “object” (earth/
concrete specimen) is so different not only in terms of size but also in composition 
and that the sensing techniques are also varying a lot (see above) but obviously the 
principles of wave propagation are applicable on different scales and can take 
size effects into account.  

 However, the example given can also work to demonstrate differences in the 
described applications. While in seismology it is impossible to predict the size 
and location of an earthquake and therefore some luck is required to have enough 
instruments available in a region for high-resolution studies the situation is different 
in NDT. Problems are there more related to inhomogeneities and to the change 
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of the structural integrity (cracking) leading for example to a degradation of wave 
velocities throughout the observation. Green’s functions can change so fast and so 
signi fi cantly that relative  [  16  ]  or hybrid  [  17  ]  moment tensor inversion methods are 
preferred compared to absolute methods  [  12  ] . Clusters of events in time and space 
are analysed with respect to the source mechanism to enable for the elimination of 
in fl uences concerning variations of the Green’s functions.  

   Data Processing - the Art of Getting the Maximum 
Out of Data 

 A pre- or post processing of measurement data is very often required. Referring to 
the concept of transfer functions earlier a data processing can be required to 
eliminate the in fl uences of other systems (coupling, sensor characteristics, etc.) 
than the one under consideration (material properties, source function, etc.). 
Besides, it is the challenge of all applications to get the maximum of information 
out of the limited number of observations available. In almost all cases either the 
number of sensors is limited or the number of events or the time or space for 
further observations. To deal with these limitations scientists of all disciplines have 
developed methods to increase the signi fi cance of the observation for example by 
enhancing the signal to noise ratio. While it is impossible to describe all the different 
relations between data processing tools used in medicine, geophysics or NDT one 
example can demonstrate the cross-fertilization between.  

 The collection of data is very often done along lines where either several (or many) 
sensors are placed or where a sensor-receiver pair is moved along to perform a 
B-Scan (NDT) or to record a seismic section, respectively. Concerning re fl ection 
seismic pro fi les or B-Scans the data obtained will contain always some redundancy, 
e.g. by containing information of common re fl ectors in the depth. Methods to make 
advantage of this redundancy to enhance the signal to noise ratio and to determine the 
real depth of the re fl ectors are called migration techniques (time or depth migration) 
in geophysical prospecting. A simple way to perform such a migration is the use of 
common depth point techniques as illustrated in Fig.  12 , left. More sophisticated 
techniques are the Kirchhoff migration, the Reverse Time Migration (RTM) or 
Gaussian Beam Migrations.  

 An equivalent to migration are methods called in ultrasonic applications Synthetic 
Aperture Focussing Techniques (SAFT)  [  18  ] . B-Scan measurements with a single trans-
mitter-receiver pair in pulse-echo along lines can be reconstructed with SAFT algo-
rithms (Fig.  13 ) enhancing the signal quality subjected to scattering or attenuation  [  19  ] . 

 Phased array techniques in ultrasonic or RADAR NDT can be considered to be 
the hardware equivalent to migration and SAFT techniques. Ultrasonic phased 
array probes consists usually of composite crystals  [  20  ] . One can distinguish 
between linear, linear curved and 2D matrix composites. Instead of calculating the 
time delays in respect to the re fl ector these probes are able to steer a narrow beam 
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  Fig. 12    Transmitter/receiver con fi guration (left) to perform common depth point migration in 
Geophysics. Comparison of the aperture of conventional and phased array transducers (right) with 
16 elements (all or 4 are pulsing) - Source: Olympus       

  Fig. 13    Ultrasonic pulse-echo measurements at a concrete block with two inhomogeneities (left) 
and the SAFT reconstruction after measurement  [  19  ]        

focussing to a certain depth point (Fig.  12 , right). However, the physics of migration 
is applicable in this case as well. Successful applications are described in NDT as 
well as in medical imaging  [  21  ] . 

 The applications above describe the relation between migration and phased-array 
techniques using active methods (re fl ection seismic, RADAR, ultrasonics). But 
also passive techniques like earthquake seismology or acoustic emission have made 
advantage of similar data processing techniques. The signal-to-noise ratio of an 
earthquake or an acoustic emission signal can be improved by stacking the coherent 
signals from each sensor of a dense array of transducers after correcting for the 
different arrival or delay times. The task of array beamforming is to  fi nd the best 
delay times for shifting the individual signals. In beamforming applications the user 
must assume that the characteristics of the waves incident on the array are relatively 
constant normal to their direction of propagation  [  22  ] .  

 Under this fundamental assumption, a signal recorded by one sensor in an array 
(Fig.  14 , left) is expected to be a time-delayed replica of a signal recorded by a 
neighboring sensor in that array. AE sources as well as earthquake hypocenters are 
usually considered point sources, so the “delayed replica” assumption is only valid 
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if the distance between the source and sensors is large compared to the distance 
between neighboring sensors. By adjusting the steering vector, and therefore 
changing the signal delays, the array output can be algorithmically ‘steered’ or 
‘focused’ so that waves arriving from one direction and at one speed will sum 
constructively while waves arriving from other directions and with other velocities 
will destructively interfere (Fig.  14 , right). 

 Beam forming array techniques are reported  [  23,   6  ]  to be suitable for acoustic 
emission methods being applied to real concrete structures like bridges.  

   Conclusions 

 The basics of physical wave propagation is valid on all scales and it is fascinating to 
see how measurement techniques can be adopted from applications at apertures of 
several thousand kilometers to investigate objects in the micro and nano range. By 
using principally the same evaluation method one can cover several length magni-
tudes from 10 -9  to 10 8  meter. While mathematically and physically speaking there is 
not much of a difference in these applications in real the boundary conditions are very 
often the limiting factor. The concept of transfer functions (system theory) is useful 
to consider the in fl uencing parts of a measuring concept individually. Accessibility, 
geometrical and attenuating effects as well as coupling and sensor charac teristics 
are examples for boundary conditions controlling the proper instrumental setup and 
recording technique as well as the requirements for data post-processing.  

  Fig. 14    Array beamforming using eight sensors (left). The corrections of the time delays  D  t  
 i 
  for 

each recording leads to a constructively summarization of the signals enhancing the signal to noise 
ratio and determining the azimuthal direction of the events in respect to the array center  [  6  ]        
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 The transfer of techniques is stimulating all techniques like it was shown for 
Geophysics, medical diagnosis techniques and NDT - other areas are contributing 
in this scheme as well. In the past developments in Geophysics and Medicine gov-
erned the developments since the prospection of natural resources and the improve-
ment of medical treatments were of special interest to the public. But the described 
cross-fertilizing process is certainly not a one-way street and several reports showed 
 [  24,   25  ]  that application in engineering are nowadays on a very high level as well. 
A very stimulating condition was the fast development of micro-computers and 
computerized processing techniques that led to a much wider acceptance of NDT 
techniques. This process did not come to an end (and will probably never) since 
many NDT methods still wait for miniaturization of test equipment and intuitive 
data visualization and imaging. Handling, accuracy and reproducibility as well as 
redundancy by different NDT techniques are challenges for the next years. 

 As always in the scienti fi c world scientists should be inspired by nature. 
“Systems” in biology (Fig.  15 ) have been developed in several thousand years to 
perform close to perfect. Bionics as the art to learn from biological systems will 
probably a key research  fi eld in future in particular also in non-destructive testing.      
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  Abstract   Fiber-reinforced polymer (FRP) strengthening and retro fi tting of concrete 
elements, such as beams, columns, slabs, and bridge decks, have become increa-
singly popular. Nonetheless, rapid and reliable nondestructive testing techniques 
(NDT) that are capable of remotely assessing  in-situ integrity of retro fi tted systems 
are needed. Development of a robust NDT method that provides an accurate 
and remote assessment of damage and  fl aws underneath the FRP plates/sheets is 
required. In this study, a NDT based on an acoustic-laser system is proposed for 
remote detection of debonding in FRP-strengthened concrete structures. This 
technique utilizes the difference in dynamic response of the intact and the debonded 
regions in a FRP-strengthened concrete structure to an acoustic excitation, which 
is then measured using laser vibrometry. Feasibility and accuracy of the technique 
were investigated through a series of measurements on laboratory-sized plain, 
reinforced, and FRP-strengthened concrete specimens. It was shown that the 
difference in dynamic response could be captured by the acoustic-laser system and 
is in good agreement with simple calculations.  

  Keywords   Concrete • Debonding • FRP • Laser vibrometry • NDT • Remote      

   Introduction 

 FRP-concrete interface conditions cannot be fully revealed until the FRP composite 
layer is removed unless the member has already been subjected to apparent damage. 
Partial or complete removal of the FRP composite layer for damage observation may 
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pose a danger of structural collapse. An FRP-retro fi tted beam or concrete column 
may appear safe without showing signs of substantial damage underneath FRP 
composites and yet may contain severely deteriorated concrete and debonded FRP 
composites. A modest seismic event can cause such a scenario that signi fi cantly 
damages the FRP-concrete system without failure. 

 In order to effectively detect and characterize damages in FRP-retro fi tted 
reinforced concrete (RC) structures, a NDT technique has to be capable of detecting 
the extent of concrete cracking, delamination in the interface regions, decohesion in 
epoxy or FRP, and sizeable voids trapped in the vicinity of interface regions. Several 
NDT techniques of FRP-concrete systems have been investigated, including stress 
wave (acoustic), infrared thermography, x-ray, and microwave (radar) techniques  [  1  ] . 
Acoustic emission and radar techniques have been of particular interest to researchers 
for possible damage detection of RC and FRP-retro fi tted concrete structures tested 
in laboratory settings  [  2-  7  ] . Limitations of many current techniques for the NDT of 
FRP-concrete systems include insuf fi cient detection capability, testing equipment 
contact with the target, environmental conditions, and spatial resolution problems. 
To overcome these de fi ciencies, we propose to develop a non-contact and standoff 
acoustic-laser method for detecting such damages in FRP-concrete systems. It is 
anticipated that the method will be applicable to a wide variety of FRP-concrete 
retro fi tted systems, and will represent a robust complementary capability to other 
rapid scanning techniques such as the microwave-based NDT.  

   Acoustic-Laser Technique for Damage Detection 

 The acoustic-laser detection technique is based on the concept that local damages, 
such as debonding and voids in the FRP-concrete interface region vibrate differently 
than intact regions. These vibration anomalies are direct functions of the damage 
dimensions and mechanical properties (Fig.  1 ). Vibration anomalies can be 

  Fig. 1    Acoustic coupling to concrete structures       
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measured at the target surface using a laser vibrometer, and thus, target’s near 
surface damages can be remotely detected, mapped, and quanti fi ed. The method 
represents a robust NDT technique well suited for thin-layered systems since 
debonding and voids in such systems occurring just below or within the FRP 
layering will interfere with acoustically induced surface waves traveling along the 
FRP-air interface. These discontinuities will produce vibration resonant frequencies 
as functions of the dimensions of the debonded region.  

   Acoustic source—parametric acoustic array 

 Parametric acoustic arrays (PAA) have been used in underwater sonar and commercial 
loudspeaker systems to transmit highly directional acoustic beams to targets. The PAA 
has two sources of sound; one source is typically ultrasound generated directly from 
high-frequency transducers; the other is lower frequency audible sound that is a pro-
duct of the ultrasonic wave and nonlinear effects in the volume of air in front of the 
transducer (self-demodulation)  [  8  ] . A PAA can deliver the necessary level of acoustic 
power from considerable distances to localized regions of the FRP structure. To be able 
to detect voids of small size between FRP and concrete, the use of PAA source exhibits 
potential advantages of ultrasonic and high audible frequency acoustic excitation.  

   Vibration detection with laser doppler vibrometry 

 Laser vibrometry is based on the frequency modulation imparted on the laser carrier 
wave caused by a vibrating surface in contact with the laser beam  [  8  ] . LDV sensing of 
the acoustic vibration response of the FRP system offers signi fi cant advantages over 
contact sensors. The laser beam does not alter the target’s mechanical properties, can 
provide location accuracies within millimeters, and can sample many points on 
the target rapidly, and can measure multiple target locations simultaneously with 
a multi-pixel vibrometer. Some commercial LDV systems are capable of sensing 
vibrations on targets 100-m from the laser, while custom designs can well exceed 
100-m and remain eye-safe.  

   Experimental set-up and measurement 
procedure—acoustic-laser detection system 

 The acoustic-laser detection system was constructed from commercially available 
components including a 24-inch diameter Audio Spotlight Transducer (a PAA 
source) from Holosonics Research Labs, Inc., and a laser vibrometer from Polytec, 
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Inc., consisting of an OFV-505 optic sensor head and an OFV-5000 controller. 
An Earthworks 30M microphone was used to measure the acoustic wave 
characteristics delivered to the specimens. The PAA source was controlled by a 
laptop computer and generated FM linear chirps between 500-3000 Hz. Vibration 
response data were collected at a rate of 100 kHz using an IOtech 516E WaveBook. 
The measurement set-up is shown in Fig.  2 .    

   Preliminary Study 

 To examine the feasibility of the acoustic-laser method, a preliminary experimental 
study was conducted to validate the reliability of the measurement. Two concrete 
cylinder specimens (30 cm height and 15 cm diameter) wrapped by GFRP sheet with 
arti fi cial voids were used. Arti fi cial voids of 1.9x1.9x1.9 cm 3 (0.75x0.75x0.75 in 3 ) 
and 3.8x3.8x3.8 cm 3 (1.5x1.5x1.5 in 3 ) cubes were introduced by inserting styrofoam 
pieces at the interface between concrete and the GFRP layer. Thickness of the GFRP 
layer was in the mm range and its Young’s modulus was 148 GPa (21.465x10 6 psi). 
The density was 1.5x10 3 kg/m 3 (5.4191x10 -2 lb/in 3 ). Dynamic measurements were 
collected at MIT Lincoln Laboratory and vibration signatures were obtained as 
shown in Figs.  3  and  4 .   

 Figure 3b shows the vibration velocities measured at single locations, one 
directly over the void (red and blue curves) and over an intact solid concrete region 
(black curve), as a function of acoustic excitation frequency. In Fig.  4 a, b, results 
are shown for the loudspeaker source (a linear chirp from 50-2000 Hz) and for 
the PAA (a linear chirp from 2000-7000 Hz), respectively. The signature over 
the void exhibits larger velocity amplitudes than those of the intact region and may 
be useful for detecting an anomalous region in the sample. In the case of high 

  Fig. 2    Experimental setup for the acoustic-laser system       
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frequency source, the larger void exhibits a distinct resonance at 4300 Hz. This is 
the resonance frequency of the  fi rst mode. The size of void can be inferred from the 
peak resonance frequency. 

 Assuming the GFRP layer over the defect behaved like a vibrating membrane, 
the resonance frequencies can be given as:
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of the vibrating membrane. From Eqn. ( 1 ), with a speed of sound of about 
340 m/s at sea level and room temperature, this gives us a fundamental frequency 
of 4474 Hz ( l  = 1,  m  = 0). This is very close to the resonance frequency of 4300 Hz 
measured over the void by the acoustic-laser system. The difference between these 
values were expected to be due to the following reasons; 1) different geometries 

  Fig. 3    GFRP-con fi ned concrete specimen with a void (a) and vibration signatures of small void, 
large void, and solid region (b)       

  Fig. 4    Vibration signatures of a GFRP-con fi ned concrete specimen containing a 3.8 cubic centi-
meter void in its surface under low ( a ) and high ( b ) frequency sources       
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result in different natural frequencies; 2) actual boundary condition at the edge 
supports will be different from the perfectly assumed boundary condition used in 
analytical solution; 3) the arti fi cial void is made of soft polymer such that the void 
is not air only, hence the boundary condition underneath the GFRP is different from 
the one used in the analytical solution. Although better theoretical prediction 
can be made by  fi nite element analysis (FEA), this preliminary study exhibited the 
reliability of the proposed acoustic-laser method. 

 In addition, the distinct and large vibration resonance signatures over the area 
covering the voids exhibit a high signal-to-noise ratio (SNR). In our measurement 
example shown in Fig.  3 , the SNR approached 40 dB compared to an intact region. 
Furthermore, the size of the damaged area can be determined from the peak resonance 
frequency. In these types of measurements, it is anticipated that environmental inter-
ference or “clutter” will have minimal effects. It is anticipated that delamination and 
 fl aws in the FRP materials will have the largest vibration velocity response to sound 
waves compared to any other structures and environment in the measurement system.  

   Summary and Future Work 

 Our preliminary work has shown that the proposed acoustic-laser technique has a 
potential for detection of defect in FRP-concrete structural member. The vibration 
signatures measured by the laser vibrometer can be used to distinguish and charac-
terize the defect in the GFRP-con fi ned concrete specimens. It also offers good 
signal-to-noise ratio, and the effect of ambient vibration on detectability is expected 
to be minimal. Further experimental investigations will be focused on the effect 
of distance between detected surface and the acoustic source, the effect of sound 
pressure level and frequency on detectability.      
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  Abstract   Machine tool blades exhibit typical wedge-shaped tips where defects are 
very likely to exist and call for non-destructive characterization. In order to detect 
the defect on the wedge tip, the interaction of wedge wave with defect characteristic 
needs to be investigated. Antisymmetric  fl exural (ASF) modes are wedge waves 
(WW) with their particle motion antisymmetric about the mid-plane bisecting and 
energy tightly con fi ned near the wedge tip. A quantitative laser ultrasound visualiza-
tion (QLUV) system which employs a pulsed laser to scan over the interested area 
then detected with a piezoelectric transducer. With the aid of reciprocal theorem, 
dynamic behaviors of ASF modes encountering a defect can be reconstructed. 
In this research, the QLUV system is used to evaluate the characteristic of WWs 
and the phenomenon of defect effect including mode conversion and the scattering 
intensity. With the QLUVS behaviors of ASF modes interacting with a wedge-
tip-crack are characterized in a quantitative way. More complex behaviors for 
higher-order ASF interacting with cracks are under investigation.  

  Keywords   Antisymmetric  fl exural modes • Defect detection • Laser ultrasound 
• Visualization • Wedge wave      

   Introduction 

 Wedge waves  [  1,   2  ] , discovered in early 1970’s through a numerical study, are guided 
acoustic waves propagating along the tip of a wedge, with energy tightly con fi ned near 
the apex. ASF modes are WWs with their particle motion antisymmetric about the 
mid-plane bi-sectioning the apex angle. The propagation phenomena of ASF can be 
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investigated by approximate theoretical model  [  3  ] ,  fi nite-element method (FEM)  [  4, 
  5  ]  or semi-analytical technique  [  6  ] . The propagation behavior of ASF is non-disper-
sive while the apex truncation is less than 10  m m, and propagates along the perfect tip 
without any defect. Lately, the scattering  [  7  ]  while ASF propagates through a defect 
is discovered experimentally. Laser ultrasound generation  [  8  ]  is a kind of ultrasound 
(UT) technique which employs the absorption and liberation remotely to generate 
wide bandwidth, point-wise, and nondestructive ultrasound with a high energy pulsed 
laser in order to apply the measurement without environment effect. The ultrasound 
based technique, via generating with a pulsed laser and detecting with a transducer, 
QLUV system is developed. The QLUV system employs the pulsed laser to scan over 
the interested area on the surface of an arbitrary shape of material then detects with 
a piezoelectric transducer. With the aid of reciprocal theorem, dynamic behaviors of 
wave propagation can be reconstructed. With the QLUV system, the real image of 
ASF propagation can be obtained and characterized.  

   Quantitative Laser Ultrasound Visualization System 

 With a scanning mechanism  [  9  ] , a QLUV system is used for the visualization of 
ASF modes propagation along the wedge. Figure  1 shows a schematic for the experi-
mental con fi guration of the QLUV system. The QLUV system includes a pulsed 
Nd:YAG laser, a shear transducer, a pulser-receiver, a fast rotational scanning stage, 
and a computer with fast A/D converter. The pulsed Nd:YAG laser (Optowave 
Awave1064) with a wavelength of 1064 nm, an energy of about 10 mJ, and 0.7 mm 
beam diameter is used for the generation of ultrasonic acoustic waves. The pulsed 
laser has a maximum repetition rate is up to 20 KHz. With the low energy of this laser, 
the surface of specimen will absorb the energy make thermal expansion without 
any damage called thermal elastic generation mechanism. The pulser-receiver 
(Panametrics 5800) is used for the detection of ultrasound with transducer. A 1 MHz 
shear transducer is used for detecting acoustic wave and bonded on the side and tip 
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  Fig. 1    A sketch for the experimental con fi guration of the QLUV system       
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where is covered the wedge tip around 3 mm depth. The scanning stage is a two 
axial rotational servo motor and controlled by the computer which drives two mirrors 
to scan the Nd:YAG laser beam on the surface area of wedge. The computer with a 
fast A/D converter is used for controlling the scanning stage, waveform acquisition 
with 2 Gs/s maximum sample rate and 500 MHz bandwidth.  

 With the QLUV system, an ultrasonicsignal can be generated with the pulsed 
laser at a desired position P located on a scanning plane. The generated ultrasonic 
waves are then detected with the transducer. The pulsed laser is scanned over the 
scanning area and the detected signals pile up into a data cube with the dimensions 
of (x, y, t). While the data cube is time-gated at various elapsed times, a series of 
pictures are created. With the aid of reciprocal theorem, these pictures represent 
many instantaneous frames representing wavefronts generated by the transducer 
and detected at the scanning area. In this way, the QLUV system is operated.  

 Figure  2  shows a waveform generated with the pulsed laser at point P and detected 
with the shear transducer. The signals designated by surface acoustic wave (SAW) 
and ASF correspond to surface wave and ASF mode directly reaching the transducer 
without re fl ections. With this con fi guration, the signal strengths of ASF modes with 
a signal noise ratio (SNR) of about 32 dB are apparently stronger than the SAWs 
with a SNR of about 18 dB.  

   Result and Discussion 

 Figure  3  shows the QLUV resolved wavefronts for the laser-generated guided waves 
propagating on the scanning area with elapsed time of 7.92 s. In this  fi gure, the 
scanning area is below the labeled wedge tip and left edge. With the transducer 
located in the right corner as shown in Fig.  2 , the laser generated guided waves 
propagate from left to right. However, while the guided waves are played back with 
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  Fig. 2    The ultrasonic signal generated and detected with QLUV system at point P       
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increasing elapsed time, the guided waves show an effect of traveling from right to left. 
At the elapsed time of T=7.92 s in Fig.  4 , the  fi rst leftward propagating wavefronts 
correspond to directly reaching SAW as indicated in Fig.  4 . Their group velocity 
determined through a position-time analysis is 2934 m/s. The SAW wavefronts are 
slightly curved due to  fi nite size effect of the transducer. The SAW wavefronts are 
always generated by the QLUV system although this research is more interested in 
visualizing the ASF mode.  

 In Fig.  3 , the SAW wavefronts are followed by the slower ASF mode, which 
can be recognized as the A1 mode velocity of 2409 m/s. Employing the empirical 
formula from Lagasse, the theoretical A1 mode velocity can be determined as 
 V  

 A1 
  =  V  

 R 
 sin(n q ) = 2934sin(61°) = 2566 m/s, which is within 6% error compared 

with the measurement. Also it is found out that the energy of the A1 mode is con fi ned 
near the wedge tip, while the SAW wavefronts have deeper spread. 

 Wavefronts in Fig.  3  can be further analyzed along various horizontal cross-
sections as shown in Fig.  4  indicated as H1, H2 and H3. The horizontal line H1 is 
very close (0.42 mm) to the wedge tip, while H2 and H3 are 1.05 mm and 5.52 mm 
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  Fig. 3    The resolved wavefronts by QLUV system       
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below the wedge tip. According to the waveform along H1 as shown in Fig.  4 , the 
wedge tip supports only ASF mode and the wavelength of ASF is about 2.731 mm. 
As the horizontal cross-sections increases to H2= 1.05 mm as shown in Fig.  4 , the 
SAW can start to exist with 19 dB signal strength difference between A1 mode. 
With increasing horizontal cross-sections, the existing A1 mode will be attenuated 
until the  D H is increasing around to one wavelength.  

 In order to investigate the ASF mode shape in the vertical direction, measured 
amplitudes along three vertical lines denoted as V1, V2 and V3 as shown in Fig.  4  
are plotted in Fig.  5 . Here V1 is associated with a valley for the detected ASF 
contour, V2 near a central line and V3 for a peak. The particle displacement at 
wedge tip in Fig.  5  will not be zero, because the laser beam with  fi nite size of 
0.7 mm will still generate signals even if generation position is moving upon the tip. 
As indicated in Fig.  5 , the particle motion of the ASF mode is localized near the 
wedge tip with the depth of about 3.1 mm. ASF mode shapes along V1 and V3 are 
similar, but 180° out of phase.  
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  Fig. 5    The diagram of reciprocal theorem       
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 Figure  6  shows the scattering wave at different elapsed time which SAW and ASF 
waves propagate through the defect. According to the Fig.  6 , both SAW and ASF 
waves propagate through the defect will centralize the energy at the corner of the 
defect and reconstruct a new scattering wave. These scattering waves can be formed 
by both SAW and ASF wave with the velocity of 2926 m/s and 2933 m/s. In addition 
to the scattering waves, the original wave will transmit or re fl ect as a SAW or ASF 
wave. According to the result, the scattering waves can also be recognized as surface 
acoustic waves.   

   Conclusion 

 In this study, a quantitative laser ultrasound visualization system (QLUV) is employed 
for the investigation of ASF modes interacting with defects along a wedge tip. With 
the QLUV system, continuous dynamic propagation behaviors of the ASF modes 
interacting with the defects propagating along the defected wedge tip are observed. 
The QLUV provides many interesting observations including re fl ections and 
transmission of ASF modes through a defect, scattering of ASF modes into surface 
acoustic waves radiated from a defect. Finally, mode shapes and wavelengths of 
ASF modes and SAW propagating in a wedge sample are also measured with the 
QLUV system. With the developed QLUV system, dynamic propagation natures 
in more complex waveguides could be explored for physical understanding and 
waveguide design purposes.      
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  Abstract   The present paper describes the development and  fi rst application 
of ultrasonic imaging of timber (wood) by means of reconstruction calculation 
(3D-SAFT; Synthetic Aperture Focusing Technique). It considers the highly aniso-
tropic ultrasonic velocity on wood. In order to validate such techniques we report 
on experiments carried out on test specimens made from pine and beech. Those 
specimens differ for the orientations of the annual rings. For the reconstruction 
calculation the slowness curves of the material are considered applying the elastic 
constants known from the literature. The anisotropic SAFT reconstruction is 
calculated from measured datasets and from synthetic data resulting from EFIT 
modelling (EFIT: Elastodynamic Finite Integration Technique).  

  Keywords   Modelling • Reconstruction calculation • Timber • Ultrasonic imaging
• Wood       

   Introduction 

 Hidden damages on timber structures require specialized experts and sophisticated 
assessment tools for detecting the damage. To minimize this potential risk in the 
evaluation process of a structure made of wood, it is possible to use the ultrasonic 
echo method. As a result of the research in progress since 2002 it is possible to show 
that with low frequency ultrasonic echo technique different types of damages within 
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such structures can be detected  [  1  ] . In this paper we describe  fi rst applications of 
ultrasonic imaging techniques working for timber, which is an anisotropic material. 
In order to achieve this, the principle of Synthetic Aperture Focusing Technique 
(SAFT) is applied to the structural anatomy of wood, having orthorhombic crystal 
symmetry. In the  fi rst part of the article the development of SAFT for such symmetry 
is brie fl y described (based on  [  2  ] ), including the consequence for the anisotropy 
of the ultrasonic slowness curves and group velocity. In the second part  fi rst exam-
ples of ultrasonic shear wave measurements and SAFT-evaluation are described for 
specimens made from beech and pine.  

   Development of SAFT for Orthorhombic Crystal Systems 

 In ultrasonic nondestructive evaluation of materials we need to understand the theory 
of the particle motion of the material. The motion of the particles usually depends 
on the applied forces, on the way they are applied and on the material properties. 
The elastic wave propagation of wood composites is very complex because of the 
crystal arrangement in wood and inconsistent material properties in different directions 
of the structures made of wood. But the elastic wave propagation and scattering 
effects in woods are ef fi ciently realized using numerical modeling. The defects 
can be identi fi ed by applying the reconstruction algorithms using the elastic waves. 
Elastodynamic Finite Integration Technique (EFIT) 0is a numerical tool developed 
for the non-destructive testing of inhomogeneous isotropic and anisotropic materials. 
The governing equations of elastodynamics comprises of Newton-Cauchy’s equation 
of motion are applied in order to determine the phase and group velocities using the 
dispersion relations (for more details see  [  4  ] ). 

   Wood structural anatomy and group velocity 

 The structural anatomy of wood with the de fi nitions of planes and its orthotropic 
behaviour is described e.g. in  [  5,   6,   7  ] . The crystals of a large group of wood species 
are orthotropic with nine independent elastic stiffness constants and show strong 
anisotropy. The symmetry axes are named L, T, and R: L for longitudinal (direction 
of growth), T and R for tangential or radial relative to the annual rings, respectively. 
As an example Fig.  2 a) shows the RT section of a specimen glued together from 
small bars made of beech. One group velocity diagram of spruce wood species is 
shown as example in Fig.  1 a. This group velocity pro fi le is used for imaging with 
time domain anisotropic SAFT. 

 From the group velocities it is obvious that quasi pressure (qP) waves propagate 
fast in the direction of  fi bre orientation. The quasi shear qS1 and qS2 modes propagate 
rather slowly in the direction of  fi bre orientation.  
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   Example of ultrasonic modelling and reconstruction: 2D-EFIT 
simulation and defect reconstruction in the LT-plane 

 The synthetic data obtained by EFIT simulation for a pulse-echo experiment is used 
for the reconstruction of the defects. For reconstruction with isotropic SAFT each 
A-scan on the measurement surface is transmitted back into the material with a 
circular travel time pro fi le computed with the velocity of 1050 m/s. The result of 
this SAFT reconstruction is shown in Fig.  1 b (left). Anisotropic SAFT in this case 
uses the qS1 group velocity for back propagation to obtain the reconstruction of 
the defects. Only the marked part of the group velocity (Fig.  1 a) is used as travel 
time pro fi le. With isotropic SAFT the exact focusing of the defects is not achieved. 
But with anisotropic SAFT all the inhomogeneities are localized at the correct 
positions (Fig.  1 b (right)).    

  Fig. 2    Specimens glued from small bars (size about 2 x 5 x 50 cm 3 ) using melamine resin glue, 
L-axis perpendicular to image plane a) Beech showing the RT section, b) Beech: anisotropic 2D 
SAFT reconstruction       
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   Test Specimens and Imaging of Back Wall Echo 

 For  fi rst investigations and functional tests of the new reconstruction tool two test 
specimens were built. The  fi rst specimen is made from beech wood and measures 
49 cm x 40 cm x 14.5 cm (Fig.  2 a). The second one is from pine wood with the size 
50 cm x 50 cm x 7 cm. For both small bars are glued together using melamine resin 
glue. For initial test the orientation of the annual rings was selected in a way that 
the bending is as small as possible. Thus the symmetry of the specimens is quasi 
homogeneously anisotropic.  

 The thickness of beech is orientated in the direction of the T-axis. First experi-
ments were carried out in order to image the back wall echo. They were carried out 
applying 50 kHz shear wave equipment which has been established for ultrasonic 
testing of wooden beams  [  1  ] . For the 2-dimensional anisotropic reconstruction of 
the measured data on the beech specimen (polarization perpendicular to the  fi bre 
direction (parallel R)) the velocity qS1 from the stiffness tensor published by Bucur 
 [  8  ]  was used. The result is depicted in Fig.  2 b. This result indicates the correct 
superposition of inclined ultrasonic beams during the SAFT reconstruction.  

   Imaging of Arti fi cial Scatterers in the Pine Specimen 

 For SAFT imaging in the 2 nd  specimen made from pine the group velocity is presented 
in Fig.  3 a for the R/T section, corresponding to the selected symmetry of the specimen. 
The velocities are applied following the stiffness tensor for pine  [  8  ]  (similar to the 
last paragraph).  

  Fig. 3    a) Angle dependence of group veloc. in pine in the RT section (here yz). b) Comparison of 
velocities for pine in the axes of symmetry ( fi rst index: direction of wave propagation, 2 nd   index: 
direction of polarisation. Pine01: experiment, Pine theor.: calculated from stiffness tensor  [  8  ]        
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 Since the experiments are carried out in the shear wave frequency range of 
50 kHz, the velocities are measured for pine in through-transmission mode applying 
the same transducer type as used for the echo measurement. The comparison of 
the velocities following from the stiffness tensor to the measured velocities is pre-
sented in Fig.  3 b for typical symmetry axes. For some of the small velocities the 
measurement in through-transmission was not successful, because faster wave 
modes additionally emitted by the ultrasonic transducers superimposed the onset of 
the wave signal. 

 In the following  fi rst results of 3D ultrasonic imaging by means of reconstruction 
calculation (3D-SAFT) are presented. The scatterer in the pine specimen was pro-
duced by drilling a bore hole parallel to the L-axis (y). Measurements were carried 
out with shear waves having a polarisation parallel to the L-axis in a measuring grid 
of 10 mm. Figure  4  shows the C-scan for z = 50 mm (TL/xy-section) obtained by 
anisotropic SAFT-reconstruction. The reconstructed signals from the backscatter 
are  fi tting well with the crown of the bore hole.   

   Conclusion 

 Modeling and 3D ultrasonic imaging in anisotropic wood structures is investigated 
and the effect of polarisation with respect to the  fi bre orientation is studied. In the 
 fi rst part the reconstruction of the defects in the homogeneous isotropic media is 
discussed by using arti fi cial data obtained with elastic wave modelling (EFIT). 
The comparison between isotropic and anisotropic Synthetic Aperture Focusing 
Technique (SAFT) reconstruction is presented. Anisotropic SAFT uses the group 
velocity pro fi les computed by solving the eigenvalue problem to reconstruct the 
defects. The anisotropic SAFT reconstruction algorithm is able to localize defects 

  Fig. 4    Result of anisotropic SAFT reconstruction of the pine specimen with bore hole (dimensions 
in m). C-scan z = 0.05 m. (TL section, here xy section)       

 



36 M. Krause et al.

(realised as bore holes) in homogeneous anisotropic wood. With this technique a 
very good focusing of the defects can be achieved. 

 The presented  fi rst experiments for beech and pine specimens applying shear 
waves (50 kHz) demonstrate that ultrasonic echo imaging principally works with 
2D and 3D-SAFT reconstruction calculation. Examples like imaging of the back wall 
and the location of bore holes are demonstrated. The goal of further development is 
a high resolution NDT testing system for quality assurance of glued and cross 
laminated timber.      
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  Abstract    Despite the recent popularity of ultrasonic time-of- fl ight diffraction 
(TOFD) as a reliable non-destructive testing technique for the inspection of weld 
defects in steel structures, the critical stages of data processing and interpretation 
are still performed manually. This depends heavily on the skill, experience, alertness 
and consistency of a trained operator ,  and is subject to inevitable human errors due 
to reduced alertness arising from operator fatigue and visual strain when processing 
large volumes of data. This paper presents techniques developed for enhancing the 
accuracy of sizing and positioning of off-axis weld  fl aws in TOFD D-scan data as an 
essential stage in a comprehensive TOFD inspection and interpretation system to 
aid the operator by automating some aspects of the processing and interpretation. 
Data manipulation and post-processing techniques have been speci fi cally developed 
for the sizing of off-axis weld defects in TOFD data, signi fi cantly reducing the 
sizing and positioning errors. The mode-converted waves are utilised to enhance 
positional accuracy of  fl aws. The results achieved so far have been promising in 
terms of accuracy, consistency and reliability.   

  Keywords   Defects • Imaging • Mode-converted waves • Signal processing • Size 
• Time-of- fl ight diffraction • Ultrasonic testing • Welds      

   Introduction 

 Legacy ultrasonic inspection methods rely on the echo amplitude to size the  fl aw 
and the pulse travel time to identify the defect position and orientation  [  1  ] . These 
methods are based on the assumption that echoes from planar features are suitably 
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angled and travel back to the transducer. Though simple and inexpensive, these 
methods suffer from poor resolution for crack sizing when the echo may be severely 
attenuated because the amplitude of the re fl ected echo may be in fl uenced by factors 
such as surface roughness, particles in the specimen, transparency and orientation 
of the  fl aw. To overcome the limitations of the pulse echo method, ultrasonic 
time-of- fl ight diffraction (TOFD) was developed. It has higher accuracy for 
measuring the through-wall size of crack-like defects, and can be performed in a 
wide range of material thicknesses. It has gained popularity because of its high 
probability of detection, low false call rate, portability and most importantly, its 
intrinsic accuracy in  fl aw sizing and positioning, especially in depth  [  1,   2  ] . 

 Accurate measurement of size and position of  fl aws has great importance in 
ensuring the structural integrity of many structures by detecting the defects that 
could trigger failures  [  2,   3  ] . Some  fl aws can very quickly be enlarged by fatigue and 
cause a major reduction of strength leading to catastrophic failure of the structure. 
This failure can occur by rapid brittle fracture if these  fl aws exceed a certain critical 
size for the load applied.  

   Off-Axis  Fl aw Depth Error 

 In the D-scan con fi guration (see Fig.  1 ), the  fl aw is likely to be offset from the centre 
of the axis between the transmitter and receiver. However accurate the time-of- fl ight 
may be, the lateral position of the source of the echo is still unknown  [  3  ] . Consider 
the situation for a D-scan with the defect tip at depth  d  offset from the axis between 
the two probes by a distance  X , and a transit time (neglecting probe delay) of  t  
(Fig.  1b ). The range for a signal from the defect tip is given by  [  2,   3  ] :

     ( ) ( )ν = + + + - +
2 22 2

Lt s X d s X d    (1)   

 where  v  
 L 
 is the longitudinal wave velocity in the material. 

 The shape of the path with constant range ( i.e. , time) is an ellipse with the index 
points of the two probes at its foci. Rearranging Eqn. ( 1 ), the following expression 
for the depth  d  is obtained:

     ( )æ ö
= - -ç ÷

è ø

2
2 2 2

2 2

1
4

4 L

L

X
d v t s

v t    (2)   

 From this equation, it is clear that if  X  is unknown, then  d  cannot be calculated. 
To overcome this problem, it is normal practice to perform a TOFD B-scan at the 
position of a detected defect to measure the depth accurately and  fi nd the offset  X . 
Measurement errors are minimised because at some point within the B-scan the 
defect must lie equidistantly between the two probes. This operation requires that 
the operator  fi rst analyses the D-scan to  fi nd the locations of any potential  fl aws, and 
then carries out a number of supplementary B-scans to measure their depths. It is 
clear that this introduces further subjectivity to the operation and adds to the total 
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inspection time. However, this paper will show that this information can be obtained 
from the original D-scan.   

   Minimising Off-Axis Uncertainty 

 Although  fl aw sizing using TOFD in D-scanning mode is more accurate than other 
conventional ultrasonic techniques, the incorporated error can still be of a high 
order. It can be shown that this error varies with off-axis distance  X  and can reach 
60% or higher if the  fl aw is located under one of the transducers (see Fig.  2 )  [  3  ] . 
When the  fl aw is located in the plane normal to the inspection surface and passing 
through both transmitter and receiver, the transit time of the pulse is at a minimum. 
As the transducers move away from this position (as shown in Fig.  1b ), along a scan 
line perpendicular to the plane of the  fl aw, the transit time increases resulting in arcs 
at the ends of the  fl aw record in D-scan presentation. For a  fl aw located at a posi-
tion  y  

 o  
 along the weld, the shortest path of the diffracted signal when the transmitter 

and receiver move to position  y  can be shown to be  [  3  ] :

     
( ) ( ) ( ) ( )2 22 22 2

L o ot s X d y y s X d y y= + + + - + - + + -ν
   (3)   

 This equation represents the dependence of defect signature shape on the lateral 
offset  X . Eqn. ( 3 ) is recognised as an equation of a hyperbola for variables  t  and  y . 
Hence,  t  is at a minimum at the point where the scattering point lies in the plane 
de fi ned by the two beam axes and it increases as the point moves away from 
that plane. It is clear that the signal loci, although hyperbolic only in the special 
case referred to above, is of the same general shape for all scan paths in this simple 
geometry. In particular, the signal loci for a scan parallel to the plane de fi ned by the 
beam axes will look like hyperbolas for deep defects but will appear increasingly 
 fl attened as the defect is approached  [  3  ] .  

  Fig. 1     D-scan and lateral  fl aw position        
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 Since the shape of the arcs depends on the defect depth, the defect lateral 
displacement, probe separation and direction of probe motion (see Eqn. ( 3 )), it is 
predetermined for any given depth on a B- or D-scan display. It is a simple matter 
to provide a means of displaying the correct shape as a cursor on a digital display 
and to move it interactively to check its  fi t to any suspected defect indication. For 
each detected defect, the edge points of the defect signature can be determined by 
a combination of 2-D alignment processing and 1-D peak tracing for each echo. 
As a result, the sets of points representing the envelope of the defect echo wavefront 
can be detected. They can be checked if they are arcs by identifying those with a 
monotonic increase in time. These points are then modelled to  fi t, in a minimum mean 
square error sense, a curve governed by Eqn. ( 3 ). As a result of this curve  fi tting 
shown in Fig.  3a , not only can  X  be found, but also the starting point of the arcs can 
be identi fi ed more accurately. This point is then used to correct the measured width 
of the defect to eliminate the effect of elongation, while the estimated value of  X  is 
then used in Eqn. ( 2 ) to correct the lateral position of the defect and, hence, minimise 
the depth error  [  3  ] . Figure  3b shows a representation after using the curve  fi tting 
method on a sample defect ( X  = 6 mm).   

   Mode-Converted Waves and  Fl aw Position Estimation 

 Section 3 has shown that it is possible to measure the transverse position of a defect 
when performing an ultrasonic TOFD D-scan by studying how the arcs of a defect 
indication vary with scan position. This information would normally be obtained only 
from a B-scan image. One limitation that this method suffers from is that the value 
of  X  can be determined accurately but it is not obvious whether this off-axis shift is 
to the left or to the right of weld centreline. A method to overcome this limitation 
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is proposed here, using the mode-converted waves. Basically, each defect shows an 
indication in the mode-converted region of the scan that is usually more visible and 
indicative (because shear waves are twice as sensitive as longitudinal waves, having 
shorter wavelength and a lower velocity). In case of uncertainty in deciding the 
position of the off-axis  fl aw in the compression-to-shear wave region, the time of the 
mode-converted indications can be used. Figure  4  shows this concept. By checking 
the time in the mode-converted part of the D-scan display, the  fl aw can be determined 
to be closer either to the transmitter or the receiver. 

 Most of the equipment used for TOFD scanning can provide the facility of 
operating multichannel probes concurrently (called software channels). Using this 
feature, two channels can be de fi ned: channel 1 with probe 1 transmitting and probe 
2 receiving, and channel 2 with the arrangement reversed. As it can be seen from 
Fig.  4 , the indication in the compression region shows almost the same position for 
both transmitter-receiver setups. The difference can be seen in the mode-converted 
region, where there are two different times ( t  

 1 
  and  t  

 2 
  ) for the same defect depending 

on probes setup. With reference to Fig.  4 , the  fl aw is actually closer to R 
1
 in the 

T 
1
 -R 

1
 setup (shortest time is more accurate). By utilising these observations in 

conjunction with the method explained in Section  3 , the accuracy of the resulting 
sizing and positioning measurements were considerably improved.   

   Results 

 The developed procedures have been applied to 76 test plates containing 150 weld 
defects using TOFD system of 5 MHz and 60 o  probes with 100 MHz sampling 
frequency. The plates were of thickness between 20 to 30 mm, with different defect 

  Fig. 3    Curve  fi tting method       
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sizes and depths. The defects have all been characterised and documented by the 
manufacturer of the steel plates. The majority of the achieved preliminary results 
are more accurate than the manual results, referring to the data sheets of the scanned 
plates, while only around 11% are the same as reported by a trained operator. For 
 fl aw depth, height and width measurements, the error is within ±1 mm for all defect 
classes except for the surface breaking crack where the error is within ±2 to ±3 mm 
because the  fl aw echo is merged with the lateral wave or backwall echo.  

   Conclusions 

 This paper has addressed the task of accurate sizing and positioning of off-axis 
defects in ultrasonic TOFD data as part of a comprehensive automatic interpretation 
aid. Data manipulation and post-processing techniques have been developed for 

  Fig. 4    The  fl aw is closer to R 
1
 in T 

1
 -R 

1
 setup (shortest time in mode-converted)       
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that speci fi c purpose. The results obtained after using these techniques have been 
extremely promising in terms of speed, robustness, accuracy and reliability when 
dealing with highly variable data. This would make the proposed techniques suitable 
in situations requiring automatic near real-time processing and interpretation of large 
volumes of data, hence, greatly reduce human and experimental errors. The novel 
utilisation of the mode-converted waves in accurate sizing looks promising and is 
under thorough investigation to explore its potential further.      

   References 

   [1]    Silk, M. (1996),  An evaluation of the performance of the TOFD technique as a means of sizing 
 fl aws , Insight, vol. 38, no. 4, pp. 280–287.  

   [2]   Charlesworth, J. and Temple, J. (2001),  Engineering applications of ultrasonic time-of  fl ight 
diffraction , RSP, 2nd edition.  

   [3]    Al-Ataby, A., Zahran, O. and Al-Nuaimy, W. (2010),  Towards automatic  fl aw sizing using 
ultrasonic time-of- fl ight diffraction , Insight, vol. 52, no. 7, pp. 336–371.      



45

  Abstract   Acoustic emissions (AE) are localized using two different signal-based 
approaches consisting in: An iterative algorithm based on the Akaike Information 
Criterion (AIC) and time reverse modeling (TRM). Thereto, physical experiments 
(four- and three-point-bending tests) were carried out on large scale reinforced con-
crete (RC) slabs with the dimensions of 2620 × 800 × 200 mm. AE were recorded 
during the entire loading history. The AE sources were localized successfully by both 
methods from the AE waveforms. It is the fi rst time that time reverse modeling was 
used to successfully localize AE sources in RC slabs. The results of the AIC-based 
and TRM localization are compared and discussed.  

  Keywords   Acoustic emission • Akaike information criterion • Elastic wave propagation 
• Reinforced concrete • Time reverse modeling      

   Introduction 

 Localizing acoustic emission (AE) sources in concrete structures is a demanding 
task due to the large amount of recorded signals and the heterogeneous material. 
Standard signal-based localization methods rely on the P-wave velocity and picked 
arrival times of the P-wave front. The most common methods are described in  [  1  ] . 
They include inversion techniques, such as the Moment Tensor Inversion or SiGMA 
(simplifi ed Green’s function for moment tensor analysis), which provide important 
information on the crack kinematics and fracture modes, as well as the source 
coordinates in 3D. The combination of two methods as suggested by  [  2  ]  is  particularly 
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interesting. Further, the so-called Akaike Information Criterion (AIC) is used to 
 perform automatic onset time detections (picking)  [  3  ] . Based on this criterion, AE 
source locations including error estimations can be determined iteratively using a 
high-order localization algorithm. However in some cases, noise level deviations 
require manual intervention, which handicaps automation. Therefore, an alternative 
localization method, called time reverse modeling (TRM) has been suggested  [  5  ] . 
Time reverse localization bypasses the picking procedure and therefore requires less 
user interaction. The method solves the elastodynamic equation with recorded data as 
an input assuming an adequate effective velocity distribution  [  6  ] . The time-reversed 
wavefronts propagate through the effective model and focus on the source location. 
The source is then localized by applying different imaging conditions. The present 
study aims at comparing the performance of the AIC-based iterative algorithm and 
TRM using AE obtained from physical experiments. The physical experiments 
consist of three reinforced concrete (RC) slabs with different shear reinforcements. 
They are loaded up to failure in four- and three-point- bending. During the entire load 
history piezoelectric sensors record the complete waveforms of the AEs. The source 
localization is performed with an automatic AIC-based  algorithm and TRM. The 
results are compared and discussed exemplarily for one of the slabs.  

   Physical Experiments 

 The physical experiments used in this study were originally carried out for testing 
the performance of post-installed bounded shear reinforcement in RC slabs  [  7  ] . The 
RC slabs C1 to C3 (2620 × 800 × 200 mm) with variable reinforcement ratios were 
tested twice. After the four-point-bending test (V1), one of the supports was inverted 
(V2) and a three-point-bending test was performed. Within this project, the authors 
were invited to perform acoustic emission measurements to monitor the structural 
response during the entire loading process and gain additional  information on the 
crack nucleation and formation. This study focuses on Slab C3V2. The acoustic 
emissions were recorded with commercial equipment (AMSY5, Vallen Systeme) by 
8 piezoelectric non-resonant sensors (KSB250, Ziegler Instruments) with a range of 
50-250 kHz. The sensors were arranged irregularly on the specimens’ surface 
around the support, where the fl exural cracks and the plastic hinge were expected to 
form. A static threshold value of 38.1 dB was used. The emphasis of the study was 
on recording complete waveforms for a further signal-based analysis.  

   Selected Signal-Based Acoustic Emission Localization in Concrete  

   AIC-based automatic localization 

 This localization procedure involves an automatic onset-time detection and is 
based on the arrival time of the fi rst wave motion (P-wave) and a homogeneous 
velocity model. The challenge consists in determining the correct onset time for AE 
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waveforms that occur at different noise levels. The picking procedure considered 
to be the most effi cient, relies on the AIC-values  [  3  ] , where the so-called Hilbert 
envelope is applied to single waveforms in order to determine the partial energy 
content (see Fig.  1a ). Further, this envelope defi nes the time frame within which 
the onset point can be found by searching the extreme values of the AIC function 
with respect to time (see Fig.  1b ). Once the onset times of a set of AE wave-
forms are determined, the location of the respective AE source can be calculated 
iteratively  [  2  ] .   

 The results of four AE source locations are illustrated in Fig.  2 . Note that the 
adopted P-wave velocity  c  

 p 
 = 3921 m/s  [  6  ]  underestimates the effective value due 

to the relatively high reinforcement ratio of Slab C3 (1.75% in  x - and 0.16% in 
 z -direction). In general it can be observed that the semi-axes of the error ellipsoids 
tend to be smaller for sources located in the center of the sensor-surrounding 
area. The semi-axis lengths are signifi cantly larger in the direction of the  y -axis 
in comparison to the other two directions. The reason is the close spacing of the 
sensors in  y -direction.  

   Time reverse modeling 

 Time reverse modeling (TRM) originates from exploration geophysics where it is 
used to fi nd hydrocarbon reservoirs  [  4  ] . Nowadays the method is also used for 
non-destructive testing problems  [  5  ] . TRM is a combined procedure which uses 
numerical simulations to supplement the recorded AE data. The displacement fi eld 
 u  

 i 
 =  u ( x , t ) ∈ R 3  is determined based on the linear, isotropic elastic wave equation

     , , ,( )i tt k ki i kku u ur l m m= + +
  
, (1)   

  Fig. 1    ( a ) Normalized amplitude of the Hilbert envelope (solid line) and ( b ) the calculated AIC-
curve (solid line) for the AE signal illustrated with the dashed lines. The onset time is the global 
minimum of the AIC-curve       
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 with the Lamé constants   l   and   m   and the density   r  . The wave equation is discretized 
with the fi nite differences method. The concrete properties required for the elastic 
(forward) wave propagation simulations, such as  c  

 p 
  (P-wave velocity),  c  

 s 
  (S-wave 

velocity) and   r   (density), are approximated with a numerical concrete model with 
randomly distributed concrete constituents  [  6  ] . The displacements calculated at the 
sensor positions display the wave motion for  t  ∈ [0; T ], where  T  is the duration of 
the simulation. The total energy density

     { }
[0; ]

( , ) max ( , ) ( , )tot
t T

E t t t
Î

=x x xs e    (2)   

 is displayed by applying an imaging condition, where   s   ( x , t ) and   e  ( x , t ) represent the 
stress and the strain tensor, respectively. The out-coming scalar fi eld is shown in 
Fig.  3 . The source location is not given a priori. The information on the source loca-
tion is hidden in the AE waveform, which is stored during the AE measurements. 
The stored waveform is time-reversed and then used as input data for the numerical 
(inverse) simulation to calculate the inverse displacement fi eld  u  TRM ( x , t ) =  u ( x , T - t ). 
All AEs are recorded on  t  ∈ [0;409.6]   m  s. The simulation time is extended to 
 t  ∈ [0;600]   m  s to allow for suffi cient interference of the inverse displacement fi eld. 
The effectiveness of the TRM method is demonstrated on a concrete cuboid 
(118 × 120 × 160 mm) with real AE data caused by pencil-lead-break sources. In this 
case the location of the source signal is known a priori. The radiation patterns of the 
pencil-lead-break sources located close to the sensors at [ x,y,z ] = [0,20,100] mm and 

  Fig. 2    Projected view of four AE sources #1 to #4 in Slab C3V2 localized based on the AIC 
together with the crack patterns after bending failure       
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[ x,y,z ] = [25,30,118] mm can be identifi ed without doubt (see dashed circle in 
Fig.  3  a,   b ). Typically, energy concentrations can always be observed at the sensor 
positions, represented by crosses in Fig.  3a,   b , as well as some artefacts at the boarders 
due to remaining surface wave energy. The simulations are performed with a grid size 
of Δ  h  = 0.001 m, a time increment of  Δ t  = 1.0 ×10 -7  s and a fundamental frequency 
of  f  

 fund 
  = 100 kHz.  

 Slab C3V2 is discretized with 1304 × 804 × 204 grid points (gp) correspond-
ing to the specimen size in mm. The effective elastic properties are assumed to 
be  c  

 p,eff  
 = 3912 m/s,  c  

 s,eff 
  = 2272 m/s and   r   

 eff 
  = 2200 kg/m 3  according to  [  6  ] . The input 

for the simulation consists in the four AE waveforms denoted #1 to #4 that have 
already been used for the AIC-based automatic localization. The simulation is per-
formed separately for each set of waveforms. Figure  4  displays a top view of the 

  Fig. 3    ( a ) Snapshots @  y  = 20 mm (left) and ( b ) @  y  = 25 mm of a concrete cuboid displaying the total 
energy density of the out-coming scalar fi eld. The radiation pattern of the pencil-lead-break source 
is well visible (dashed circle)       

  Fig. 4    AIC-based source locations (Fig.  2 ) together with the total energy density of the inverse 
displacement fi elds (TRM) for the AE sources #1 to #4       
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relevant detail areas where the AE sources are expected. The radiation patterns of 
all sources #1 to #4 can be identifi ed as energy concentration in the enlarged dashed 
frames within a maximal distance of approx. 100 gp to the expected source 
locations (black dots with gray error ellipsoids).   

   Discussion and Conclusions 

 In general, both methods performed well. The strength of the AIC-based iterative 
algorithm is its adequacy for automation. Although the user has to intervene in 
some cases, the method is robust and reliable. The TRM does not depend on 
picking and no user interaction is required during the procedure. However, there is 
presently no automatic TRM procedure available for multiple sets of AE waveforms. 
The simulation requires a lot of computational time, but due to the increasing 
computing resources, this is a temporary obstacle. Once an automatic processing 
method can be developed, the TRM could be the better method.      

  Acknowledgements   The authors would like to thank Prof. Peter Marti and Barbara Ebert for 
giving us the opportunity to take part in the physical experiments. Balz Bauer´s contribution on the 
iterative localization method is appreciated. 

    References 

   [1]    Grosse, C.U., Ohtsu, M. (2008),  Acoustic Emission Testing: Basics for Research – Applications 
in Civil Engineering; With Contributions by Numerous Experts , Springer, Heidelberg.  

   [2]    Schechinger, B. and Vogel, T. (2007),  Constr. Build. Mat ., vol. 21, pp. 483–490.  
   [3]    Kurz, J.K., Grosse, C.U. and Reinhardt, H.-W. (2007),  Ultrasonics , vol. 43, pp. 583–546.  
   [4]    Steiner, B., Saenger, E.H. and Schmallholz, S. (2008),  Geophys. Res. Let. , vol. 35, L03, p. 307.  
   [5]    Saenger, E.H., Kocur, G.K., Jud, R. and Torrilhon, M. (2011),  J. f Appl. Math. Mod ., vol. 35, 

pp. 807–816.  
   [6]    Saenger, E.H., Kocur, G.K. (2010). In:  Time Reverse Characterization of Sources in 2D and 

3D Heterogeneous Media , Proceedings of the 79 th Annual International Meeting of Society of 
Exploration Geophysics, 4 p., Denver, USA.  

   [7]    Ebert, B. (2010). In:  Strengthening of RC Slabs and Shells by Unilaterally Applied Shear 
Reinforcement , Proceedings of the 8 th fi b PhD Symposium in Civil Engineering, pp. 124–138, 
Kgs. Lyngby, Denmark.      



51

  Abstract   It has been estimated that, in Europe, 50% of the annual construction 
budget is spent on refurbishment and remediation of the existing structures  [  1  ] . 
Therefore, self-healing of concrete structures, which are very sensitive to cracking, 
would be highly desirable. In this research, encapsulated healing agents were 
embedded in the concrete matrix in order to obtain self-healing properties. Upon 
crack appearance, the capsules break and the healing agent is released, resulting in 
crack repair. The ef fi ciency of this crack healing technique was evaluated by using 
acoustic emission (AE) analysis. Breakage of the capsules was proven as events 
with an energy higher than the energy related to concrete cracking were noticed. 
Upon reloading of beams with untreated cracks, fewer emissions were detected 
compared to beams with healed cracks. From this study it was shown that AE is a 
suitable technique to evaluate self-healing of cracks in concrete.  

  Keywords   Acoustic emission analysis • Concrete • Cracking • Polyurethane 
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   Introduction 

 Concrete is used world-wide as construction material because of its excellent 
mechanical properties and relatively low cost. The only drawback is that concrete 
easily cracks because of the limited tensile strength. These cracks do not only cause 
high repair costs, they also endanger the durability of the structure. Aggressive 
substances may enter the cracks and cause concrete degradation. Due to this, cracks 
may grow. When the reinforcement is exposed to the environment, corrosion may 
originate and  fi nally the structure may fail. Therefore, immediate and autonomous 
crack repair is strived for. Concrete already exhibits some natural self-healing 
properties as unreacted cement grains may react when coming into contact with 
water entering the crack  [  2  ] . This is one of the reasons why old concrete structures 
like the Roman Pantheon are still existing. However as 1 tonne of CO 

2
  is emitted 

during the production of 1 tonne of cement, nowadays, the dosage of cement in 
concrete is adapted. Due to the former cause and due to the fact that much  fi ner 
cements are used, less unreacted cement is available now. Besides, the natural 
healing mechanism is limited to narrow cracks and is unpredictable. Therefore, 
research is done to improve the crack healing ef fi ciency by encapsulating healing 
agents inside the concrete matrix  [  3,   4  ] . Granger et al.  [  5  ]  made use of acoustic 
emission (AE) analysis to evaluate the natural crack healing ef fi ciency of concrete. 
The promising results found by Granger et al. were the incentive to use AE in order 
to evaluate the crack healing ability of concrete with encapsulated healing agents.  

   Materials and Methods 

   Preparation of the specimens 

 Ceramic tubes, with an inner diameter of approximately 3 mm and a length of 100 mm, 
were used to carry the healing agent. A commercially available polyurethane-based 
healing agent was used to seal the cracks. This healing agent consists of two 
compounds, one compound is a prepolymer of polyurethane that starts foaming in 
moist surroundings. The second compound is an accelerator which shortens the 
reaction time. Half of the tubes was  fi lled with the prepolymer and the other half 
was  fi lled with a mixture of accelerator and water. 

 In order to protect the brittle tubes from breakage during preparation of the 
concrete beams, they were embedded inside mortar bars with dimensions of 
20 mm x 20 mm x 120 mm. Mortar was made up of sand 0/2 (1530 kg/m³), cement 
CEM I 52.5 N (510 kg/m³) and water (255 kg/m³). In each mortar bar, tubes  fi lled 
with the prepolymer and the accelerator were positioned next to each other. 

 Moulds with dimensions of 500 mm x 110 mm x 50 mm were used for preparation 
of four series of concrete beams. Concrete was composed of sand 0/4 (670 kg/m³), 
aggregates 2/8 (490 kg/m³), aggregates 8/16 (790 kg/m³), cement CEM I 52.5 N 
(300 kg/m³) and water (150 kg/m³). For the  fi rst three test series (reference specimens 
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‘REF’, specimens of which cracks were treated manually with epoxy ‘EPO’ or 
polyurethane ‘PUR’), standard concrete beams were prepared. When beams of the 
last test series (self-healing specimens with encapsulated polyurethane ‘SHC_PUR’) 
were made, the moulds were  fi lled in several layers and the mortar bars, containing 
the tubular capsules, were positioned inside the beams. After casting, all moulds 
were placed in an air-conditioned room with a temperature of 20±2 °C and a relative 
humidity of 90±10 % for a period of 24 hours. After demoulding, the specimens 
were placed in the same room for at least 27 days. Finally, a 20 mm deep notch was 
sawn at the bottom, in the middle of the specimens. The design of the concrete 
beams with self-healing properties is shown in Fig.  1 .   

   Creation of controlled cracks 

 Cracks were created by means of a crack width controlled three-point-bending test. 
The crack width was measured by means of a Crack Mouth Opening Displacement 
(CMOD) sensor, placed between two steel plates stuck on each side of the notch. 
The crack width was increased with a velocity of 0.5  m m/sec until a width of 300  m m 
was reached. At that point, the beam was unloaded giving cause to a residual crack 
width of about 225 µm. 

 During crack formation all beams were instrumented with an AE system. 
The instrumentation consisted of eight piezoelectric transducers (see Fig.  1 ) 
with a nominal diameter of 25 mm and a relatively  fl at frequency response below 
1 MHz. The transducers were coupled to the concrete beams by means of hot glue. 
The detected signals were ampli fi ed with 54 dB gain ampli fi ers. The frequency 
range of the acquisition of wave forms was set from 1 kHz to 1 MHz. The slew rate 
trigger was set to 0.08 V/ m s and an input range of ±5 V was chosen. The software 
TransOctoAE was used to record the AE signals.  

Encapsulated healing agent
embedded in mortar bars 

Steel bar CMODNotch

Concrete beam
500 mm x 110 mm x 50 mm 

AE sensor

  Fig. 1    Setup of the experiment showing the position of the protected ceramic tubes inside the 
concrete beam together with the position of some of the sensors       
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   Crack healing 

 For beams with self-healing properties, the healing mechanism was activated upon 
crack appearance. During crack formation, the tubes broke and both components of 
the healing agent were released into the crack due to capillary forces. When both 
components made contact, a polymerization reaction was triggered and the crack 
was healed. Cracks of the samples belonging to the test series ‘PUR’ and ‘EPO’ 
were treated immediately after crack formation with, respectively, polyurethane and 
epoxy. In the former case, the prepolymer was mixed with water and accelerator in 
the same proportions as encapsulated in the tubes, otherwise, both components of the 
epoxy resin were mixed according to the instructions of the provider. The cracked 
concrete beams were turned upside down and at the position of the crack, the sides 
of the beam were covered with tape. Then, the mixture was injected into the crack 
by means of a syringe with a needle. Injection was stopped when the crack appeared 
to be completely  fi lled with healing agent.  

   Evaluation of the crack healing ef fi ciency 

 24 hours after crack repair, the specimens were reloaded in three-point-bending in 
order to test the crack healing ef fi ciency. During this reloading cycle sensors were 
coupled again in the same position as during crack creation.   

   Results and Discussion 

 The recorded events were  fi ltered using the software All2SDF. A bandpass  fi lter 
with a rectangular window with a lower and higher cut off frequency of 35 and 300 kHz, 
respectively, was used. For each event the according energy was determined and 
events were subdivided into seven classes based on their energy. Localization of the 
events was done based on the  fi ltered signals and using the program PolarAE. The 
Hinckley criterion was used for automatic detection of the onset time. Subsequently, 
a selection of the events was made based on their energy (>1) and the number of 
channels used for localization (>5). All further analyses were performed onto these 
selected events. 

 In Fig.  2  the loading curves during crack creation (light grey) and reloading (dark 
grey) are displayed together with the emitted events (also light and dark grey). Each 
event is represented by means of a dot and based on their energy class they are rep-
resented in different levels.  

 Only for beams with encapsulated healing agent events from the highest 
energy level were noticed. It was thought that these events were caused by breakage 
of the embedded tubes as they were accompanied by drops in load and audible 
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‘pop’ sounds. Also during reloading, the energy released for autonomously 
healed cracks is higher than for the other test series. This could be explained 
by the fact that some additional tubes broke upon reloading. This was also heard 
during the test and seen from the reloading curves. Due to the second release of 
healing agent, a second healing action may occur, as already noticed in previous 
experiments  [  6  ] . 

 The position of the events was drawn on the XY, XZ and YZ plane of the beams. 
This was done for the loading and reloading cycle. For events with a bigger energy 
and thus belonging into a higher energy class bigger dots were used. It is seen in 
Fig.  3  that upon reloading of the beams less events were recorded. However, this 
is not only true for the reference beams but also for the beams from which the cracks 
were healed. While it was expected that more events would be captured upon reloading 
of the beams with healed cracks, this was not seen from these results.  

 The  fi ndings mentioned above could be explained by the fact that upon reloading 
of the beams different phases could be distinguished. In the  fi rst phase the crack just 
reopens for the reference beams or cracks appear in the healing agent in case of 
beams with healed cracks. When the crack opening, which was reached during 
crack creation, is reached again, new cracks start to form in the concrete matrix. 
This is the start of the second phase. The third phase corresponds to the moment 
when the adjusted crack width is reached, loading is stopped and the crack width 
decreases. As the second and the third phase are equal for all test series, and quite 

0
1
2
3
4
5
6
7

0
500

1000
1500
2000
2500
3000
3500

0 0,1 0,2 0,3 0,60,50,4

L
oa

d 
[N

]

E
nergy level [-]

Crack width [mm]

0
1
2
3
4
5
6
7

0
500

1000
1500
2000
2500
3000
3500

0 0,1 0,2 0,3 0,4 0,5 0,6

L
oa

d 
[N

]

E
nergy level [-]

Crack width [mm]

a b

  Fig. 2    Loading curve obtained during crack creation and reloading for an untreated ( a ) and auton-
omously healed ( b ) crack. The captured events are represented by means of dots depending on 
their energy level       

  Fig. 3    Localization of the events during crack creation ( a ) and reloading ( b ), the sphere size is 
related to the released energy class, test specimen belonging to the test series REF       
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some events are produced during the second phase, these events may mask the 
differences between the  fi rst phases of the different test series. 

 Therefore the energy of all events which occurred during the  fi rst phase was 
cumulated. A signi fi cant difference was noted between the energy released for cracks 
manually healed with epoxy and the other test series (Fig.  4 ). For the specimens 
where the cracks were healed with polyurethane (manually or automatically) no 
signi fi cant difference was noted; however, from the regain in mechanical properties 
 [  7  ]  it was seen that these cracks were healed. That no signi fi cant difference is 
seen by means of AE can be explained by the fact that crack formation into the 
polyurethane foam does not cause events with high energy.   

   Conclusions 

 From this study we can conclude that breakage of the tubes of self-healing concrete 
can be proven by means of AE measurements. Although self healing of cracks 
using PU as healing agent is not proven from the AE measurements presented in 
this paper, crack healing is proven in the case epoxy resin is used as healing agent. 
The possibility to use AE as indicator for self-healing of cracks, will therefore 
depend on the mechanical properties of the healing agent used.      
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  Abstract   The impact-echo method is well-known as a non-destructive testing for 
concrete structures. It is based on the use of low-frequency elastic waves that propa-
gate in concrete to determine thickness or to detect internal  fl aws in concrete. In this 
method, the presence and the locations of defects in concrete are estimated from iden-
tifying peak frequencies in the frequency spectra, which are responsible for the reso-
nance due to time-of- fl ight from the defects. In practical applications, however, spectra 
obtained include so many peak frequencies that it is fairly dif fi cult to identify the 
defects correctly. In order to improve the impact-echo method, Stack Imaging of spec-
tral amplitudes Based on Impact Echo (SIBIE) procedure is developed as an imaging 
technique applied to the impact-echo data, where defects in concrete are identi fi ed 
visually at the cross-section. In this study, the SIBIE procedure is applied to identify 
grouted or ungrouted post-tensioning ducts in prestressed concrete beam. It is dem-
onstrated that the ungrouted duct can be identi fi ed with reasonable accuracy.  

  Keywords   Impact-echo • NDE • Prestressed concrete • SIBIE • Ungrouted tendon 
duct      

   Introduction 

 Stack Imaging of Spectral Amplitudes Based on Impact-Echo (SIBIE) procedure is 
developed to improve the impact-echo method, as the impact-echo method is well 
known as a non-destructive testing for concrete structures  [  1  ] . The method has 
been applied to thickness measurement of a slab, grouting performance and void 
detection in a post-tensioning tendon duct, identi fi cation of surface-opening 
crack depth, location of delamination and determination of material properties. 
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The impact-echo method has been widely applied to identi fi cation of void in 
tendonducts  [  1,   2  ] . In principle, the location of void is estimated by identifying peak 
frequencies in the frequency spectrum. However, the frequency spectrum cannot 
always be interpreted successfully, because many peaks are often observed in the 
spectrum. Particularly, in the case of a plastic duct, it becomes more dif fi cult to 
interpret the frequency spectrum due to the existence of many peaks. This is because a 
plastic duct has lower acoustic impedance than concrete or grout. In order to circum-
vent it, the SIBIE procedure is developed  [  3  ] , and is applied to void detection within 
tendon ducts  [  4 ]. In the present paper, the effect of prestressing is examined.  

   Principle  

   Impact-echo method 

 The cross-section of a specimen is shown in Fig.  1 . When the elastic wave is driven, 
the paths of the elastic wave are shown. Frequency spectrum is interpreted by 
Fast Fourier transform (FFT) analysis to an obtained waveform from the 
output point. In this spectrum, peak frequencies could be appeared at  f  

 t 
  and  f  

 void 
 , so 

calculated as,

     
2t pf C T=

  
, (1)  

     
2void pf C d=

  
, (2)   

 where  C  
 p 
 = velocity of P-wave,  T  = plate thickness, and  d  = covered depth. The plate 

thickness and the cover depth are obtained by substituting  f  
 t 
  or  f  

 void 
 with  C  

 p 
  into 

these equations.   

   SIBIE procedure 

 SIBIE procedure is a post-processing technique to impact-echo data. This is 
an imaging technique for detected waveforms in the frequency domain. In the 
procedure,  fi rst, a cross-section of concrete is divided into square elements as 
shown in Fig.  2 . Then, resonance frequencies due to re fl ections at each element 
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  Fig. 1    Principle of void 
detection       
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are computed. The travel distance from the input location to the output via the 
element is calculated  [  4  ]  as,

     = +1 2R r r   . (3)   

 Resonance frequencies due to re fl ections at each element are calculated from,

     
 R pf C R=
  
, (4)  

     2 2r pf C r=
  
. (5)     

 Spectral amplitudes corresponding to these two resonance frequencies in the 
frequency spectrum are summed up. Thus, re fl ection intensity at each element is 
estimated as a stack image as shown in Fig.  3 . The minimum size of the square mesh 
 D  for the SIBIE analysis should be approximately equal to  C  

 p 
  D  t /  2 .  

   Experiments 

 The specimen of dimensions 250 mm × 1000 mm × 300 mm was designed. A post-
tensioning tendon ducts was contained in the concrete specimen. The diameter of the 
polyethylene duct was 40 mm. It was located at 50 mm depth from the bottom of 
the specimen. The specimen is illustrated in Fig.  4 . First, the duct was ungrouted 
and the specimen was kept un-prestressed at the measurement. Next, the specimen 
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was tensioned by prestressed concrete steel bar in order to  fi nd the effect of 
prestressing. Finally the duct was fully grouted.  

 Before prestressing P-wave velocity of the test specimen was obtained as 4025 m/s 
by the ultrasonic pulse-velocity test. After prestressing P-wave velocity was measured 
as 4150 m/s. This might be the effect of stressing as well as curing. Dimensions of 
the specimen tested are 100 mm × 100 mm × 400 mm as shown in Fig.  5 . In the 
impact test, the aluminum bullet of 8 mm diameter was shot by driving compressed 
air with 0.05 MPa pressure to generate elastic waves. Figure  6  shows the aluminum 
bullet. It is con fi rmed that the upper bound frequency due to the impact could cover 
up to 40 kHz, by using an accelerometer system. Fourier spectra of accelerations 
were analyzed by Fast Fourier Transform (FFT). Sampling time was 4  m  sec and 
the number of digitized data for each waveform was 2048.The locations of 
impact and detection are also shown in Fig.  7 . Two accelerometers were placed 
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at the detection points to record surface motions caused by re fl ections of the 
elastic waves. Here, the interval between the impact point and the detection point 
was 50 mm.     

   Results and Discussion 

 The SIBIE analysis was conducted by simply adding two impact-echo results 
obtained from two accelerometers for each case to visually identify location of the 
void in a polyethylene duct. The cross-section of the concrete specimen was divided 
into square elements to perform the SIBIE analysis. In this study, the size of square 
mesh for SIBIE analysis was set to 10 mm.  

   SIBIE Results at un-prestressed condition 

 First, specimen was tested under the un-prestressed condition. The SIBIE results is 
given in Fig.  8 , which shows a cross-section of the specimen where the ducts are 
located. The size of cross-section is 250 mm × 300 mm. The red color regions 
indicate the higher re fl ection due to presence of void. Open circles indicate the 
ducts, and the impact point and the detection points are indicated by upward 

  Fig. 8    SIBIE Result under un-prestressed condition       
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arrows and a downward arrow, respectively. It is clearly seen that there exists high 
re fl ection zone in front of the ungrouted ducts. There are no other high re fl ections 
observed at the cross-section.   

   SIBIE Results at prestressed condition 

 In Fig.  9 , SIBIE results of the impact test for the case under the prestressed 
condition are shown. Red and yellow color of high re fl ection are clearly observed 
in front of the duct in both results. There are no other high re fl ections observed 
at the cross-section. There are no differences between the SIBIE result of under the 
un-prestressed and prestressed condition. This result implies that the prestress has 
little in fl uence on the SIBIE results.   

   SIBIE Results at fully-grouted condition 

 In Fig.  10 , SIBIE results of impact test for the case under the fully-grouted 
condition are shown. Gray circles indicate the fully grouted ducts. The high intense 
regions due to the plate thickness are observed at both results, however, The high 
intense regions can not be observed in front of the duct in both results. From this 
result, it is con fi rmed that the SIBIE procedure is available for void detection within 
post-tensioning tendon duct.   

  Fig. 9    SIBIE Result under prestressed condition       
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   Conclusions 

 Results obtained are summarized as follows:

    (1)    It is con fi rmed that location of the ungrouted duct can be clearly identi fi ed 
using the SIBIE procedure.  

    (2)    There are no differences in the SIBIE results for the cases with or without 
prestressing.  

    (3)    The high intensty regions can not be observed in front of the duct for the fully 
grouted case.     

 Thus, it is demonstrated that the void within tendon duct can be identi fi ed with 
reasonable accuracy by the SIBIE procedure.      
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  Abstract   Calibrated sensors are essential for quantitative comparisons of acoustic 
emission source mechanics. We describe experimental techniques and mathematical 
models for implementation of an absolute sensor calibration scheme using glass 
capillary fracture and ball impact, two sources which can be easily implemented. 
Additionally, we describe the speci fi c experimental procedures for absolute sensor 
calibration using the both the fracture of a glass capillary tube, and drop of a 0.4 mm 
ruby ball, as the calibration source. The mathematical formulation is based on a 
Green’s function formalism. The Glaser-type conical piezoelectric sensor, used as an 
example in this study, has a noise  fl oor of approximately 1 picometer displacement 
when coupled to steel. The amplitude of the sensor response is  fl at within 3 dB from 
50 kHz to 2 MHz at a level of 0 dB relative to 1 V/nm.  

  Keywords   Acoustic emissions • Ball impact • Calibration • Glass capillary fracture 
• Piezoelectric sensors      

   Introduction 

 Modern studies of microseismic sources and stress wave propagation have shown 
that acoustic emission (AE) signals are a function of the AE source, wave propaga-
tion effects, and sensor effects  [  1  ] . These components are described schematically 
in Fig.  1 . Typical AE analyses treat this chain of effects as a black box. While these 
studies are very useful for correlating counts of AE activity with other measure-
ments and for  fi nding the location of the AE sources within the specimen, they lack 
quantitative information about the amplitude and properties of the AE sources. 
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If, instead, we analyze and model the wave propagation effects and sensor response, 
we can quantify the time history of absolute amplitudes, orientations, and moments 
which generate AE. With a fully calibrated system, it is entirely possible to quan-
tify and classify AE in much the same way as earthquakes and other seismic sources 
are described. This will enable AE researchers to quantitatively compare  fi ndings 
with others, advance our collective understanding the physics and mechanics of 
AE, and lead to improved AE monitoring techniques. In this paper, we present a 
transfer-function-type calibration scheme which relies on a Green’s function for-
malism  [  2-  3  ] , and describe, in detail, the methodology used for absolute sensor 
calibration.  

 In order to calibrate an AE sensor, we must isolate the sensor’s behavior. Both 
input and the output to the  Sensor  box, shown in Fig.  1 , must be known. We must 
be able to calculate, or measure by some other means, the mechanical disturbance 
(e.g. displacement, velocity, acceleration, strain) which would exist at the sensor 
location. The expected disturbance is then compared with the recorded sensor 
output. This comparison can be achieved with a reference sensor (i.e. some other 
sensor which has already been absolutely calibrated)  [  4  ] , but in the absence of such 
a sensor, we rely on known and well-characterized arti fi cial AE sources. 

 Following Fig.  1 , sensor output, s(t), can be represented mathematically as 

     ( ) ( )( ) , * , ; , * ( )n ins t f g x t i tz t z t=    (1)  

where * represents convolution, f 
n
 ( x , t ) is the force acting in the n direction that the 

calibration source imposes on the test specimen, g 
in
 (x,t; x , t ) is the elastodynamic 

Green’s function which describes the displacement in the i direction at point x at 
time t due to a unit impulsive force at location  x  in the direction n at time  t  [5], and 
i(t) is the instrument response function which we would like to determine.  

   Calibration Sources 

 In order to determine i(t), a known source f 
n
 (t), which produces vibrations of 

known amplitude and shape, is required. We must have a specimen of relatively 
simple geometry for which we can easily calculate the effects of wave propagation, 
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fn(ξ,t)
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Propagation 
gin(x,t;ξ,τ)

Dynamic Force 
Field Change 
at the Source 

Mechanical  
Disturbance at 
the sensor site 

Data Interpretation Sensor 
Output s(t) 

  Fig. 1    Block diagram of the path linking the AE source to the sensor output       
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g 
in
 (x,t; x , t ). Though many different mechanical, electromechanical, and thermome-

chanical sources exist, this paper focuses on two simple mechanical sources, capillary 
fracture and ball impact. For both sources, the direction n in which the source acts 
is normal to the plane of the test specimen surface. 

 When conducting a calibration test using a glass capillary fracture source, a short 
(~ 2 mm) length of thin walled glass capillary tube is laid on its side and slowly 
loaded with a small but blunt object until it fractures. For AE tests, the capillary is 
typically 100 to 400  m m in diameter and breaks at a force of 5 - 25 N. When the 
capillary fractures, the force that was applied to the capillary unloads very rapidly. 
The force time history, f(t), that the capillary fracture imposes on the test specimen 
is known to be very nearly equal to a step function with a rise time (or unload time) 
of less than 100 ns  [  2  ] . This source has been used by many researchers because the 
force at which the fracture occurs (and therefore the amplitude of the step) can be 
independently measured. 

 For a ball impact calibration test, a ~1 mm diameter ball is dropped, the impact 
of which imparts an impulse-like force onto the test specimen. McLaskey and Glaser 
 [  6  ]  veri fi ed that the collision of a small ball on a planar surface of a suf fi ciently thick 
specimen is well modeled by Hertzian impact theory for steel, glass, aluminum, and 
polymethlymethacrylate (PMMA) materials. The precise force time function, f(t), 
that the ball imparts to the test specimen can be calculated 

     
( )3/2

max( ) sin / 0 | |

( ) 0 otherwise,
c cf t f t t t

f t

p= £ £
=    (2)  

where the time the ball spends in contact with the specimen,

     ( ) 2/5 1/5
1 1 2 1 04.53 4 ( ) / 3 ,ct R vr d d - -= +    (3)  

and the maximum force,

     ( ) 2/53/5 2 6/5
max 1 1 2 1 01.917f R vr d d -

= +
   (4)   

 For Equations  2  through 4,  d  
i
 =(1- m  

i
  2 )/( p E 

i
 ), and E and  m  are the Young’s modu-

lus and Poisson’s ratio, respectively. Subscript 1 refers to the material of the ball 
and subscript 2 refers to the material of the test specimen. As a rule of thumb, if 
the ball bounces back to only half its original height, then the peak force f 

max1/2
  »  

0.75f 
max

 . The change in momentum that the ball imparts to the test block can be 
independently calculated based on the mass of the ball and the rebound height. 
This change in momentum is equal to the area under the curve f(t). By using balls 
of various sizes and different drop heights, this source offers variability in ampli-
tude and frequency content with which to test sensor linearity and bandwidth. 
The usable upper frequency limit for calibration by ball drop is a function of 
ball diameter – the smaller the ball, the  fi rst spectral zero appears at higher 
frequencies.  
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   Test Geometry 

 The calibration tests described below were performed on a 50 mm thick steel plate, 
610 mm square. Three typical sensor locations relative to the location of the calibra-
tion source are shown in Fig.  2 . Location 1 is a surface location on the same side of 
the test block as the source where the bulk of the energy is carried by Raleigh waves, 
which includes motions both parallel and perpendicular to the plane of the plate. 
For the epicentral location 2, directly beneath the source, all displacements are in 
the plate normal direction, and the majority of motions are due to the P wave. 
Location 3 is an off-epicentral, with wave displacements at some oblique angle 
from the surface normal, resulting in both P waves and large S waves. By comparing 
and contrasting the output from sensors at the three different locations, the effects 
of the sensor aperture and directionality can be studied.  

 Greens functions for the plate geometry can be calculated analytically only for a 
few geometries. Other geometries require numerical models such as  fi nite element 
or  fi nite difference codes. For this work, Green’s functions were calculated with a 
computer program  [  7  ]  which uses a generalized ray theory approach.  

   Calibration Procedures 

 A set of calibration tests were performed on Glaser-type conical piezoelectric 
sensors in order to illustrate the method. These sensors are known to be sensitive to 
surface normal displacements and have an extremely  fl at (within 3 dB) frequency 
response between 20 kHz and 2 MHz  [  6  ] . While these sensors have been calibrated 
on many different materials, using different sources, and sensor locations, we report 
the details of a set of calibration tests, using both a glass capillary fracture and ball 
drop, performed in Location 1 with 45 mm of source-sensor separation. The signals 
were digitized at 10 MHz, with 16-bit dynamic bandwidth. 

 During the calibration test, the capillary is loaded to fracture and the corre-
sponding AE signal, s(t), is recorded. The force on the capillary when it fractured 
was measured with a load cell to be 13 +/- 0.3 N. The theoretical displacements, 
u(t) = f 

n
 ( x , t ) * g 

in
 (x,t; x , t ) are shown in Fig.  3a . This was calculated by convolving 

the appropriate Greens function with a 13N step function acting normal to the 
plate. The Fourier transform of u(t), U( w ) = F 

n
 ( x , w )G 

in
 (x, v ; x , w ),was obtained 

  Fig. 2    Experimental setup for calibration tests       
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and windowed with a Blackman Harris window. The amplitude of the Fourier 
transform of the theoretical signal, |U( w )|, is shown in Fig.  3b . 

 The AE signal, s(t), recorded from the capillary test is shown in Fig.  3c . The 
difference in the time histories between theory and experiment in the latter portion 
is due to the insensitivity of the piezo-based sensor below about 10kHz. The 
Fourier transform of this signal, S( w ) = F 

n
 ( x , v )G 

in
 (x, w ; x , v )I( w ), was obtained with 

the FFT algorithm and windowed in the exact same way as u(t). The amplitude, 
|S( w )|, is shown in Fig.  3d . The amplitude of the Fourier transform of a sample of 
noise is also shown in Fig.  3d . The 400  m s noise sample is taken from the recorded 
AE signal prior to the  fi rst wave arrival, and it is also windowed with a Blackman 
Harris function.  

 Sensor response, I( w ), is obtained by dividing the Fourier transform of the 
recorded AE signal by the Fourier transform of the theoretical signal: 

     
( ) ( ) ( ) ( )

( ) ( )
( ) , , ; , .

( ) , , ; ,n in
n in

S I
I F G x

U F G x

w w
w z v w z v

w z v w z v
=

   
(5)   

  Fig. 3    ( a ), Theoretical displacements, u(t), due to a 13 N glass capillary fracture for Location 1 in 
the experimental arrangement shown in Fig.  2 . ( b ), Amplitude of the Fourier transform of u(t). 
( c ), Recorded signal, s(t), in response to the 13 N capillary fracture. ( d ), Amplitude of the Fourier 
transform of s(t) compared with amplitude of a noise signal (dashed line). ( e ), Amplitude of sensor 
response I( w ) compared with noise  fl oor (dashed line). ( f ), Phase of I( w )       
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 The amplitude and phase of I( w ) are shown in Fig.  3 e, f, respectively. The noise 
response (amplitude shown in Fig.  3e , dotted line) is calculated by dividing the 
Fourier transform of the noise signal by the Fourier transform of the theoretical 
signal. Because the recorded signal was in units of Volts and the theoretical signal was 
in units of nm, the sensor response will be in V/nm. The sensor amplitude response 
is  fl at within 3 dB from 20 kHz to 2 MHz at a level of 0 dB relative to 1 V/nm, therefore 
the sensitivity can be well approximated as 1 V/nm in this frequency range. The 
noise response is about -60 dB (three orders of magnitude down); the noise  fl oor in 
the testing condition is approximately 1 pm. 

 Calibration studies have shown that while the frequency response (the shape of 
I( w )) does not change dramatically when the sensor is coupled to different engi-
neering materials, the absolute sensitivity can vary by an order of magnitude, due to 
the different acoustic impedance of various materials  [  6,  8  ] . Thus, test results on 
different materials should be scaled accordingly. This calibration is only strictly 
valid from about 50 kHz - 2.5 MHz. Because the calculated Green’s functions are 
for an in fi nite plate geometry, we only include signals recorded before re fl ections 
arrive from the side edges of the plate, which allows time windows no greater than 
about 400  m s to be used for calibration purposes. Below 50 kHz, less than 20 periods 
are captured in this 400  m s time window, therefore there is high uncertainty in 
spectral estimates below about 50 kHz. Above 2.5 MHz, signal to noise ratio drops 
below about 20 dB for the capillary fractures used in these experiments.  

   Conclusions 

 A method to absolutely calibrate AE sensors using capillary and ball-drop sources 
was presented. The method uses a Green’s function formalism and a ray-tracing 
calculation of the theoretical response to these sources as the reference. A set of 
calibration tests were performed on Glaser-type conical sensors in order to illustrate 
the method. This sensor has a noise  fl oor of approximately 1 picometer when coupled 
to steel, an amplitude response,  fl at within 3 dB from 50 kHz to 2 MHz, at 0 dB 
relative to 1 V/nm. The instrument response for both sources matched the theoretical 
expectation. Small differences seen in the results from the different calibration 
sources highlight de fi ciencies in the source models.      
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  Abstract   Speckle-interferometric imaging is a well known method where the 
 difference between two deformation states of an object (with and without applied 
load) is displayed as a fringe pattern. The standard procedure for  fi nding hidden 
defects is to compare the observed fringe pattern either to the pattern that one 
expects or to one measured on a reference component. Observed differences are 
then attributed to a defect. We show how the method can be improved in terms of 
signal to noise ratio and resolution.   The idea is to apply the modulation principle to 
speckle-interferometry that makes lockin-thermography superior to conventional 
thermography: The inspected object is periodically illuminated to induce a thermal 
wave and a corresponding modulation of thermal expansion while fringe images are 
recorded with electronic speckle pattern interferometry (ESPI) or shearography. 
Then, the time-dependent content of each pixel is Fourier transformed at the excitation 
frequency. This way the information content is compressed into local amplitude and 
phase of the response at this frequency. In the phase image, defects reveal themselves 
as deviations from a constant background and can therefore be identi fi ed easily. 
The signal to noise ratio is improved by up to an order of magnitude. Depth range 
can be adjusted by variation of the modulation frequency. This paper shows results 
of model samples as well as of automotive and aerospace parts.  

  Keywords   Defect-selective imaging • Interferometric depth pro fi ling • Lockin-ESPI 
• Lockin-shearography      
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   Introduction 

 Shearography measures the derivative of displacement by superposing the speckle 
pattern of two different object states, usually caused by a short, static loading  [  1  ] . 
However, the depth of defects cannot be determined, and in some cases, the signal 
from a  fl aw is hidden by the large deformation of the sample itself, which reduces 
the probability of detection. The elimination or reduction of these drawbacks could 
increase the acceptance of shearography as a fast robust remote ndt method.  

   Methodology 

   Lockin shearography 

 Lockin shearography combines a conventional shearography setup with a dynamic 
excitation and a Fourier analysis. By modulating the intensity of halogen lamps, 
the object surface is heated periodically, thereby launching a thermal wave into 
the object. At thermal boundaries, the wave is re fl ected back to the surface where 
it is superposed to the initial thermal wave. This way, both local phase angle and 
amplitude of the modulated temperature  fi eld are modi fi ed.  

 The shearography sensor continuously records fringe images during the modu-
lated excitation. After unwrapping, the image stack undergoes a pixelwise discrete 
Fourier transformation at the excitation frequency. This transformation extracts 
phase and amplitude of the modulated object displacement, thereby eliminating the 
dc level and condensing the image stack to only two images: the amplitude image and 
the phase angle image ( Fi g.  1 ). This principle of signal evaluation of an image stack 
is well known from optically excited lockin thermography  [  2-  6  ]  and was transferred 
to ESPI  [  2,   7  ]  and to shearography  [  8  ] . In an intact sample with constant thick-
ness, the whole object is deforming uniformly, so the thermal phase is constant. 
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  Fig. 1    Lockin shearography measurement procedure       
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Defects affect the local phase by re fl ecting the thermal wave, which makes it easy 
to  fi nd them. The thermal diffusion length  m  depends on excitation frequency  [  9  ] :

     
2a

m
w

=    (1)  

with  a  = thermal diffusivity and  w  = modulation frequency of excitation. Therefore, 
the depth range (which depends on µ) can be adjusted by variation of the excitation 
frequency to allow for depth pro fi ling. The compression of the image stack via 
Fourier transformation increases the signal-to-noise ratio (SNR) since not only one 
image is used for data evaluation, but up to 1000 fringe images.  

   Experimental setup 

 For our lockin shearography system ( Fi g.  2 ), we use a conventional home-made 
out-of-plane sensor. Illumination is performed either with a DPSS laser (5W, 
532nm) or an array of laser diodes (16x 80mW, 658nm). For thermal excitation, 
4kW halogen lamps with lee  fi lters are used. Data processing is performed on an 
nvidia GPU. The system consists of a PC with a frame grabber and a control card, 
a piezo ampli fi er, a dimmpack and a relais card, and is integrated in a  fl ight case.    

   Results 

   CFRP plate with inserts 

 A CFRP sample (450x375x5mm 3 ,  Fi g.  3  left) with different kinds of inserts located 
in depths from 1.5mm to 3.5mm was tested both with conventional and lockin 
shearography.  

  Fig. 2    Lockin shearography system       
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 In the conventional image, the te fl on inserts cannot be observed at all, and some 
defects are dif fi cult to detect due to the gradient caused by the deformation of the 
whole sample. In the Lockin phase image, almost all inserts can be detected due to 
the improved signal-to-noise ratio and the reduced gradient. The SNR can be 
enhanced by up to one order of magnitude  [  8  ] , depending of the number of images.  

   PMMA plate with matrix of rear surface  fl at bottom holes 

 According to eq.  1 , the diffusion length of a thermal wave depends on its frequency, 
so the depth range of the method can be adjusted. A black acrylic glass plate 
(140x140x3mm3,  Fi g.  4  bottom left) with defect sizes from 2mm to10mm and 
defect depths from 0.5mm to 2.5mm was inspected at various frequencies.  

  Fig. 3    CFRP plate with simulated defects (left), measured with conventional optically excited 
shearography (middle) and lockin shearography (right)       

  Fig. 4    PMMA plate with blind holes (bottom left), measured with conventional shearography 
(top left) and lockin shearography at various frequencies (right)       
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 In the conventional shearography image, some defects are visible, but a large 
displacement of the whole sample can be observed as well. In the Lockin phase 
images, this displacement is reduced due to the narrow band Fourier  fi ltering of the 
frequency-coded response, so defect detection is much easier. As the diffusion 
length of the thermal waves increases with decreasing frequency, more and more 
 fl at bottom holes become visible. The apparent defect size increases with larger 
depth and lower frequency due to lateral heat  fl ow.   

   Applications 

   Sandwich rim of a race car 

 The CFRP/foam-sandwich rims shown in  Fi g.  5  are in-service parts from a race car 
built for the formula student.  

 The weight of these rims is half the one of rims made from aluminum, but the  fi rst 
series was also more sensitive to damages. Lockin shearography measurements 
revealed cracks in all torque arms, while conventional shearography failed due to a 
poor SNR and speckle decorrelation because of the necessity of a high loading 
( Fi g.  5 , see white marks).  

   Horizontal stabilizer of a power glider 

 The horizontal stabilizer ( Fi g.  6 ) of the power glider Hydrogenius which is being 
developed at the Institute of Aircraft Design (IFB) at the University of Stuttgart was 
tested to verify that the blind glueing of the cover to the spar was successful ( Fi g.  7 ).     

  Fig. 5    CFRP/foam rim (left) during shearography testing (middle). Results of conventional 
shearography and lockin phase image at 0.125 Hz (right)       
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   Conclusions 

 Conventional shearography is a fast and easy method for remote full  fi eld NDT. 
In combination with the lockin technique, thermal wave phase angle images are 
obtained that feature an increased signal-to-noise ratio, allow for depth pro fi ling and 
elimination of whole body displacement effects.      

  Fig. 7    Measurement  fi eld of the horizontal stabilizer (top), lockin phase images at different 
frequencies (bottom)       

  Fig. 6    Horizontal stabilizer during manufacturing (left) and lockin shearography tests with mobile 
setup (right)       
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  Abstract   Pulse thermography is a non-destructive testing method based on  infrared 
imaging of transient thermal patterns. Heating the surface of the structure under test 
for a short period of time generates a non-stationary temperature distribution and 
thus a thermal contrast between the defect and the sound material. In modern NDT, 
a quantitative characterization of hidden imperfections in materials is desired. In 
particular, defect depth and shape are of interest. The reconstruction of the defect 
from thermography data is a nonlinear inverse problem, and ill-posed. We propose an 
algorithm for the identi fi cation of subsurface defects based on the travel time of the 
re fl ected thermal pulse. Our work extends results by Lugin and Netzelmann, taking 
lateral thermal  fl ows directly into account while retrieving the defect depth. This 
requires signi fi cantly less computational work. Quantitative information about the 
defect shape and depth is obtained. Application of our method to both thermography 
data generated by a  fi nite element simulation and experimental heating of PVC test 
specimens with different defects yields good reconstruction of the actual defects.  

  Keywords   Defect shape reconstruction • Finite element simulation • Pulsed 
thermography • Quantitative characterization • Thermal contrast      

   Introduction 

 Pulse thermography is a non-destructive testing method based on infrared imaging 
of transient thermal patterns. Heating the surface of the structure under test for a 
short period of time generates a non-stationary temperature distribution. The  transients 
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differ for areas with defects close to the surface due to different thermal  parameters. 
The resulting thermal contrast at the surface can be used to reconstruct the sub-
surface defect  [  4  ] . 

 Due to the governing heat equation, the estimation of the defect shape from ther-
mography data is an ill-posed, nonlinear inverse problem. Most of the literature in 
pulse thermography is concerned with the reconstruction of depth, i.e. the residual 
wall thickness, and diameter of  fl at-bottom holes, for which several techniques 
exists. See e.g.  [  5  ]  for an overview. Reconstruction of an inaccessible part of the 
boundary, and thus of a general defect shape, in arbitrary space dimensions was 
discussed in  [  2  ] , where a Newton-like algorithm for matching certain weighted 
averages of measurement and simulation data is proposed. Starting from thermal 
wave theory, Lugin and Netzelmann  [  3  ]  suggest a combination of 1D depth approxi-
mation and  fi nite element simulation to reconstruct the defect shape with a  fi xed 
point iteration. 

 In this paper, we extend the approximation of the residual wall thickness of test 
specimens from  [  3  ]  to 2D/3D and show reasonable reconstruction of defect shapes 
without using an iterative algorithm for simulated and measurement data.  

   Algorithm 

   Physical background 

 Consider a specimen with semi-in fi nite thickness exposed to a Dirac delta pulse 
heating. The delta pulse is equivalent to a broad spectrum of thermal waves, which 
are all in phase. This leads to a time-domain solution to the heat conduction problem 
given as
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T z t e
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-
=    (1)   

 see e.g.  [  1  ] . Here,     Î ¥ 2( , ) (0, )z t   denote the spatial and temporal variable, with t 
being the time elapsed after the delta pulse heating with input energy density Q, 
and given material parameters thermal conductivity  l , speci fi c heat capacity c and 
density  r . 

 For an object with given  fi nite maximum thickness, re fl ection and transmission 
occur at the interface between the backside of the object and the surroundings. For 
typical situations arising in pulse thermography, like the interface between metal 
and air, the re fl ection coef fi cient is close to one, thus transmission can be neglected. 
In the one-dimensional situation, this re fl ection leads to a temperature increase at 
the surface given by

     + =( ) (2 , ).maxT t T z t    (2)   
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 By considering the relative temperature increase     ( ) ( ) / (0, )relT t T t T t+=   , the 
sample depth can be evaluated as

     ( )
1

2

ln ,max rel

t
z T t

c

l
r

æ ö
= -ç ÷è ø    (3)   

 which is known as the echo defect shape (EDS). 
 In two space dimensions, due to diffuse re fl ection, a temperature increase at a 

surface point  x  
0
  can not only be caused by a point vertically below  x  

0
 , but also by 

re fl ection at points ( x ,  z ) leading to the same travel time of the incoming and re fl ected 
thermal pulse, see Fig.  1 . Points with equal travel times form parabolas.   

   Envelope algorithm 

 Assume now given surface temperatures during the cooling process for the object 
under inspection,     ( )obj ,T x t   , and a reference object,     ( )ref ,T x t   . For instance, a known 
defect-free area on the inspected object can be used as a reference. Taking diffuse 
re fl ection into account, instead of computing the depth at  x  

0
  solely by Eqn. (3) 

the following steps are performed to reconstruct the defect shape. Note that an 
additional data structure is necessary, which keeps track of the estimated depth 
while stepping through the surface points (known as a  z-buffer  e.g. in computer 
graphics). 

 Choose tolerance  t . For every surface point  x :

    1.    determine the relative temperature increase (also known as  relative thermal 
contrast )

     
-

=
( , ) ( , )

( , )
( , )

obj ref
rel

ref

T x t T x t
C x t

T x t    (4)    

  Fig. 1    Sketch of thermal wave isochrones. Re fl ection from all points on a parabola result in a 
temperature increase at  x  

0
  at the same time. The area above the solid parabola is known to be bulk 

material       
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    2.    determine the time when the relative contrast begins to rise

     τ= >* min{ : ( , ) }relt t C x t    (5)    

    3.    compute apex coordinate
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    4.    construct parabola for     [ ]Î - +* *2 , 2px x z x z   
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    5.    update z-buffer for     [ ]Î - +* *2 , 2px x z x z   

     
( )=( ) max ( ), ( )p p p pz x z x z x

   (8)       

 After all surface points have been processed,     = ( )z z x    contains the reconstructed 

defect shape. It is the envelope of the constructed parabolas.   

   Results 

   Test specimens 

 To check the proposed algorithm, two PVC test specimens with triangular wedge-
shaped defects were used for measurement, see Fig.  2 .   

   Simulation 

 To demonstrate the effectiveness of our algorithm, we  fi rst consider simulation of 
several PVC test specimens. We use the semi-analytic method developed in  [  6  ]  to 
get accurate simulation results within reasonable computing times. Figure  3  shows 
the reconstruction results.   
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  Fig. 2    Sketches of the test specimens. The angle a is 90° and 120°, respectively, 
for the two defect shapes. The experimentally determined material parameters are 
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  Fig. 3    Reconstruction results for the simulated 90°- (left) and 120°-triangle (right) with thresholds 
of 0.1. Additionally, for comparison, the echo defect shape (Eqn. (6)) is plotted       

   Experiments 

 Measurements with the described PVC test specimens were performed. The test 
setup is sketched in Fig.  4 . The heating was performed using two  fl ash lights with 
6kJ emission energy and a  fl ash duration of 3ms. The cooling curve was recorded 
with a Thermosensorik InSb 640 IR-camera. Due to noise, the data needed to be 
preprocessed before applying the reconstruction algorithm. The recording frequency 
was originally 93Hz, with an averaging in time reducing this to 1Hz. As the defect 
is uniform in x-direction, averaging over this coordinate was used to signi fi cantly 
increase the signal-to-noise ratio. For     ( , )refT x t   , a point far away from the defect 
was chosen. Despite uneven heating, this provided better results than using an addi-
tional measurement with a defect-free sample object of the same size and material. 
In Fig.  5 , the reconstruction results can be seen.    
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   Comparison with iterative EDS 

 For comparison with the iterative algorithm developed in  [  3  ] , Figs.  3  and  5  also show 
the echo defect shape used as a starting point for the iterations. To compare the  fi nal 
reconstruction results and runtimes, we used a simpler simulation module neglecting 
convection and radiation, and limited the analysis to 2D domains. As a defect shape, 
we used a cross section of the 120°-triangle specimen. An initial simulation with higher 
accuracy was used to generate the “measurement” data. Reconstruction results of 
the envelope algorithm and iterative EDS can be seen in Fig.  6 .    
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  Fig. 5    Reconstruction using measurement data for the 90°-triangle shaped defect with threshold 
0.025 (left), and the 120°-triangle shaped defect with threshold 0.02 (right). The dark grey line is the 
result of the envelope algorithm, for comparison the echo defect shape is shown in light grey. The 
worse reconstruction of the left side of the triangles is mainly due to uneven heating. Compared with 
the simulation data, the in fl uence of noise is clearly visible       
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   Conclusion 

 Extending the echo defect shape to take lateral heat conduction directly into account 
is both simple and highly effective. While the envelope algorithm can be used in the 
same way as the echo defect shape in  fi xed point iteration, numerical examples 
indicate that the accuracy should most often be suf fi cient without iterative correction. 
This reduces the computational effort tremendously.         
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  Abstract   Infrared thermography (IRT) is becoming ever more popular in 
NonDestructive Testing (NDT) of materials and structures since it is completely 
noncontact and may be faster than many other techniques. In some cases, such as in 
the control of the envelope of a building, it is practically the unique technique, which, 
in one click, supplies a comprehensive image of the entire façade of the building 
with information about buried structures, tightness of envelope and  fi xtures, and 
presence of anomalies. The attention of this work is focused on the actual role of 
IRT in the NDT  fi eld. First, some basic principles of the two main techniques, which 
are Pulse termography (PT) and Lockin Thermography (LT) are brie fl y recalled and 
then some examples of application are presented. Such examples include laboratory 
tests and in situ inspections. Two types of specimens are considered: a glass  fi bre 
reinforced composite and masonry structure including different types of problems 
such as voids and cracks, and impact damage. Within the inspection in situ of 
buildings, information about the conservation state of masonry structures (overall 
degradation, crack network) were gained for planning of restoration.  

  Keywords   Artworks • Composites • Infrared thermography • Lockin thermogra-
phy • Masonry structures      

   Background 

 Non-destructive evaluation (NDE) is today a recurrent term in many  fi elds from 
the high-tech development to the past footsteps conservation. In fact, NDE is 
indispensable to assure fabrication of defects-free products, but it is also necessary 
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for artefacts maintenance as well as control of the artworks conservation state. 
Many techniques exist and many different forms of energy are exploited for non 
destructive testing (NDT) and evaluation of materials and structures. Basically, no 
technique is able to detect every type of defects in every type of materials and thus, 
the most effective technique must be chosen. Sometimes, a synergic integration of 
techniques is compulsory. 

 Amongst the NDT techniques, which are today available, a key role is played by 
infrared thermography (IRT)  [  1  ] . IRT is completely non contact, non intrusive and 
relatively fast and then is gaining ever more importance. Basically, two thermographic 
techniques can be used: pulse thermography (PT) and lock-in thermography (LT). 

 PT consists simply in the stimulation of the object (under evaluation) and monitor-
ing of its surface temperature variation during the transient heating, or cooling, phase. 
Heating is generally performed by lamps,  fl ash lamps, scanning lasers, or hot air jets. 
Cooling can be practically attained only by cold air jets. Of course, air jets (hot or cold) 
can be used only on a massive surface since jet impingement may damage delicate 
objects, e.g., artworks. For the case of slabs, analysis with PT can be performed in two 
different modes: transmission and re fl ection. In the transmission mode, the infrared 
camera views the rear face, i.e. the face opposite the heating/cooling source. But, since 
the opposite side is not always accessible and/or available, the re fl ection mode, for 
which both heating (cooling) source and camera are positioned on the same side, is 
mainly applied. The thermal energy propagates by diffusion under the surface (surface 
losses due to radiation and convection are also present) while the infrared camera 
monitors the temperature variation over the viewed surface. Obviously, for a uniform 
surface heating, the temperature distribution is uniform in case of a homogeneous 
material. The presence of a defect at a certain depth interferes with the heat  fl ow 
causing local surface temperature variations. The defect detection is limited by the 
signal-to-noise ratio (SNR)  [  2  ] , or by the noise equivalent temperature difference 
(NETD) of the temperature detector. In addition, the surface  fi nish is of great impor-
tance since variations in surface roughness, cleanliness, uniformity of paint and other 
surface conditions can cause variations in the emissivity coef fi cient and affect the 
temperature measurement. These drawbacks are overcome using lockin thermography. 

 The concept of lock-in thermography was  fi rst introduced by Carlomagno and 
Berardi  [  3  ]  and later further investigated by other researchers  [  4-  11  ] . It can be 
performed in two different modes: stimulation with a heating lamp, which is called 
optical lock-in thermography and abbreviated as LT, or OLT (some authors also call 
it modulated thermography MT) or stimulation with elastic waves and is called 
ultrasound lock-in thermography (ULT). In the LT, the thermographic system is 
coherently coupled to a thermal source which is operated in such a way that a tem-
perature modulation results. This modulation is obtained from a non-linear electri-
cal signal produced by the lock-in module which allows also for frequency variation. 
The depth range, for the amplitude image, is given by the thermal diffusion length 
  m   which is calculated from the thermal diffusivity   a   and the wave frequency  f  :

     f

a
m

p
=

   (1)  
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the depth  p  corresponds to 1.8  m    [  7-  10  ] . The material thickness, which can be 
inspected, depends on the wave period (the longer the period, the deeper the 
penetration) and on the material properties (thermal conductivity, speci fi c heat and 
density). Generally, tests start at a quite high wave frequency, at which only surface 
(or shallow) defects are visible, and later on, to inspect deeper layers, the frequency 
is decreased until the entire thickness has been traversed. 

 A third technique which combines the advantages of both PT and LT without 
sharing their drawbacks is pulse phase thermography (PPT)  [  12  ] . However, there are 
other techniques, which are variants of PT and LT because they include a different 
heating method, or a different processing algorithm. As technology evolves, new 
techniques may be tailored for a speci fi c need.  

   Tests and Data Analysis 

 Both pulse and lockin techniques were used for the inspection of laboratory speci-
mens and real structures. 

   Laboratory tests 

 Two types of specimens involving masonry and composite materials were considered 
for laboratory tests. 

 One specimen (Fig.  1 a) is made of concrete (a mixture of cement, sand and water) 
with buried defects at depth of 1 cm, or 2 cm, respectively on left, or right, half part. 
Defects, in the number of 6 per part of different diameter from 1 to 10 cm, are in the 
form of cork diskettes and plastic bags containing an air layer to simulate presence of 
voids. Tests were carried out with PT and with the Flir SC6000 camera by acquiring 
time sequence images during both heating and cooling phases. A relief temperature 

  Fig. 1    Concrete specimen       
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map is shown in Fig.  1 b; it refers to the time instant of 100 s after shutting down of 
the thermal stimulation source. As can be seen, defects on the left side are all well 
outlined; instead, in the right side some defects appear with low thermal contrast. 
This is due to their different thermal capacity and depth; the thickness variation 
between left and right parts is clearly distinguishable. It is also possible to individuate 
a discontinuity around the larger defect on the bottom left side which accounts 
for a restoration of the panel by adding new concrete (i.e., darker zone in Fig.  1 a). 
In addition, the lighter zone, which is visible over the thinner layer at half height on 
the right side towards the thicker layer, is likely due to the presence of a longitudinal 
crack there. 

 A panel of a polymeric matrix reinforced with glass  fi bres (GFRP) was fabricated 
and cut into specimens 13 cm × 10 cm × 0.3 cm (Fig.  2 a). These specimens were 
subjected to impact tests and then non-destructively inspected with lockin thermo-
graphy using the Flir SC3000 camera. Phase images taken at heating frequency 
 f  = 0.045 Hz of two specimens impacted at  E  

 i 
  = 12.4 J and 24.9 J are respectively 

shown in Fig.  2 b, c. The viewed surface is that opposite to the impact. In both 
images there is a small whiter central zone which most probably indicates cracks in 
the matrix and  fi bres rupture, while the adjacent larger area is characterized by 
delamination between  fi bres and matrix. Comparing the two images it is possible 
to gain information about the extension of the damaged area with in creasing the 
impact energy. However, varying the heating frequency  f  it is also possible to 
acquire information about the damage occurred in the different layers through the 
material thickness.    

   Tests in situ 

 Two examples of inspection  in situ  are herein reported which include a civil edi fi ce 
and a warehouse. From the wall part shown in Fig.  3  it has been found traces of 
previous masonry consolidation. Both visible (a) and thermal (b) images were taken 
with the Flir B360 camera; due to small room, three thermal images were taken 
and patched up. Darker zones on the top and on the central right side account for 
local presence of more recent concrete, which was added during the wall restoration. 

  Fig. 2    GFRP specimen       
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Of course the rectangular dark area in the bottom was caused by the painting there 
(Fig.  3 a). The dark almost vertical band is produced by a duct cables, while the irre-
gular lighter band, which is indicated by an arrow, denotes presence of a transversal 
fracture along the entire wall. It is possible to argue that the previous restoration 
was not at all successful even if no visible signs appear on the wall (Fig.  3 a). 

 Owing to the warehouse case study, in Fig.  4 b is reported a thermal image obtained 
through pulse thermography with the Flir SC3000 camera. This image refers to 
the area inside the rectangle in Fig.  4 a over a roof ferroconcrete beam; the thicker 
dark horizontal lines representing the buried steel rods, while the vertical milder 

  Fig. 3    An apartment wall       

  Fig. 4    Roof ferroconcrete beam       

 

 



96 C. Meola and G.M. Carlomagno

lines indicating brackets. The beam under study is 40 cm wide (about the height 
of the image in Fig.  4 b) and about 15 m long and it is tapered along the third dimension. 
The viewing distance was about 3 m. It is interesting to see that infrared thermography 
offers the possibility to ascertain the presence of steel bars inside ferroconcrete 
beams and to evaluate their diameter. This, of course, is of paramount importance 
since it prevents from destructive tests and is time and money saving.     

   Remarks 

 In this work, due to the space limitation, it was not possible to adequately describe the 
role of infrared thermography amongst the NDT techniques. It is worth noting that, 
with reference to the building  fi eld, the use of an infrared camera is of remarkable 
value and, for certain problems, represents the unique solution. In fact, it allows 
discovering buried anomalies for restoration planning, but also structures such as 
feeding and sewage pipes, electric conduits which are necessary to locate before 
drilling a hole in a wall to safely hanging a painting, or a cupboard. Again, it helps 
 fi nding presence of moist and mold that, even not affecting the room aesthetic 
appearance, may produce harmful effects for human beings and for pets. A major 
application of an infrared imaging device to buildings is, without doubts, the home 
energy audit since just a simple shot allows knowing the conditions of the edi fi ce 
envelope and of windows tightness.      
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  Abstract   The Fraunhofer Development Center X-ray Technology (EZRT) developed 
an industrial dual-energy X-ray Computed Tomography (2X-CT) system in order to 
obtain quantitative 3-D information on the material inside arbitrary samples. The goal 
was to develop an easy-to-use dual-energy solution that can be handled by the average 
industrial CT operator without the need for a specialist. First, an introduction is given 
of the physical background of the method that was realized. Also, the strengths and 
weaknesses thereof are discussed. Next, the results of 2X-CT measurements from 
different  fi elds of investigations are presented: measurements with vegetables, 
e.g. potatoes or bananas, quantitative assessments of bore cores in geological appli-
cations, and studies of carbon  fi bre reinforced plastic (CFRP). In summary, it is 
shown that 2X-CT can provide accurate information about the composition of a wide 
range of materials and objects. On the other side, there is still the need for further 
optimization of X-ray parameters in order to increase quantitative accuracy, and for 
extending the range of materials which can be assessed by industrial 2X-CT.  

  Keywords   Computed tomography • Dual x-ray energy • Industrial application 
• Material analysis • Quantitative 3-D imaging      

   Motivation 

 Dual-energy Computed Tomography is an established method in the  fi eld of medical 
CT to obtain quantitative information on bone mineralization or calci fi cations in a 
human patient - instead of mean attenuation coef fi cients or grey values only. Up to 
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now, in the  fi eld of industrial X-ray imaging dual-energy techniques have been used 
to solve particular problems on a case-by-case basis rather than as a standard tool. 

 The goal of the presented work was to develop an easy-to-use dual-energy 
solution that can be handled by an average industrial operator without the need for 
a specialist. The actual dual-energy analysis tool is called  2X-Suite   [  1  ] . In cases 
where qualitative measurements are not suf fi cient, it provides additional quantita-
tive information (e.g. mass density) about the sample at hand.  

   Theory and Method 

 The  2X-Suite  is based on an algorithm proposed by Heismann et al. for application 
in medical CT  [  2  ] . As input data this algorithm needs two CT data sets, one with a 
low (LE) and another with a high effective X-ray energy (HE). A  fi rst order linear-
ization is applied to the raw data, and two volumes are reconstructed thereafter. The 
dual-energy analysis is done voxel by voxel, using a pre-calculated function: 

     ( ) LE

HE

F Z
m
m

=    (1)   

  F (  Z  ) accounts for the different interaction probabilities of the X-rays with the 
material at the low resp. high energy and therefore depends on the parameters of 
both measurements (such as tube voltage,  fi ltration and detector sensitivity). As a 
result, two volume data sets are obtained, one giving the mass density   r   (in g/cm 3 ) 
in each voxel, the other providing the effective atomic number  Z  

eff
  of the material 

therein. Thereby every pair of measurements of the attenuation coef fi cient at differ-
ent effective energies ( µ  

LE
 ,  µ  

HE
 ) is transformed to another basis, e.g. the density   r   

and atomic number  Z  of the materials contained in the sample: 
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 One important difference between medical and industrial CT is that the range of 
materials occurring in a sample is much wider in the latter case, and can cover almost 
the full range of chemical elements. Heismann’s algorithm is limited to a range of 
elements from  Z  = 1 to 30, which seems very suitable for medical applications but 
is not enough for most industrial materials. 

 Therefore the possibilities of extending the afore mentioned approach to 
dual-energy imaging to a wider range of materials were investigated. For  Z  > 30 the 
function  F (  Z  ) as given by Heismann is not a bijective function anymore. 

 By varying the parameters like e.g. the material and the beam  fi ltration, it is 
possible to obtain different functions  F (  Z  ), allowing the inversion of the function 
for different ranges of  Z . Especially the in fl uence of different detectors (exhibiting 
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 different sensor sensitivities) on the  F (  Z  ) function is of note. The ef fi ciency of 
several detectors was simulated using models of these detectors with the Monte-
Carlo X-ray simulation tool ROSI  [  3  ] . Simulated ef fi ciency curves and the in fl uence 
of the detectors on  F (  Z  ) are shown in  Fi g.  1 .  

 In addition, the projection function  F (  Z  ) is in fl uenced by many parameters: the 
high- and low-energy tube voltage,  fi lter materials and  fi lter thicknesses for the 
high- and low-energy spectrum and the detector sensitivity. Thus, a database was 
built up including all data needed for the calculation of  F (  Z  ) like material param-
eters (attenuation coef fi cients, density), and descriptions of tubes (spectra) and 
detectors (spectral sensitivities). A numerical tool was implemented allowing a 
quick forecast of different setups and measurement situations. With these tools, the 
CT operator is enabled to analyze systematically the in fl uence of the different 
parameters on the projection function  F (  Z  ). Having this knowledge, a projection 
function for a certain range of materials which shall be distinguished can be 
‘tailored’.  

   Equipment 

 The realized setup consists of a commercially available CT-machine which was 
equipped with specially chosen components and upgraded with self-developed 
hardware (see  Fi g.  2 ). The X-ray source is a 225 kVp minifocus tube with a maximum 
power of 1.8 kW. A computer-controlled  fi lter wheel is used to automatically change 
 fi lter packs to modify the spectrum. A motorized collimator is used to reduce the cone 
beam diameter in order to suppress scattered radiation. An accurate manipulation 
system is used to place the object in the beam and to rotate the object for CT data 
acquisition. The image is recorded using an indirectly converting  fl at-panel detector, 
the Perkin Elmer XRD 820 CN14 (200 µm pixel, 1024²) with a carbon entrance 
window to enhance low energy detection ef fi ciency.   

  Fig. 1    Comparison of different sensor ef fi ciencies (left) and in fl uence of different sensor ef fi ciencies 
on  F (  Z  ) (right)       
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   Results 

   Application in Biology 

 Figure  3  shows the measurements of a banana as an example for a dual-energy 
measurement with   r  - Z  

eff
 -projection. It is remarkable, that the chemical composition 

given by  Z  
eff

  is very homogeneous ( Fi g.  4 ), with nearly constant values close to that 
of water (approx. 7). The X-ray parameters were 80 kV, 1.5 mA, and 1 mm Al, 
respectively 120 kV, 3.0 mA, 1 mm Cu for the LE and HE data set.    

   Geological Sample 

 Another task 2X-CT was used for is the assessment of bore cores (e.g. from sand 
stone or granite) to quantify mineral contents. One example is a Gneiss pebble of 
about 6 cm in diameter. The resulting  Z  

eff
  varied around 8.4, while from theoretical 

calculation about 11 was expected.   r   was measured as 2.6 g/cm 3  with 0.1 g/cm 3  
standard deviation. The reconstructed sections ( Fi g.  5 ) show, that the metamorphit 
has a rough internal structure, due to the geological processes creating this kind of 
natural rock. Data acquisition was made with 120 kV, 0.75 mA, 2 mm Al for LE and 
200 kV, 1.75 mA, 2 mm Cu for HE.    

  Fig. 2    Experimental setup 
of the 2X-CT system 
including the wheel 
to remotely change 
the  fi ltration and a 
multi-purpose collimator       
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  Fig. 3    Quantitative results from a 2X-CT measurement of a banana. Left: central slice showing 
 Z  

eff
 , right: corresponding distribution of mass density representing structural details inside 

the fruit       

  Fig. 4    Pro fi le plots along the lines indicated in  Fi g.  3 .  Z  
eff

 -values (dashed line) increase slightly 
towards the surface of the fruit, which is due to beam hardening. Mass density (solid line) varies 
strongly along the cross-section       

 

 



  Fig. 5    Results for a Gneiss pebble. The distribution of different materials is seen in the atomic 
number and the density map, both generated by the 2X-CT.       

  Fig. 6    2X-CT cross-sections of a CFRP sample (left:  Z  
eff

 , right: mass density   r  )       

  Fig. 7    Pro fi le plots along the lines indicated in  Fi g.  6 . Pro fi les correspond to the lines in the 
 Z  

eff
 -cross-section (dashed line) and mass density (solid)       
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   Material sciences 

 One highly promising application of 2X-CT is the evaluation of the properties of 
newly developed CFRP. Fig.  6  shows the result for a CFRP sample. Data acquisition 
was made with 40 kV, 1 mA, 0.5 mm Al  fi ltration for the LE-measurement and 
120 kV, 0.33 mA, 0.3 mm Cu for the HE-measurement, respectively. While  Z  

eff
  

(dashed line in  Fi g.  7 ) does not differ signi fi cantly between  fi ber bundles and the 
matrix material, the mass density changes for about 0.2 g/cm 3 .    

   Summary 

 In summary, it was shown that 2X-CT provides means for quantitative assessment 
of materials and objects which are of interest in industrial production, science and 
technology. The  2X-Suite  is an easy-to-use tool, enabling 2X-CT measurements for 
various  fi elds of applications in research and industry.      
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  Abstract   Radiographic inspection is among the most reliable methods for inspection 
of pipelines and metals. The worldwide trend of transition from  fi lm radiography 
to digital radiography requires developmentof advanceddigital radiography systems 
(DRS). The main task in developmentof DRS is the improvement of spatial resolution 
(SR). The pixel size of the X-ray  fi lm is several microns while solid-state detector 
pixels have dimensions of several hundred to several thousand microns. For the 
most common detectors of “scintillator-photodiode” (S-PD) type, it is impossible in 
principle to obtain the  fi lm pixel sizes. However, the detecting ability for substances 
that differ by their density and atomic number achieved using “scintillator-photodiode” 
detectors is by several orders higher. Using the known method of digital radiogra-
phy with a standard experiment scheme, but with dual-energy detector arrays, 
this study aimed at showing that it could be possible to substantially increase 
the accuracy of separation of substances in the inspected object by their atomic 
number.The sensitivity of the method was increased by using a multi-energy 
approach and detectors that have substantially different sensitivity in the low- and 
high-energy range of the X-ray emitter spectrum. Using the developed instruments 
and software, dual energy CT and 3D imaging of different objects such as welding, 
fragment of bone and tissue, and bags containing potentially hazardous items can 
be performed.  
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   Introduction 

 The  fi lm radiographic inspection is limited in its ability to allow detailed evaluation 
of damage in materials  [  1-  6  ] . Also, it is time-consuming and requires expensive 
materials. Recent studies show that the main direction in the development of digital 
radiography systems (DRS) is the improvement of spatial resolution (SR). DRS are 
inferior to  fi lm by their resolution, however, their contrast sensitivity is relatively 
much higher - 0.8-1% and 1-2%, respectively  [  6  ] . 

 This work aimed at looking for new possibilities of improvement of SR, resolu-
tion over thickness and detection ability of DRS based on X-ray radiation detectors 
of “scintillator-photodiode” (S-PD) type, as well as the most ef fi cient use of the 
possibilities of two- and multi-energy radiography in discerning between substances 
that only slightly differ in their effective atomic number (Zeff) and density. 

 Preliminary studies indicated two main technological problems hindering 
creation of S-PD detectors with improved SR  [  1-  3,  7  ] . One of them is preparation of 
scintillator arrays (assemblies) with small aperture of each scintillation element. 
The other is compact arrangement of pre-ampli fi ers (PA). 

 In this paper, a newly developed DRS system is introduced which involves 
improved PD and scintillation arrays with 32 channels on each PD, as well as an 
improved detector design as a system.  

   Design and Development of a Detector 
with Improved SR 

 The X-ray radiation detector of S-PD type comprises two main elements – a 
multi-channel PD and a scintillator array (assembly). Previously used design of 
16- and 32-channel PD imposed limitations on the directions of PD irradiation. 
These detectors can be used correctly only if irradiation is normal to the plane of 
photosensitive elements  [  2,  3  ] . In collaboration with Research Institute for Micro 
Instrument, Kiev, Ukraine, we have developed a new design of the 32-channel PD. 
Its advantages are: feature allow reaching the identity of characteristics of detector 
couples (high-energy and low-energy detectors, HED and LED, respectively)  [  4,  7,  8  ] . 
Furthermore, feature allows easy attachment of detectors with minimum gap between 
them, which is important for preserving the channel step in 0.8 ·10 -3 m arrays. Also, 
the PD design ensures suf fi ciently large distance between the detector and the 
PA board, which protects the element base from effects of direct and scattered 
ionizing radiation. Protection of the elements of electronics is especially important 
when, e.g., high-energy X-ray sources (XRS) with anode voltage up to 450 keV 
are used  [  9  ] . 

 Experimental samples of 1D-arrays were prepared using monolithic scintil-
lator pieces. 32-channel scintillator assemblies made from plates had dimensions 
(25.4x4x0.6)·10 -3 m, showed good uniformity of scintillation characteristics and 
could be precisely placed on photosensitive elements of multi-channel PD  [  9  ] .  



107Research on Digital Radiographic Systems with Advanced Spatial Resolution

   Preparation of Model Detectors and Studies 
of Their Characteristics 

 According to the developed design documentation and technological regulations, 
prototypes of 32-channel X-ray radiation detectors were made (Table  1 ).  

 Topology of the detector module should allow sequential attachment of modules 
into a line preserving the detector step at the module junction. 

   DRS prototype with a receiving-detecting circuit 
equipped with an array of 32-channel detectors 

 A DRS prototype was assembled having a receiving-detecting circuit (RDC) with 
an array of 32-channel detectors. External appearance of the model DRS is shown in 
Fig.  1 . Using the model system, planar (2D) scanning of objects is possible through 
vertical movement of the scanning mechanism. Also, in each vertical position 
of the scanning mechanism, angular rotation of the object was performed at steps 
of 1,05·10 -1 Rad, i.e., 60 different views at 6 degree steps. Thus, using the developed 
software, a tomographic image of the object was obtained, which in combination 
with the vertical movement lead to a 3D image.  

 Main characteristics of the DRS prototype are speci fi ed in  [  9  ] .  

   Table 1    The parameters of the 32-channel detector   

 Parameters  Data 

 Detector output window area  (0.6 ́  0.6)·10 -3 m2  
 Detector step  0.8·10 -3 m  
 Static detector current without irradiation ( T=293 K, Ubias = 10 ·10 -3  V)  < 20·10 -12 A 

 Detector signal decay after 10·10 -3  s 
 CsI(Tl)  to 2% level 
 ZnSe(Te)  to 0,2% level 
 CdWO 

4
   to 0,1% level 

 Detector capacitance ( T=293K, Ubias = 100·10 -3  V)  < 50·10 -12 F  

  Fig. 1    DRS prototype based on RDC with an array of 32-channel detectors       

 



108 V.D. Ryzhikov et al.

   Testing of Detector Array as Part of Model  RDC  

 Using detectors with scintillation elements of different thickness, spatial resolution 
of DRS was determined using several test objects, namely, EN 462 (calibrated pairs 
of wires) and a brass gauze with step 1.23·10 -3 m and wire diameter 0.38 ·10 -3  m. 
For quantitative determination of the spatial resolution, an EN 462 test object 
(calibrated wire pairs) was used. 

 Using an array of detectors of new design, a shadow X-ray image of the gauze 
under the same conditions (anode voltage 140 ·10 3  V, magni fi cation  » 2) was 
obtained. Comparison of these images is a clear evidence of higher spatial resolu-
tion with detectors of new design. Tests of detector arrays with different thickness 
of scintillation elements as part of model DRS, with obtaining images of tested 
objects (calibrated wire pairs), have shown that, depending upon thickness of the 
scintillation assembly, the spatial resolution is 1÷1.25 line pairs/10 -3 m, and detect-
ing ability is better than 0.1 ·10 -3  m steel wire (Fig.  2 )  [  9  ] .    

   Conclusions 

 It can be concluded that X-ray detectors reported in this work can be successfully 
used for creation of fast DRS with improved SR. Their applications include welded 
joints, pipelines, fabricated metals and metalworks, as well as various objects with 
components made of materials with different effective atomic numbers. 

  Fig. 2    Shadow X-ray image of the test object obtained using 32-channel detectors with different 
thickness of scintillation elements       
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 An important point is the combination of principles of multi-energy X-ray 
measurements and (reconstruction of substance structure) and tomography (recon-
struction of spatial structure). This allows creation of “multi-energy tomographs” – new 
instruments with unique possibilities in detection and diagnostics. It can be used in 
inspection systems, including anti-terrorist activities, technical diagnostics, and 
medicine  [  9  ] .      
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  Abstract   Various non-destructive diagnostic tools are available for a condition 
assessment of reinforced concrete structures. Potential mapping is a helpful method 
for locating areas with a high risk of chloride induced corrosion.    The in fl uence of the 
reinforcement continuity was investigated by using laboratory specimens. Furthermore 
the potential differences were compared between a measuring setup with a reinforcement 
connection and by measuring with two external electrodes. In assessing the results a 
novel approach was developed to locate critical areas without a reinforcement 
connection. The results are displayed by means of vectors similar to the needle of a 
compass that point to the areas of high corrosion potential, enabling an easy and 
non-destructive assessment. 

  Keywords   Building diagnoses • Corrosion of steel in concrete • Non-destructive 

testing • Potential mapping • Reinforced concrete       

   Introduction 

 Corrosion of steel in concrete induced by chlorides is one of the major reasons for the 
deterioration of reinforced concrete structures. Therefore it is important to survey 
the condition of such structures in suitable time intervals to detect and to monitor 
critical areas before the degradation progresses so far that a repair measure 
becomes uneconomical. Potential mapping is a proven method to localise areas 
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with a high corrosion risk. To do the measurements without reinforcement connection 
a wireless method is developed to measure potential gradients and to locate 
critical areas.  

   Potential Mapping Without Reinforcement Connection 

 The most common way to map the electrochemical potentials of a reinforced concrete 
structure is to connect a high-resistive voltmeter to the reinforcement as well as to 
a reference electrode and to measure the potentials at the concrete surface vs. the 
reference electrode. Measuring with this setup the potential values over active areas 
are typically more negative compared to the nearby areas with passive reinforcement. 
Figure  1  shows an exemplary potential distribution over an active area.  

 The measurement of single potentials is not possible. Hence the potential diffe-
rence is always measured as voltage between a measuring electrode vs. a reference 
electrode. Usually the reinforcement serves as the measuring electrode (ME) and a 
copper/copper sulphate electrode, which is electrolytically connected to the concrete 
surface (electrolyte), serves as the reference electrode (RE). The function of the 
RE is to provide an arbitrary zero level. Alternatively to the reinforcement a second 
external reference electrode can be used as ME. The absolute potential differences 
are the same. While performing the measurement a suf fi cient high electrolytic 
conductivity between both external electrodes is important. This measurement setup 
was already mentioned in  [  2-  4  ] . 

 The applicability of this method was investigated with a laboratory specimen. 
A reinforced concrete beam was cast with two electrically disconnected reinforce-
ment bars. The concrete consists of an Ordinary Portland Cement (CEM I) with a 
w/c = 0,45 and a chloride content of 2,5 wt.-%/cement to depassivate the steel. After 
curing for a period of approximately two months potential measurements were 
carried out with different electrode combinations. One external RE (Cu/CuSO 
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moved in steps of 5 cm at the top of the beam. Three different electrode combinations 
were investigated as described below (see  Fi g.  2 ):

    (1)    In the  fi rst test the potentials were measured between the left reinforcement bar 
connected as ME vs. a moving Cu/CuSO4 electrode connected as RE.  

    (2)    Then the test was repeated where the right reinforcement bar served as ME.  
    (3)    Within the third test a second external reference electrode served as ME and 

stayed at x = 2,5 cm, while the external RE was moved in steps of 5 cm over the 
top of the beam.      

 The temporal potential changes were minimized by pre-wetting the concrete 
surface 30 min. before the measurement was started. 

 In order to compare the results, the potential differences E(x) of the tests 1 and 2 
were calculated by subtracting the potential value at x = 2,5 cm (E 

x=2,5cm
 ) from the 

each value (E 
x, measured

 ) within the corresponding test. (see Eqn. ( 1 ))

     == -x,measured x 2,5cmE(x) E E    (1)   

 The results are shown in  Fi g.  3 . Two conclusions can be drawn. Firstly the potential 
differences measured with a second external electrode correspond to the values 
measured with a reinforcement connection. Secondly the values measured with the 
left reinforcement bar are similar compared to the values measured with the right 
reinforcement bar. All this leads to the conclusion that the potential differences can 
be measured by using only external electrodes. Even if single reinforcement bars 
are electrically (not electrolytically) disconnected, the potential differences can be 
measured, supposed that the electrolytic resistance between the electrodes does not 
in fl uence the readings.  

 The distance between both electrodes should be minimised to avoid an in fl uence 
of the resistance. One possible solution is to move all electrodes together. When 
moving two electrodes, the potential gradient can only be determined for the area 
along the two electrode positions. A localisation of critical spots in the nearby area 
can just be realised by measuring the potential difference with at least one further 
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  Fig. 2    Illustration of the different measuring procedures       
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electrode. This idea led to the development of a novel method to localise critical 
areas without reinforcement connection during the measurement. The measurement 
technique is described in the following chapter.  

   Localisation of Critical Areas with 3 External Electrodes 

 The measurement setup (so-called Delta-Sensor) consists of three electrodes 
positioned in the shape of an equal-sided triangle. In each of the 3 corners of the 
triangle (A, B, C) a copper/copper sulphate electrode is situated. By means of a high 
resistance voltmeter the readings are taken by measuring two potential differences 
between the three electrodes. 

 With these readings and the distance between the electrodes a section in a 
three dimensional Cartesian coordinate system can be described mathematically 
(see  Fi g.  4 ). The x and y axes are parallel to the concrete surface. The potential 
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values are plotted in the z direction. The potential value of one point is speci fi ed to 
zero. The mathematical connection of the three points results in a vector space with 
an inclination corresponding to the potential gradient at the investigation area.  

 The direction of the inclination and the gradient are required to localise critical 
areas. To gather the gradient from the reading the unit vector normal to the vector 
space mentioned above and then the projection of this unit vector parallel to the 
concrete surface (x-y space) is determined. As result a vector length and a vector 
angle are calculated for each reading (see  Fi g.  4 ). The direction of this projected 
vector always points to the lowest potential values. The length of the vector correlates 
with the potential gradient. The higher the potential gradient is, the steeper the vector 
space is and the longer the projected vector gets.  

   Application of the Method on a Slab Specimen 

 Test measurements were carried out on a slab specimen (90 x 70 x 12 cm) to verify 
the method. The concrete of the specimen contained no additional chlorides and 
showed similar potential values over the whole surface. To induce a local potential 
drop an external anode (steel sample in water containing chlorides) was connected 

  Fig. 5    Potential map and vectors for an electrode distance of 10 cm (top) and 20 cm (bottom)       
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electrically with the reinforcement in the slab and electrolytically with the concrete 
in the middle of the slab surface. 

 The concrete surface was pre-wetted 30 minutes before the  fi rst reading was taken. 
First of all a conventional potential mapping with one external electrode was carried 
out. Then the 3-electrode readings were taken with an electrode distance of 10 cm 
and 20 cm. The results are shown in  Fi g.  5 .  

 The triangle in the right bottom area of the specimen shows the distances between 
the 3 measuring points. The vectors point more or less all to the most negative 
potential values. The length of the vectors also correlates well with the potential 
gradients. The values of the gradients correlating with the vector lengths are indicated 
on the right bottom side in  Fi g.  5 . Comparing both measurements leads to the 
conclusion that the results are reproducible. But the readings seem to be sensitive to 
a discontinuous, unsymmetrical shape of the potential distribution. In this case 
adequate electrode sizes must be chosen to reduce this effect. Within the next steps 
the application of the measurement on real structures will be investigated.  

   Conclusions 

 On the basis of the discussed tests the following conclusions can be drawn:

    1)    Potential differences can be measured at the concrete surface by using at least 2 
external electrodes without a reinforcement connection.  

    2)    The continuity of the reinforcement is not obligatory as long as the resistivity 
between the electrodes does not effect the readings signi fi cantly. However conti-
nuity will be important for a successful repair by cathodic protection.  

    3)    A 3 electrode setup allows a localisation of critical areas.  
    4)    The results of the slab specimen veri fi ed the applicability of the method.          
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  Abstract   Steel  fi ber reinforced concrete (SFRC) is a composite material which is 
becoming more and more widely employed in building construction. The mechanical 
behaviour of the material and the performance of structural elements may 
signi fi cantly depend on the  fi ber dispersion and orientation with respect to the stress 
pattern. Non-destructive monitoring of  fi ber dispersion related issues hence becomes 
of the foremost importance in order to reliably anticipate the structural performance 
of elements made with  fi ber reinforced cementitious composites, as well as for qual-
ity control during manufacturing. In this paper a new method for the detection of 
 fi ber density and orientation is presented, which is based on the employment of a 
probe sensitive to the magnetic properties of the steel  fi bers. The presence and the 
relative position of steel  fi bers modify the  fl ux linked by the winding of the probe 
thus resulting in an impedance variation. The local average concentration and 
orientation of the  fi bers can be thus assessed by measuring the variation of the 
probe inductance. The performance of the method has been analyzed with reference 
to a self-consolidating high performance  fi ber reinforced cementitious composite 
slab. Besides its good sensitivity, the method is also characterized by ease of use, 
since it just requires to lean the probe on the surface of the specimen, without any 
particular care about the coupling. This guarantees a high degree of repeatability 
and low uncertainty in the measurements, even, e.g. on vertical elements or slabs 
accessible from the bottom.  

  Keywords   Fiber dispersion • Flow induced orientation • Magnetic probe • Monitoring 
• Self-compacting SFRC      
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   Introduction 

 The dispersion of  fi bers inside a structural element has been long time recognized 
as a crucial issue for a safe and reliable design. A spotty dispersion of  fi bers can in 
fact affect the element load bearing capacity as well as trigger unanticipated failure 
mechanisms. Recently it has been shown that the synergy between the Fiber 
Reinforced Concrete (FRC) and the Self-Compacting Concrete (SCC) technology, 
due to the rheological stability of the SCC matrix, may be effective at guaranteeing 
a randomly uniform dispersion of the  fi bers within a structural element  [  1  ] . 
Furthermore, thanks to both the adapted rheology of the mixture and a carefully 
designed casting process, it is possible to orient the  fi bers along the direction of the 
casting  fl ow  [  2-  3  ] , thus achieving, along the same direction, superior mechanical 
behaviour of the material and structural performance. 

 The assessment of  fi ber dispersion- and orientation-related issues through a 
non-destructive method is hence of the utmost importance in the framework of 
an integrated material and structure design approach. The topic has received lots 
of attention in the very last years and dramatic progresses also thanks to the use of 
highly sophisticated techniques. 

 Computer Axial Tomography scanning  [  2  ]  is able to provide nice 3D visua-
lization of the  fi ber arrangement within a specimen, but the need of a dedicated 
equipment (like in the case of X-rays) and software for the quantitative process-
ing of the collected data still stands as a major drawback to a wider use of the 
method. 

 Electrical methods have been developed, based on the effects of the conductive 
 fi ber reinforcement on either the resistive  [  4  ]  or the capacitive  [  5  ]  behavior of the 
composite, as well as on the whole impedance  [  6  ] . The sensitivity of each method 
to either the preferential orientation of the  fi bers  [  4  ]  or their local concentration  [  5  ] , 
or both  [  6  ] , has been shown through comparison with destructive monitoring 
methods  [  6,  7  ] . Clearly and widely assessed quantitative correlations between 
non-destructive measurements and actual local  fi ber concentration and orientation 
are still lacking. The major drawbacks stand in the in fl uence of the electrical 
coupling between the electrodes and the specimens, and in the sensitivity of the 
matrix resistivity to moisture content and gradients and to the presence of elec-
trolytes in the pores. Measurements can be highly affected by the aforementioned 
artefacts. 

 In this paper a new method is employed, which monitors  fi ber dispersion and 
orientation through a probe sensitive to the magnetic properties of the composite. 
The method is based on the magnetic effects of the  fi bers, as a function of their con-
centration and relative orientation; when the probe is leant-on the element/structure 
surface, they cause a variation of the winding inductance. For a careful calibration 
of the method garnered measurements have been processed for both the local  fi ber 
concentration and orientation and correlated to the same quantities evaluated through 
much more time consuming destructive techniques.  
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   Experimental Program 

 A High Performance Fiber Reinforced Cementitious Composite (HPFRCC) has 
been assumed as a reference for this study. Its mix design is shown in Table  1 . Two 
further mixes, with either 50 kg/m 3   fi bers and no  fi bers at all (plain matrix) have 
been designed to the purpose of this study (Table  1 ). The values of the slump  fl ow 
diameter, also detailed in Table  1 , highlight a self-consolidating ability.  

 A thin slab 1 m x 0.5 m x 0.03 m thick has been cast with each of the three mixes: 
fresh concrete was poured at the center of one short edge and, after spreading to 
the whole width of the slab, completely  fi lled the formwork by  fl owing parallel to the 
long side. A preferential orientation of the  fi bers along the aforementioned direction 
was with high probability obtained. 

 Fiber dispersion was monitored by means of the method detailed hereafter and 
according to the schematic shown in Fig.  1 . For each of the 18 cells the slab was 
“divided” into, measurements were garnered parallel and orthogonal to the  fl ow 
direction. Each slab was then cut into square tiles according to the same schematic as 
in Fig.  1  and destructive  fi ber dispersion evaluation was performed with reference 
to the tiles shadowed in Fig.  1 . Fibers on cross section either parallel (even 
numbered cells) or orthogonal (odd numbered) to the  fl ow were  fi rst counted and 

   Table 1    Mix design and fresh state performance of the employed HPFRCCs   

 Mix design (dosages in kg/m 3 ) 

 Constituent  HPFRCC 100  HPFRCC 50  HPFRCC 0 

 Cement type I 52.5  600  600  600 
 Slag  500  500  500 
 Water  200  200  200 
 Superplasticizer   33 (l/m 3 )    33 (l/m 3 )    33 (l/m 3 ) 
 Sand 0-2 mm  983  1000  1017 
 Steel  fi bres (l 

f
  = 13 mm;d 

f
  = 0.16 mm)  100  50  0 

 Fresh state performance 
 Slump  fl ow diameter (mm)  750  760  775 
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  Fig. 1    Slab casting schematic and grid for magnetic measurements       
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related  fi ber orientation factor evaluated. Finally specimens were crushed and  fi bers 
separated with a magnet and weighed. Comparison with non-destructive measure-
ments, suitably processed for  fi ber local concentration evaluation, allowed the 
reliability of the proposed method to be thoroughly assessed.    

   Magnetic Method: Data Acquisition and Analysis 

 Because of the ferromagnetic behaviour of steel  fi bers employed in most of FRC 
applications, a SFRC may be regarded as consisting of two phases with strongly 
different magnetic permeabilities: the cement based matrix and the  fi bers. Neglecting 
interactions between them, (thanks to the generally quite low volume fraction of the 
steel  fi bers) the effective permeability of the composite depends on the permeability 
of the matrix and of the  fi bers, on the  fi ber volume fraction and on their aspect ratio. 
The measurement of a parameter affected by the effective composite permeability 
can be hence used to assess both the local average concentration and preferential 
orientation of  fi bers in a FRCC specimen. 

 This concept has been implemented by means of the experimental set-up shown 
in Fig.  3 : it consists of a C-shaped N87 ferrite core with a 78-turn coil wounded 
around it, through which carries a 100 mA sinusoidal current, providing the magnetic 
 fl ux. When the magnetic core is leant against a SFRCC specimen, the magnetic  fl ux 
 fl ows also through the specimen and the impedance measured at the terminals of the 
equivalent electrical circuit can be expressed as:

     [ ]c l VZ  R L Ljw= + +
   (1)    

 where R 
c
  denotes the resistance of the coil and L 

l
  and L 

v
  respectively denote the 

magnetic inductance associate to a magnetic  fl ux outside and through the specimen. 

  Fig. 2    Scheme of the measurement set-up (a) and of the magnetic probe (b)       

 



121Non Destructive Monitoring of Fiber Dispersion and Flow-Induced Orientation…

The inductance L 
v
  can be split into a matrix contribution L 

v0
  and an incremental 

contribution  D L 
v, fi bers

 , which depends on the  fi ber volume fraction and orientation and 
can be employed to evaluate their local concentration. This incremental contribution 
will be referred to as compensated inductance and was shown to be sensitive to both 
the nominal and local average  fi ber concentration and to the preferential orientation 
of the  fi bers. Whereas inductance L 

v
  depended on the measurement frequency, com-

pensated inductances resulted independent of it. 
 Quantitative assessment of local concentration of  fi bers, for each of the measured 

slab cells, was performed through the calibration of the relationship between the 
“nominal average compensated inductance” and the nominal  fi ber content in the mix. 
The former is de fi ned as the average, computed over the whole slab, of the averages 
of the compensated inductance as measured along the four directions for each cell. 
By means of such a calibrated law, the average values of compensated inductance for 
each cell could be processed to assess whether and to what extent the local concen-
tration of  fi bers differed from the assumed nominal value. 

 For the assessment of  fi ber orientation “fractional” compensated inductances along 
the directions parallel and orthogonal to the  fl ow direction have been calculated:

     ( ) (
/ /

/ /
/ / / /

and
0.5 0.5

L L
f f

L L L L
^

^
^ ^

D D
= =

D + D D + D    (2)  

0.5 is the expected value in the case of perfectly in-plane isotropic dispersion.  
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  Fig. 3    Fiber orientation factor  a  (from destructive test) vs. fractional compensated inductance 
from non-destructive measurements       
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   Method Validation: Destructive vs. Non-destructive 

 The number of  fi bers on the cross section of the 18 cells of each slab was counted, 
with the aid of micro-imaging techniques, either parallel or orthogonal to the casting 
 fl ow direction (and hence to the preferred orientation of the  fi bers) respectively for 
even and odd numbered cells (Fig.  1 ). Fiber orientation factor was calculated as 
 a  = n 

f
      ( / )f fA V   , with n  

fi bers
  speci fi c number of  fi bers on the cross section, A 

f
  cross 

section area of the single  fi ber and V 
f
  nominal  fi ber volume fraction. It can be noticed 

that  a  is reliably correlated to the fractional compensated inductance in the same 
direction (Fig.  3 ). 

 Local average concentration of  fi bers, as from specimen crushing and  fi ber 
weighing, has been  fi nally correlated to the one estimated from non destructive 
measurements. Results shown in Fig.  4  highlight a reasonably homogeneous  fi ber 
dispersion inside the elements and coherent with the hypothesized casting  fl ow 
kinematics. The reliability of the non destructive evaluation is also shown.   

   Concluding Remarks 

 A non-destructive method based on the magnetic properties of SFRCCs has been 
applied to monitor  fi ber dispersion and orientation in HPFRCC slabs. The results, 
correlated to the same quantities measured through destructive techniques, highlight 
the method reliability and its potential for engineering applications.      
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  Abstract   Scores of infrastructural concrete buildings possesses coating systems as 
protection against aggressive exposure. The functionality of these coating systems 
is mainly affected by the composition and thickness of there different polymeric 
layers. A mobile NMR sensor, the so called “NMR-MOUSE®“ (Nuclear Magnetic 
Resonance Mobile Universal Surface Explorer, registered trademark of RWTH 
Aachen University), enables for the  fi rst time ever a nondestructive determination of 
these controlling parameters. The current results demonstrate the capability of the 
NMR sensor investigating different coating systems applied on concrete. Analyzing 
the NMR amplitude as a function of the measuring depth, the composition of 
the different coating layers gets visible while an accuracy of about 5 to 20 µm can 
be achieved for the thickness determination. Studying the in fl uence of steel rein-
forcement inside the coated concrete on the NMR signal leads to a correction of the 
measuring  fi eld position in fl uenced by concrete cover, steel diameter, amount and 
position of steel.  

  Keywords   Coating • Coating thickness • Concrete • NMR • Nondestructive 
testing      

   Introduction 

 Infrastructural concrete buildings are often protected with coating systems against 
aggressive exposure. These coating systems assure:

   Protection of the concrete against the penetration of substances like water, chloride, • 
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  Drying up of the concrete due to the coating barrier for water ingress and the • 
moisture transport out of the concrete through the coating.  
  Increase of the resistance against chemical and/or mechanical attack.    • 

 The concrete-coatings usually consist of different layers of polymers or cement 
bonded materials. Concrete-coatings are also called “surface protection systems” in 
Germany. 

 To ensure the target functions of a surface protection system, the following aspects 
are important: Thickness of the different coating layers, application method of 
the coating materials, consideration of environmental parameters like temperature, 
humidity and wind and preparation of the substrate. The last three points affect the 
reactive hardening of the coating materials, which is directly linked to the material 
properties, and the adhesion between concrete and coating as well as between the 
different layers. The thickness of the coating layers mainly affects the durability and 
properties like the crack bridging of the surface protection system. 

 Up to now no non-destructive test-methods exist to determine:

   the whole thickness of the surface protection system as well as the thickness of • 
the different layers,  
  the water ingress through the surface protection system,  • 
  the drying process of the concrete after application of a surface protection system,  • 
  changes of the material due to weathering,  • 
  quality and conformity of the applied material.    • 

 It is shown below, that the NMR-MOUSE ®  provides the potential to investigate 
these issues in a non-destructive way.  

   The NMR-MOUSE 

 NMR is a method to interrogate molecular properties of matter by irradiating atomic 
nuclei in a magnetic  fi eld with radio-frequency waves. There is a big variety of the 
conventional NMR techniques that are used for characterization of polymers. This 
normally requires the sample to be positioned inside the NMR probe, which is 
placed inside a magnet with a strong homogeneous magnetic  fi eld. In unilateral 
NMR the magnetic  fi eld is applied to the sample from one side, so that the sample 
can be arbitrarily large. A compact unilateral sensor developed for non-destructive 
tests of materials is the so called “NMR-MOUSE ® “ (Nuclear Magnetic Resonance 
Mobile Universal Surface Explorer, registered trademark of RWTH Aachen 
University)  [  1,   2  ] . The main advantage of the NMR-MOUSE ®  is its small size and 
weight. 

 The NMR-MOUSE consists of four permanent magnet blocks positioned on 
an iron yoke. Two magnets are polarized along  y , and two along – y , producing a 
magnetic  fi eld  B  

0
  above the magnet parallel to the surface of the sensor. For analysis, 

a radio-frequency (rf) magnetic  fi eld  B  
1
  is applied by means of a rectangular rf coil 

mounted in between the magnet blocks, which is perpendicular to  B  
0
   [  2,   3  ] . 
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 Different types of the NMR-MOUSE are available. The types differ according 
to frequency, gradient, measuring depth and resolution  [  4  ] . For the investigations 
described in this paper the NMR-MOUSE PM 5 with a resonance frequency of 
18 MHz was used. The PM 5 has a measuring  fi eld (sensitive volume) of 20 by 20 mm 
in the cross-section, while the thickness can be chosen between 10 and 100 µm. 
The NMR signal can be collected in the described sensitive volume which can be 
moved until a depth of 5 mm into the specimen by using a lift. At this lift the NMR 
sensor is mounted on a mobile plate while the specimen is placed on a  fi xed top 
plate which is parallel to the mobile plate  [  4  ] . 

 The most important contrast parameters employed by the NMR-MOUSE are the 
signal amplitude corresponding to the proton density and the transverse relaxation 
time  T  

2
  which relates to the molecular mobility and the effective self-diffusion 

coef fi cients of materials containing hydrogen isotopes within the sensitive volume. 
This information is obtained by using the Carr-Purcell-Meiboom-Gill (CPMG) pulse 
sequence  [  3  ] . To determine the transverse relaxation time, the decay curve measured 
with the CPMG sequence is  fi tted with an exponential function (Eq.  1 ). The proton 
density is estimated from the integration of the signal corresponding to the  fi rst part of 
the CPMG decay.

     0
2

1
( ) · exp ·

b
t

s t A
b T

æ öæ ö-
= ç ÷ç ÷ç ÷è øè ø

   (1)  

with amplitude A 
0
  [-], scaling factor b [-], time t [ms] and relaxation time T 

2
  [ms]  

   Application of the NMR-MOUSE 

   Thickness of coatings 

 Measuring the proton density in steps of 30, 50 or 100 µm allows conclusions about 
the composition and layer thickness of coating systems on concrete. In a  fi rst step a 
reference specimen consisting out of polyurethane between two glass plates was 
investigated (Fig.  1 , left). As shown in Fig.  1 , right, the proton density inside the 
glass is nearly zero while the polyurethane has a signi fi cant higher proton density. 
Due to the chosen thickness of the sensitive volume of 100 µm the resolution is 
about 100 µm. To determine the polyurethane thickness the measuring depth at half 
of the averaged maximum proton density was calculated (Fig.  1 ). 

 Table  1  gives an overview about the mean glass plate and polyurethane thickness 
calculated from ten pro fi les in each case. Sensitive volumes (similar to step sizes) of 
100, 50 and 30 µm were chosen for the measurements. The standard deviation shows 
an increasing scatter with decreasing step sizes. An accuracy of 5 µm can be reached 
with a step size of 50 µm for this example. 

 Figure  2  shows a comparison of two coated concrete specimens with the same 
coating system – only the PUR top coat differs, mentioned with the number 2 or 
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  Fig. 1    Left: Draft of the specimen. Right: Proton density as function of the specimen depth       
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  Fig. 2    Comparison of the proton density as function of the measuring depth of two specimens 
with similar coating systems       

   Table 1    Thickness of the glass plate and polyurethane layer depending from 
the step size. (Mean and standard deviation calculated from 10 pro fi les in 
each case.)   

 Step size 

 Glass plate  Polyurethane layer 

 Mean  Standard deviation  Mean  Standard deviation 

 µm 

 100  1087   5  1122   4 
 50  1080   4  1130   5 
 30  1079  10  1121  20 
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rather 3. This coating system consist out of a base coat, applied at the concrete surface, 
followed by an elastic polyurethane coat, a wearing layer out of polyurethane  fi lled 
with sand and  fi nally a top coat. Advantage of this kind of multilayer system is a 
high crack-bridging ability and robustness. Due to the arrangement of the specimens 
on the lift the measuring depth is top down. The thickness of the sensitive volume was 
100 µm. The increasing polymer content leads to an increase of the proton density. 
This enables us to differ between the top coating, the PUR-layer with sand and the 
elastic coating.   

 Figure  2  clari fi es a lower thickness of the PUR elastic coating of the specimen 
OS 11a_3 compared to the specimen OS 11a_2. The thickness of this layer is 
reduced from ~2000 µm to ~1500 µm. The thickness of the wearing layer of 
OS 11a_3 is also reduced in comparison to OS 11a_2. Furthermore the different 
materials for the top-coat can be distinguished by the changed proton density in this 
area. The use of same materials for the base, elastic and wearing coat is also detectable 
by the unchanged proton density. Consequently the NMR-MOUSE can be used as 
quality control for the uniformity of coatings on the construction site. 

 The good correlation between the measured thicknesses of the coating layers via 
microscope and NMR-MOUSE were shown in  [  3,   4  ] .   

   In fl uence of the steel reinforcement inside the concrete 
on the NMR-signal 

 Infrastructural concrete buildings with coating systems mostly consist of steel 
reinforced concrete. Against concrete cover, steel diameter, amount and position of 
steel the NMR-signal shifts along the measuring depth and the amplitude changes. 
Figure  3  clarify the in fl uence of steel bars at different distances from the NMR-sensor 
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on the NMR-pro fi le. The measurements were done with a glass-water-glass-specimen 
comparable with the sample shown in  Fi g.  1 , left, while the reinforcement bars 
were positioned at a certain distance above the specimen. Due to the steel bars 
the NMR-signal is shifted parallel to higher measuring depth, the proton density 
is increased while the thickness of the water-layer keeps constant. The value of 
the parallel shift decreases with increasing distances between the steel bars and the 
NMR-sensor. An increase of the steel diameter leads to an increase of the shift.   

   Summary 

 The current results demonstrate that the NMR-MOUSE is a promising tool for non 
destructive testing of coatings on concrete. The thickness of the coating and its 
constituting layers can be measured. Furthermore, conclusions about the composition 
of coatings can be drawn. Realising the application of this described technique on 
building surfaces the in fl uence of steel reinforcement inside the concrete has to 
be taken into account. Against the steel amount and distance between steel and 
NMR-sensor a shift of the pro fi le as well as an increase of the proton density occurs, 
while the measured thicknesses keeps constant.       
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  Abstract   Nondestructive testing methods in building construction and civil 
engineering are needed to avoid costly damages caused by cutting reinforcement 
during drilling and coring and to image structures for condition assessment and 
evaluation. In this paper, the technology and application of two of Hilti’s nonde-
structive imaging tools are presented. The handheld wall penetrating radar system is 
suited to locate various objects, such as rebar, tendons, conduits, pipes, cables, voids, 
etc. in concrete. The radar tool comprises an antenna array for quick scanning and 
high data quality, real-time processing and visualisation for easy interpretation 
and 3D data representation available at the job-site. Furthermore, reinforcement 
veri fi cation, measurement of concrete coverage and statistical analysis can be 
performed with the Hilti Ferroscan system based on electromagnetic induction.  

  Keywords   Electromagnetic induction • Nondestructive imaging • Reinforcement 
veri fi cation • Safe drilling and coring • Wall penetrating radar      

   Introduction 

 In this paper the Hilti PS 1000  *     Scanner system is introduced, which is a new 
ground/wall penetrating radar tool for nondestructive testing of concrete structures. 
The established Hilti PS 200 Ferroscan  *   is an imaging and analysis tool based on 
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electromagnetic induction. In the course of the paper the technology and application 
of the novel radar tool is focused on and differences to the complementary induction 
technology are selectively pointed out. 

 The paper starts with an overview, before the details of the newly developed tech-
nology are presented. Afterwards, some application examples are shown. The paper 
is closed with the description of the system solution and a summary and outlook.  

   Overview 

 Ease-of-use and productivity for the professional on the jobsite in building 
construction and civil engineering have been the major foci for development of the 
radar system. Figure  1  shows the radar scanner which is a self-contained tool for 
data acquisition, processing and visualisation.  

 The radar front-end comprises an antenna array of three linear polarised antennas 
(cf. Fig.  1 ). Short pulses are used as excitation signals, where each antenna is 
consecutively used as transmitter and all antennas are used as receivers to record the 
re fl ections from subsurface objects. In radar terminology the combined use of 
antennas as transmitter and receiver is called mono- and bistatic con fi guration. 
This special array con fi guration leads to superior separation of objects laterally and 
in depth. The use of each of the three antennas in monostatic and bistatic mode leads 
to  fi ve simultaneous radar traces. 

 In the Ferroscan system a transmitter coil generates a periodic electromagnetic 
 fi eld. A sophisticated pattern recognition algorithm deduces rebar position, embed-
ment depth and diameter from the signals recorded by multiple coil pairs. 

 Fundamental differences between electromagnetic induction and radar techno-
logy are the detectability of objects of different materials and the dependency on 
the pro perties of the base material. With the induction technology only ferrous 
materials can be detected whereas with radar objects of different materials (such 
as ferrous and non-ferrous metals, water- fi lled pipes, voids, etc.) can be detected. 

  Fig. 1    The radar scanner, view from above (left) and below (right). Note the antenna array 
con fi guration on the bottom side of the scanner       
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Furthermore, the induction technology is independent of the base material as long 
as it is non-conductive whereas the depth scaling of the radar data depends on the 
permittivity of the base material. In addition, with the radar technology it is possible 
to visualise multiple layers of objects (if the mesh size is not too small).  

   Detailed Description 

 The radar scanner supports different measurement modes. First, the so called 
Quickscan, which acquires, processes and visualises the data in real-time. Second, 
Quickscan Recording, where data of scans up to 10m can be recorded and stored for 
later analysis and third, the Imagescan mode, which is used to analyse areas (up to 
1.2x1.2m / 4x4ft). Three dimensional analysis is available for both Quickscan 
Recordings and Imagescans. 

 The emitted radar pulses spread over a wide frequency range (measured in air 
from 1.0 to 4.3 GHz). The lower the frequency the deeper the subsurface is pene-
trated and the higher the frequency, the smaller objects can be resolved. 

 As the radar tool is moved over the surface a measurement is taken every 5mm. 
An intelligent distance measuring algorithm samples the position of all four wheels 
and compensates for slipping, spinning or lifted wheels. At one scanner position a 
large number of pulses are emitted and recorded to determine the full re fl ection 
pattern of the subsurface objects. Multiple acquisitions are used to reduce the noise 
(which usually appears as unwanted clutter in the visualisation) in the measured 
data which leads to a clearer image. In the radar scanner a high pulse repetition rate 
is used, which allows high scanning speeds (up to 2m/s). 

 The recorded raw data is processed according to the processing chain as depicted 
in Fig.  2 .  

 The signal acquired by the radar front-end is further conditioned by the following 
steps  [  1  ] : 

   Correction of antenna sizes and positions;  • 
  Background removal with automatic foreground/background detection to mask • 
uniform structures such as the surface and possible strati fi cations;  
  Automatic gaining to compensate the damping of the radar waves in the base • 
material;  
  Time-zero estimation (automatic recognition of the surface position) and  • 
  Temperature compensation to allow immediate and accurate measurements • 
directly after start-up.    

Radar
front-end

Signal
conditioning Migration Post-

processing Visualisation

  Fig. 2    Processing chain for the radar data       
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 The central processing step is the transformation of the raw measurement data 
into images of objects, which is called migration. In the scanner a modi fi ed f-k 
migration is used  [  2  ] . The radar PC-software  †     supports also modi fi ed Kirchhoff 
migration  [  3  ] . 

 Before the migrated data can be visualised it is further processed to extract the 
approximate shape of objects (Hilbert envelope and Isosurface computation for 
3D view).  

   Application Examples 

 In the following selected application examples are shown out of the vast range of 
applications. 

 As a  fi rst example, the Quickscan mode can be utilised for quickly locating a 
spot to set an anchor, for instance. Figure  3  shows the application scenario and a 
screen copy of the scanner during real-time measurement of the horizontal direction. 
Another measurement for the vertical direction has to be done in addition.  

 As a second example, a pre-stressed concrete slab has been scanned to  fi nd a save 
spot for a through-penetration. It is vital for the safety of construction workers 
and the stability of buildings not to cut tensioning cables during drilling or coring. 
A 1.2x1.2m Imagescan has been made and the resulting visualisation is shown on 
the right-hand side of Fig.  4 .  

 The last example demonstrates a typical application area for electromagnetic 
induction. In tunnels the reinforcement grid has to be covered by a minimum amount 

  Fig. 3    A typical application of the radar scanner system: Finding save spots for drilling in beams, 
slabs, etc. (left) and the corresponding screen copy of the scanner in Quickscan mode (right). 
The upper half of the screen copy shows the top view representation, the lower half shows the 
corresponding cross section       

     † Hilti PROFIS PS 1000  
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  Fig. 4    In another application example an area of a pre-stressed concrete slab has been scanned to 
 fi nd a save spot for a through-penetration. Cutting a tensioning cable would endanger construction 
workers and reduce the stability of the building. The resulting Imagescan is depicted on the 
right-hand side; the tensioning cables underneath the  fi rst layer of reinforcement are visible as two 
inclined lines in the top view       

  Fig. 5    Example use of magnetic induction for measurement of concrete coverage in tunnels. 
The right-hand image shows a map of concrete coverage (shown area approx. 12x10m). Dark colours 
indicate areas where the concrete coverage is too low and therefore those areas are susceptible to 
corrosion       

of concrete to prevent corrosion. In the example a tunnel wall has been scanned with 
the Ferroscan and the associated software is used to generate a map of concrete 
coverage (cf. Fig.  5 ).   

   System Solution 

 The scanner itself is self-contained and can be used for data acquisition, processing 
and analysis. For further analysis, though, especially in full 3D, and for voluminous 
data storage the job-site quali fi ed PSA 100 Monitor can be used. An example of a 
3D-visualisation on the monitor is shown in Fig.  6 .  

 If further reporting capabilities are needed, Software for standard of fi ce PCs is 
included in the set (Hilti PROFIS PS 1000).  
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   Summary and Outlook 

 In this paper a glimpse onto the new radar scanner system has been given. This 
easy-to-use impulse radar scanner offers high productivity and good data quality 
through a special antenna array con fi guration, sophisticated real-time data processing 
and comprehensible visualisation to help the professional in building construction 
and civil engineering prevent costly damages by visualising objects of a lot of 
different materials. Full 3D analysis is available on the PSA 100 job-site monitor as 
well as on the PC software. 

 The Ferroscan is a complementary imaging system based on electromagnetic 
induction which is used for the detection of ferrous objects such as rebars with 
accurate estimation of rebar depth and diameter. 

 In future, it will be possible to combine data of both measurement principles to 
pro fi t from the advantages of both technologies.      
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  Abstract   Two nonlinear parameters extracted from different approaches have 
been compared on their sensitivity and reliability to detect thermal damage in con-
crete. One approach is based on nonlinear resonance while the other relies on wave 
interactions. Results show that both nonlinear parameters have a sensitivity to ther-
mal damage of the same order of magnitude. Variations observed are much higher 
than in the case of linear parameters (ultrasonic pulse velocity and dynamic modu-
lus). Coef fi cients of variation showed that resonance frequency technique is more 
reliable than wave interaction technique. However, the latter technique remains of 
great interest and needs further developments since it is more adapted to  in situ  
measurements.  

  Keywords   Concrete • Damage assessment • Mechanical degradation • Nonlinear 
resonance • Nonlinear wave modulation      
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   Introduction 

 Nonlinear acoustics have generated an increasing interest over the last decade in the 
 fi eld of concrete damage assessment. Although the nonlinear behavior of concrete 
is a complex issue that has not been well understood yet, some experiments based 
on nonlinear acoustics have been developed in order to observe and quantify several 
nonlinear phenomena. These are, for instance, resonance frequency shift, higher 
harmonic generation or mixed frequency response  [  1  ] . 

 The great majority of nonlinear monitoring techniques rely on two different 
approaches: nonlinear resonance  [  2  ]  and nonlinear wave interaction  [  3  ] . Regardless 
the approach used and parameters analyzed, several studies have systematically 
shown that nonlinear parameters are more sensitive to concrete degradation than 
traditional linear parameters such as ultrasonic pulse velocity, resonance frequency 
or dynamic modulus  [  4-  8  ] . 

 This paper aims at comparing the sensitivity and reliability of nonlinear wave 
resonance and nonlinear wave interaction with thermal damage induced on concrete. 
Ultrasonic pulse velocity and dynamic modulus were also monitored as reference 
parameters.  

   Experimental 

   Concrete casting and degradation 

 Four concrete cylinders (100x200mm) were cast with a w/c ratio of 0.5 and a cement 
content of 420 kg/m 3 . The maximum size of aggregate was 20mm. After a 28-days 
cure in fog room, the cylinders have been kept in laboratory ambient conditions. 
Degradation process consisted in heating the specimens for 3 hours at 150°C 
and cooling them by soaking them for 15 minutes in water at room temperature. 
Measurements were taken after the curing period and the thermal damage.  

   Linear acoustics 

 Measurements were performed in compliance with ASTM standards to monitor 
ultrasonic pulse velocity (ASTM 597) and dynamic modulus of elasticity (ASTM 
C215-02).  

   Nonlinear resonance technique 

 Concrete cylinders were exited with pure sine waves. A series of frequency sweeping 
was performed around the resonance frequency of the sample, with increasing drive 
amplitude. The experimental device used in shown in Fig.  1 .  
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 The nonlinear elastic behaviour of concrete can be observed by the reso-
nance frequency shifting towards lower values when the drive amplitude increases. 
Nonlinear parameter  a  

1
  can be extracted by plotting the frequency shift vs the 

amplitude, as shown in Eqn. ( 1 ).

     α εD
= D1

0

.
f

f    (1)    

    D = - 0f f f   ,  f  is the monitored reonance frequency and     0f    the linear resonance 
frequency (at lower strain),     εD    is the strain amplitude.  

   Wave interaction technique 

 Wave interaction technique basically consists in studying the interactions between a 
high frequency (HF) and low frequency (LF) harmonic signals. When simultaneously 
transmitted trough concrete, the HF signal is amplitude modulated by the LF signal, 
which results in the presence of side lobes around HF on the transmitted signal 
spectrum. 

 The wave interaction technique developed for this study ( Fig.    2  ) differs from 
classical approach by one main characteristic: the HF signal transmitted through 
the sample consists in a series of pulse instead of a continuous signal. A LF signal 
was generated by a short mechanical impact, causing cycles of opening/closing of 
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  Fig. 1    Nonlinear resonance experimental device       
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  Fig. 2    Nonlinear wave interaction experimental device       
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cracks within the concrete. As a result of such mechanical disturbance, the HF waves 
undergo a temporal delay that can be determined from a phase shift in the transmitted 
signal ( Fig.    3a  ).  

 Nonlinear parameter  a  
2
  can be extracted from this experiment by plotting the 

phase shift of the transmitted series of signal vs its amplitude, after the impact.

     2 A

FD
=

D
α    (2)  

       jD    represents the phase variation of transmiited signal after the impact,     DA    its 
amplitude variation   

   Results and Discussion 

  Figure    4   shows the relative variations of the monitored parameters between sound 
and damaged concrete.  

 The pulse wave velocity decreased from aproximatively 4600 m/s to 4300 m/s, 
indicating that the induced thermal damage did not affect signi fi cantly the engineering 
properties of concrete. Indeed, the samples remain of good quality from a mechanical 
point of view. 

 As expected, nonlinear parameters  a  
1
  and  a  

2
  show a much higher sensitivity to 

the thermal damage with regards to linear parameters. This signi fi cant increase is 
associated with the formation of microcracks in the concrete, mostly at the cement-
aggregate interface and in the cement paste, without any preferential direction  [  6  ] . 
Althought they have been derived from distinct experiments,  a  

1
  and  a  

2
  show variations 
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interaction experiment       
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of the same order of magnitude. In order to complete comparision between nonlinear 
methods, the coef fi cents of variation are given in  Table    1  .  

 Table  1  shows that linear parameters are generally more stable than nonlinear 
parameters. The relatively high coef fi cients of variation of  a  

1
  and  a  

2
  are mainly asso-

ciated with three characterisitics of experimental techniques: sensitivity, repeatability 
and reproductibility. 

 The sensitivity to microcracking of both nonlinear techniques was demonstrated. 
This sensitivity also includes natural heterogeneity of concrete, hence the hetero-
geneity between different samples. The part of the coef fi cients of variation that can 
be attributed to the heterogeneity of samples is hard to determine. 

 However,  a  
1
  and  a  

2
  have shown similar sensitivy to thermal damage in concrete, 

and yet the coef fi cients of variation for  a  
2
  are 2 to 10 times higher than those for  a  

1
 . 

Conclusion can be drawn that the interaction wave technique used presents lower 
repeatability and reproductibility than nonlinear resonance technique. Indeed, signal 
processing and analysis are more complex in the case of wave interactions, although 
the technique used in this study allows a lighter signal processing compared with 
the one required for the wave modulation. 

 Further developments are needed to make wave interaction techniques more 
reliable. These developments are of great interest since wave interaction techniques 
are more adapted to  in situ  measurements than nonlinear resonance techniques. 

 The next step of development concerning this study will focus on repeatability 
and reproductibility of nonlinear techniques. Repeatability will be investigated 
by means of larger series of measurements on identical samples. Reproductibility 
will be investigated on the basis the water content of concrete. Indeed, water content 
is known to have a signi fi cant impact on nonlinearity of concrete as it changes the 
nature of cracks interface  [  9  ] , but few data are available on this issue.  
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  Fig. 4    Relative variations of non destructive parameters to thermal damage       

   Table 1    Coef fi cient of variation for each parameter   

 Coef fi cient of variation (%) 

 Ultrasonic pulse velocity  Dynamic modulus   a  1    a  2  

 Sound concrete  1  2   5  58 
 Damaged concrete  2  6  20  47 
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   Conclusion 

 This study showed that both nonlinear techniques tested have a similar sensitivity to 
thermal damage in concrete but differ on their repeatability and reproductibility. 
Nonlinear resonance has proven to be more reliable since the coef fi cients of varia-
tion are low compared with those of interaction wave. Hence, nonlinear resonance 
should be used in priority to monitor limited damage in concrete, especially if a 
statistical number of samples cannot be available. This technique, which requires 
driving elements into resonance, is however very hard to perform  in situ  on large 
structures. Nonlinear wave interaction techniques therefore remain of major interest 
and need further development to improve their reliability.      
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  Abstract   In this work we present the application of Empirical Mode Decomposition 
(EMD) and Split Spectrum Processing (SSP) in non-destructive testing of materials 
using ultrasound. The SSP as well as the EMD technique enable to enhance target 
detection and the visibility of re fl ected echoes. The use of the EMD technique before 
using SSP makes the detection of any desired target-echo more  fl exible, when looking 
for a good solution to the coherent noise problem. Some types of coherent noise can 
be removed by frequency  fi ltering but only provided that the amplitude spectrum of 
the noise does not overlap the spectrum of the desired signal. In the most practical 
situations, this noise may comprise refractions, multiple re fl ections, re fl ected refrac-
tions or refracted re fl ections, and coherent noise from grains and scatters with 
different sizes. The signals were obtained using a technique applied in pulse-echo 
mode, known as the prism technique and processed in Matlab environment. Tests 
carried out on trapezoidal-prism shaped specimens of mortar highlight the capability 
of this signal processing technique.  

  Keywords   Coherent noise • Empirical mode decomposition • Non-destructive test-
ing • Prism technique • Split spectrum processing      

   Introduction 

 In ultrasonic NDT of highly scattering materials, detection of re fl ected echoes 
from defects or boundaries is dif fi cult due to the masking effect of the structural 
noise. The most frequently used signal-processing method for noise reduction is 
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time averaging but it can reduce only the incoherent content of the signal noise. 
This is not enough for testing concrete because the remaining noise, which is 
the coherent (or scattering) noise produced by backscatter of the propagating 
ultrasound, is still overwhelming. The reduction of the scattering noise requires a 
more advanced technique and the split spectrum processing (SSP) is such a technique. 
SSP is based on the observation that a source of scatter in the concrete re fl ects 
different echoes from different frequencies in the form of coherent noise; that is, the 
scattering content is highly sensitive to shifts in the operating frequency, whereas 
the echoes from defects and boundaries are not. In this work, SSP and empirical 
mode decomposition (EMD proposed by Huang et al.  [  1  ] ) are used to deal with 
detecting complex multiple targets in ultrasonic applications. EMD is one of the most 
advanced concepts considered in digital signal processing and focused on processing 
nonlinear and nonstationary processes. In comparison with the classical Fourier 
analysis and wavelet algorithms, EMD has a very high extent of adaptation to pro-
cessing various nonstationary signals. Furthermore, it does not impose any serious 
restrictions on the harmonic nature of basis functions. The key role is played by empi-
rical mode decomposition, which allows any complicated signal to be decomposed 
into  fi nite and a usually very small number of empirical modes (IMFs—Intrinsic 
Mode Functions), each containing information about the initial signal.  

   Split Spectrum Processing 

 Split-spectrum algorithms exploit the frequency diversity phenomenon appearing 
when an ultrasonic pulse is scattered by many small scatters having sizes compa-
rable to the pulse wavelength. The combined response of all the scatters is frequency 
sensitive due to the different phases of every individual contribution. On the contrary, 
the response of an isolated re fl ector of enough size will be unique and so frequency 
insensitive. Given an operating bandwidth, the inherent idea in SS algorithms is 
to use a  fi lter bank to decompose the received signal followed by a comparison of 
the different  fi lter outputs, so that, broadly speaking, when all the  fi lter outputs are 
similar, the presence of a true defect is enhanced, otherwise, presence of grain noise 
is reduced  [  2  ] . The algorithm can be described as follows: The  fi rst step involves fast 
Fourier transform (FFT) which gives the frequency spectrum of the received echo 
signal. In the second step, several  fi lters split the signal spectrum into different narrow 
frequency bands. Next step, inverse FFT gives the time domain signal of each indi-
vidual frequency band. Observations from each channel cover the bandwidth of 
the frequency spectrum of the transducer and each observation contributes to 
signal-to-noise improvement. Therefore, at any given time, the outputs of band 
pass  fi lters can be represented as a random feature vector that contains information 
related to  fl aw and grain echoes. The signals from each individual frequency band 
(SSP channel) are passed into a post-detection processor. In this paper, we have 
employed polarity thresholding algorithm as processor, which was shown to be 
effective in the past applications. The PT algorithm was based on the principle that 
at the time instants when  fl aw signal is presented, the corresponding SSP data set 
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will not exhibit any polarity reversal since the  fl aw or the boundary echo will domi-
nate the grain noise. If the data set contains only grain noise, which possesses a zero 
mean value, then it is likely that the data will exhibit polarity reversal. The PT output 
can be expressed as 

     
( ) max(| ( ) |) ( ( ) 0 ( ) 0, 1,2, , )

( ) 0( )

y t x t x t or x t j N

y t otherwise

= > < = ¼ì
í =î

   (1)    

   Empirical Mode Decomposition 

 The Empirical Mode Decomposition (EMD) is a signal processing technique capable 
of extracting all the oscillatory modes present in a signal at different length scales. 
The decomposition method  [  3  ]  involves the following steps: 

 Step 1: Given a signal     ( )x n   ,  fi nding the local maxima of the signal, all the maxima are 
connected by a cubic spline line as the upper envelope. Then  fi nding the local minima 
of the signal, all the minima are connected by a cubic spline line as the lower envelope. 
The mean of the upper envelope and the lower envelope is designated as     1( ),m n     

     1 1( ) ( ) ( )h n x n m n= -    (2)   

 If     1( )h n    satis fi es all the requirements of the IMF, it is the  fi rst IMF. 

 Step 2: If     1( )h n    does not satisfy the conditions of the IMF, it is treated as the datum, 
and Step 1 is repeated.     11( )m n    is the mean of the upper and the lower envelopes 
of     1( )h n   , then 

     11 1 11( ) ( ) ( )h n h n m n= -    (3)   

 If     11( )h n    satis fi es all the requirements of the IMF, it is the  fi rst IMF. If     11( )h n    
does not satisfy all the requirements of the IMF, Step 1 is repeated continually up to 
    k    times until     1 ( )kh n    is an IMF, that is,

     1 1( 1) 1( 1)( ) ( ) ( )k k kh n h n m n- -= -
   (4)   

 It is designated as the  fi rst IMF component     1( )c n    from     ( )x n   , that is,     1 1( ) ( )kc n h n=
  . Then     1( )c n    is removed from     ( )x n    to obtain the residue     1( )r n   , that is,

     1 1( ) ( ) ( )r n x n c n= -    (5)   

 The residue     1( )r n    is treated as the new datum. Then Steps 1 and 2 are repeated 
to obtain the second IMF     2 ( )c n   . This procedure is repeated to obtain all the IMFs, 
and the results are 

     1( ) ( ) ( ), 2,3, , .i i ir n r n c n i l-= - = ¼    (6)   

 The decomposition stops as any of the following predetermined criteria is achieved: 
(1) Either the component     ( )lc n    or the residue     ( )lr n    becomes so small that the residue 
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is less than the predetermined value of the substantial consequence; (2) The residue 
    ( )lr n    becomes a monotonic function from which no more IMF can be extracted. 
Thus, the original data are the residue plus the sum of the IMF components:

     
1

( ) ( ) ( )
l

l i
i

x n r n c n
=

= + å    (7)   

 To guarantee that the IMF components retain enough physical sense of ampli-
tudes and frequency modulations, a criterion for stopping the EMD process is 
determined by SD,

     

2

1( 1) 1

2
0 1( 1)

( ) ( )

( )

T
k k

n k

h n h n
SD

h n

-

= -

-
= å    (8)   

 A typical value for SD can be set between 0.2 and 0.3  [  1  ] .  

   Combined use of EMD and SSP 

 Empirical Mode Decomposition is an emerging new technique of signal decompo-
sition having many interesting properties. In particular, EMD can be applied to non-
linear; nonstationary noisy signals and does not require any prior knowledge on the 
nature and number of modes embedded in a signal. The typical EMD application 
generates a number of intrinsic modes from one single signal: this makes EMD a 
powerful technique that can be used also when dealing with multiple targets echoes. 
In this paper we combined the EMD capability of extracting the oscillatory modes 
embedded in coherent or backscattering noise and the SSP capability of detecting 
multiple targets simultaneously as long as these targets have similar spectral char-
acteristics. However, in complex and nonhomogeneous media, such as composites, 
concrete, etc., SSP applied over a single spectral range is less likely to detect mul-
tiple targets located in different regions. In order to improve the detection of multi-
ple targets with different spectral and temporal characteristics using split spectrum 
processing,  fi ve steps need to be followed:

   Step 1: Decompose the ultrasonic signal by EMD to obtain the  fi nite IMF components;  
  Step 2: Apply FFT to each IMF component to obtain the frequency information;  
  Step 3: Calculate the energy of each IMF;  
  Step 4: Select IMF components that have the maximal energy;  
  Step 5: Apply SSP according to the selected IMF components.     

   Experimental Results 

 The experiment presented here was performed using the prism technique  [  4  ]  to 
detect the multiple echoes re fl ected from a sample of a trapezoidal concrete/mortar/
cement-paste prism whose dimensions are 21 x 10 x 7.4(lc=2+lm=2.2+lcp=3.2) cm 
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(  Fig. 1  ) with 0.5 W/C ratio, 0.5 C/S ratio and 9% aggregate with 0.5 cm maximum 
particle size for the concrete layer, 12 days after making. Measurements were made 
in the pulse-echo mode in the longitudinal direction using immersion transducer 
with 2.25 MHz center frequency and 0.5 inch diameter. The main objective was 
the detection of re fl ected echoes from different interfaces (E1: water-concrete, 
E2: concrete-mortar, E3: mortar-cement paste and E4: cement paste-water). 
Consequently, the received signal is processed  fi rst using EMD to obtain a set of 
IMFs; these IMFs are used to identify the optimal frequency region(s) to perform 
split spectrum processing technique.   

 In order to extract the ultrasonic re fl ected echoes from the grain noise, we decom-
posed the received signal by EMD. Figure  2 a shows the decomposition results from 
IMF1 to IMF3, the IMFs with high energy (E 

IMF1
 =7.63, E 

IMF2
 =13.19 and E 

IMF3
 =2.69). 

Correspondingly, the Fourier transform of each IMF was plotted in Fig.  2 b. It is 
shown that EMD acts as a set of  fi lters and decomposes the original signal from high 
frequency to low frequency in their turn. It can be seen from Fig.  1 a that the four 
ultrasonic re fl ected echoes are centralized in the two  fi rst IMFs. In order to enhance 
the detection of those echoes SSP based PT was then applied to each selected IMF. 
Figure  2 c shows clearly the effectiveness of this method to overcome some limitations of 
the other signal processing techniques such as 1) partial echo overlap and 2) attenua-
tion phenomena at high frequencies. For instance, in our experiment, we have a partial 
overlap between the echo re fl ected from the main face of the specimen (E1: echo from 
interface water-concrete) at 5.124x10 –5 s and the echo re fl ected from the main face of 
the interface concrete-mortar (E2) at 5.248x10 –5 s, the EMD extract the second one 
clearly in the second IMF (Fig.  2 d). As a numerical example, the velocity in concrete 
layer is     2 5 5/ ( / 2) (2 10 / ((5.248 10 5.124 10 ) / 2) 3226 /lc c fcv l T m s- - -= = ´ ´ - ´ =     

   Conclusion 

 The combined use of EMD and SSP techniques for multiple targets detection has 
been conducted in this work. The experimental results show that this procedure is very 
appropriate to analyze ultrasonic signals in dif fi cult materials (coherent noise problem, 

  Fig. 1    General view of the measuring system       
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partial echo overlap). The results con fi rm that EMD is capable of determining the 
optimal spectral regions for processing and makes the application of SSP more 
effective. This method of detection could be further improved by selecting the right 
 fi lters parameters, such as the number of bands, inspection bandwidth, bandwidth of 
each  fi lter and overlap between different bands.      
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  Fig. 2    a) The received signal and the three  fi rst IMFs; b) Their spectrums; c) Their SSP outputs 
using PT Algorithm and d) Comparison between IMFs       
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  Abstract   The concrete test hammer patented by Proceq’s Ernst O. Schmidt at the 
beginning of the 1950’s is without a doubt the most widely used NDT instrument 
worldwide for rapid assessment of the condition of a concrete structure. Despite this 
fact, the validity of the method remains a hotly debated topic amongst experts in the 
NDT  fi eld. This is largely due to two factors; (a) since the original Proceq patent 
expired, there has been a proliferation of imitations with widely varying quality. 
Some are good, others are poor and the unreliability of the poor quality instruments 
has damaged the method in general; (b) the validity of the method in its primary use, 
i.e. for uniformity testing, is undisputed; however, incorrect use of the hammer for 
estimating compressive strength, (i.e. blind reliance on the manufacturer’s conversion 
curves) is a major cause for concern amongst NDT experts. Furthermore, since 
its introduction, not much has been done to improve the test method itself. This 
paper describes how recent advances in rebound hammer technology together with 
extensive research into the various factors that in fl uence the results can improve the 
rebound hammer method, providing users with more reliable results and reducing 
doubts concerning the viability of the method.  

  Keywords   Compressive strength • Concrete • Condition assessment • Rebound 
hammer method • Recent advances      

   A New Measurement Principle 

 In the classical Schmidt hammer, the rebound energy is quanti fi ed by means of the 
distance travelled by the hammer mass. The method is strongly in fl uenced by diverse 
frictional effects that increase with use and also by gravity. Both of these in fl uences 
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lead to errors if neglected, as they so often are by the user. A new measurement 
principle was conceived with the intention of reducing these shortcomings. 

 An optical method was developed for the new hammer (named SilverSchmidt) 
that was proven to be very robust. By cutting grooves along the circumference of the 
hammer mass with mechanical precision (Fig.  1 ), it was possible to realize a trans-
missive photo sensor with the following advantages:

   The received light is independent of the surface condition of the hammer mass.  • 
  Any period corresponds to the real velocity, allowing the impact energy to be • 
determined with an accuracy that was not previously possible.    

 The impact velocity and the rebound velocity are measured directly before and 
after the impact, practically eliminating any in fl uence of gravity.  

 The SilverSchmidt produces a higher rebound value than the classical hammer. 
This is due to the new measurement principle and the modi fi cations made in the 
hammer mass and the plunger. In order to avoid confusion, the new unit was given 
the name “Q”, hinting that it refers to a quotient.  

   The Result – Does It Work Better? 

 In order to obtain independent validation of the SilverSchmidt, Proceq con-
tracted the Federal Institute for Materials Research and Testing in Berlin, Germany, 
(BAM – Bundesanstalt für Materialforschung und –prüfung) to carry out extensive 
testing during October and November of 2009. 

 For the BAM tests, three concrete mixtures were designed using different w/c 
ratios and cement types, resulting in 28-day compressive strength values ranging 
from 10 Mpa to 100 MPa. 
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  Fig. 1    Arrangement of the optical sensor relative to the hammer mass. Differential signal of the 
optical sensor       
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 The following investigations were performed in a 28 day period on a total of 99 
test cubes:

   Measurement of the dimensions and weight.  • 
  Determination of the rebound value using  fi ve rebound hammers tests • 
(SilverSchmidt and classical Schmidt) on the four sides of the cube in accor-
dance with EN 12504-2.  
  Determination of the compressive strength of the cube through mechanical testing • 
in compression.    

 Various evaluations were made in order to ful fi l the requirements of the standards 
DIN 1048-8, E DIN EN 13791:2008-05 and EN13791:2007: 

 Regression relationships between the rebound co-ef fi cient and the compressive 
strength were established using the rebound hammer and compressive test data 
as shown in Fig.  2 . The results showed conclusively that the dispersion of the 
SilverSchmidt was signi fi cantly lower than the classical Schmidt hammer over 
the entire range. The correlation coef fi cient using an exponential curve is 0.97 for 
SilverSchmidt N compared with 0.89 achieved with a classical rebound hammer, 
which validates the success of the new measurement principle.  

 Such accurate correlations are of course only possible under laboratory con-
ditions with speci fi c concrete mixes. For reliable in-situ estimates of compressive 
strength, every concrete mixture requires its own correlation curve as recommended 
in the major standards (e.g. ASTM C805, EN 13791). To this end, the new hammer 
allows both exponential curves and 3rd order polynomials to be programmed as 
user de fi ned curves.  

  Fig. 2    BAM reference curve for SilverSchmidt ST/PC Type N       
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   Developing Regional Curves 

 In certain countries or regions, the types of concrete used are less diverse and for 
such areas, the development of a regional curve may be desirable, or even necessary. 
In order to develop a curve for the Chinese market, Proceq commissioned an 
extensive series of tests with the Shaanxi Province Construction Science Research 
Institute. The testing in China was more extensive than that carried out in Germany, 
as the Chinese National Standard also takes into account the effects of ageing and 
in particular carbonation. Testing was con fi ned to the compressive strength range 
covered by the Chinese standard i.e. (20 – 60 MPa) with ageing groups ranging 
from 7 days up to 1000 days (some of the tests are still ongoing). 

 Figure  3  shows that the curve obtained from the Chinese data has much lower 
values than the BAM curve at higher strengths. This is a good example to show that 
reference curves are very much dependent on the mix. Also, as stated above the 
Chinese data goes beyond the 28 day period.   

   Feedback from Field Tests 

 Since the launch of the new SilverSchmidt in February 2010, customer feedback 
has brought additional information that needs to be considered. Tests on existing 
structures have shown compressive strength readings signi fi cantly lower than the 
BAM curve, particularly in the higher range. As in the case of the Chinese data, 

  Fig. 3    Chinese Regional Curve Compared with BAM Curve       
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this can be due to different mix design and also due to the effects of ageing, such as 
carbonation. It shows clearly that it is of primary importance for users to understand 
the basis of a manufacturer’s curve. All the data collected from customers and insti-
tutions will be used to generate a lower 10th percentile curve as recommended by 
most major standards. The curves developed so far can be seen in Fig.  4 .  

 Using a lower 10 th  percentile curve means that in 90% of the cases, a user will be 
underestimating the strength. This encourages the user to take core samples to shift 
the curve upwards if he wishes to have a better estimate. Again this is in line with the 
recommendations of the major standards and encourages best working practices. 

 The German annex to EN 13791 allows for in-situ compressive strength testing 
using a rebound hammer alone. The lower curve in Fig.  4  indicates the typical com-
pressive strength that can be assigned using this method. As you can see it results in 
an extremely conservative estimate of the compressive strength. This is necessary 
however due to the nature of rebound hammer testing without a direct correlation to 
the speci fi c mix under test.  

   Uniformity Testing 

 Uniformity testing remains the primary application of the rebound hammer. As stated 
previously, the use of a rebound hammer for uniformity testing is an undisputed 
method. The reason being, that it is a comparative method and the highly disputed 
correlation to compressive strength is therefore irrelevant. The user is looking for a 
pattern to identify weak points within the structure. With the SilverSchmidt, dispersion 
introduced by the instrument has been reduced to a minimum Fig.  5 . This makes it 

  Fig. 4    Lower 10 th  percentile curve       
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more suitable for accurate uniformity testing. Furthermore the possibility to review 
the data series on the hammer itself and on the supplied software simpli fi es the 
identi fi cation of problem areas within a structure.   

   Conclusions 

 This project has attempted to tackle well-known problems with the rebound hammer 
method that, despite its many detractors, remains to be the most widely used NDT 
method in the construction industry. The new measurement principle developed 
within the SilverSchmidt project reduces in fl uences of friction and gravity and has 
been demonstrated to provide results with less dispersion over the entire working 
range. This should help reduce operator error. 

 The problem of incorrect use of the rebound method is a much greater challenge. 
While, the user interface developed for the SilverSchmidt is designed to help its 
correct use, manufacturers are limited in how much they can do to educate users in 
the correct procedures for estimating compressive strength with a rebound hammer. 
Ultimately, enforcement of the standards may be the only answer to this problem.       
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  Abstract   In this study, the propagation phenomena of guided waves in a multiple-
wire Aluminium Conductor Steel Reinforced (ACSR) cable with arti fi cial cuts 
were investigated. A two piezoelectric transducers system, in a pitch and catch 
con fi guration, together with the wavelet transform, was employed for analyzing 
guided wave propagation. An ACSR cable, 0.9m in length and total diameter of 
22.1mm, made of 7 steel wires and 26 aluminium wires was employed. Arti fi cial 
damage was made at 0.45m from the emitter transducer; cut depth in the cable 
was gradually increased from 1mm to 9mm. The transducers were attached to the 
ends of the ACSR cable using a liquid coupling medium. A function generator was 
used to drive the transmitter transducer with  fi ve cycles of 500 kHz sinusoidal 
waves. The received guided wave signals were ampli fi ed and acquired by a digital 
oscilloscope that sent the data to the computer for further analysis. From this, the 
following conclusions were obtained: a) the modes identi fi ed using time- frequency 
analysis before and after the cut were  L (0,1) and  F (1,1) for steel and aluminium, 
respectively; b) the amplitude of the received  L (0,1) signals increased with the 
increase of the cut depth, depicting an exponential behaviour, conversely the  F (1,1) 
modes decreased, suggesting a mode conversion from  F (1,1) to  L (0,1) modes due to 
loosed friction contact among individual wires.  

  Keywords   ACSR inspection • FEM analysis • Guided waves • Wavelet Transform      
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   Introduction 

 Guided waves in rods, single wires and multiple wires have been anticipated as an 
attractive and effective tool for structural health monitoring of materials, since they 
can interrogate large structures and propagate for long distances compared with 
the traditional body waves  [  1  ] . The theory of wave propagation of waves in solids 
was developed in the 19 th  century; however, only just for over  fi fty years, the subject 
of wave propagation in rod and cable structures has been addressed by many 
investigators. Related to multi-wire problem, various experimental and theoretical 
techniques have been reported  [  2-  4  ] . Chen et al.  [  2  ]  used the Wigner-Ville transform 
to analyze the stress wave in order to identify the arrival time in a seven-wire steel 
strand. In a later study, Rizzo et al.  [  3  ]  generated and detected ultrasonic waves in 
single wire and seven-wire cable using magnetostrictive sensors. Their research 
looked into the acoustoelastic effect in the cables. In another study, Rizzo et al.  [  3,   5  ]  
studied the wave propagation problem in seven-wire cables at the level of the 
individual wires. They used broadband ultrasonic transducers and time-frequency 
analysis based on the wavelet transform; in their research, they were capable of 
identifying vibration modes which propagate with minimal losses. Hagg et al.  [  6  ]  
presented a two-rod system in which the wave energy from an excited rod is 
transmitted to a neighbouring rod through friction contact. An energy-based model, 
to approximate the time average elastic wave power, in the two rods as a function of 
propagation distance was used. The model predictions were corroborated with 
experimental measurements and FEM simulations. Baltazar et al.  [  7  ]  examined the 
effect of mode coupling and inter-wire mechanical contact on longitudinal modes of 
guided waves in a segment of an ACSR cable, making use of the Short Time Fourier 
Transform (STFT) and spectrograms, and correlating the spectral energy change of 
vibration modes to structural damage of the cable. The purpose of this work is to 
study the propagation phenomena of individual longitudinal and  fl exural guided waves 
modes at 500 kHz in a 0.9m ACSR cable with arti fi cial cuts. A two piezoelectric 
transducers system, in a pitch and catch con fi guration, together with time-frequency 
analysis based on the wavelet transform was used to describe the propagation 
phenomena.  

   Experiments 

 This paper focuses on guided waves excited at 500 kHz in a multi-wire ACSR cable 
commonly used in power overhead transmission lines. This cable is a concentric 
conductor con fi gured in strands consisting of a core of seven straight steel wires and 
twenty six stranded aluminium wires in two layers as illustrated in a cross-sectional 
view in Fig.  1a . The diameter of each aluminium and steel wire is 3.5 mm and 
2.7 mm, respectively; therefore, the total diameter of the cable is approximately 
22.1 mm. The length of the cable used is 0.9m. The experiment setup is depicted in 
Fig.  1b . A pitch and catch arrangement was applied. Two piezoelectric broadband 
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transducers with a central frequency of 1 MHz and 12.7 mm in diameter were attached 
to the ends of the ACSR cable using a liquid coupling gel. Due to the complicated 
characteristics of inter-wire coupling, an analytical solution that can describe the 
wave propagation in these multi-wire cables does not exist. A formulation based on a 
Pochhammer-Chree frequency equation of a cylindrical rod has been presented  [  8  ] . 
Considering an isotropic homogeneous cylindrical rod, the solutions of the elastic 
equation of motion are known, and correspond to three types of modes: longitudinal 
 L( 0 ,m) , torsional  T ( 0 ,m)  and  fl exural  F( 0 ,m) . By solving the equations, via the 
commercial package  Disperse© , for these vibration modes with known frequencies, 
the dispersion curves can be obtained. The dispersion curves relate the velocity 
of the guided wave propagation, to the frequency of the wave and the diameter of 
the cylinder.  

 The approach taken employed individual dispersion curves of rods of aluminium 
and steel 3.5mm and 2.7mm of diameter, respectively. Figure  2  shows the group 
velocity ( Vgr ) dispersion curves of these rods, where it can be observed that the only 
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  Fig. 1     a ) Cross sectional view of the ACSR cable used;  b ) experiment setup, showing arti fi cial 
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guided wave modes that could be excited below 500 kHz are the longitudinal  L (0,1) 
and the  fl exural F(1,1) modes. The group velocities yielded at this frequency for 
 L (0,1) in steel and aluminium are 4957.84 m/s and 4397.28 m/s, respectively, and 
for  F (1,1) are 3313.50 m/s and 3223.61 m/s, correspondently.  

 The function generator drives a transmitter piezoelectric transducer with  fi ve 
cycles of 500 kHz sinusoidal waves. Excited guided waves propagate through the 
cable and are sensed by the receiver transducer that converts them to electric signals 
via the inverse piezoelectric effect. The electric signals are ampli fi ed and acquired 
by a digital oscilloscope that sends the data to the computer for further analysis. 
Arti fi cial damage was made at 0.45m from the emitter transducer. Cut depth in the 
cable was gradually increased from 1mm to 9mm.  

   Results 

   Frequency-time signal analysis 

 The wavelet transform (WT) addresses the general problem of time-frequency 
analysis and provides the means to analyse non-stationary signals  [  9  ] . In this work, 
the Gobor wavelet was used to identify the guided wave modes generated in the 
experiments and ascertain the manner they correlate with damage. Figure  3  shows 

  Fig. 3    Discrete wavelet transform used to estimate the TOA of the guided wave received modes 
in the ACSR cable without damage       
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the results produced by applying the WT to the guided wave received signals without 
damage that allowed the signals time of arrival (TOA) estimation. Considering the 
0.9m length of the ACSR cable and estimating the TOA, it was possible to recognize 
the excited guided wave modes. Table  1  shows the group velocities attained using 
the estimated TOA.   

 The identi fi ed received modes were predominantly  L (0,1), however, some energy 
was discerned with lower group velocities as very likely  F (1,1). It can be observed 
that  L (0,1) aluminium signals show more dispersion and less amplitude than the 
 L (0,1) signals of steel, which agrees with its dispersion curves. On the other hand, 
the  F (1,1) modes exhibit more energy in the aluminium.  

   Cut depth and amplitude behaviour 

 The experimental results show a relationship between the degree of damage and the 
received amplitude of the guided wave modes as shown in Fig.  4a . This relationship, 
however, exhibits that an increase in the cut depth produces an increase in amplitude 
of the  L (0,1) modes and a decrease of the  F (1,1). The energy augment posses an 
exponential tendency as shown in Fig.  4b .    

   Conclusions 

 The propagation phenomena of guided waves in a multiple-wire ACSR cable with 
gradually increase of arti fi cial cuts was investigated using an ultrasonic system in a 
pitch and catch con fi guration together with the time-frequency analysis based on 
the WT. In this study, it was possible to identify the excited vibration modes  L (0,1) 
and  F (1,1) in steel and aluminium, at a frequency of 500 kHz, by estimating the 
TOA and calculating their group velocities, which were correlated adequately 
with the individual dispersion curves. Signal de-noised of guided waves using the 
WT related the amplitude change of guided wave modes to the degree of damage in 
the ACSR cable. An unusual increase in the amplitude of  L (0,1) modes in both 
materials was observed with an exponential tendency as the damage augmented; 
conversely,  F (1,1) modes decreased, suggesting a mode conversion from  F (1,1) to 

   Table 1    Identi fi ed guided wave modes, using the estimated TOA for calculating their  Vgr  and 
comparing them with the  Vgr  yielded by Disperse   

 TOA 
 (s) 

 Length 
 (m) 

 Calculated 
 Vgr (m/s) 

 Disperse 
 Vgr (m/s)  Identi fi ed mode 

  L( 0,1) steel  0.00018  0.9  5000  4957.84 
  L (0,1) aluminium  0.00021  0.9  4285.71  4397.28 
  F (1,1) steel  0.00028  0.9  3214.28  3313.5 
  F (1,1) aluminium  0.000295  0.9  3050.84  3223.61 
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 L (0,1) modes ascribed to a release in the degree of mechanical contact among 
individual wires. This study gained insight into the inter-wire coupling phenomenon 
of multiple-wire ACSR cables and serves as the basis for structural monitoring of 
 L (0,1) modes that could facilitate the detection of damage in early stages.      
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  Abstract   Damage evaluation of a pipeline system is normally used by non-destructive 
testing method (i. e. elastic wave method). For effective maintenance and manage-
ment of pipeline system, it is necessary to evaluate not only the degree of damage 
but also the water- fl ow conditions (i.e. gas-liquid  fl ow). In this study, acoustic 
emission (AE) method was applied to be detecting a gas-liquid  fl ow in service 
open type water pipeline system. Two experiments were conducted: laboratory 
model tests and in service open type pipeline monitoring. The results show that a 
gas-liquid  fl ow conditions could be quantitatively evaluated by using AE para-
meters, such as AE generation behavior, average frequency and AE energy. Thus, 
AE monitoring is effective for qualifying the water  fl ow conditions in an open type 
pipeline system.  

  Keywords   Acoustic emission • Gas-liquid  fl ow • Non-destructive testing • Open-
type pipeline      

   Introduction 

 In service open type pipeline systems, the condition for gas-liquid  fl ow in pipeline 
system is the most important function for maintenance and management  [  1-  2  ] . 
Deterioration of open type pipeline systems often results in overt-through degradation 
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of water-tightness or water leak phenomena caused by gas-liquid  fl ow effects, 
such as vibration of pipe material  [  3-  5  ] . For effective maintenance and manage-
ment, non-destructive testing method need to be developed, because pipeline system 
is installed underground and the damage cannot be checked visually in service. 
In recent researches, it was reported that elastic wave method (e.g. acoustic emission, 
ultrasonic) is effective for evaluation of water- fl ow conditions in pipeline system 
 [  6-  10  ] . Especially, the acoustic emission method is passive technique for detection 
of elastic wave from civil structures  [  11  ] . 

 In this study, AE method is applied to be detecting a gas-liquid  fl ow in open type 
pipeline system. Two experiments were conducted: laboratory model pipeline and 
in service open type pipeline system. 

 This paper reports quantitative method for evaluation of gas-liquid  fl ow conditions 
in pipeline system using AE parameter analysis.  

   Detection of Gas-Liquid Flow in Open Type Water Pipeline 

   AE monitoring procedure 

 AE monitoring was applied to be detecting a gas-liquid  fl ow in two experimental 
conditions which were laboratory model test and open type pipeline system in 
service. The laboratory model test was conducted to model pipeline system (Photo  1 ) 
which was made by acrylic pipe of 100mm diameter. An amount of water  fl ow was 

  Photo 1    Overview of model pipeline system       
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3.6 to 24.0l/sec. The water  fl ow signals were detected by AE. AE events generated 
under water  fl ow in model pipeline were counted up to end of  fl owing process by 
AE processor (SAMOS; PAC). AE sensor of 30 kHz resonance was attached at 
surface of the model pipeline. AE monitoring conducted with 3-channel system 
was employed. For event counting, the threshold level was set to 45dB, and total 
ampli fi cation was 60dB. In service open type pipeline (Photo  2 ); the water  fl ow 
signals were detected same AE method in the model pipeline monitoring. This pipe-
line system was composed of a PC pipe of 1,350 to 1,200mm diameter, which has 
been used for 26 years. AE monitoring was installed on the surface of air valve, 
which is near the air emission point. The duration of monitoring was 30 seconds at 
1monitoring site. AE hits were detected by using AE sensor (resonance frequency: 
approx.150kHz). To count the number of AE hits, the threshold level was set to 
40-45dB, with a total 60dB gain.    

   Results and discussion 

  Detected AE waves in pipeline.  The simulated  fl ow conditions are composed 4 
types (Steady  fl ow, Strati fi ed  fl ow, Plug  fl ow and Bubble  fl ow; Fig.  1 ). The AE moni-
toring was applied to pipeline system, burst type AE waves are detected when gas-
liquid  fl ow conditions in pipeline system (Fig.  2 ). On the other hand, continuous AE 
waves of an irregular pattern are detected when water is leakage or a free water surface 
exists. In service open type pipeline, this structure is detected burst type AE waves.   

  Photo 2    AE monitoring condition in service pipeline       
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  Fig. 2    Detected Waveform due to gas-liquid  fl ow       

  Fig. 1    Gas-liquid  fl ow form in pipeline       

  Quantitative Evaluation of Two Phase Flow Conditions in model pipeline by AE 
Parameter Analysis.  The gas-liquid  fl ow characteristics in each monitoring 
site are evaluated by AE parameters. A typical relation between AE energy and 
average frequency is shown in Fig.  3 . AE energy is de fi ned as a relative value 
having 1000-count energy when the 10V peak value continued for 1msec. The AE 
energy is low at a low air mixed rate in moderl pipeline(Bubble  fl ow>Plug  fl ow, 
Strati fi ed  fl ow>Steady  fl ow, Fig.  3 ). In air valve, results of AE monitoring are not 
same trend.  

  AE characteristics in service open type water pipeline.  AE generation behavior in 
air emitted valve is detected 656 hits/ 300sec, which is 2.01 times higher than in the 
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  Fig. 3    Relation between 
average frequency and 
AE energy in gas-liquid 
 fl ow conditions (Model 
pipeline, Ch1)       

  Fig. 4    AE generation behavior in service pipeline. (Monitoring site: air emitted valve)       

  Fig. 5    AE generation behavior in service pipeline. (Monitoring site: underground line)       

underground line (Figs.  4  and  5 ). Therefore, Calculated AE parameters are almost 
positively concerned with gas-liquid  fl ow conditions in open type pipeline. Detected 
waves are able to be quantitatively evaluated by AE parameters, such as AE energy, 
average frequency and AE hit rate.     
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   Conclusions 

 In this study, the acoustic emission (AE) method was applied to evaluation of 
gas-liquid  fl ow in open type pipeline system. Two experiments were conducted: 
laboratory model tests and in service open type pipeline monitoring. The simulated 
 fl ow conditions are composed 4 types in model pipeline. The burst type AE 
waves are detected when gas-liquid  fl ow conditions. These detected AE waves can 
be quantitatively evaluated using AE parameters. As for the relationship AE hit 
rate, energy, average frequency and hydraulic conditions are evaluated. To conclude, 
evaluation of gas-liquid  fl ow in service pipeline systems can be quantitatively 
evaluated through NDT monitoring using acoustic emission method.      
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  Abstract   This paper shows potential applications of the AE method for identi fi cation 
of damage at early stages in rolling bearings. The experimental part is concerned 
with the results of AE application during durability testing of axial and radial 
bearings. The recent group of experiments was carried out on durability test stations 
for radial bearings. Sensing of AE signal on these devices was complicated by the 
position of the tested bearing inside the station, making it to place the AE sensors in 
its direct vicinity. As a solution, waveguides were used, with one end touching the 
outer ring of the bearing and the other end connected to the sensor. Other sensors 
were placed on the surface of the testing station. Despite these complications with 
AE signal sensing, an optimal setting was found for the measuring chain resulting 
in collection of high-quality data from damaged radial bearings. Examples of basic 
AE signal records from rolling bearing and potentials of the new generation AE 
analysers are mentioned. These devices allow for continuous AE signal sensing. 
The results prove the AE technique enables reliable determination of running-in 
period, stabilised run and the prediction of the stage where surface damage forms. 
It is shown that the AE method can be used to predict bearing defects or can be used 
to complement traditional vibration bearing monitoring.  

  Keywords   Acoustic emission • Bearing • Contact damage • Vibrodiagnostics       

   Introduction 

 Bearings diagnostics is a part of technical diagnostics; it is a discipline which deals 
with non-destructive and non disassembly diagnostics of technical conditions 
(condition monitoring). Technical diagnostics is focused on sensing damage, 
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localizing and discovering its size, which gives evidence of the damage severity. 
Technical diagnostics includes detecting causes of damage inception and spreading. 
Various diagnostic methods are used for evaluation of the state of roller bearings: 
vibration measurement, stator current, shock pulse method, thermography or 
acoustic emission. 

 The acoustic emission (AE) is used in many applications, for example: detection of 
cracks in pressure vessels or pipelines, corrosion, initiation and growth of cracks during 
high cycle fatigue and many others. The AE is used also for monitoring of contact 
fatigue on rolling elements of bearings. Scientists often test axial low speed bearings 
where it is also possible to detect the location of growing defect  [  1  ] ,  [  2  ] . The length of 
bearing lifetime depends mainly on the conditions of the process. In the experimental 
test it is possible to arti fi cially shorten the length of lifetime by change of shape, absence 
of lubricant or by increasing of the loading force. One of the main goals of simple test-
ing of bearings on the experimental stands is subsequent disclosure and identi fi cation 
of damage in more complicated systems, such as for example gearboxes  [  3  ] . 

 The Institute of Machine and Industrial Design of Brno University of Technology 
can contribute to disclosure of initial stadium of contact fatigue and bearings lifetime. 
This institution has laboratories with sophisticated stands for testing of contact 
fatigue of speci fi c specimens in radial and axial directions. Furthermore these 
laboratories contain stands for testing of axial and radial bearings  [  4  ] ,  [  5  ] .  

   Experimental Set-up 

 The Axmat stand (Fig.  1 ) was created for testing of circle specimens of various 
kinds of materials (steel, cast iron, plastics). The key point of the stand is shown in 
Fig.  1 a where all of its parts are described. This  fi gure shows also a modi fi cation 
which is capable of testing axial bearings. This change is possible thanks to 
exchangeable bush and segment, so we can test the circle specimens or axial bearings 
(ball bearings, roller bearing or needle bearings). The Axmat stand has also a 
control panel for watching the vibration level and time length of the test.  

 The principle of testing the materials is following: the circle specimen is put into 
a segment and  fi xed by a screw-bolt to prevent rotation. One bearing ring is put into 
the bush and it is  fi xed by a screw-bolt too. In the middle of the specimen and the 
bearing ring, 21 balls are embedded. The testing of axial bearing is analogical: 
the segment is  fi xed to the  fi rst bearing ring and the bush to the second ring. 
The snap ring is situated in the middle of the rings. The rotary base is driven by an 
electromotor (1380 r.p.m.) and the loading is caused by weight on the cantilever. 

 The stand SA 67 is used for determination of radial bearings lifetime. Figure  1 b 
shows a scheme of the stands where the location of sensors and tested bearing is 
visible. The tested bearing is situated on the shaft which is driven by electromotor 
(2845 r.p.m.). The outer ring is bended in bush with holes for waveguides. The stand 
is capable to test bearings with stable  fl ow of oil. The hydraulic piston causes the 
loading force on the tested bearing. The stand is equipped by  fi ve sensors in total. 
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One of the AE sensors is placed on the waveguide and a second one is placed on the 
outer surface of the stand. This location is same for modern sensing of vibration 
signal (next two sensors). The  fi fth sensor is placed in horizontal direction and it is 
connected to a control panel. The control panel secures the vibration and tempera-
ture level of tested bearing and records the length of the measurement, too.  

   Used AE Testing Procedures 

 The AE signal is obtained from analyzers DAKEL XEDO. These are 2 and 4 channel 
systems with possibility to scan up to 16 free settable energy levels serving together 
with piezoceramic sensors for detection of AE signal from parts (bearings) under 
investigation. For evaluation as well as for further processing of the basic para-
meters of measured samples, we used the software DaeShow© which enables all 
basic procedures of evaluation – ring down counts, AE burst rate, summation of AE 
counts, RMS etc. 

 In a part of experiments, we had a possibility to use the new AE analyser called 
DAKEL IPL. It is a state-of-the-art system for continuous recording and processing 
of data from the acoustic emission sensors. Compared to the up to date commonly 
used AE analyser devices, the major advantage of the DAKEL IPL is that it is 
capable of continuously sampling and storing the whole AE signal for as long as 
there is disk space to store it. And with the currently available disks on the market 
having about 1 TB - we can store as long as 17 hours of 5-channel recording and 

  Fig. 1    Testing devices:  a ) Axmat for axial bearing tests,  b ) scheme of SA 67 station for testing of 
radial bearings       
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when using RAID arrays of such disks, it can be much more. The device has a total of 
5 synchronous analogue input channels simultaneously and continuously sampling 
at 2 MHz out of which 4 channels are generally used to sample the AE signals 
and one additional channel can be used for synchronous monitoring of any external 
physical parameter that is used to excite the testing object (such as the loading force, 
pressure, temperature, etc.). This comes handy when you need to correlate the AE 
signals to some external events in time.  

   Examples of Experimental Results 

 The graph in Fig.  2  shows development of AE Counts energy levels during the  fi rst 
stage of loading test of radial bearing. The measurement could record up to 16 
energy levels (Counts) of AE signal. Up to 0.1 day it seems like initial start-up then 
rise of intensity of the signal to the 0.4 day. The counts level 6 and higher are 
progressively rising up to 4.5 days which indicates the incipient of contact fatigue. 
Figure  3  shows an example of AE activity during the  fi nal stage of axial bearing 
durability test.   

AE
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  Fig. 2    Example of basic record of AE activity on all levels in  fi rst stage of loading of radial 
bearing       
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 Example of the possible outputs of measurement is plotted in Fig.  4 , where the 
values of root mean square of signal (RMS) and cumulative number of events (evn) 
are shown. The early identi fi cation of damage development in comparison with 
vibration diagnostics is clear once again. Other change is evident in the area of 
AE signal intensity in different frequencies (see Fig.  5 ). Higher frequencies were 
identi fi ed in the  fi nal stage of the test.    

  Fig. 4    RMS and events summation – short destruction test of radial bearing       
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   Conclusions 

 The situation with AE diagnostics of real bearings damage is very complicated, as 
the bearings are composed of many parts which are in contact and especially it is 
usually not possible to place the AE sensors directly on the bearing surface. For this 
reason, the signal contains much more undesirable disturbances, which makes 
adjusting of measuring chain more dif fi cult. Nevertheless the examples shown in 
this paper suggest that it is possible to identify bearings with damaged parts. 

 Our experiments show that parameters in time domain could draw maintenances 
attention to main changes in the sensing part. From these graphs it is possible to 
consider that the amplitude of events can be one of the better characteristics to 
estimate the initial failures and creation of pitting. A combination of these results 
from time domain and frequency domain could better display which sections of 
mechanism are damaged. The selection of representative events is time-consuming 
and it requires needed experiences. 

 After evaluation of a number of data  fi les, it would be possible to work out a 
simpli fi ed way of signal processing of selected signal characteristics that would 
correspond to real damage of tested bearing. This simpli fi cation would result into 
single-purpose analyzers that would be a part of permanent diagnostic systems used 
on some important bearings, e.g. in transport technology, in technological lines 
and energetic devices – in order to optimize intervals of planned maintenance and 
temporary putting out of operation connected with it (e.g. turbines mounting, rolling 
lines, etc.).      
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  Abstract   A third generation of wireless sensors was developed to study wind-borne 
pressure variations in low-rise buildings during hurricanes. The system has the 
capability of measuring pressure and temperature along a roof, collecting data and 
sending it to a server to process and publish on the web in near real-time. Also wind 
speed and direction are measured by the system with the use of an anemometer. 
Sensors are placed inside individual custom-made plastic weatherproof cases. Small 
size of all components allows an aerodynamic shape, reducing the shape effect 
of the sensor on the  fl ow. Low power consumption combined with Li-Ion batteries 
provide several days of continuous data collection. The platform created allows 
using almost any type of sensor via a planned expansion port. The paper presents 
some preliminary results.  
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   Introduction 

 The research is a continuation of previous research efforts  [  1,   2,   3,   4,   5  ]  to build a 
third generation cost effective, versatile, reliable, and robust wireless sensor system 
for measuring hurricane effects on buildings, with enhanced network range and data 
collection capabilities.  

   System Description 

 An overview diagram of the sensor network system for the hurricane characterization 
is shown in Fig.  1 . The network system consists of three main components;  house 
installation, communication network, and central server . The  house installation  com-
prises a set of remote sensor units (up to 30 pressure sensors and two anemometers) 
that are installed on the roof of the house of interest, plus an associated base unit. 
The  communication network  is a cellular or satellite internet service that connects 
individual house installations to a central server. The  central server  processes 
measured data and enables a network operator to control the operation of the base 
and sensor units.  

 The base unit and the  fi eld laptop computer are placed in a weatherproof box in 
the vicinity of the house. The laptop is connected to the 110 VAC power supply 
from the house through a portable uninterrupted power supply pack for backup in 
case of a power outage.  

   Hardware 

 The sensors use a 48 MHz PIC18LF2553 processor and a fast serial bus speed 
(115,200 bps), which allows direct USB  fi rmware updates. Every component of the 
new sensor circuit is in a surface mount package, which can accommodate over 40 
components, including an on-board battery charger. 

 New features include:

   Lightweight plastic casing, sealed with standard O-ring  • 
  More aerodynamic shape (Improved geometry and absence of exterior antenna)  • 
  Li-Ion battery, allowing a lifetime of approximately 120 hours.  • 
  Use of high throughput (250kbps) ZigBee transceiver.  • 
  12-bit A/D conversion  • 
  Expansion port to add almost any sensor.  • 
  PIC  fl ashing and programming via USB port  • 
  Fast battery charging time (6 hours full charge at 900mA – 6V)  • 
  Improved over-the-air characteristics, with individual control on each sensor. • 
This improves reliability, if a sensor is turned off, it does not affect the network.    
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  Fig. 1    General Outline of the system       
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  Fig. 2    Sensor and XBee transceiver       

  Pressure Sensor Board.  The pressure transducer used is the Freestream Electronics’ 
MP3H6115A with case 1317A-04. The sensor board, shown in Fig.  2 , was 
designed to be used for many different applications. In its generic form, the 
PIC18LF2553 has hookups to accommodate different inputs. In this speci fi c 

 

 



176 J.-P. Pinelli et al.

application, it measures pressure and temperature using analog sensors, sampled 
using the processor’s onboard 12 bit A/D converter.  

 In addition to the binary samples representing pressure and temperature data, 
sensor information such as sensor type (router or endpoint), unique hardware ID, 
parent network address, battery level, and sequence ID is also sent. This information 
is used to update the GUI’s (Graphical User Interface) in real time. 

  Anemometer . An expansion card is used to connect an RM Young’s anemometer to 
the board. The only other board change is the  fi rmware running on the processor. 
The anemometer  fi rmware uses the ports in the expansion slot to collect data instead 
of the pressure and temperature sensors. Speed sampling rate is one-half the pressure 
sampling rate, and direction is one quarter. This is done to reduce bandwidth usage.  

   Measurements 

 A comparison between the pressure measured at the Melbourne International 
Airport’s weather station by the National Weather Service, and the pressure recorded 
by the wireless system located at Florida Tech was conducted for 50 hours to 
evaluate the accuracy of the system (Fig.  3 ). Considering the fact that both 
measurements were taken at two different locations separated by a distance of about 
three kilometers, the agreement is notorious. Currently more comparisons to known 
references are taking place.  
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  Fig. 3    50 hour comparison with MLB International Airport weather station       
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 Repeated static pressure tests at +50 mbar relative pressure (Fig.  4 ) show 
that the sensor output follows a Gaussian distribution with a standard deviation 
of  s  = 0.2896 mbar. Therefore, considering ± 3 s  we can infer with a 99.73% of 
reliability that the data measured is between ± 0.867 mbar.  

   Tropical storm nicole deployment 

 The system was deployed on a Satellite Beach house, in Florida during Tropical 
Storm Nicole in September 28th, 2010. Measurements show that the differences 
between sensors are never over 1mbar (Fig.  5 ). It is interesting to see also the 
increase in atmospheric pressure as the tropical depression dissipated.    
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   Conclusions 

 Overall, this new generation of the sensor system resulted in major improvements, 
including reliability, robustness, ease of use, and expansion possibilities. In particular, 
speed has been doubled: the most reliable sample rate recorded is 36 samples per 
second for a full system of 30 sensors, while the previous generation was not 
exceeding 20 for the same conditions. The authors are ready to deploy 3 sets of 
sensors in case of a hurricane landfall in Florida. The ultimate goal is to collect 
data to better understand and quantify the behavior of a structure under the 
effects of wind.      
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  Abstract   Optical  fi ber sensors have seen an increased acceptance as well as a 
widespread use for structural sensing and monitoring in civil engineering, aerospace, 
marine, oil & gas, composites and smart structure applications. Optical  fi ber sensor 
operation and instrumentation have become well understood and developed. Fiber 
sensors are attractive sensing devices for non-destructive testing (NDT) applications 
given their small size, lightweight and dielectric glass construction that renders 
them immune to electrical noise and EM interference—unlike most conventional 
electronic sensing systems. To date,  fi ber sensors have been embedded inside 
composite materials to determine curing, internal stresses and deformations as 
well as to detect the onset of cracks and damage. Surface mounted devices allow 
for the on-line monitoring in real time of deformations and strains in a variety of 
test specimens. Furthermore, some speci fi c  fi ber sensor types allow for multi-point 
sensing at different locations using a single  fi ber, or even continuous, distributed 
sensing of temperature and strain based on Raman and Brillouin scattering systems. 
This paper reviews the operating principles, sensor types, bene fi ts and applications of 
optical  fi ber sensors for non-destructive testing of materials and structures in different 
 fi elds such as composites, aerospace, civil engineering, oil & gas and others.  

  Keywords   FBG • Fiber sensor • Fiber bragg grating • Optical  fi ber • Optical sensor      

   Introduction 

 The  fi eld of  fi ber optics has undergone a tremendous growth and advancement over 
the past 40 years. Initially conceived as a medium to carry light and images for 
medical endoscopic applications, optical  fi bers were later proposed in the mid 1960’s 
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as an adequate information-carrying medium for telecommunication applications. 
Ever since, optical  fi ber technology has been the subject of considerable research 
and development to the point that today light wave communication systems have 
become the preferred method to transmit vast amounts of data and information from 
one point to another. Among the reasons why optical  fi bers are such an attractive 
are their low loss, high bandwidth, EMI immunity, small size, lightweight, safety, 
relatively low cost, low maintenance, etc. 

 At the heart of this technology is the optical  fi ber itself. A hair-thin cylindrical 
 fi lament made of glass that is able to guide light through itself by con fi ning it within 
regions having different optical indices of refraction. 

   Optical Fiber Sensors: Operating Principle 

 Optical  fi bers are also attractive for other applications such as in sensing, control and 
instrumentation. In these areas, optical  fi bers have made a signi fi cant impact and are 
being the subject of substantial research over the last few years. In general, for these 
applications  fi bers are made more susceptible and sensitive to the same external 
mechanisms against which  fi bers were made to be immune for their effective operation 
in telecommunications. In its simplest form, an optical  fi ber sensor is composed of a 
light source, optical  fi ber; sensing element and a detector (see Fig.  1 ). The principle of 
operation of a  fi ber sensor is that the sensing elements modulates some parameter 
of the optical system (intensity, wavelength, polarization, phase, etc.) which gives 
rise to a change in the characteristics of the optical signal received at the detector.   

   Bene fi ts & advantages of fi ber optic sensors 

 Optical  fi ber sensors offer attractive characteristics that make them very suitable 
and, in some cases, the only viable sensing solution  [  1  ] . Some of the key attributes 
of  fi ber sensors are the following:

   Galvanic isolation and EM interference immunity  • 
  Intrinsically safe  • 

  Fig. 1    Components of an optical  fi ber sensor       
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  Passive: no need for electrical power  • 
  Possibility of remote, multiplexed operation  • 
  Small size and lightweight  • 
  Integrated telemetry:  fi ber itself is data link  • 
  Wide bandwidth  • 
  High sensitivity     • 

   Optical Fiber Bragg Grating Sensors 

 Optical  fi ber Bragg gratings (FBGs) are one type of  fi ber optic component that 
have—over the last few years—been used extensively for a wide variety of mechan-
ical sensing applications  [  2-  5  ]  including monitoring of civil structures (highways, 
bridges, buildings, dams, etc.), smart manufacturing and non-destructive testing 
(composites, laminates, etc.), remote sensing (oil wells, power cables, pipelines, 
space stations, etc.), smart structures (airplane wings, ship hulls, buildings, sports 
equipment, etc.), as well as traditional strain, pressure and temperature sensing. 
The main advantage of FBGs for mechanical sensing is that these devices perform 
a direct transformation of the sensed parameter to optical wavelength, independent 
of light levels, connector or  fi ber losses, or other FBGs at different wavelengths. 
The advantages of FBGs over resistive foil strain gauges include:

   Totally passive (no resistive heating),  • 
  Small size (can be embedded or laminated),  • 
  Narrowband with wide wavelength operating range (can be highly multiplexed),  • 
  Non-conductive (immune to electromagnetic interference),  • 
  Environmentally more stable—non-corrosive     • 

   Operating principle of optical fi ber bragg gratings 

 A  fi ber Bragg grating is wavelength-dependent  fi lter/re fl ector formed by introducing a 
periodic refractive index structure, with spacing on the order of a wavelength of light, 
within the core of an optical  fi ber. Whenever a broad-spectrum light beam impinges on 
the grating, will have a portion of its energy transmitted through, and another re fl ected 
off as depicted in Fig.  2 . The re fl ected light signal will be very narrow (few nm) and 
will be centered at the Bragg wavelength which corresponds to twice the periodic unit 
 spacing  L . Any change in the modal index or grating pitch of the  fi ber caused by strain, 
temperature or polarization changes will result in a Bragg wavelength shift. 

 FBGs are attractive for sensing applications due to the dependence of their spectral 
shift as a function of grating separation change with external effects. Hence, FBGs 
are self-referencing and absolute measuring devices for strain and/or temperature. 
Used in combination with opto-mechanical transducers, allow the measurement of 
other physical parameters such as pressure, acceleration, tilt, elongation, etc.  

 For example, Fig.  3  illustrates the aspect of a novel, commercial FBG strain 
sensor. The device is rugged and designed for use in diverse  fi eld applications. 
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The FBG sensing element is pre-stretched and mounted on a protective metallic 
carrier  fl exure. The strain sensor can be surface mounted to test specimens of interest 
using epoxy bonding or spot welding techniques. This, in practice, becomes the 
optical  fi ber equivalent of a conventional foil strain gage sensor.    

   Applications for Non-destructive Testing 

   Civil structures 

 Since the infrastructure of civil engineering works around the world is in a state of 
deterioration due to aging of its materials, excessive use, overloading, weathering, 
lack of maintenance and proper inspection. It has become increasingly important in 

  Fig. 2    Transmission and re fl ection spectra of a  fi ber Bragg grating       

  Fig. 3    Photograph of a commercial  fi ber Bragg grating strain sensor. Fiber is pre-mounted on a 
metallic carrier (photo courtesy of Micron Optics Inc.)       
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the last few years to determine the safety of a structure by the non-destructive 
evaluation (NDE) of its strength and integrity. This assessment is essential for the 
repair, retro fi t, rehabilitation, life extension or replacement of the structure in 
question. Furthermore, it would be very useful to develop means for the feedback 
and control of the state of health of a structure. 

 Optical  fi bers, because their small size and lightweight, offer the possibility to be 
embedded within cement or concrete without affecting their properties and used as 
sensitive, but rugged, transducers of mechanical perturbations. Given their attributes, 
sensors made out of optical  fi bers have the capability to be embedded, prior to 
curing, into reinforced concrete elements and structures such as buildings, bridges, 
dams and tanks for the NDE of structural integrity and the measurement of the 
internal state of stress. In other instances, sensors can simply be surface-mounted 
onto concrete or steel surfaces. Once installed, the  fi ber sensors can provide 
high-resolution temperature and strain measurements, detect the onset and growth 
of cracks, as well as to monitor creep and thermal stresses. 

 The fundamental applications envisioned for FOS within the  fi eld of civil 
engineering can be grouped into three main areas, namely:

   Structural monitoring and damage evaluation  • 
  Experimental stress analysis  • 
  Management and control of systems and service installations      • 

   Composites Materials 

 The use of optical  fi ber sensors embedded within composites for the measure-
ment of internal strain and the detection of structural damage in aerospace 
applications has proved to be an effective non-destructive evaluation (NDE) tech-
nique and become the subject of substantial research  [  2,   3,   5  ] . Given its small size 
and lightweight, optical  fi ber sensors can be easily surface mounted or embedded 
into the matrix material of a composite element or structure (Fig.  4 ). Discrete 
sensors can be placed at strategic locations inside or outside the composite section 
under study. In the case of FBGs, a continuous  fi ber lead with an array of  fi ber 
gratings can be embedded into the composite material and routed around various 
regions of interest. This approach is particularly attractive when dealing with long 
sections such as airplane wings, fuselages, composite pipes, yacht masts, and 
many others. 

 Once installed,  fi ber optic strain sensors would allow the measurement of surface 
and internal strains and stresses, detect the onset and location of cracks, determine 
the loads acting on a given structural element, measure vibrations and determine 
internal pressure  fl uctuations in tanks and vessels, all during its installation and 
deployment, as well as over its entire service life. Furthermore, coupled with the use 
of  fi ber temperature sensors, it would be possible to monitor the curing process of 
composites and assess their residual stresses.   



184 A. Méndez and A. Csipkes

   Conclusions 

 Optical  fi ber sensors are a practical and real sensing technology alternative to more 
conventional NDT techniques. Among the primary bene fi ts for using  fi ber sensors 
are their immunity to electrical noise and EM immunity coupled with their small size 
that allows for direct embedment into concrete and composite materials. Sensors, 
interrogation instruments, and installation methods are improving, but need to con-
tinue to improve for widespread, mainstream adoption. The number of commercial 
companies offering  fi ber-optic based sensing gear is increasing as their adoption in 
NDT and SHM applications continues to emerge. Nowadays,  fi ber sensors have been 
used in civil engineering, aerospace, naval, geotechnical, composite, automotive, oil 
and gas and several other industries.      
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  Fig. 4    Carbon Fiber Reinforced Polymer Composite with embedded  fi ber optic Bragg grating 
sensor (source: Daimler-Benz)       
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  Abstract   The combination of NDT methods is currently considered as one of the 
more relevant way to improve the quality of the diagnosis of concrete structures. 
Indeed, many research actions involve the use of several families of NDT methods 
(ultrasonic, electromagnetic…) for the imaging of structures (voids detection, ten-
dons and reinforcement localisation). Previous studies have shown that this approach 
is particularly suitable for assessing concrete properties, because concrete is a com-
plex material in which the properties are interacting. For instance mecha nical prop-
erties depend on moisture which also affects the NDT measurements. On one hand, 
moisture can be considered as a bias factor which affects the measurement but on 
the other hand, moisture has also to be considered as a durability indicator, as in 
such conditions the penetration of aggressive agents and the development of inter-
nal reactions is favoured. The combination of NDT methods, some being mainly 
sensitive to mechanical properties and others being more affected by moisture could 
be really relevant. Another approach concerns the assessment of chloride content 
which is also signi fi cantly affected by moisture. This paper will describe how the 
role of NDT methods regarding some concrete properties can be quanti fi ed. A 
speci fi c procedure is also proposed to assess the complementarity of different NDT 
methods regarding the evaluation of two conjugated properties.  

  Keywords   Combined NDT methods • Concrete • Material properties • Moisture 
effects      
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   Introduction 

 In the  fi eld of civil engineering, nowadays, concrete structures (reinforced or 
prestressed) are one of the  fi rst heritage. In France, 100000 important bridges, 
55 nuclear reactors, 350 hydroelectric dams and of course thousands of buildings 
are in service. A good knowledge of the condition of these structures is a major 
concern for people who are responsible of their safety. The fundamental questions 
which are nowadays of concern for the managers are the estimate of residual life span 
and the requali fi cation of the structures. Indeed the owners are increasingly led to 
prolong the service life of their structures because of sustainable development and 
because the time required for initiating new constructions is becoming prohibitive. 
Such a strategy assumes that the evaluation of the residual life span of structure is 
possible but in reality it remains a dif fi cult task. 

 Regarding the quality of concrete, even if some indicators are clearly identi fi ed 
and quite relevant, non destructive evaluation is still a somewhat open question. 
Although the sensitivity of some non destructive testing (NDT) methods versus 
several indicators was proved by means of laboratory investigations, the implemen-
tation of NDT on real sites is not fully achieved. The dif fi culty lies in the diversity of 
structures and building systems but also in the complexity of concrete as a material. 
Indeed, although NDT measurements provide information on physical properties, 
most of them are in fl uenced by several indicators simultaneously. The combination 
of different families of NDT methods can be proposed as a solution for separating 
the effect of each indicator. 

 The aim of this paper is to present some results obtained in this context of 
combined use of NDT methods. An important experimental program was drawn 
implementing different concretes and different NDT methods (ultrasonic, electro-
magnetic, and electric)  [  1  ] .  

   NDT Methods Used 

 Four different techniques were used, electric resistivity, radar (GPR), ultrasonic 
surface waves and capacitive method. The resistivity measurement was performed 
by using a four-probe square device developed by Lataste  [  2  ]  or a Wenner probe. 
In the following the apparent resistivity is considered. For radar, the potential of 
direct wave, propagating along the air-material interface is explored. The sensitivity 
of this wave to both moisture and chloride content have been demonstrated by 
previous studies  [  3  ] ,  [  4  ] . Both velocity and amplitude of the direct wave are con-
sidered. The ultrasonic surface waves and particularly Rayleigh waves are relevant 
for the characterisation of cover concrete. In this study a speci fi c device based on 
contact ultrasonic sensors developed by Piwakowski et al was used  [  5  ] . Attenuation, 
group velocity and phase velocity were considered. The capacitive method was 
developed by Dérobert et al  [  6  ]  and allowed measuring the relative permittivity  e ’ 

r
  

of concrete.  
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   Quality and Pertinence NDT Methods Versus Concrete Indicators 

   Outline of the chosen methodology; details of the program 
and variability assessment 

 An important experimental project was carried out and divided into different 
benchmarks. A benchmark was devoted to the simultaneous evaluation of the indi-
cators: porosity, E-modulus, compressive strength and water content and involved 8 
different concretes. For each concrete 11 slabs were prepared. Another benchmark 
was devised for the evaluation of chloride content: it involved 4 different concretes, 
two levels of salt concentration inside the interstitial solution and different saturation 
degrees (40, 80 and 100%)  [  1  ] . 

 Each technique provides numerous observables, so about 50 observables were 
measured on each slab. Destructive tests have been performed on cores from speci fi c 
specimens in order to assess the targeted indicators. Knowing the various sources of 
variability, during the benchmark 1, the measurement process was de fi ned in order 
to quantify, for each observable, several variances:

   V1, coming from the lack of local repeatability of any measurement, at a given  –
point.  
  V2, coming from the material variability in a surface which is assumed as homo- –
geneous. It is obtained by comparing different measurements on a same slab.  
  V3, resulting from the large scale variability. It is evaluated by comparing  –
the local representative value obtained at different points. For laboratory 
specimens, it is obtained by comparing values measured on 8 different slabs 
from the same mix.  
  V4, which is the global contrast between different concretes.      –

   Characterisation of quality and relevance of NDT methods 

 To qualify the quality linked to the variability of each NDT observable an index of 
quality (Table  1 ) was de fi ned  [  7  ] :

     = - -IQ log(V1/V3) log(V2/V3)      

 To be sure that the quality of the observable is good enough it must be as 
repeatable as possible at the scale of a homogeneous area of the material which is 
assumed homogeneous. With a perfect measurement the variance V2 would be null. 
The variance V3 is linked to the variations of the homogenised concrete in an area 
without any defect. The quality index is higher if the variance V3 is higher than both 
V1 and V2. The values of V1 and V2 have to be the lowest possible when compared 
to material “intrinsic variability”. Of course, the higher IQ, the higher the quality of 
the observable. One may observe in Table  1  that the quality index is important for the 
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observables provided by the electrical resistivity. Nevertheless the ultrasonic surface 
waves provide the lowest quality indexes which is linked to higher variability of the 
measurement at the scale of the homogenised area. 

 The reliability of the NDT observables was assessed by means of the index of 
relevance IR calculated by the following relation:

     = -IRi log(V3/V4i)     

 V4i (V4w, V4p, V4E or V4Rc) is the variance due to contrast among the different 
concretes when the indicator i changes (here respectively moisture (w), porosity (p), 
Young modulus (E) and compressive strength (Rc). The observable is much sensitive 
to the indicator if this variance is high and so IRi increases. 

 Table  1  presents the value of IR for two indicators, moisture and porosity. 
The same observables than those used for the analysis of the quality index are 
considered. Of course the index of relevance depends on the indicator in question 
either moisture or porosity. The index is high for the observables provided by the 
resistivity technique whatever the indicator. But for the radar technique the index is 
high for the moisture and low for the porosity. For acoustic surface waves the 
relevance index is almost the same for both indicators and can be as high as for 
resistivity observables. The analysis of quality index and relevance index permitted 
to distinguish the NDT observables by discerning their differences and effectiveness 
and to select 18 among the 50 previously used.   

   Analysis of the Complementarity Among the Observables 

 Each observable was correlated by means of bi-linear regression to both indicators 
moisture and porosity. Two techniques can provide complementary information if 
the orientation of the planes of correlation is very different. The higher the angle of 
orientation, the higher  the complementarity  [  7  ] . Table  2  provides the angle of orien-
tation among different correlation planes. It is possible to remark that both surface 
waves and longitudinal waves don’t provide complementary information since the 

   Table 1    Quality index and relevance index for different observables   

 Observable  IQ 

 IR  IR 

 Porosity  Moisture 

 Resistivity  2,84  1,21  1,43 
 Radar direct wave velocity  2,70  0,36  1,37 
 Radar direct wave amplitude  1,55  0,31  1,01 
 Phase velocity of acoustic surface waves  1,28  1,06  1,05 
 P-wave velocity  1,05  0,87  0,92 
 Surface waves attenuation  0,68  0,12  0,25 
 Group velocity of acoustic surface waves  0,15  0,42  0,29 
 Capacitive method  0,40  0,13  1,36 
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difference of orientation is very small. The same remark can be done between 
resistivity and radar measurements. On the other hand there is an important comple-
mentarity between acoustic waves and either resistivity and radar observables. Such 
an approach permits to quantify the real complementarity between two observables 
for the characterisation of two combined indicators.  

 We have done the same analysis for two other indicators evaluated by the other 
benchmark  [  1  ] , i.e. both chloride content and moisture. Four observables were 
considered, apparent resistivity, capacitive measurement, velocity and attenuation 
of radar direct wave. Table  3  gives the orientation angles for the four observables 
considered.  

 In this particular situation, the angles of orientation between the correlation planes 
are very small. It means that all the observables are in fl uenced in the same way by 
moisture and chloride content and so there is no complementarity between them.  

   Conclusions 

 The results presented in this paper are a part of a study aiming to test NDT methods 
for the evaluation of some properties of concrete (indicators). A wide range of NDT 
methods providing about 50 features (observables) were implemented on a large 

   Table 2    Orientation angle of the correlation planes for different observables (characterisation of 
moisture and porosity)   

   

 Velocity of 
acoustic 
surface waves 

 Velocity of 
longitudinal 
ultrasonic waves 

 Resistivity 
quadripole 

 Resistivity 
Wenner 

 Radar wave 
amplitude 
peak-to-peak 

 Velocity of acoustic 
surface waves 

  0             

 Velocity of longitudinal 
ultrasonic waves 

  0.8   0          

 Resistivity quadripole  82.3  82.6  0       
 Resistivity 
 Wenner 

 82.2  82.5  0.1  0    

 Radar wave amplitude 
peak-to-peak 

 88.7  89.1  6.6  6.7  0 

   Table 3    Orientation angle of the correlation planes for different observables (characterisation of 
moisture and chloride content)   

   
 Velocity of radar 
wave 

 Amplitude of radar 
wave 

 Resistivity 
 quadripole  Capacitive 

 Velocity of radar wave  0          
 Amplitude of radar wave  0.4  0       
 Resistivity quadripole  0.2  0.2  0    
 Capacitive  1.4  1.1  1.3  0 
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number of concrete mixes by means of several benchmarks. Through an analysis 
of the variability at different levels, criteria for both quality and relevance of the 
observables provided by the NDT methods were proposed. These criteria were used 
to select 18 observables. Based on correlations between NDT observables and con-
crete indicators, a quanti fi cation of the complementarity of methods for determining 
two conjugated indicators was also performed. It was demonstrated that ultrasonic 
surface waves and resistivity or radar method are highly complementary for the 
conjugated evaluation of moisture and porosity. Nevertheless for the conjugated 
evaluation of moisture and chloride content it was not possible to  fi nd complemen-
tary NDT methods.      
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  Abstract   A combination of non destructive testing (NDT) techniques is applied 
for subsurface damage inspection. Thermography and ultrasound are used compli-
mentarily to detect and characterize near surface cracking. In this paper, specimens 
with subsurface cracks, are scanned by an infrared camera in order to indicate the 
position of the cracked area. For cases of small and thin cracks the cooling off 
curves over a speci fi ed time span are examined in order to identify the damage areas 
more reliably. At the speci fi c position indicated by thermography, ultrasonic sensors 
are placed in order to make a more detailed assessment for the depth of the crack. 
Although there is no visual sign of damage, ultrasonic waves are in fl uenced in terms 
of velocity and attenuation.  

  Keywords   Elastic waves • Thermography • Subsurface damage      

   Introduction 

 Subsurface cracking in concrete may be the result of reinforcement corrosion, or 
delaminations between successive layers. The early detection of this kind of damage 
enables repair either by replacement of the surface layer or by cement injection. 
For this purpose suitable non destructive testing (NDT) techniques should be 
utilized. Thermography is established as an effective technique for investigation of 
civil structures. Defects or inhomogeneities which lie below the surface affect the 
heat transfer rate when thermal energy is propagating into or out of the structure. 
This can be monitored by an infrared camera and the positions of the  fl aws are 
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 determined by the temperature variations on the surface  [  1,  2  ] . When the defect is 
identi fi ed, another technique can be used for more accurate characterization of its 
depth. One of the promising techniques is ultrasound, since several wave parameters 
are in fl uenced by the presence of cracks  [  3,  4  ] . 

 In this study, steel  fi ber reinforced concrete (SFRC) specimens with subsurface 
cracks were scanned by an infrared camera after being heated in an oven in order to 
identify the position of the subsurface crack. Consequently the specimens were 
examined by one-sided ultrasonic measurements and crucial parameters of wave 
propagation were correlated with the depth to the crack.  

   Materials 

 The specimens were made of steel  fi ber-reinforced concrete (SFRC). Their size was 
100x100x400 mm. The  fi ber content was 0.5%, by volume. The specimens were 
tested in 4-point bending (similar to fracture toughness test [ASTM C1609/C 1609 
M-05]) resulting in approximately vertical cracks which propagated from the 
bottom tensile surface to the top. More details on the materials and the fracture test 
are supplied in  [  5  ] . In total seven specimens were produced from the same mix and 
were loaded up to different levels of mid-span de fl ection, from 0.5 mm to 3 mm.  

   Thermography 

 The experimental setup consists of an infrared camera and an oven. The type of 
the camera was Flir T360 with a spectral range of 7.5 to 13  m m and a sensitivity 
of 0.06  o C at 30  o C. The infrared camera was placed at 1.6 m distance from the 
specimens. The thermal emissivity of concrete is 0.92 and there was no need to 
paint the surface. Thermographs were recorded after the specimens were heated in 
the oven at 90  o C for 3 h. 

   Results 

 Figure  1 a show the thermograms of a typical specimen, containing a crack 12 mm 
below the surface. There is a distinct variation in the temperature  fi eld at the area on 
top of the crack. As the cracks become smaller this narrowing of the warm zone 
becomes less obvious, and especially for the specimen with de fl ection of 0.5 mm, 
for which the crack is approximately 28 mm away from the monitoring surface, 
there is no certain visible trace of the underlying damage.  

 As introduced in  [  6  ]  a simple way to enhance the detection capability is by consi-
dering the average temperature of vertical lines, see Fig.  1 b. This procedure involves 
calculation of the average temperature along the longitudinal axis of the specimen. 
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Speci fi cally, the thermographs in this study were represented by 320x48 pixels. 
The average temperature of each column (e.g. Line 1 in Fig.  1 a) including 48 values 
is depicted in Fig.  1 b. It is shown that at the point of the actual crack a local minimum 
of the curve is exhibited, excluding the areas near the edges of the specimens which 
are cooling down more quickly. The above mentioned procedure enables more 
reliable characterization. It is mentioned that some small defects on the surface 
(e.g. air voids) may in fl uence the temperature of a few pixels in the near vicinity. 
However, they are not enough to in fl uence the average of 48 values of temperature 
from the pixels on a straight vertical line. Therefore, even slight changes of tempera-
ture due to the subsurface defect can be evaluated.  

   Cooling down curves 

 Monitoring the cooling down curve can also be studied in order to con fi rm or even 
improve the results  [  7  ] . As mentioned earlier, the subsurface defect in fl uences the 
heat rate from the specimen to the environment. This has an effect not only on a 
speci fi c “snapshot” of the temperature  fi eld but also on the cooling rate. Fig.  2  
shows the average temperature for three vertical lines of the specimen, (L1,L2,L3, 
in Fig.  1 ) as a function of time. Line 2 is located exactly on the projection of the 
crack, while L1 and L3 to either sides of the crack on sound material. All of them 
can very well be  fi tted by exponential decay curves, as seen by the correlation 
coef fi cient which is almost unity. However, the exponential superscript is lower for 
the case of line L2 located on the crack (0.0062 compared to 0.0065 for uncracked). 
This is a repeatable trend especially for the initial part of the cooling stage when the 
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  Fig. 1    (a) Thermograph of the specimen with mid-span de fl ection 2.5 mm, (b) average temperature 
along the specimen’s axis       
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heat exchange is strong. This difference may be of the order of 2%, and does not 
crucially affect the shape of the curve; its repeatability however, makes it another 
descriptor to take seriously into account for subsurface damage detection. Therefore, 
it is suggested that calculation of the exponent of the cooling off curve for a short 
period of time (for this case 30 min) along the specimen’s axis can indicate the 
position of the crack. On that position, the exponent will obtain its minimum value 
over the monitored surface, similarly to the minimum of the average temperature.  

 The above study shows that thermography is capable of identifying the location 
of the cracks. The use of ultrasound discussed below aims at more accurate 
characterization of the depth of the subsurface crack at the location pointed out by 
thermography. In practical application the heating will be produced by sunlight 
which can heat the concrete surface up to approximately 50-60  o C [  1  ] .   

   Ultrasound 

 Elastic wave parameters such as velocity and attenuation are quite sensitive to the 
existence of damage in the form of distributed micro-cracks, and large macroscopic 
voids  [  8  ] . 

   Experimental setup 

 The experimental setup consists of two sensors which were placed on the intact side 
of the specimen at a distance of 70 mm. The excitation was conducted by pencil 
lead break, see Fig.  3a . The sensors were acoustic emission transducers (Physical 
Acoustics, PAC Pico), with broad band response from 50 kHz to 800 kHz and 
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  Fig. 2    Cooling down curve for cracked and uncracked areas       
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diameter of 5 mm. The sampling frequency of the acquisition board was set to 5 MHz. 
Wave velocity was measured by the time delay between the waveforms collected at 
the different sensors.   

   Results 

 Testing of specimens with different depths of damage made it possible to correlate 
the wave parameters with the thickness of the undamaged surface layer between the 
crack and the surface, apart from simply identi fi cation that has been accomplished 
in an earlier study  [  6  ] . Figure  3b  shows the experimental results concerning velocity 
of the longitudinal waves for the different depths to crack. The results are normalized 
to the maximum which is the value on sound material (4222 m/s). It is shown that a 
depth of 31 mm is adequate for the longitudinal wave to propagate without velocity 
decrease, thus giving no warning for the underlying crack. However, as the crack 
closes to the surface the measured velocity drops and reaches 66% for the specimen 
with the largest crack (approx. 2.7 mm from the surface). It is shown that one-sided 
measurements of P-wave velocity will produce a noticeable decrease for damage 
lying down to 11 mm beneath the surface.  No trace of the crack is found by P-wave 
velocity when the crack is located more than 20 mm deep inside the material. 

 A parameter that can be de fi ned in a deterministic way is the amplitude of the 
wave which corresponds to the maximum voltage (V) of the received waveforms. 
In addition to damping and geometric spreading, another very important factor is 
inhomogeneity which may re fl ect or scatter the wave to directions other than the 
original. In the speci fi c case, the subsurface crack blocks the propagation path and 
a portion of ultrasonic energy will not proceed to the second transducer. Therefore, 
the ratio of the amplitude of the second to the  fi rst receiver may well be used as a 
factor of transmission to correlate with the extend of damage. The results are shown 
again in Fig.  3 b. The in fl uence of the crack is much stronger in transmission as it is 
decreased to less than 10% of the transmission exhibited through sound material. 
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Therefore, the experimental analysis allows to conclude that the amplitude of the 
wave is very reliable parameter for correlation with subsurface damage, due to its 
high sensitivity as well as the reliability of the measurement which does not use a 
reference point, (sometimes dif fi cult to be identi fi ed), and is not affected by noise, 
which could mask the initial arrival of the P-wave.   

   Conclusions 

 The present study deals with a methodology to detect and characterize subsurface 
defects in concrete. The joint use of two NDT inspection methods (thermography 
and ultrasound) shows promising results in terms of reliability and applicability. 
A basic conclusion, is that simple thermographs at approximately 60  o C reveal the 
existence of subsurface cracks at the depths of 11 mm. Additionally averaging of 
the temperature over a mesh direction enhances the characterization by the strong 
local minima of the curve that correspond to the crack location. The cooling 
down curve from approximately 60  o C to 50  o C is  fi tted by a lower exponential 
decay coef fi cient for the lines over the crack compared to sound material, even for 
the small and deep cracks (11 mm from the surface). Elastic wave parameters are 
sensitive to the existence of subsurface crack. Especially the amplitude changes by 
more than 95% for cracked material compared to the sound one. The dependence of 
amplitude on depth-to-crack is monotonic allowing not only damage detection, but 
also characterization. The work should continue in the direction of increasing the 
sensitivity of the methodology for detection of smaller and deeper cracks, as well as 
check larger specimens, in order to minimize or exclude edge effects.      
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  Abstract   The objective of this paper is to study the application of resonant acoustic 
spectroscopy (RAS) to beam shaped asphalt concrete samples. Natural modes of vibra-
tion are generated by a small load impulse at different temperatures and an accelerom-
eter measures the resulting acceleration through the specimen. By using the Fast Fourier 
Transform the obtained information is transformed to frequency domain from which the 
solid’s damped natural frequencies can be determined. For each frequency and tempera-
ture the corresponding complex modulus is calculated using the approach of RAS. 
Results of the dynamic modulus from RAS are presented and compared with results of 
the dynamic modulus calculated according to ASTM E 1876-99 [1]. By using ASTM E 
1876-99 only the fundamental frequency of each type of vibrational mode can be used. 
However, using RAS several resonance frequencies from the same temperature can be 
used in the evaluation. This opens the possibility of determining the high frequency 
(or the low temperature) part of the dynamic modulus mastercurve directly from RAS.  

  Keywords   Dynamic modulus • Mastercurve • RAS • Rayleigh-Ritz • Resonance 
frequencies      

   Introduction 

 The dynamic modulus mastercurve is a key parameter in modern pavement design 
due to its ability to represent the material behavior as a function of temperature 
and frequency. Different non-destructive testing (NDT) methods applying seismic 
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methods to determine the dynamic modulus of asphalt concrete have been presented 
in  [  2-  5  ] . NDT in form of resonant acoustic spectroscopy (RAS) means that 
measurements are made to obtain the normal modes of vibration of a solid in order 
to determine the solids elastic properties. The resonance frequencies of a solid are a 
function of the geometry, boundary conditions, mass and the elastic properties of 
the sample. The test is simple to perform and gives signi fi cant time and cost savings 
compared to traditional cyclic loading tests. RAS or resonant ultrasound spectros-
copy (RUS) that is widely used in other applications of engineering  [  6  ] , are within 
the civil engineering area more known as free-free resonant column test or impact 
resonant test. An important difference between the methods is that RAS is based on 
multiple modes of vibration while the methods used in civil engineering have so 
far mostly been restricted to the fundamental modes of vibration  [  2,  4  ] . Also, RAS 
is always based on numerical methods to obtain the material properties of elastic 
or viscoelastic objects since a complete analytical solution of the problem does 
not exist  [  6  ] .  

   Resonant Acoustic Spectroscopy 

 The algorithms of calculating the resonance frequencies are fully described by 
Migliori and Sarrao  [  6  ] . Here we only present the concept of energy minimization 
techniques that forms the basis of RAS. We also show how it can be applied to 
rectangular parallelepipeds (RPPD) specimens. 

 By using Lagrangian mechanics Eqn. ( 1 ) and assuming simple harmonic motion 
for an arbitrary 3-D linear elastic body the displacements that results in the minimum 
solution can be found. This solution corresponds exactly to the normal modes of the 
body  [  6  ] . 

     = -ò ( )
V

L KE PE dV    (1)   

  KE  is the kinetic energy and  PE  is the potential energy for a body with the 
volume  V . To be able to evaluate the displacements numerically the Rayleigh-Ritz 
method is used to expand each component of the displacement ( u  

 i 
 ) in a function ( F  

 l 
 ) 

according to Eqn. ( 2 ). Where   l  = ( p,q,r ) are positive integers and the a 
i l 
  coef fi cients 

are constants.

     λ λ= F = Få (p,q,r) (p,q,r)
(p,q,r)

u a ai i i    (2)   

 For the general case with arbitrary geometries powers of Cartesian coordinates 
can be chosen as the basis functions, Eqn. ( 3 ).

     λF = p q rx y z    (3)   
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 By substituting the displacement function into the Lagrangian the following 
matrix equation, Eqn. ( 4 ) can be obtained. 

     
21 1
a a aa

2 2

T T
L E= - G

��� � ��
ω    (4)   

 Now considering the geometry of the RPPD specimen one can simplify the 
calculations of the  G  and  E  matrices to an analytical form Eqn. ( 5 ), where the length 
of the sides of the RPPD is  2d  

 1 
 ,  2d  

 2 
  and  2d  

 3 
 .

     

1 1 1
1 2 38

( , , )
( 1)( 1)( 1)

p q rd d d
f p q r

p q r

+ + +

=
+ + +    (5)   

 The natural resonance frequencies without losses are then obtained from the 
eigenvalues,  w  2 .  

   Test procedure and analysis 

 The test set-up (see Fig.  1 ) includes pads of soft foam where the specimen is placed. 
This is assumed to ful fi l the criteria of free boundary conditions  [  2  ] . A small hammer 
is used to excite the normal modes of vibration and a 1.5 grams miniature accelero-
meter (PCB model 352B10) measures the acceleration through the solid during 10 ms. 
The mechanical motion in the accelerometer is converted into electrical signals 
and stored in a computer via the PC-CARD DAS 16/16-AO from  Measurement 
Computing . To determine the damped natural frequencies the Fast Fourier Transform 
is used to transform the data from time domain to frequency domain, see  Fi g.  2 .   

 The resonance testing was performed in three different excitation directions for 
each temperature in order to extract as many modes of vibration as possible. 
A temperature chamber and a dummy specimen were used to temperate and to 
control the real temperature of the specimens. The specimens were tested at -10, 0, 
10, 20, 25 and 30  o C. 

 To solve the inverse problem and calculate the elastic parameters, the measured 
natural frequencies are compared with the calculated natural frequencies through an 

  Fig. 1    The test set-up 
for resonant frequency 
measurements       
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iterative process. The measured damped natural frequencies,  f  
 d 
  must therefore be 

converted to natural frequencies,  f  
 n 
  according to Eqn. ( 6 ).

     ζ
=

- 21

d
n

f
f

   (6)   

 The half-power bandwidth method, Eqn. ( 7 ) is used to determine the damping 
ratio,  z  where  D  f  is the width of the frequency response curve at 0,707 of the 
maximum amplitude.

     
ζ D
=

2 d

f

f    (7)   

 It should be noted that the half-power bandwidth method is applicable as long as 
the damping ratio does not exceed approximately 0.5  [  2  ] . In order to obtain the 
elastic modulus ( E ) information of the Poisson’s ratio (  n  ) is needed. At this point 
the general form of the equation used in the Design Guide  [  7  ] , Eqn. ( 8 ) has been 
used here as a  fi rst approximation, but with slightly modi fi ed constants.

     ( )( 19.0 2.95 log )

0.35
0.15

1 Ee - + ´
= +

+
ν    (8)   

 Eqn. ( 9 ) is used to determine the dynamic modulus and account for the losses 
that have been neglected until now. 

     

*| |
cos( )

E
E

¢

=
φ    

(9)   

 Where E’ is the storage modulus and  j  is the phase angle calculated according 
to Eqn. ( 10 ).

     arctan(2 )z=φ    (10)    

  Fig. 2    Data in time domain (left) and frequency domain (right)       
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   Results 

 The asphalt mixture used for these tests consists of granite aggregates and unmodi fi ed 
binder with the penetration grade 70/100. The asphalt mixture has the gradation 
according to Table  1 .  

 The mixture was compacted in a laboratory with a roller into a slab, from which 
three beams were sawn out. Table  2  presents the properties of each beam. It should be 
noted that the measured geometry is equally important as the measured resonance 
frequencies in RAS.  

 Figure  3  shows the evaluated dynamic modulus for Beam 1 from the  fl exural 
and the longitudinal modes of vibration using both RAS and ASTM E 1876-99. For 
each mode of vibration the temperature increases downwards according to the steps in 
the  fi gure. Results show that the methods match precisely for the fundamental  fl exural 
mode of vibration. However, this is not the case for the fundamental longitudinal 

   Table 1     Gradation of the mix    

  Sieve size [mm]   0.063   0.125   0.25   0.5   1   2   4   5.6   8  11.2  16   22.4 
  % passing   8.9  12  16  21  28  39  50  58  70  81  98  100 

    Beam 1  Beam 2  Beam 3 

 Width [mm]  58.87  58.94  58.88 
 Height [mm]  58.74  58.74  58.65 
 Length [mm]  382.0  382.0  382.0 
 Mass [g]  3133  3120  3126 
 Density [g/cm 3 ]  2.372  2.359  2.370 
 Air voids [%]  2.2  2.7  2.3 

 Table 2     Specimen data   

  Fig. 3    The dynamic modulus for Beam 1       
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mode of vibration. At this point six resonance frequencies for each temperature have 
been successfully evaluated using RAS. Increased damping at higher temperatures 
has limited the number of available resonance frequencies at 25 o C and 30 o C. Another 
limiting factor for usable modes is that the mode identi fi cation becomes more 
dif fi cult for higher frequencies.   

   Conclusions 

 A comparison between RAS and ASTM E 1876-99 methods indicates that the 
approximate formulation for the longitudinal modes of vibration in the standard test 
method does not provide precise results (see Fig.  3 ) for the geometry used in this 
research. For the future comparison with other standard test methods for the dynamic 
modulus, RAS can be used for increased accuracy and extended frequency range. 

 Even though six resonance frequencies have been evaluated, the data from the 
different temperatures have no overlap in the dynamic modulus. This means that 
the time-temperature superposition principle (TTSP) is not applicable to this data. 
The shift factors needed to determine a single mastercurve can therefore not be 
obtained from this data only. A solution to this is to do measurements at narrower 
temperature intervals to obtain the overlap. Another solution could be using the 
binder shift factors since previous research have shown a good agreement between 
binder shift factors and mix shift factors  [  8  ] . However, RAS has been successfully 
applied to asphalt concrete beams and it provides a promising tool for future deter-
mination of the asphalt concrete mastercurve.      
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  Abstract   The point-by-point measurement of the resistance to hammer-drilling is 
a viable way to scan the steep gradients of residual mechanical properties exhibited 
by  fi re damaged concrete members. Despite the interesting pros of this technique 
(rapidity and immediate availability of the results), previous studies pointed out its 
insensitivity to low levels of damage and the signi fi cant variation that can be attributed 
to the coarse aggregate. In order to overcome these limitations, a renewed version 
has been developed, based on the continuous monitoring of two further phenomena 
during the drilling operation. The  fi rst observation is through acquisition of the 
compressive pulses generated by the hammering mechanism of the drill, which 
propagate along the bit shank and are partly re fl ected in the form of tensile stress 
waves. The amplitude of the re fl ected waves provides some meaningful information 
on the local acoustic impedance of the drilled material. The second observation 
involves measurement of the time of  fl ight of the pulses propagating from the tip of 
the drill-bit to a  fi xed ultrasonic receiver on the surface of the member. This translates 
into an acoustic scan of the concrete volume enabled by the drilling process. Besides 
the technical challenges associated with the monitoring of these two phenomena, 
the paper discusses their sensitivity to  fi re damage and the ability to detect steep 
gradients in the residual material properties.  
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   Introduction 

 The assessment of concrete structures surviving  fi re is a complex problem involving 
different branches of expertise and distinct scales of observation, from the whole 
 fi re scenario to the local condition of the material at a point  [  1  ] . Focusing the 
attention on this latter aspect, the steep thermal gradients that develop as a 
consequence of the low thermal diffusivity lead to a strongly layered concrete cover. 
This applies to the residual mechanical response (compressive and tensile strength, 
Young’s modulus, hardness) but also to a number of chemo-physical properties that 
are markedly affected by the exposure to high temperature (velocity and attenuation 
of elastic waves, density of micro-cracks, porosity, humidity, chemical composition, 
colour, etc.). Although this is of considerable help in ND evaluation of the material 
condition, not many techniques turn out to be viable in the harsh post- fi re environment 
and precise enough to detect the damage pro fi le at increasing depth within the cover. 

 In this context, the hammer-drilling resistance technique  [  2  ]  stands out for its fast 
and easy implementation, for the immediate availability of results and for not being 
in fl uenced by possible cracks or surface roughness due to spalling. So far, the most 
intuitive drilling resistance indicators have been considered, namely the time and 
work spent for a unit advance of the bit. Unfortunately, they proved to be not very 
responsive to  fi re damage, since a decrease is exhibited just for a decay of compres-
sive strength exceeding 50% (see Fig.  5 a). Moreover, the local disturbances due to 
the hard aggregate pebbles require to average some tests to recognize a clear trend 
in the material response. 

 To overcome these limitations, a new version of the hammer-drilling technique 
has been developed, taking inspiration from the Seismic While Drilling methods 
that are commonly used in geophysical surveys  [  3  ] . In rotary-percussive drill rigs 
with down-hole hammer the bit induced vibrations in both the drill string and the 
surrounding ground are analysed so as to reveal the layered structure of soils. In the 
proposed method, the propagation along the bit shank of the strong pulses generated 
by the drill hammering mechanism is monitored in real time. At the bit tip these are 
partly transmitted to the drilled member and partly re fl ected in the form of tensile 
stress waves (Fig.  1 ). The transmitted share of the pulses can be regarded as a mea-
sure of the local acoustic impedance of concrete and then of its soundness  [  4  ] . 
Moreover, the time of  fl ight from the moving tip of the bit to an ultrasonic receiver 

  Fig. 1    Working principle of the Hammer-Drill Pulse Transmission method       
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positioned on the surface of the structural element allows to work out a pro fi le of the 
pulse velocity in the inspected volume. 

 The technical issues connected to the implementation of these two principles 
and their potential in the assessment of  fi re damaged concrete are discussed in the 
following sections.   

   Experimental Setup 

 In a former study  [  2  ]  a battery hammer-drill (Hilti TE 6-A) was instrumented in 
order to continuously monitor the time and work per unit depth taken by the drilling 
operation. In this tool the electro-pneumatic hammering mechanism is based on the 
“ fl ying piston”, namely an unrestrained striker contained in a cylinder activated by 
a crankshaft (Fig.  2 a). These latter exert a quick succession of vacuum and pressure 
on the striker on its rebounds against the rammer-bit line, leading to resonance and 
then considerably boosting the impact energy (~1.5 J, 80 impacts/s).  

 In the renewed version of this drill the strain waves propagating along the bit shank 
are sensed by a couple of dual-grid strain gauges arranged in a full-bridge 
con fi guration (Fig.  2 b) and connected to a slip ring (Fig.  2 c). This scheme strongly 
reduces the thermal drift due to bit heating and is little in fl uenced by possible elec-
trical resistance  fl uctuations along the signal transmission lines. The setup is com-
pleted by a wide band ampli fi er (Dewetron DAQP-Bridge-B, bandwidth 200 
kHz) and an USB digitizer (Picoscope 3224, 2 channels, 12 bit, 5 Msample/s). The 
arrival of transmitted pulses at the drilled member surface is detected by a dry point 
contact ultrasonic transducer directly connected to the second channel of the 
digitizer (Acoustic Control Systems L1803, central frequency 100 kHz). 

 Data acquisition is performed by running two parallel tasks on a speci fi c LabVIEW ™  
application. On the one side, DC voltage and current supplied by the battery, hole 
depth and elapsed time are measured at each turn of the motor via a multi-function 
card (National Instruments - DAQ Card 6036E) triggered by a photodiode. This allows 
to work out the feed rate and the net power consumption according to the original 

  Fig. 2    (a) Components of the hammering mechanism, (b) dual-grid strain gauge glued on the bit 
shank and (c) modi fi ed chuck for strain signal transmission       
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implementation of drilling resistance technique  [  2  ] . On the other side, a data buffer 
from both the bit strain and the ultrasonic sensor channels is acquired at each hammer 
stroke (1500 samples = 300  m s). This rather intensive monitoring of the drilling pro-
cess is functional to the point-by-point inspection of material response.  

   Calibration Tests on Uniformly Damaged Concrete 

 In order to ascertain the sensitivity to thermal decay of the above discussed drilling 
resistance indicators, a number of ordinary concrete cubes (150 mm side, average 
strength f 

c,cube
  = 52 N/mm 2 , siliceous aggregate size = 16 mm) have been tested as 

they were or after being uniformly damaged by means of slow thermal cycles up to 
T 

max
  = 200, 400, 600 and 800°C (heating rate = 0.5°C/min, 1 hour spell at T 

max
 , cooling 

rate = 0.2°C/min, 5 cubes for each temperature). After 10 month rest in laboratory, 
the ultrasonic pulse velocity was measured on all samples and 3 cubes from each 
group were tested in compression. The remaining cubes were just clamped in the 
compression machine (restraining pressure ~ 7 N/mm 2 ) and the surface hardness was 
measured using a type N rebound hammer. Then, the drilling resistance tests were 
performed taking advantage of the same restraint system (bit diameter = 10 mm, 
9 holes on a 35 mm grid for each cube, Fig.  3 a).  

 As concerns the strain waves propagating along the bit shank, the remarkable 
mismatch between the elastic properties of steel and thermally damaged concrete 
(namely their acoustic impedance) translates into a sizeable re fl ection of the incident 
wave at the bit tip (Fig.  3 b). Hence, an indicator of the residual material integrity 
can be associated to the transmitted share of the pulse and de fi ned as (A 

i
  - A 

r
 )/A 

i
 , 

where A 
i
  and A 

r
  are the areas enveloped by the time plots of the incident and the 

-10

-5

0

5

10
a b

c

am
pl

itu
de

 (
kN

)

drill bit

compression

tension

-4

-2

0

2

4

am
pl

itu
de

 (
V

)

0 50 100 150 200
time (µs)

ultrasonic sensor

Ai

Ar

total delay
(bit + concrete)

bit delay
(26 µs)

time
of flight

AIC picker

  Fig. 3    a) Drilling test on a restrained concrete cube and typical waves received from b) the 
instrumented drill bit and c) the ultrasonic sensor       

 



209Assessment of Fire Damaged Concrete via the Hammer-Drill Pulse Transmission Technique

re fl ected waves. In principle, the device can be regarded as a scanning rebound 
hammer, which repeatedly senses the local hardness of concrete at increasing 
depth. Unfortunately, as in the original Schmidt hammer, the sensitivity to thermal 
damage is rather poor (Fig.  5 b), also in consideration of the dispersion of the 
results (coef fi cient of variation ~ 0.15) and the local in fl uence of the coarse aggre-
gate (Fig.  4 a).   

 Far more promising results have been obtained from the pulse time of  fl ight to 
the ultrasonic sensor. Due to the relatively slow rise of the received signal (20-60  m s 
to reach the  fi rst peak) a precise detection of the pulse onset was performed via an 
automatic time picking algorithm based on the Maeda’s formulation of the Akaike 
Information Criterion (AIC in Fig.  3 c  [  5  ] ). The plots of time versus bit tip to sensor 
distance show a substantially linear trend (Fig.  4 b), whose slope is the reciprocal 
of pulse velocity in the drilled material. This latter parameter proved to be very 
sensitive to thermal damage and in good agreement with the traditional ultrasonic 
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pulse velocity (Fig.  5 b). The fairly low dispersion (standard deviation = 3-8  m s) with 
no in fl uence of the coarse aggregate are other valuable features of the method. 

 The parallel acquisition of the drilling time and work con fi rmed their inadequacy 
in detecting a decay of compressive strength below 50% (Fig.  5 a). The observed 
magnitude of the pulses (~10 kN, Fig.  3 b) corroborates the negligible in fl uence of 
the thrust exerted by the operator in all the hammer-drilling techniques  [  2  ] .  

   Static Indentation Tests 

 As discussed, the non-monotonic response to high temperature of the drilling 
resistance indicators (time, work, transmitted share of pulses) is a strong limitation of 
this method in case of low levels of damage. In order to deepen this aspect, a series 
of static indentation tests was carried out on the same uniformly damaged concrete 
cubes intended for the calibration tests. At each temperature, the test were performed 
by drilling one blind hole in 4 steps, after which the hole was cleaned and a bit 
was inserted and loaded in three subsequent cycles (Figs.  6 b). The total measured 
displacement was then corrected in order to account for the bit deformability 
(Fig.  6 a). The results (Fig.  7 ) show the sizeable gain of stiffness exhibited by con-
crete exposed to 200°C, despite a 9% reduction of the residual compressive was 
observed. Like the other indicators (Fig.  5 ) a further heating up to about 500°C 
(strength reduction = 25%) is required to return to the original values.    

   Detection of Thermal Damage Gradients 

 To validate the proposed drilling technique in case of strongly layered materials, as is 
the case of  fi re damaged concrete, a couple of concrete panels (340 x 590 x 135 mm) 
were cast from the same batch as the cubes for the calibration tests. The specimens 
were  fi tted with three embedded thermocouples (two subsurface and one at mid-thick-

  Fig. 6    Experimental setups for a) determining the bit stiffness and b) performing the indentation 
tests;  c ) endoscopic image of the indenter imprint       
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ness) to monitor their temperature during thermal exposure. The panels were sub-
jected to a steep gradient (up to 20°C/mm) by installing them in replacement of the 
door of a preheated electric furnace (T 

furn
  = 880°C). The pro fi le of the maximum expe-

rienced temperature through the thickness has been determined by modelling the ther-
mal transient with a  fi nite difference code so to match the experimental measurements 
(Fig.  8 b). Based on the temperature at each point and on the calibration tests on uni-
formly heated cubes (residual response vs. temperature, see Fig.  5 b), the expected 
pro fi le of the Hammer-Drill Pulse Velocity has been also worked out for reference.  

 The drilling tests have been performed by clamping the panels in a stiff 5000 kN 
press at the same restraining pressure as before. In accordance with the indication 
provided by the calibration tests, the transmitted share of the hammer-drill pulses 
hardly gave any evidence of the damage undergone by the panels. On the contrary, 
meaningful information were obtained from the time of  fl ight to the ultrasonic receiver 
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(Fig.  8 a). The smooth transition from the initial steep reduction of arrival time in heav-
ily damaged concrete to the  fi nal asymptotic slope in pristine concrete highlights the 
sensitivity and thoroughness of this method. Also the repeatability of the results is to 
be remarked. By differentiating these plots a pro fi le of the residual Hammer-Drill 
Pulse Velocity through the thickness of the panels can be worked out (Fig.  8 b). The 
good agreement with the expected pro fi le con fi rms the reliability of this approach.  

   Concluding Remarks 

 The hammer-drilling resistance technique, albeit a fast and viable method for the 
assessment of  fi re damaged concrete structures, has the limitations of being insen-
sitive to moderate deterioration and strongly in fl uenced by the inherent material 
heterogeneity. In order to overcome these limitations, a renewed version of the method 
has been developed, based on the transmission of the strong pulses generated by the 
hammering mechanism of the drill. The main conclusions that can drawn from the 
results of this research programme are listed in the following. 

 The intensity of the transmitted pulses has a lot in common with the traditional 
rebound index, with the plus of being able to scan the material hardness at increasing 
depth. Unfortunately, the poor sensitivity to thermal damage, the sizeable in fl uence 
of hard aggregate pebbles and the dispersion of the results make this parameter 
unsuited to the problem at issue. 

 On the contrary, the velocity of the transmitted pulses proved to be a repeatable and 
sensitive indicator of the residual condition of  fi re damaged concrete. Due to the rela-
tively low frequency of the excited waves (~ 15 kHz), the method is not in fl uenced by 
coarse aggregate and may be applied also to strongly damaged and rather thick mem-
bers. Nonetheless, the intensive monitoring of the drilling process (10-20 pulses/mm) 
allows to work out a detailed pro fi le of the velocity in the concrete cover. 

 Further studies are in progress, aimed at the interpretation of results in case of 
indirect transmission (drill and sensor on the same side), that is a relevant issue in 
case of single-sided access to the inspected member (e.g. walls, slabs and tunnels).      

  Acknowledgements   The author wishes to acknowledge MEng Pietro Bianchi (Hilti Corporation, 
Schaan, Principality of Liechtenstein) for making available the drill and its spare parts and for the 
introductory tour through hammer-drilling machines.  

   References 

   [1]   Felicetti, R. (2007), In:  Fire Design of Concrete Structures , Proc. Fib TG 4.3 Workshop, 
pp. 483–487, Rodriguez, J.P., Khoury, G.A. and Hoj N.P. (Eds).  

   [2]    Felicetti, R. (2006),  J. Cem. Concrete. Compos. , vol. 28, p. 321–329.  
   [3]   Poletto F. and Miranda F. (2004),  Seismic while drilling: fundamentals of drill-bit seismic for 

exploration , Elsevier, Amsterdam.  
   [4]    Li, X., Lok, T.S., Summers, D.A., Rupert, G. and Tyler, J. (2001),  Geotech. Geol. Eng . 

vol. 19, p. 119–136.  
   [5]    Kurz, J.H., Grosse, C.U. and Reinhardt, H.-W. (2005),  Ultrasonic. , vol. 43, p. 538–546.      



213

  Abstract   Concrete structures are known to exhibit a good behaviour in  fi re, thanks 
to the low thermal diffusivity of the material, which provides an effective protec-
tion to steel reinforcement. Moreover, a signi fi cant strength recovery occurs when 
the bars cool down to room temperature, though this markedly depends on their 
metallurgical properties. Since the surviving structure is still required to bear the 
noticeably-higher loads assigned by the ultimate limit state, the post- fi re strength 
of the reinforcement has to be carefully weighed up. To this purpose, two different 
Non-Destructive Techniques are investigated in this study. The  fi rst one is the 
Dynamic Hardness Test (also known as Leeb Test), which is quite sensitive to steel 
decay. The test can be performed onsite by means of a small speci fi cally-designed 
device, provided that the surface of the bar has been smoothed prior to testing. The 
second technique is based on the continuous monitoring of the drilling resistance 
via a special setup, which allows to measure the thrust to be exerted on the bit in 
order to keep a constant feed rate. This latter method requires no sample prepara-
tion, but the correlation with steel decay is rather uncertain, due to the con fl icting 
effects of the decreasing yield strength and the increasing hardening and strain 
capacity of  fi re damaged steel. The pros and cons of these two methods are dis-
cussed in the paper, in view of their practical implementation for assessing the 
post- fi re safety of actual structures.  
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   Introduction 

 Concrete structures have good chances to survive a  fi re, thanks to the low thermal 
diffusivity of the material, to the redundancy of their scheme and to the reduced 
level of variable loads which are likely to concur in such an exceptional event. 
Although the damage undergone by concrete cover is mostly irreversible and some 
repair measures are often needed to restore the required durability, steel rebars are 
expected to recover an sizeable share of their original strength when cooled down 
to room temperature. This recovery is critical, as the reinforcement is still 
required to bear the noticeably higher loads associated with the ultimate limit 
state. Being generally the weakest link in cross-sections designed for  fl exural 
ductility, the assessment of the residual mechanical properties of steel rebars is 
an important and - to authors’ opinion - not adequately addressed issue in Civil 
Engineering. 

 The original strength of metals and their sensitivity to the heating/cooling cycle 
caused by a  fi re markedly depend on microstructure  [  1  ] , and then on a) average size 
of iso-oriented crystalline regions (grains); b) number of defects at the atomic scale 
(dislocations); c) presence of any embedded alloying elements and d) production 
process (e.g. hot-rolled vs. cold-worked steel). In a recent study by the authors  [  2  ] , 
Quenched and Self-Tempered bars (QST bars) were shown to be more sensitive to 
temperatures above 550°C than the “old” carbon-steel bars. On the other hand, 
stainless-steel exhibited a very good behaviour when the bars are hot-rolled, but the 
opposite was found in case of cold-worked bars. 

 In consideration of this wide assortment of possible material types, exposed to 
the highly variable heating conditions associated with real  fi re scenarios, fast and 
responsive assessment methods are needed, possibly not requiring a prior knowledge 
of the metallurgical properties of the examined rebars. To this purpose, two different 
techniques have been investigated in this study: the measurement of the dynamic 
hardness via a portable tester and the monitoring of the drilling resistance via an 
instrumented drill. The implementation and the sensitivity of these two methods are 
discussed in the following sections.  

   Steel Types and Experimental Programme 

 In the present study, both off-the-shelf and old high-bond bars were considered. 
In more details, the following reinforcement types have been investigated (Table  1 ): 

  Quenched and Self-Tempered bars (QST - Ø = 10 and 16 mm).  It is presently the 
most extensively used reinforcing steel in Europe. The bar surface is quenched with 
water sprays as it exits the rolling mill, leading to a hard, tempered martensitic outer 
layer, and a soft, more ductile ferrite-pearlite core. In this way the average yield 
strength is increased while the carbon content can be kept at a rather low level, to 
the advantage of ductility and weldability.  
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  Micro-Alloyed bars (MA - Ø = 10 mm).  The mechanical properties are enhanced by 
incorporating alloying elements like Niobium and Vanadium in the molten metal, at 
increased cost but with the advantage of a homogeneous bar cross-section in terms 
of microstructure, strength and ductility. 

  Cold-worked Stainless-Steel bars (austenitic AISI 304L steel - SS - Ø = 12 mm).  
Corrosion resistance is achieved with chrome content exceeding 10.5% and carbon 
content lower than 0.07% (EN 10088-1). In spite of the higher material cost (from 
4 to 8 times as much as ordinary rebars), the use of stainless steel is strategic for 
improving the durability of bridges, viaducts and marine structures. 

  Square-section, Carbon-Steel bars (CS - side = 12 and 20 mm).  Currently produced 
in Italy in 1950-70, these bars exhibit a higher strength [2], but are more  fi re sensitive 
than old smooth hot-rolled carbon-steel bars. 

 All types of bars were cut in 0.6 m samples, to be tested in tension, and 0.2 m 
pieces for the implementation of ND techniques. The samples were heated at 3°C/min 
up to T 

max
  = 500, 600, 700, 800 and 1000°C. The target temperature was maintained 

for one hour and then the samples were cooled at the same rate. 
 As concerns the tensile properties, two repeated tests were performed for each 

case, with almost identical results. All samples were unaffected by exposure up to 
500°C (Fig.  1 ). Beyond this threshold, different decays occurred depending on the 
steel type, with carbon and micro-alloyed rebars exhibiting the best endurance and 
cold-drawn stainless-steel rebars con fi rming their remarkable sensitivity to high 

   Table 1    Reference strength values and ND parameters for unheated rebars   

 rebar type  QST 10  QST 16  MA 10  SS 12  CS 12/20 

 yield strength f 
y
  (MPa)  524  529  453  701  463 

 Tensile strength f 
t
  (MPa)  642  624  614  812  710 

 Leeb number  477  481  474  562  476 
 drilling thrust (N)    46.1  -    33.4    61.9    40.3 
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temperature  [  2  ] . The above trends are made evident by the reduction of the residual 
yield strength (Fig.  1 a), whereas a smoother response characterizes the tensile 
strength. This translates into an increasing hardening ratio f 

t
 /f 

y
  ( Fi g.  1 b), which 

partly offsets the overall weakening of the material. It has to be remarked that at 
any temperature all carbon steels showed a well de fi ned yielding point, followed by 
a plateau up to about 1% strain. On the contrary, stainless-steel required the intro-
duction of a conventional proof strength (0.2% non-proportional extension).   

   Dynamic Hardness Tests 

 Hardness testing is a recognized indirect way to assess the quality of metals (tensile 
strength, wear resistance, ductility, etc). The principle is to indent the material sur-
face by gradually applying an assigned force to a hard indenter (sphere, cone or 
pyramid) and then to measure the size or depth of the ensuing imprint. Unfortunately, 
the classic static methods (Brinell, Rockwell, Vickers) are generally not suited for 
onsite application, since they require an accurate sample preparation (roughness 
< 0.1-0.3 µm) and they are implemented on bench-mounted testers  fi tted with a 
precise optical measuring system. 

 An interesting alternative is provided by the dynamic hardness test (Leeb 
method), where a body  fi tted with a hard spherical tip (Ø = 3 mm) impacts the test 
surface under a spring force  [  3  ] . The impact and rebound velocities are measured 
at  approximately 1 mm from the test surface, through the electric potential induced 
in a coil by a permanent magnet mounted inside the impact body (Fig.  2 a). The ratio 
of these velocities, multiplied by a factor 1000, is de fi ned as the Leeb hardness 
number. As there is no need to apply any external thrust nor to measure any imprint, 
the Leeb method allows to develop compact handheld devices that can be easily 
positioned on the tested rebar (Fig.  2 b). The method still requires a smooth surface, 
though with less stringent limits (average roughness < 2 µm). Moreover, the sample 
should be  fi rmly restrained, so to prevent any vibration during the impact, which 
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may reduce the apparent hardness of the tested material. This may be not the case 
of small rebars embedded in a severely damaged concrete cover. 

 In order to ascertain the sensitivity of this method to the strength loss exhibited 
by heated steels, 0.2 m rebar pieces of the types listed in Table  1  were clamped in 
a heavy machine vice. The top side of each sample was milled and then polished 
with sandpaper. About 30 tests were performed on two samples for each steel-
temperature combination, with fairly repeatable results (coeff. of var. < 5%).  

 As regards the interpretation of the results, several studies are available in the 
literature, presenting either empirical, numerical or closed-form correlations with 
the yield strength. Among them, the linear relationship with the rebound kinetic 
energy (namely Leeb number squared) proposed by Stilwell and Tabor for the coni-
cal indenter (see  [  4  ] ) is in good agreement with the experimental results concerning 
carbon steels exposed up to 800°C (Fig.  2 c). At higher temperatures an increasing 
hardness and larger dispersion are observed, probably because of grain coarsening in 
the crystalline microstructure. A totally different behaviour characterizes cold-drawn 
stainless-steel, due to lack of a true yield point and to the remarkable strain hardening 
exhibited by damaged rebars (see Fig.  1 b).  

   Drilling Resistance Tests 

 The continuous monitoring of drilling resistance is a promising technique for the 
condition assessment of construction materials, like timber, mortar, concrete and 
stones  [  5  ] . As for metals, the principle is to cut shavings of assigned thickness 
by imposing  fi xed rotational and feed rates, while measuring the thrust to be applied 
to the work-piece. This latter parameter exhibited a good correlation with the 
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Vickers hardness in the range 200-900 HV and was successfully applied to check 
the treatment thickness in super fi cially hardened steel  [  6  ] . 

 According to the cited reference, a special setup was arranged, based on a 
ordinary pistol-grip drill  fi xed to a bench (Fig.  3 a). The advance of the sample was 
driven by a step motor  fi tted with a linear guide and a load cell (0.01 mm/rev, hole 
depth ~ 4 mm). The tools were Titanium Carbo-Nitride coated bits (Ø = 2 mm), which 
proved to give repeatable results for more than 50 holes in unheated QST rebars.  

 Surprisingly, thermally damaged steels proved to be more dif fi cult to drill (Fig.  3 b), 
probably because of the increased strain capacity and the pronounced hardening 
behaviour. This makes the material harder to cut, to the point that drilling was not 
possible for carbon steels exposed to 1000°C and cold-formed stainless-steel 
subjected to temperatures above 500°C. Although the exerted thrust proved to be 
markedly affected by damage, no clear relation with the yield strength could 
be recognized (Fig.  3 c).  

   Concluding Remarks 

 In this study two assessment methods for  fi re damage in steel rebars were investigated, 
namely the dynamic hardness and the drilling resistance tests. The main conclusions 
can be summarized as follows. The dynamic hardness proved to be a viable and sensi-
tive inspection technique for the problem at issue. An easy and general relation with 
yield strength was found for carbon steels up to 800°C, that is the usual range for 
practical applications. The requirements of a smooth surface and an effective restraint 
of  the tested rebar are the main limitations to consider in the implementation of the 
method. These restrictions do not apply to the drilling resistance technique, though a 
special tester should be developed for onsite applications. On the other hand, no sim-
ple correlation with the residual mechanical properties was found. The above results 
cannot be extended to cold-drawn stainless-steel, though their noticeable sensitivity 
to  fi re should be carefully weighed in the assessment of residual structural safety.      
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  Abstract   This paper reports on damage evaluation of concrete subjected to 
freeze-thaw cycles using ultrasonic images. The use of automated ultrasonic 
inspection systems supplies velocity and attenuation maps, providing the spatial 
variations in velocity and attenuation in concrete specimens with high resolution. 
Assessment of damage in concrete specimens is conducted de fi ning several 
parameters extracted from the ultrasonic images obtained before and after the 
freeze-thaw cycles. These parameters are related to surface scaling and internal 
cracking.  Experimental trials were carried out using different concrete specimens 
with and without air-entraining agents. Comparisons between the parameters 
obtained from the ultrasonic images and the failure criterion de fi ned by the standard 
ASTM C666/C666M-03 are performed. As a result, this work shows the feasibility 
of using ultrasonic images as an effective tool for evaluating freeze-thaw damage 
in concrete.  
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   Introduction 

 Freeze-thaw (F-T) damage is one of the major problems of concrete in cold climates. 
Different standards have been developed to evaluate the resistance of concrete sub-
jected to accelerated F-T cycles, such as UNE 12390-9  [  1  ] , ASTM C666/C666M-03 
 [  2  ] , Rilem TC 176-IDC  [  3  ] , etc. These standards differ in the testing method and 
in the methodology carried out for evaluating damage. Concrete resistance to F-T 
damage is usually evaluated and classi fi ed depending on the type of damage, external 
or internal. For instance, internal damage is evaluated by ultrasonic velocity measure-
ments, whereas external damage is monitored by the loss of mass or height  [  1  ] . 
Therefore, it highlights the need of developing suitable non-destructive methodologies 
in order to study the external damage and, if possible, both types of damage at the 
same time. The evaluation of concrete structures and cementitious materials by 
acoustic imaging seems to be an attractive solution in order to detect irregularities 
and defects as well as the use of the attenuation and velocity measurements at each 
point of the material. However, the design of equipment to generate images to evaluate 
the quality and deterioration degree in concrete specimens is neither direct nor 
obvious. Moreover, several dif fi culties, such as the high attenuation at the test 
frequencies, generally 50 to 150 kHz, or the coupling method, have limited the 
development of these techniques. Therefore, the above-mentioned dif fi culties also 
highlight the need for developing suitable systems for acoustic imaging to evaluate 
damage in concrete. The aim of this paper is to use the ultrasonic imaging system 
developed by this research group to evaluate the deterioration in concrete subjected to 
F-T cycles  [  4  ] . Two groups of concrete specimens, without and with air-entraining 
agents, were subjected to accelerated F-T cycles. The specimens were measured 
before and after the cycles by ultrasonic techniques of contact and automated inspec-
tions in immersion. Velocity and attenuation images were generated using the 
automated inspection system developed by the authors. From these ultrasonic 
images, two parameters were proposed to evaluate damage in the concrete speci-
mens: the non-assessable area proportion, NAAP, and a weighted average velocity 
in terms of the NAAP. In addition, these parameters were compared with the 
failure criterion of the ASTM, i.e., by using the Relative Dynamic Modulus 
Elasticity (RDME).  

   Specimens, Test Modalities and Instrumentation 

 Two groups of seven cylindrical specimens (150x300 mm2) were made using HA-30 
concrete (see Table  1 ), one group without air-entraining agents (HA-30/00-0…6) 
and one group with air-entraining agents (HA-30/05-0…6). The materials used 
were Portland cement type CEM I 42.5R, normal river sand (0-5mm) and crushed 
limestone aggregates (5-20mm). The air-entraining agent used is Aer 5 (0.05% of 
cement weight).  
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 The specimens were manufactured according to the UNE 12390-2  [  5  ] . Sub-
sequently, the specimens were cured in a climate chamber at 30ºC and 37% relative 
humidity for 28 days. These curing conditions respond to the summer conditions in 
Madrid (Spain)  [  6  ] . The specimens were subjected to F-T cycles according to the 
ASTM standard  [  6  ] . The HA-30/00-0 and HA-30/05-0 specimens acting as refe-
rence were not subjected to the process of degradation. 

   Ultrasonic velocity measurements by the contact method 

 Travel time of ultrasonic waves through the specimens was measured using 
commercial TICO equipment with transducers of 54 kHz emitting in longitudinal 
mode with a semi fl uid as coupling material. The measurements were made on the 
central point of specimens, before and after the F-T cycles. Using these measure-
ments, the standard ASTM  [  2  ]  provides a failure criterion by means of the RDME 
calculated as: RDME= ( V  

 n 
  /V  

 0 
 ) 2 x100,  where  V  

 n 
  and  V  

 0 
  are the longitudinal velocity 

at n and 0 F-T cycles respectively. When the RDME is higher than 80%, the material 
is frost resistant; while in the case of values higher than 60%, it has passable frost 
resistance. At the lower values than 60%, the material is classi fi ed as unproven 
frost resistant. However, when the RDME is lower than 40%, the material is simply 
non-resistant to frost.  

   Ultrasonic radial scanning system 

 A radial scanning system was designed for performing automated data acquisition 
and imaging  [  4  ] . This system involves the use of an immersion tank and two trans-
ducers (Panametrics v413, 500 kHz) in through-transmission operation. This system 
allows two different motions, a rotation centered on the axis of the measuring 
cylinder and a movement along the specimen’s height, as depicted in Fig.  1 . With 
the rotation motion, the ultrasonic waves travel through the material along 
approximately two truncated-cone sections centered on a specimen diameter. 
Each pixel of the images generated corresponds to a diameter of a given specimen’s 
height. The complete specimen inspection takes approximately 10 minutes with a 
scanning grid of 5 mm in height and a 2º diameter step. The SENDAS ultrasonic 
system was used to generate and receive the signals.    

   Table 1    Mix proportions of concrete   

 Material  Cement (kg)  w/c ratio  Sand (kg)  Aggregates (kg)  Water (l)  Superplasticizers (%) 

 amount/m 3   381.1  0.5  879.99  936.4  190.55  0.60 
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   Results and Discussion 

 The ultrasonic images before and after the F-T cycles in concrete specimens without 
and with air-entraining agents are shown in Figs.  2  and  3  respectively. In all images 
corresponding to ultrasonic inspections before the cycles, the non-uniformity of 
the specimens can be appreciated within the same group. From the images corre-
sponding to the inspections after the cycles, the extension of the damaged zones can 
be estimated. In Fig.  2  it is observed that the attenuation signi fi cantly increases 
when the specimens were subjected to the F-T cycles. Therefore, there are zones 
where the ultrasonic waves were not able to go through, and therefore, it was not 
possible to measure their velocities. Moreover, in these images it can be observed that 
the damage was not equal in all specimens. For instance, the images corresponding 
to the HA-30/00-1 and HA-30/00-2 specimens showed that before the cycles they 
were very similar, but after the F-T cycles the damaged zones were different. It can 
also be seen how the damage has progressed from the parallel faces (upper and 
lower faces) to the center of the specimens. On the other hand, Fig.  3  shows the 
images of the concrete specimens with air-entraining agents. In this case, the 
behavior of the attenuation and the velocity is opposite to the results corresponding 
to the concrete specimens without air-entraining agents; the attenuation decreases 

  Fig. 1    Radial scanning system       
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and the velocity increases. None of the specimens was deteriorated during the cycles 
and it was veri fi ed the effectiveness of adding air-entraining agents to prolong the 
durability of the concrete.  

 To evaluate the deterioration degree from the ultrasonic images generated, 
two parameters were proposed. The  fi rst one, the Non-Assessable Area Proportion 
(NAAP), is de fi ned as the area proportion where the ultrasonic signal could not 
travel through the specimen. The second one is a weighted average velocity in terms 
of the NAAP, de fi ned as     ( )β= + -0· · 1ff fV V NAAP V NAAP   , where   b   is a constant 
value and refers to a given failure percentage, e.g.  b =0.8. Therefore, a parameter 
equivalent to the RDME can be calculated, as (V 

ff
 /V 

0
 ) 2 .  

 Figure  4  shows a comparison between the RDME and (V 
ff
 /V 

0
 ) 2  obtained from 

the automated inspections. One may observe that in either heavily-damaged or 
completely undamaged specimens, there were no signi fi cant differences between 
the results obtained with the contact measurements and the automated inspections. 
However, when damage is incipient (e.g. 1 and 4 specimens without air-entraining 
agents) the contact measurements were not able to detect or quantify it, unlike the 
images, which give more real and comparative information of damage produced by 
F-T processes.   
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  Fig. 2    Ultrasonic images for concrete specimens without air-entraining agents. Attenuation: 
a) before, b) after. Velocity: c) before and d) after the F-T cycle       
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  Fig. 3    Ultrasonic images for concrete specimens with air-entraining agents. Attenuation: a) before, 
b) after. Velocity: c) before and d) after the F-T cycle       

  Fig. 4    Comparison between parameters extracted from contact measurements and ultrasonic 
images       
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   Conclusions 

 The use of ultrasonic imaging as evaluation tool in concrete subjected to freeze-
thawing cycles was studied. Two groups of concrete specimens, with and without 
air-entraining agents, were subjected to accelerated F-T cycles, and inspected before 
and after the cycles by using both contact and immersion ultrasonic inspections. An 
automated ultrasonic inspection system in immersion was used to perform precise 
measurements. 

 Velocity and attenuation images were generated with this system performing 
in-situ inspections. From these ultrasonic images, two parameters were proposed to 
evaluate the damage in the concrete specimens: the non-assessable area proportion, 
NAAP, and a weighted average velocity in terms of the NAAP. The results obtained 
in this research project suggested that NAAP is related to surface scaling as can be 
seen in the images, whereas the weighted average velocity is related to internal 
damage. Therefore, the use of the ultrasonic images provides a complete and more 
effective evaluation of concrete specimens. Moreover, the proposed system allows 
the evaluation of external and internal damage with a single automated inspection.      
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  Abstract   Ultrasonic methods are valuable tools for the assessment of concrete quality 
and for imaging inclusions in concrete.  In such applications, accurate and reliable 
determination of ultrasonic wave velocities as affected by various experimental 
and environmental factors is essential. In this research Coda Wave interferometry 
(CWI) was used to determine the in fl uence of temperature (20 to 50° C) on ultrasonic 
wave velocity in concrete samples. A resolution of better than 10 -2  % was achieved 
in the measurement of relative velocity changes. In addition the in fl uence of sensor 
(transmitter and receiver) positioning errors on the results of the interferometric 
algorithm was evaluated. The presented results can be used to correct and re fi ne 
data from monitoring systems, which may enable improved quality assessment and 
imaging by use of CWI.  

  Keywords   Coda wave interferometry • Concrete • Temperature • Ultrasound 
• Velocity      

   Introduction 

 Ultrasonic velocity measurement is an established tool to estimate strength properties 
and detect damage-induced changes in materials. Temperature is known to have 
an in fl uence on ultrasonic pulse velocity of solid concrete. For many applications, 
including the investigation of lab samples in a controlled environment, this effect 
seems to be negligible (e. g. in the range of 10 – 30° C according to the current DIN 
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EN 12504-4:2004  [  1  ] . The same holds for ultrasonic echo measurements. Only 
if there are large temperature variations (below 0°C and in case of  fi re hazards) the 
velocity changes signi fi cantly in the type of measurements currently used (mainly 
time of  fl ight). Due to water evaporation these changes are partially remanent at least 
if the temperature exceeds 100 °C. 

 Upcoming monitoring applications using ultrasonic methods do detect changes 
that are small by degree or spatial extension, as well as slow processes as alkali-
silica reaction (ASR) require a more detailed insight into the temperature in fl uence 
on velocity so to avoid misinterpretations and to correct measurements. 

 To detect small changes in velocity sensible evaluation methods are required. 
The currently used time of  fl ight method often fails due lack of resolution in low 
frequency applications as well as  scattering and dissipation at high frequencies  [  3  ] . 

 The study described here had two topics: At  fi rst to evaluate the ability to measure 
small velocity changes induced by temperature variations and at second to check the 
in fl uence of mounting and dismounting as well as misalignment of the trans-ducers 
on the method’s result.  

   Coda Wave Interferometry (CWI) 

 In seismics the coda is de fi ned as the long lasting wave train after a seismic event. 
The coda contains a notable amount of energy, but has lower amplitudes than the 
event itself (Fig.  1 ). The waves included in the coda are (at least partially) caused 
by multiple diffractions  [  4  ]  and have travelled much longer distances than direct 
waves. As a result, changes in the material causing small velocity changes, 
which may have no visible effect on the arrival times of the direct waves ( fi rst 
arrivals), result in much longer time shifts in the coda (Figs.  2  and  3 ).    

 Several methods have been developed to evaluate the phase shift of coda waves 
and the corresponding relative velocity changes. In this research the “stretching” 
technique  [  3,   5  ]  has been used. One of the time series is stretched (or compressed) 

  Fig. 1    Ultrasonic time series from an experiment on a concrete prism, containing event and coda       
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by an assumed small relative velocity change  n  until an optimum correlation of both 
time series is reached: 

     
0

2 2
0

0 0

( ·(1 )) ( )

( ) max.

( ·(1 )) ( )

T

i o

T T

i

h t h t dt

CC

h t dt h t dt

-
= =

-

ò

ò ò

ν
ν

ν
   (1)   

 CWI was introduced more than two decades ago to detect slight velocity changes 
in the earth crust due to seismic effects, mining in fl uence or seasonal variations ( [  4  ] , 
 [  5  ] ,  [  6  ] ). Recently CWI was used by several researchers to detect small changes in 
concrete microstructure (e.g.  [  7  ] ,  [  8  ] ,  [  9  ] ,  [  10  ] ). The in fl uence of temperature on the 
results of CWI has been shown in  [  11  ] . So far CWI has been limited to the detection 
of bulk effects. New research has shown the possibility to locate the areas affected 
by changes in a concrete element  [  12  ] .  

  Fig. 2    Early portion of time series. No signi fi cant time shift       

  Fig. 3    Late portion of time series Signi fi cant time shift       
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   Experiments 

 For the experiments described here a simple block of concrete (CEM I 32,5R, 
C30/37, water cement ratio 0.52) with a size of 10 · 10 · 30 cm³ was prepared. To 
reach a homogeneous temperature distribution the sample was put into a calibrated 
refrigerated incubator with forced convection (Binder KB 240) for at least 3 hours. 
The accuracy of the incubator temperature control was 0.2 K. After the desired 
temperature was reached ultrasonic transmission measurements were performed 
outside of the incubator using dry coupling point contact transducers (longitudinal 
120 kHz and transversal waves, 55 kHz). 

 Custom built transmitting and receiving equipment was used for data acquisition. 
32 measurements were stacked using 5 MHz sampling frequency and 2.5 ms acqui-
sition time for A-scan recording (Fig.  1 ). The sensors (transmitter and receiver) 
were each placed on four different positions on the opposite small sides of the 
sample (Fig.  4 ), resulting in 2 · 4 · 4 = 32 measurements at each temperature. 
The temperature was varied between 10 and 50 °C with 0.2 K steps.   

   Data Evaluation 

 The acquired data have been processed using the stretching technique described above. 
The results for a single heating/cooling cycle are displayed in Fig.  5 . Mean values and 
standard deviations displayed have been calculated from 16 measurements with different 
transmitter/receiver positions, all referenced to their respective values at 10° C.  

 The step-like features and the slightly higher error bar below 20° C (room 
temperature) have been seen in repeated measurements, but may be due to an 
unknown error source in the experimental procedure. Above 20° C the velocity 
decreases monotonically while the temperature decreases. The change is about 
3.5 % at 50° C. The error margin is less than 0.1 %. 

  Fig. 4    Ultrasonic point 
contact transmitter at the 
sample. Four positions 
marked. Receiver on 
opposite face       
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 Cooling the sample down again leads to an almost linear increase of around 1.5 %. 
There is a remanent difference of about 2%, probably due to a loss of moisture, 
which was not monitored in our experiment. 

 Similar results have been achieved using longitudinal wave transmitters/receivers. 
The results show that temperature and probably also moisture have to be measured 
and corrected, if ultrasonic monitoring systems for concrete structures are applied. 

 To check the effect of erroneous sensor placement on the results of CWI the 
data have been reprocessed intentionally using references which have a different 
receiver position or even both different transmitter and receiver positions. In the 
former case (Fig.  6 ) the general shape of the curve is still clearly visible, but the 
error bars are (as expected) larger. Small changes in velocities, which might be of 
interest in practical applications might be hidden. In the latter case the standard 
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  Fig. 5    Relative velocity 
changes of coda data during 
a heating/cooling cycle 
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deviations exceed the amplitude of the velocity variation caused by the temperature 
(not shown here).   

   Conclusions and Outlook 

 Coda Wave Interferometry (CWI) was shown to be a valuable tool to detect small 
velocity changes in concrete. It might serve as a method to detect early signs of 
damage in laboratory or monitoring applications. CWI requires an accurate repeti-
tion of the ultrasonic measurements. Sensor misplacement leads to errors, which 
might hide velocity changes below 0.5 %, at least in the setup used here. In practical 
application the sensors should be mounted permanently, if possible. 

 The velocity changes due to temperature change in the range of 10 – 50° C are 
more than 3 % in the  fi rst heating cycle. There are remanent changes of about 2 % 
after subsequent cooling down, which might be due to moisture loss. These results 
call for temperature and moisture monitoring in practical ultrasonic monitoring 
systems to avoid misinterpretation of velocity changes. 

 More sophisticated experiments are required to calibrate ultrasonic monitoring 
systems and CWI data processing, and to allow the development of at least semi 
quantitative damage detection applications.      
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  Abstract   The use of Coda Wave Interferometry (CWI) to Non Destructively assess 
concrete structures is an emerging topic.  CWI has recently been proposed to deter-
mine the stress level of in situ pre-stressed concrete structure as well as to monitor 
damage of concrete material.  The idea is using ultrasonic waves with a wavelength 
similar to the aggregate size to be in the diffusive regime, and so to probe very 
small changes of the material. The velocity change is of the order of 0.1% for clas-
sical concrete under a 10MPa strain which can be measured with CWI. This velocity 
variation can be linked to the stress level modi fi cation by  Murnaghan’s theory. 
While CODA theory and experiments are emerging in the civil engineering NDT 
laboratory, it becomes relevant in parallel to know what is actually the investigated 
zone for,  in  fi ne , relating the velocity changes to a given distribution of stress or 
damage as a function of depth in  in situ  condition. In this paper we show an experi-
ment that illustrates the existence of an investigated zone in a concrete beam of 
0.8 m x 0.2 m x 0.1 m.  
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   Introduction 

 The use of CODA wave to characterize concrete properties is an emerging topic 
that takes advantage of the heterogeneousness of concrete, which is opposed to 
classical non destructive ultrasonic techniques that use large wavelengths compare 
to the aggregate sizes. Indeed, in classical US survey, the heterogeneity is viewed as 
a drawback as attenuation is dramatically increased by scattering  [  1  ] . As a conse-
quence, the frequencies usually remain below 100 kHz which corresponds to an 
average wavelength of 0.04 m for the longitudinal body wave. 

 For wavelengths smaller than a few centimetre, researchers have started to propose 
NDT techniques using either the coherent  fi eld  [  2-  4  ]  (eventually obtained by spatially 
averaging the wave  fi eld to be compared to homogenisation models  [  4  ] ) or the inco-
herent  fi eld  [  5-  10,   16  ] . In this paper we focus on the use of the incoherent  fi eld. 

 Our concrete specimen is a rectangular beam (0.8 m x 0.2 m x 0.1 m) and we 
apply on its side a compression at a series of  locations along the 0.8 meter long 
dimension. The source and the receiver remain identical. The response of the receiver 
is commented in relation with the solution of a diffusion equation.  

   Characterization of Concrete Ultrasonic Scattering Properties 

   Diffusion equation 

 The intensity of the incoherent  fi eld is here supposed to follow a diffusion equation 
as a function of time  [  11  ] . The solution for a parallelepiped (in the dimensions of L, 
l and h) can be written as follows where t is the propagation time, (x 

0
 ,y 

0
 ,z 

0
 ) is the 

source position and (x,y,z) the receiver one  [  12  ] :
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 The three parameters D,  x , and I 
0
  are frequency dependent, D represents the 

surface travelled by unit time of the diffuse halo,  x   represents the damping and I  
0
   is 

the intensity at source position and time origin.  Eqn. ( 1 ) is used here as a theoretical 
model to roughly estimate the diffusion constant D.  This estimation is done by  fi nding 
the optimal value of D who can  fi t best the theoretical curve to the experimental one. 
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 Figure   1   Left shows the impulse response and the incoherent intensity measured 
(in the frequency band 200 kHz→800 kHz), This intensity is compared to that com-
puted with Eqn.  ( 1 )  with D=20m  2  .s  -1  . This value is used to determine the order of 
magnitude of the mean free path l*   [  15  ]   by using the approximation l*=3D/c, where 
c is the CODA transport velocity, and here chosen equal to 3000m/s. This distance 
can provide us a start of the time window in which we are analysing the signal.     

   Experimental Set-up 

 In order to illustrate the investigated zone we have designed an experiment where 
we only vary the position of the circular surface (with a diameter of 0.05m) where the 
compression (F) is applied. The force of this compression F is controlled by a sensor 
and varies from 0 kN to 12 kN in 4 steps. The maximum value for F is selected in 
order to remain below 30% of the compression resistance Rc. 

   Mechanical mock-up and transducer positions 

 Figure  2  Left shows a drawing of the mechanical system used to impose the load 
F onto the beam. Figure  2  Right shows the stress applied to the structure when 
d=0.16m for F=20kN. It is symmetrical around the axis of the force applied. 
The source and the receiver are glued 0.1m apart on the same face. The distance d, 
between this face and the axis of the applied load, varies along the 0.8 m dimension 
of the beam from 0.06 to 0.26 m. The experiment is conducted in a laboratory where 
the temperature is controlled. During our experiments we record the temperature and 
it did not vary more than ±0.2°C. The effect of temperature on coda measurements 
has been reported elsewhere  [  6,  10  ]  and we envisage to remove it using non-linear 
acoustics in a near future  [  14  ] .   
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  Fig. 1     Left:  Impulse response h(t) and the square root of the experimental intensity  Right:  
Experimental intensity I_exp and theoretical intensity I_th calculated from Eqn( 1 )       
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   Coda Wave Interferometry 

 The excitation signal is a chirp in the frequency band 200 kHz-800 kHz. The largest 
aggregate size is 0.0125m, so that the wavelengths are comparable to the aggregate 
size, which will ensure the multiple diffusion requested for coda generation. All 
recorded signals are cross-correlated with the excitation signal  to give the impulse 
response h(t). At each location d of the load F, a signal  h 

0
 (t) is recorded when no 

force (F=0 N) is applied and serves as a reference for that position. Subsequent 
signals for that position at other load level are stretched by an amount  e  and com-
pared to the reference h 

0
 (t)  [  9,  13  ] . 

 The value of  e  that maximizes the correlation coef fi cient X 
d
  corresponds to the 

average velocity change ( e  
max

 =< d v>/v)  [  9,  13  ] . We also use the remnant decorrelation 
coef fi cient Kd  [  9  ]  between the waveforms to present:
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   Results 

   Varying the load at a fi xed position 

 Figure  3  illustrates the variation of  e  and Kd when the force F applied to the structure 
increases from 0 kN to 12 kN and then decreases to 0 kN at distance d=0.1m from 
the source and receiver plane. It reveals the acoustoelastic effect: the velocity is 
modi fi ed due to a stress level change within the structure, and CWI is sensitive 
enough to measure this velocity variation.   
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  Fig. 2     Left:  Schematic representation of the experiment  Right:  Distribution of the normal stress 
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   Repeating the experiment at other positions 

 This experiment is repeated at 8 other distances d, the values of  e  and Kd are plotted 
on the Fig.  4 . The in fl uence on  e  and Kd is, as expected, decreasing with distance d. 
Although the result of  e  is hardly workable, the one of Kd shows a clear exponential 
decrease in term of distance d. This decrease is linked to the variation of the distance 
between a limited stressed volume and the source-receiver surface, and it indicates 
the existence of a zone that is investigated by the ultrasonic wave  fi eld.    

   Conclusions and Prospects 

 In this paper we have illustrated the sensitivity of coda wave to measure velocity 
variations in relation to stress level modi fi cation within a concrete beam. In order to 
illustrate the investigated zone in that beam, we have applied at different position a 
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load that was varied from 0 to 12 kN to remain below 30% of the compression 
resistance Rc. An exponential decrease of the remnant decorrelation coef fi cient Kd 
as a function of the distance d between source-receiver surface and the loading 
position has been observed for a given level of applied load.      
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  Abstract   Steel  fi ber reinforced concrete is nowadays frequently used in civil 
 engineering and in the building industry. Apart from the general state of the con-
crete, the dosage and the distribution of the steel  fi bers are of prime importance for 
the quality of the structure. The current standard methods to determine the  fi ber dosage 
and the  fi ber orientation are complicated, time-consuming and expensive. In order 
to determine the steel  fi ber dosage in drilling cores, the samples have to be destroyed. 
A better non-destructive and competitive method is high in demand to supervise the 
steel  fi ber dosage not only during the production of new structures and buildings but 
also to examine drilling core samples from damaged structures.  

  Keywords   Concrete durability • Electromagnetics • Monitoring • NDT/NDE 
• Quality control • Steel  fi ber reinforced concrete      

 During the last years, a new method to determine both the steel  fi ber dosage and 
steel  fi ber orientation has been developed at the Institute for Building Materials, 
Concrete Structures and Fire Protection (iBMB) at the University of Braunschweig. 
In cooperation with an industrial partner a market-ready measurement system has 
been produced. 

 The new method makes use of the magnetic induction of ferromagnetic materials. 
By means of a cube shaped sensor consisting of two coils samples of fresh and of 
hardened concrete as well as drilling core samples from existing structures can be 
analysed. Fresh concrete is put into a cubic container for examination. Drilling 
core samples taken from structures can be examined directly. In the contribution the 
measurement principle and sensor design as well as labmade test results and the 
experience of  fi rst on site-applications will be discussed. 
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   Basics 

 The magnetic properties of ferromagnetic materials in an alternating magnetic  fi eld 
are described by the magnetic hysteresis loop (see  Fi g.  1 ). It shows the dependency 
between an (externally applied) magnetic  fi eld     H

���
   and the resulting magnetic  fl ux 

density     
��
B   for ferromagnetic and non-ferromagnetic materials.  

 If an alternating magnetic  fi eld is applied to a ferromagnetic material, the resulting 
magnetic  fl ux density     B

�
   increases non-linearly to the magnetic  fi eld strength     H

�
  . 

 During demagnetisation, the downward sloping curve does not follow the origi-
nal magnetisation curve. The resulting curve for all strengths of the magnetic  fi eld 
is a loop in an S-shape. The slope in the zero crossing of the hysteresis curve is 
de fi ned as magnetic permeability µ 

Rges
 =µ 

r
 ·µ 

o
 . Only ferromagnetic materials (iron, 

cobalt and nickel) have a permeability µ 
r
  >>1, for other materials the permeability 

µ 
r
   »  1. These materials have no hysteresis loss, so no hysteresis curve is created. The 

gradient of the plotted line is µ 
o
 . Steel  fi ber concrete consists almost only of materi-

als with a permeability µ 
r
   »  1. Only the steel  fi bers, mostly being made up of iron, 

have a permeability µ 
r
  >> 1, so different concrete mixtures or water/cement ratios 

do not in fl uence the slope of the hysteresis curve. 

   Measuring Principle 

 The dosage of steel  fi bers in a concrete sample can be gauged by the so-called trans-
former principle. Figure  2  shows the fundamental test assembly. In this case, one 
coil is used to excite the magnetic  fi eld and another outer coil is used to create the 
induced voltage U 

i
 . The induction coil is smaller than and completely enclosed by 

the operating winding. A fresh or hardened concrete sample takes over the function 
of the core of the coil. A sine-shaped alternating current I 

err
  is fed into the operating 

winding from the regulated generator G and the induced voltage U 
i
  in the induction 
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-BR
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HC

-HC
µR>>1
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B = r·Ho··

µ0

B ~ Ui

H ~ Ierr

  Fig. 1    Hysteresis loop       
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coil is gauged. The amplitude and frequency of the alternating current I 
err

  are kept 
stable using a closed-loop control, so the induction voltage U 

i
  is only depending on 

a change of the magnetic permeability (i.e. the type of steel  fi ber) and the amount 
and orientation of steel  fi bers in the concrete sample.    

   Measurement Procedure 

 The measurement procedure requires four single measurements. The  fi rst measure-
ment is done using the empty sensor to determine the induction voltage of the empty 
sensor. For measurements with fresh concrete, the concrete is  fi lled into a special 
plastic box with inner space dimensions of 15x15x15cm³. The box is put in the sensor 
to carry out the measurement. The measurement is repeated in all three directions in 
space (see  Fi g.  3 ), either turning the sample or the sensor. Samples of hardened 
concrete (test cubes and drilling cores) can be analyzed directly ( Fi g.  4 ). 

 To determine the steel  fi ber dosage of the sample, the average of the three mea-
surement results is subtracted from the result of the empty sensor.    

   Fiber Dosage Measurement 

 Steel  fi bers are produced in many shapes and sizes. Due to different performance 
levels and requirements, the alloys used vary a lot. In order to determine the exact 
steel  fi ber dosage of a concrete sample, an initial calibration using calibration samples 
of the same steel  fi ber type is required. 

 Figure  5  shows the calibration results of  fi ve different steel  fi ber types. For each 
steel  fi ber type, six different test cubes with steel  fi ber dosages from 10-60 kg/m³ 

Operation
Winding Induction Coil

Concrete
Sample 

A

G

V Ui

Ierr

F

F

  Fig. 2    Test assembly for the 
measurement of magnetic 
characteristics       
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were produced and calibrated. As shown in  Fi g.  5 , for all types the induction  voltage 
U 

i
  is an almost linear function of the steel  fi ber dosage.  
 The coil-sensor can also be used to examine the steel  fi ber dosage in drilling 

cores. Here too, the induction voltage is measured in the three directions in space. 
The volume of a 15 cm long drilling core with a diameter of 15 cm is 21% lower 
than the volume of a 15 cm test cube. Thus, the measurement values have to be 
adjusted by a correction factor. Drilling cores longer than 15 cm must be shortened. 
For shorter drilling cores, a correction of the measurement results is necessary.  

  Fig. 3    Box for fresh 
concrete       

  Fig. 4    Test Cube       
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   Steel  Fi ber Orientation 

 A steel  fi ber can be considered as a magnetizable rod with a preferred orientation. 
In a magnetic  fi eld, the rod is magnetized and tries to align tangential to the lines of 
the magnetic  fi eld. If all steel  fi bers are aligned tangential to the magnetic  fi eld, the 
induction voltage is at its maximum. If all steel  fi bers are in cross direction to the 
magnetic  fi eld, the induction voltage is at its minimum. 

 In order to determine the relation of the induction voltage U 
i
  to the angle between 

steel  fi bers and magnetic  fi eld, different sets of 20 g steel  fi bers were attached on 
pieces of cardboard. Figure  6  shows the standardized induction voltage U 

i
  in relation 

to the angle between steel  fi bers and magnetic  fi eld for two types of steel  fi bers. 
With increasing angle  a  

ST-MF
 , the induction voltage U 

i
  decreases.  

 Figure  7  shows the sketch of a 4 m long concrete member, made from steel  fi ber-
reinforced concrete. Four concrete bars (see  Fi g.  7 , labelled 1 - 4, each bar of dimen-
sions 72 x 12 x 12 cm³) were cut out and divided in 6 cubes of  12 cm.  

 The cubes were named 1.1 to 4.6, relating to the position they were taken from. 
The x-axis of each cube was de fi ned as the casting direction of the concrete. 

 Table  1  shows the measurement results of the six cubes taken from position no. 
1. For all cubes, the induction voltage in direction of the x-axis is the least of all 
three directions. Without calibration samples, the  fi ber dosage of each cube is only 
measured relatively to other cubes.  

 The percentage of each single measurement indicates the orientation of  fi bers in the 
sample. A higher percentage of measurement shows that more  fi bers are orientated 
in that direction. Or in other words: The higher output value in a single direction 
corresponds with a higher amount of steel  fi bers pointing in that direction.  

0,0

0,1

0,2

0,3

0,4

0,5

0,6

0 5040302010 60 70

Mean Value of 3-Axis Analysis

Steel Fiber Dosage  [kg/m3]

M
V

 In
d

u
ct

io
n

 V
o

lt
ag

e 
[V

]
Baumbach WMS 50/1, 05H
Bekaert RC80/30BP
Bekaert RC45/30BN
Bekaert ZP308
Arcelor HE++ 75/50
Bekaert RC45/30CN

  Fig. 5    Calibration diagrams of test cubes for six different steel  fi ber types       

 



244 H-J. Wichmann et al.

Standardized Induction Voltage Ui In Relation To The
Angle αST-MF (Steel Fiber To Magnetic Field)    
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  Fig. 6    Standardized induction voltage U 
i
  in relation to the angle  a  ST-MF        

  Fig. 7    Concrete member       

   Table 1    Fiber orientation and relative steel  fi ber dosage of concrete test cubes   

 Percentage 

 Sample  x-Axis [%]  y-Axis [%]  z-Axis [%]  rel. fi bre dosage [%] 

 1.1  16,5  31,7  51,8  107,80% 
 1.2  13,1  47,6  39,2  105,70% 
 1.3  11,9  53,1  34,9  102,70% 
 1.4  11,9  64,7  23,4  93,50% 
 1.5  15,5  59,9  24,6  93,50% 
 1.6  14,8  56,1  29,1  94,50% 
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   Measurement Device 

 The measurement device “BSM100” was developed in a cooperation between the 
University of Braunschweig, Germany, and the company “Hertz Systemtechnik” in 
Delmenhorst, Germany and is now commercially available,  [  3  ] . Calibration data 
of already calibrated steel  fi ber types, called “ fi ber pro fi les”, are already stored in 
the “BSM100”. New user-generated “ fi ber pro fi les” can be uploaded. A separate 
measurement of a de fi ned amount of  fi bers, attached to a special card, called “card 
measurement”, makes it possible to compensate variations caused e. g. by differences 
in the chemical composition of the alloy.      
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  Abstract   Presence of chloride ions in cover concrete leads to an enhanced  deterioration 
of reinforced concrete structures. Prediction of the resultant damage in early stages of 
development is not possible, unless the distributions of chloride ions across the concrete 
section are known. This paper presents an on-going study of evaluating such distribution 
by a non-destructive method using electromagnetic wave. The technology is introduced 
in a separate paper in the symposium, shows in laboratory experiments its applicability 
to structures whose concrete properties are known. The ability to estimating the said 
distribution in cross section in existing concrete structure has been investigated in  fi eld 
tests and the method to be equally usable has been found by modi fi cations of the method 
based on actual concrete properties in question. Once established, the method will 
 provide a valuable means of readily collecting, not a limited and point-based data 
from cores, but information of area-wide chlorine ions non-destructively. This should, 
in turn, allow the owner of the concrete structure to identify chlorine deterioration 
at an early stage and to formulate effective strategies against the resultant damage.  

  Keywords   Chloride content • Electromagnetic wave • Estimation • Non-destructive 
testing • Reinforced concrete      

   Introduction 

 A de fi nite understanding about any corrosion of reinforcement is very dif fi cult 
unless corrosion induced cracks appear on the surface in marine RC structures. 
Thus, in order to detect chloride-induced corrosion at an early stage, chloride content 
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within concrete needs to be investigated using cores drawn from the RC structure, 
and carrying out chemical analysis. On the other hand, it has been obtained from 
laboratory tests under limited conditions that chloride content within concrete 
has could be almost estimated by using electromagnetic waves as one of the 
non-destructive tests  [  1  ] ,  [  2  ] . 

 In this report, the applicable method which is possible to estimate the chloride 
content included in cover concrete in the existing structures of a power plant using 
electromagnetic wave method which is a non-destructive testing is reported.  

   Outline on Measurement of Chloride Content in Concrete 
Using Electromagnetic Waves 

 Generally, it was con fi rmed that changes of dielectric constant in the electromagnetic 
waves weren’t caused by differences in the chloride content in concrete. That is to 
say, when the electrolyte like sodium chloride exists in the concrete, it seems to be 
changed the electrical properties such as conductivity in comparison with the concrete 
without the chloride ions. Furthermore, because the amount of electrolyte varies with 
the difference of chloride ions concentration, the amount of electrolyte also changes 
depending on the moisture content in the concrete. 

 Figure  1  shows an example of output of the re fl ected waveforms at the each 
chloride content. As shown in Fig.  1 , the amplitude decreased depending upon 
increasing in chloride ions concentration. Thus, as the values of the amplitude by 
the electromagnetic waves changed greatly the chloride ions concentration, it was 
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  Fig. 1    Example of output of the re fl ected waveforms       
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possible to estimate the chloride ions concentration in the concrete from the values 
of the amplitude in the electromagnetic waves  [  1  ] .   

   Field Investigation 

   Structures and location for investigation 

 Field investigation was carried out in the sea deck of an existing power plant. Photo  1  
shows the area of investigation in the sea deck. As shown Photo  1 , measurement 
was within 10m×10m of the upper side on the west side in the sea deck.  

   Details of electromagnetic wave measurement and core sampling 

 As shown Photo  1 , measurements using the electromagnetic waves were carried out 
in both of Y and X directions among reinforcing bars and four core samples were 
drilled in order to compare with the results of measurements using the electromag-
netic waves.   

   Measuring method 

 For measurement of electromagnetic waves, an antenna of about 1.0 GHz with 
speci fi cations was installed on the specimen. As shown in Fig.  2 , the scale of the 
monitor was  fi xed at the level of the gain of the machine when the measurement was 
started, and the amplitude of the re fl ected electromagnetic wave estimated using 

  Photo 1    Area of investigation       
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that scale (Full scale = 100%). Moreover, since the measured re fl ected wave  contains 
re fl ected wave from reinforcing bar and re fl ected wave from except for reinforcing 
bar, the re fl ected waveform from except for reinforcing bar was subtracted from both 
the contained waveform. Thus, as shown in Fig.  2 , the effect of only the presence of 
the reinforcement could be independently studied  [  3,   4  ] .    

   Results of Investigation 

   Chemical analysis of sodium chloride in concrete 

 Figure  3  shows relationship between depth from the concrete surface and content of 
chloride ions in the four drilled core samples from the sea deck. 

 C1 core on the seaside contained chloride content of 5.0 kg/m3 in depth of 2cm 
from the surface, which is about 1.5 times higher than that for the other cores. The 
same content close to the surface is about 3.5 kg/m3 for other cores (C2~C4). 
Chloride ions have penetrated to a depth of about 4cm. Chloride content in the 
surface varied within 10~20 kg/m3.   

   Estimation of salt content by electromagnetic wave 

 Figure  4  shows results of chloride contents by chemical analysis each core position 
and the chloride content obtained from two equations using electromagnetic wave 
estimated from prior laboratory experiments and from the chemical analysis of 
cores in this investigation. The estimation of chloride content based laboratory 
experiments greatly varied in comparison with results of chloride contents by 
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  Fig. 2    Removal of re fl ection from re-bar       
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 chemical analysis because void and water content were suf fi ciently due to be not 
re fl ected for the estimated equation. On the other hand, by using the equation esti-
mated by the average chloride content from the concrete surface to the reinforcing 
bar from the core samples, the estimated chloride content was almost equivalent to 
results of chloride contents by chemical analysis. 

 Figure  5  shows estimation map of chloride content distributions calculated from 
the core data from the sea deck. In this  fi gure, height direction is the content of 
chloride ions. It is seemed that the content of chloride ions is high in respect of the 
region of seaside. This shows that the content of chloride ions of the seaward is 
abounding.       
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   Conclusions 

 Applicability of the non-destructive using electromagnetic wave for estimation of the 
chloride content in concrete has been already veri fi ed in the laboratory. In present 
stage, it seems to be dif fi cult that the chloride content of existing structure is esti-
mated using the estimated equation in the laboratory. In this study, it seems to be 
possible to estimate chloride content in the concrete using the electromagnetic wave 
at the good accuracy on the basis of a limited number of cores drawn from the struc-
ture. However, as many problems have been held on application to reinforced con-
crete structures, further works need to be examined on in fl uences of environmental 
condition, etc..       
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  Abstract   The article presents results stemming from two French collaborative 
research projects (SENSO and APPLET). Electrical resistivity measurements are 
studied either as a tool of control of on-site structure, or as an indicator of durability. 
The results concern the evaluation of resistivity measurements variability at various 
scales. They enable to make the part between the real material information and 
spurious variations of various origins. We distinguish the repeatability, the repro-
ducibility, the local variations, then, the variations on one batch, between batches 
and between concretes. The results show that the measurement technique is adapted 
to needs, and that the various variabilities remain smaller than the variations of 
properties looked for.  

  Keywords   Concrete • Electrical resistivity • Measurement • Variability      

   Introduction 

 The electrical resistivity measurement on concrete is a more and more present tool 
in civil engineering. Electrical resistivity is sensitive to material characteristics 
which in fl uence its evolution in time. Recent works  [  1  ]  present the electrical resis-
tivity as a concrete indicator of durability. The links between the electrical conduc-
tion in the concrete and its porosity or its saturation rate were experimentally studied 
and numerous works use this link. It can be used to estimate the transfer properties. 
Other applications are proposed within the framework of Non Destructive Testing. 

 The information contained in a measurement should be put in perspective 
 according to the measurement variability and the material heterogeneousness. 
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Predictive probabilistic approaches require representative data about variability for 
material properties and for measurements. NDT appears as a promising tool for 
obtaining such information. 

   Electrical Resistivity Measurement Techniques 

 The electrical conduction through porous materials, like concrete, can be described 
by the empirical Archie’s law, initially elaborated for rocks (see eq. (1)); with   r   

 r 
  the 

rock resistivity (in ohm.m), f      the porosity,   r   
 w 
  the interstitial  fl uid resistivity (in 

ohm.m),  S  the saturation rate, and  a ,  m  and  n  three constants linked to the material 
microstructures:

     . . .m n
r wa sr f r− −=    (1)   

 The value of the measured resistivity is then connected to the nature and to the 
volume of the  fl uids in concrete pores (parameters   r   

 w 
  and  S  of Archie’s law), but 

also to microstructural parameters (porosity, tortuousity and pores inter-
connectivity). 

 The resistivity measurements are done by means of a four-probes device adapted 
to on-site investigations. This measurement technique allows assessment of the near 
surface material properties. The measurement is given in terms of apparent resistivity 
(  r   

 a 
  in ohm.m). The square device used is characterized by a 5 cm distance between 

probes (a). The volume of investigation with is de fi ned by the space between elec-
trodes, and an investigation depth of about ½ to 1 x  a .  

   Experimental Program 

 Concretes were done within the framework of the program ANR SENSO  (1)  . They 
are 9 different batches ( Table   1 ). Concretes G1, G2, G3, G7 and G8 differ essen-
tially by their water/cement ratio. The concretes G3 and G3a have the same compo-
sition and allow to study the variability between batches. Concretes G4, G5, and G6 
are different regarding aggregates (size, shape and mineralogy). Every concrete 
series consists in 10 slabs (with dimensions 10x20x50 cm). Concretes of the SENSO 
program were also studied for various saturation degrees, and various chloride con-
tents; these last results will not be presented here.   

 Measurements were performed within the framework of the program ANR 
APPLET  (2)  , provide a second series of data. They are performed on two different 
concretes ( Table   2 ), which were continuously poured on two construction sites, 
 during the project. The studied samples, 40 for each mix (cylinders with 11 cm in 

       1&2  The investigations and results reported herein were supported by the National Research Agency 
(France) under the SENSO and APPLET research programs.  
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   Table 1    Concrete mixes in SENSO French ANR project [2]   

    G1  G2  G3a   G3  G7  G8  G4  G5  G6 

 Aggregates (type and 
D max) 

 SR 14  SR 14  SR 14  SR 14  SR 14  SR 14  SR 22  SR 14  CC 14 

 Cement (CEMI, 52.5N) 
 (Kg/m 3)  

 405  420  370  370  320  240  370  370  370 

 Silica fume  Y  N  N  N  N  N  N  N  N 
 Water  (Kg/m 3)   140  197  212  212  216  217  212  212  214 
 W/C  0.31  0.47  0.57  0.57  0.68  0.9  0.57  0.57  0.58 
 Compressive strength 

 (Mpa)  
 72.9  43.3  43.5  40.5  38.3  20.2  36.6  45  38.2 

 Porosity  (%)   12.5  14.3  15.5  16  15.9  18.1  14.2  15.2  14.9 

   SR: Silicceous rounded, SC: Silicceous Crushed; CC: Cakareous Crushed;   

diameter and 22 cm high) were cast at different dates. The measurements are made 
at 90 days. They are done on saturated samples, with the four-probes square device 
on the face con fi ned by the mold (the lower face). Additional samples (20 by con-
crete), out of one batch, are also studied for the both mixes.   

 Given the differences between concretes of SENSO and APPLET programs (geom-
etries, ages, conditioning …) only results in terms of variability will be considered.  

   Experimental Study and Variability Scales Considered 

 In this study, various variabilities are considered ( Table   3 ). The identi fi cation of 
each of them will allow estimation of the relevance of variations which can be 
observed between various samples, or various concretes. The measurement  variability 
is quanti fi ed by coef fi cient of variation (CoV) calculated on a set of data  

 (1) The repeatability (noted r), which corresponds, on repeated measurements, to the 
variation observed with the same measurement method, by the same operator, with 
the same measuring instrument, to the same place, in the same conditions of use 
and by repeating the measurement over a short period of time. The repeatability 
represents the variability due to the measurement device, so called equipment. 

 (2) The reproducibility (noted R), which corresponds to the in fl uence of the proto-
col. The reproducibility is estimated on several repeated measurements by fully 
repeating the protocol. 

   Table 2    Concrete mixes in APPLET french ANR project [3].   

    A1  A2 

 Cement  (Kg/m3)   CPA CEM I 52.5 CP 2 350  CEM III/A 52.5L LH CE PM ES 
 Additions   fl y ashes  Calcareous  fi llers 
 Water  (Kg/m3)   177  176 (193*) 
 W/C  0.51  0.50 

   * the concrete mix have been lightly modi fi ed during the project   
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   (3) The local variability (noted Vl) which results from the internal variability of 
the material at short distance (due to the concrete manufacturing, to the skin 
effect, to the spatial distribution of aggregates…). Vl is estimated by moving 
the device in a limited zone of supposed “homogeneous” material, that is to 
say without including long distance variations. 

   (4) The variability in a batch (noted Vb) which corresponds to the variability 
measured on samples from a single batch, exposed to the same conditions 
during the casting. 

   (5) The variability between batches (noted VB), which corresponds to the 
measurement variability between samples from various batches, with the 
same concrete composition. The composition of the concrete being in theory 
the same, the effects of the variations of the casting conditions and the light 
composition variations linked to the casting process are assessed. This 
variability thus allows estimation of differences between concretes stemming 
from the same formulation. 

 (5bis) The variability between batches poured on a very long time lap (noted VBt). 
It will allow taking into account better, the real variability of a given concrete 
on a construction site. 

   (6) The differences between different concretes: it is in fact the  fi nal information 
looked for. The range of differences between concretes must be compared to 
those resulting from all variabilities at different scales de fi ned above. 

 The various sources of variability also cumulate, so it is expected to have a 
ranking for the variability levels de fi ned: r  £  R  £  Vl  £  Vb  £  VB  £  VBt. When 

   Table 3    Variability levels             
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assessing a material with NDT, the aim is to maximise the signal to noise ratio, 
where the signal is the real material variability and where the noise results from 
all variabilities at different scales.   

   Results and Discussion 

   Estimation of the variability 

 The measurements analysis is done at various scales: on one measurement point, on 
one sample, on one batch as well as by considering the various conditions of  samples 
(different saturation rates, chloride concentrations…). It has been checked that these 
conditions do not change signi fi cantly the variability at various scales. Thus, results 
obtained in different conditions can be merged and compared. Table  4  summarizes 
results on local variability Vl when Table  5  provides results at different scales, pro-
vided by the two experimental programs. The average value for local variability, 
calculated for all concretes and all conditions (5.2% in  Table   4 ), is the value given 
for local variability in  Table   5 .   

 The various variability levels are given below. We note that the CoV for repeat-
ability (r) and reproducibility (R) values are very weak (lower than 3.2 %) and of the 
same order. Within the framework of APPLET project, the measurements are done 
in laboratory conditions (samples saturated and stored in climatic chamber before 
measurements, measurement at 90 days, and laboratory measurement device). In 
SENSO project, the measurements are done with conditions close to the on-site 
measurement (no temperature control …). This explains differences between the 
variabilities (reproducibility) obtained in both projects. 

 With an average of 5.2% and a range between 2.4 and 10.2%, the local variability 
(Vl) is slightly more important than those due to the protocol and device (r and R). 
It can thus be considered as a main cause of on-site “measurement noise”. 

 Concerning the variability within (Vb) and between batches (VB), identical values 
indicate that properties variations within a batch are comparable to the properties 
variations between batches of one single concrete formulation, poured with compa-
rable conditions (VBt). When considering variability between batches poured on a 
very long time lap (on one year), this variability is slightly more important. 

 Considering Table  4  and  5 , one notes VBt >>Vl, and even VB>>Vl, whatever 
concretes, aggregates (shape and size), or saturation. At this stage no identi fi cation of 
causes of variability has been done: for a concrete, the variability between several 
batches (VB) is anyway higher than the effect of a single parameter of the mix.  

   Consequences on the quality on condition assessment 

 In summary, one can consider that: r and R are about 1.5 to 3% ; Vl is about 5% ; Vb, 
VB and VBt are about 13 to 18%. These values can help in justifying the minimum 
number of measurements that are required so as to identify a representative mean 
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value for a given (local or global) property (here representative mean resistivity  r  
m
 ) 

with a given level of con fi dence (1 -  a ). Sampling statistics lead to the con fi dence 
interval I:

     1 /2 1 /2I [ t s( ) / (n 1), t s( ) / (n 1),]α αρ ρ− −= − − + −    (2)   

 where s( r ) is the empirical standard deviation, n the number of measurements t 
1- a /2

  
a function of n and  a , following Student’statistics  [  4  ] . Thus, is one aims at estimat-
ing the mean resistivity at +/-x%, it comes:

     
2

1 /2n [t cov( ) / x] 1α ρ−≥ +    (3)   

 Where cov( r ) = s/m.  Figure   1  shows for instance that, if cov = 15% (VB case of 
“global” variability), at least 9 measurements are required to obtain an estimation at 
+/-10% when, for cov = 5% (“local” variability) 3 measurements are enough.  

 These variation ranges must be put in perspective with the differences observed 
between concretes. When considering concretes of the SENSO project, the resis-
tivities for saturated concrete from the 9 different mixes range from 75.5 ohm.m 
for G6 to 1928.0 ohm.m for G1, with a variability between-concrete being equal to 
137.8 %, which is 10 times more than VB. In the same way, if one considers a 
given concrete and how its resistivity changes with saturation (on a range for Sr 
from 0 to 100 %), the mean variability between all saturation conditions is 83.1 %, 
which is 5 to 6 times more than VB. The two conclusions are that: (a) one knows 
how many measurements are required to obtain a (local or global) representative 
value with target accuracy; (b) one is able to make the part between this (local or 
global) noise and the real contrast/signal to be identi fi ed.   

   Table 4    Local variability of SENSO project concretes (Vl)   

 CoV (%) 

 Local variability (VI)  Average for 
a Sr Given  G1  G2  G3  G3a  G7  G8  G4  G5  G6 

 Sa
tu

ra
tio

n 
ra

te
 

(S
r)

 

 0%  4.2  4.2  2.7  5.3  2.9  3.5  4.7  3.5  9.2  4.5 
 40%  15.4  4.5  3.9  4.8  5.8  9.1  4.7  4.0  2.9  6.1 
 60%  8.0  3.3  2.2  3.0  6.9  4.7  8.7  4.2  4.2  5.0 
 80%  2.6  3.9  2.8  1.9  3.6  4.4  4.7  2.1  4.5  3.4 

 100%  2.4  3.4  5.9  2.8  4.2  10.2  19.6  4.2  10.3  7.0 
 Average for a given mix  6.5  3.9  3.5  3.5  4.7  6.4  8.4  3.6  6.2  5.2 

   Table 5    Concrete electrical resistivity CoV (in %)   

 CoV (%)  SENSO  APPLET 

 repeatability  r  -  1.6 
 reproducibility  R  3.2  1.7 
 Local Variability  VI  5.2  - 
 Batch Variability  Vb  13.7  - 
 Between batches variability  VB  13.8  - 
 Between batches along time variability  VBt  -  18.5 
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   Conclusions and Perspectives 

 Both ANR projects illustrate the interest for electrical resistivity measurement 
 techniques, within the framework of the management and control of the evolution 
of the build patrimony made of reinforced concrete. 

 The results aim at de fi ning the various variability ranges for electrical resistivity, 
to estimate the representativeness of measurements. The measurements show that 
the coef fi cients of variation of repeatability, reproducibility and local variability 
remain small (about 5%). So they testify of the good quality of the measurement 
technique. 

 The results obtained on and between batches, illustrate the natural material vari-
ability connected to its manufacturing, and to its casting. This variability is intrinsic 
to the material and so, cannot be reduced by the measurement. 

 However, this material variability range remains low, with regard to the variations 
observed between concretes, or between different saturation conditions for one con-
crete. It indicates that the technique is able to distinguish various parameters which 
can in fl uence material condition.      
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  Abstract   Field experience indicates that the traditional design methods are not 
effective for obtaining durable structures and performance-based methods are 
attaining more interest. For the production of new concrete structures in severe 
environments, requirements to chloride diffusivity are increasingly being used as a 
performance-based speci fi cation for concrete durability. As a basis for the con-
crete quality control during concrete construction, however, the testing of chloride 
diffusivity is both time-consuming and elaborate. Therefore, the relationship 
between chloride diffusivity and electrical resistivity should  fi rst be established. 
Then the chloride diffusivity can indirectly be controlled by routine-based mea-
surements of the electrical resistivity during concrete construction. Electrical resis-
tivity is a non-destructive testing method, which allows rapid inspection of concrete 
structures. Several factors affect such measurements. To provide more information 
about some of those factors that may affect the results and establish some simple 
procedures for a routine-based quality control of the electrical resistivity during 
concrete construction, an experimental program was carried out. The test program 
included different environmental conditions such as temperature and humidity as 
well as different concrete mixtures and factors such as binder type, and aggregate 
content were investigated.  
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   Introduction 

 Poor durability and thus uncontrolled and short service life is one of the main prob-
lems in reinforced concrete structures. Most of the codes in practice are based on 
“deem-to-satisfy rules”, with limitations on the maximum water/cement ratio, 
 minimum cement content or minimum concrete cover depth. Such design approach 
with respect to durability of concrete structures is mostly empirical. There is no 
method speci fi ed in these design codes, which can be used for the assessment of the 
durability performance of the structure. Low construction quality is one of the main 
reasons for the durability problems in concrete structures. Experience obtained from 
existing structures indicates that the current codes and practice do not provide a 
suf fi ciently controlled durability and performance based methods are needed. For 
the production of new concrete structures in severe environments, requirements to 
chloride diffusivity are increasingly being used as a performance based speci fi cation 
for concrete durability. As a basis for the concrete quality control during concrete 
construction, however, the testing of chloride diffusivity is both time-consuming and 
elaborate. Therefore, for routine quality control measures, more rapid but also reliable 
methods are needed. Recent studies con fi rm that electrical resistivity measurement 
is a simple, reliable and rapid test method for quality control of concrete  [  1  ] . For all 
porous materials, the Nernst–Einstein equation expresses the relationship between 
the electrical resistivity and ion diffusivity. Based on this relationship, it is possible 
to calculate the diffusivity of the concrete by measuring the resistivity. Figure  1  
shows this relationship for a given type of concrete  [  1  ]   

 The electrical resistivity of the concrete is a very important material property that 
can be de fi ned as the resistance of the concrete against the  fl ow of an electrical cur-
rent through the concrete. Concrete has a resistivity varying substantially depending 
on a number of factors. The electrical current is carried by the dissolved charged ions 
 fl owing through the pore solution in the concrete. Therefore, all the factors such as 
water/cement ratio, cement type, pozzolanic admixtures, and degree of hydration 
that are affecting the pore structure of the concrete, are also affecting the electrical 
resistivity of the concrete. Environmental factors such as temperature and moisture 
conditions can also have a large impact on the electrical resistivity of the concrete. 
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 Although the resistivity method appears to be a very simple and convenient test 
method, several factors may affect the results of such testing  [  2  ] . To provide more 
information about some of these factors and to establish some simple procedures 
for a routine-based quality control of the electrical resistivity during concrete 
 construction, an experimental program was carried out.  

   Experimental 

 Experimental program was carried out based on two series of specimens. In the  fi rst 
series, concretes having the same water/cement ratio of 0.45 were produced and factors 
such as binder type, humidity, temperature were investigated. The details of these mix-
tures are given elsewhere  [  3  ] . In the second series, model mixtures containing only 
cement paste and coarse aggregate were produced. Because these mixtures do not 
contain  fi ne aggregates, it may be argued that these samples do not represent actual 
concrete. However, the effects of aggregate content and size can be clearly obtained 
on such samples. The electrical resistivities of concretes were measured by the two-
electrode method using external steel plates. These measurements were applied by use 
of a resistance meter with a frequency of 1 kHz. To ensure proper electrical connection 
between the concrete and the steel plates, wet cloths were inserted in between.  

   Results and Discussion 

   Environmental conditions 

 Moisture content and temperature are the two environmental factors that can change 
signi fi cantly even in the same day. Thus, these factors may affect the resistivity results 
obtained. Same concrete samples were tested in; saturated – surface dry, air-dry and 
oven-dry conditions. Effect of moisture on resistivity is shown in Fig.  2 . In addition, 
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specimens were kept in water at different temperatures and tested in saturated-surface 
conditions. Effect of temperature on resistivity is illustrated in Fig.  3 .  

 As seen from the  fi gure above, moisture content of concrete substantially affects 
the electrical resistivity of concrete. In air-dry state, the concrete have approxi-
mately 50% higher resistivity compared to saturated condition. Since the electrical 
current is carried by the ions  fl owing through the pore solution in the concrete, 
higher moisture content results in easier electrical  fl ow. Hence, the electrical resis-
tivity observed becomes lower. However, a reduced moisture content of the con-
crete may signi fi cantly increase the electrical resistivity. The sensitivity of 
resistivity to moisture content can be utilized in a structure in order to locate 
areas having different moisture contents. For quality control purposes, it is 
important to ensure the same moisture contents in different mixtures. As seen in 
Fig.  3 , temperature signi fi cantly affects the resistivity measured. As temperature 
increased, lower resistivity values are recorded. This change in resistivity may 
be due to ion mobility at different temperatures. To obtain reliable and compa-
rable data, it is important that the specimens have a de fi ned moisture condition 
and temperature.   

   Binder type 

 Concretes having the same mixture proportions but different binder types were 
tested at different ages. A natural pozzolan ground to two different  fi nesses and a 
blast furnace slag was used in the concretes. The electrical resistivity results 
obtained are shown in Fig.  4 . At the very early age, the resistivity of the concrete 
produced with only Portland cement was higher than the other mixtures. However, 
with increasing age the increase in resistivity is very limited compared to the mix-
tures produced with pozzolanic materials. The resistivity of the slag containing 
concretes increased very rapidly compared to that of the pure Portland cement, 
and thus by 28 days, the resistivity of the slag concrete was about three times more 
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than the reference mixture, and approximately 70% more than the ones with trass. 
It seems that the effect of the  fi neness of the trass on resistivity is small. Until the 
age of 28 days, resistivities of mixtures with different trass   fi nenesses were almost 
the same, but at 90 days, the one with  fi ner trass had slightly higher resistivity.   

   Aggregate size 

 Figure  5  shows the effect of maximum aggregate size on resistivity. In these series, 
same types of crushed stone with different particle sizes were mixed with cement 
paste to study the effect of aggregate size. Thus, specimens with crushed stone 
16-32 mm consisted of only cement paste and 16-32 mm aggregate and there is no 
 fi ne aggregate in these mixtures. Aggregate content also varied in these mixtures. 
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As the aggregate content increased, the resistivity also increased. For a given 
 aggregate content, the mixtures containing coarse aggregate of 16-32 mm had higher 
resistivity compared to the ones with 0-4 mm aggregate. The interface between 
cement paste and aggregate is more porous compared to bulk cement paste and due 
to its higher porosity, the resistivity of this region is lower. For the same volume, the 
total amount of interfacial zone is higher for  fi ne aggregates, which may be the 
 reason behind the lower resistivities recorded.   

   Aggregate type 

 As seen in Fig.  6 , aggregate type can also affect the resistivity of concrete. For 
aggregate contents up to 40%, it seems that the resistivity is not affected much but 
for higher amounts, the concretes containing gravel have lower resistivity. The 
higher resistivity in the crushed stone concretes may be an indication of the better 
aggregate – cement interfaces in these concretes.    

   Conclusions 

 Electrical resistivity is a convenient method for quality control purposes. Conditions 
such as moisture content and temperature of concrete should be the same in all the 
samples. Since mixture characteristic such as water/cement ratio, binder type or 
aggregate properties can affect resistivity signi fi cantly, special attention should be 
given in the comparison of different concretes.      
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  Abstract   The electrical resistivity of concrete is an important property in the 
 reinforcement corrosion kinetics, since this property and the oxygen access gov-
ern the process. Measurement of the electrical resistivity of concrete performed 
on the concrete surface using Wenner method (called the “super fi cial electrical 
resistivity of concrete” in Brazil) is nondestructive and can be rapidly performed 
in laboratory or in situ. However, this technique is not standardized in Brazil for 
concrete yet. There is a need to adapt test techniques and evaluation criteria estab-
lished and used in other countries, with proper justi fi cation. Thus, this paper aims 
at quantifying and discussing some parameters that in fl uence the measurements of 
super fi cial electrical resistivity as a contribution to the adoption of a test proce-
dure in Brazil. Investigatins included the in fl uence of the steel bar presence and 
the proximity to the edges of the concrete elements on measurements, as well as 
the evolution of the electrical resistivity with increasing hydration. Preliminary 
results show that it is necessary a minimum distance of 4 cm from the steel bar to 
avoid the interference of the reinforcement on the measurements; measurements 
made near the edges can provide more than 80% higher resistivity values; and that 
the electrical resistivity can increase more than 100% in 6 months due to the 
cement hydration process.  
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   Introduction 

 The importance of studying and quantifying the apparent electrical resistivity of 
concrete stems from the fact that this property, together with the oxygen access to 
the steel bars, constitute the two principal elements that govern the electrochemical 
process of the reinforcement corrosion  [  1  ] . 

 The super fi cial electrical resistivity of concrete can be measured by several 
means, but the Wenner method is the most frequently used. In this method, four 
equally spaced contact electrodes are placed on the concrete surface and a small AC 
current is applied between the outermost two electrodes. The resultant potential 
difference between the inner two electrodes is measured to obtain the resistivity. 
Measurements can be performed rapidly in laboratory or in situ using commercially 
available equipment in a nondestructive fashion since it is performed on the concrete 
surface  [  1  ] . 

 This paper presents part of a study that is being conducted by the authors that aim 
at identifying and quantifying the parameters that can in fl uence the measurements 
of electrical resistivity on the concrete surface. Considering the lack of a Brazilian 
standard to measure the super fi cial electrical resistivity of concrete, the authors 
hope that these studies will lead to the development or adoption of a measurement 
technique that will become a Brazilian standard.  

   Some Variables that In fl uence the Measurements 
of Super fi cial Electrical Resistivity 

   Presence of steel reinforcement 

 Previous research studies  [  2,   3,   4  ]  have revealed that the electrical resistivity 
measurements performed over steel bars provide erroneous results. According to 
RILEM  [  4  ] , the steel bars conduct current much better than concrete and they will 
disturb homogeneous current  fl ow. When measured over the steel bars, an arti fi cially 
low resistivity is typically obtained. Even if only one of the four electrodes is near a 
bar, current  fl ow will be far from ideal and erroneous results may be produced. 
The measured resistivity may be arti fi cially low or high, depending on which elec-
trode is near a steel bar. To minimize this effect, none of the measuring electrodes 
must be placed above or near the steel bars.  

   The concrete geometry 

 The current and potential  fi elds produced during Wenner resistivity measurement 
only lead to a correct value of resistivity if the measurement is performed in a semi-
in fi nite volume of material. When the dimensions of the concrete element being 
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examined are large in comparison with the Wenner electrode spacing  a , then the 
assumption of a semi-in fi nite geometry does not lead to signi fi cant errors. However, 
if the dimensions of the concrete element are relatively small, the current is con-
stricted to  fl ow in a different  fi eld pattern  [  2  ]  and this will result in an overestimation 
of the resistivity of concrete. It is recommended that the contact spacing ( a ) does not 
exceed 1/4 of the concrete section dimensions. The distance of the contacts from any 
element edge should also be at least twice the contact spacing  a , but the proximity of 
a contact to the end of an element can be ignored.  

   The cement hydration 

 The electrical resistivity increases with concrete age, i.e. with progress in cement 
hydration. Since the amount of evaporable water in a typical paste varies from about 
60% by volume at the time of mixing to 20% after full hydration, the electrical 
conductivity of the concrete should also be a function of time  [  5  ] .   

   Laboratory Investigation 

   Materials and methods 

 The laboratory investigations were performed on 9 concrete specimens with 25x25x65 
cm dimensions, each having one 12,5 mm-diameter steel bar with 2 cm cover depth. 
Ready-mix concrete was used, without additives, with 351 kg of cement/m³ (Portland 
CP-III-RS), water cement ratio = 0,54, slump = 6 ± 1 cm, mechanically compacted, 
and with compressive strength (tested at 28 days) = 23,2 MPa. 

 Commercially available equipment was used to measure electrical resistivity on 
the concrete surface. This equipment was based on Wenner method, with a current 
of 180  m A, frequency of 72 Hz, impedance of 10 MΩ, and was able to register resis-
tivity variations between 0 and 99 kΩ.cm ± 1 kΩ.cm; the space between the elec-
trodes was  fi xed at 5 cm. 

 Various tests were performed to quantify the in fl uence of the steel bar presence, 
the proximity to the edges, and the cement hydration process on the measurements 
of super fi cial electrical resistivity. 

  In fl uence of the steel bar presence . Measurements of the super fi cial electrical resis-
tivity were performed placing the Wenner probe over and parallel to the steel bar in 
the specimens (one measurement performed over the steel bar and other 16 per-
formed parallel to it). The distance from the bar was increased at 2 cm steps, as 
shown in Fig.  1 . Specimens were 91 days old at the time of measurements. 

  In fl uence of proximity to edges . Measurements of super fi cial electrical resistivity 
were performed at 2 cm and 5 cm distance from an edge (distant from the steel bar 
to avoid the steel in fl uence) on each specimen (Fig.  1 ), at 91 days of age. The 
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 measured values were compared with a reference value measured for each specimen 
at a location with minimum in fl uence from investigated parameters. 

  In fl uence of cement hydration . The resistivity measurements were repeated every 
month for 6 months to monitor the variation due to cement hydration.    

   Results and Discussion 

  In fl uence of the steel bar presence . Analysis of variance (ANOVA) was performed 
on the measured data. The analysis gave F 

0
  = 32,8 and F 

(0,05)
  = 1,67, which showed, 

with a con fi dence level of 95%, that the presence of the steel bar in fl uences the 
measurements of electrical resistivity of concrete. 

 Two reference measurements were performed far from the bar to minimize the 
in fl uence of the steel bar (Fig.  1 ). The average and the standard deviation of refer-
ence resistivity values obtained for all specimens are 24,8 k W .cm and 1,6 k W .cm, 
respectively For each specimen, an average reference value was determined and an 
acceptable variation band was de fi ned as  ± 20% . According to  [  4  ] , in any set of 
measurements on the same concrete in the same conditions, coef fi cients of variation 
of 10% are good and 20% must be considered normal. 

 All resistivity values obtained over the bar and at 2 cm distance from it were out 
of the admissible variation band (reference value ± 20%). The values over the bar 
were, on the average, 50% less than the reference value, and the values at 2 cm 

  Fig. 1    Measurement locations       
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 distance from the reinforcement were, on the average, 32% less than the reference 
value. Hence, it was experimentally veri fi ed that the measurements of super fi cial 
electrical resistivity of concrete performed over the steel bar (2 cm cover depth) and 
close to it (in this case, 2 cm from the 12,5 mm-diameter steel bar, at 91 days of age) 
are signi fi cantly in fl uenced by the conductivity of the steel bar. 

 Out of all measurements performed at 4 cm distance from de rebar location, 
measurement from three out of nine specimens produced resistivity values that were 
out of the asmissible variation band. Hence, its is considered that measurements 
performed at a distance closer than 6 cm to the steel bar location can be in fl uenced 
by the steel presence. In conclusion, it is recommended that resistivity measure-
ments be performed at a minimum distance of 4 cm from the steel bar, preferably 6 
cm, to avoid the in fl uence of the steel bar. 

  In fl uence of proximity to edges . The measurements performed at 2 cm distance 
from the edges resulted in values, on the average, 87% higher than the reference 
value, and those performed at 7 cm distance from the edges resulted in values, on 
the average, 25% higher than the reference value. 

 These differences demonstrate the error in the resistivity values measured close 
the edges of concrete elements. Based on this quantitative assessment, it is recom-
mended to keep a minimum distance of 9 cm from the edges so that no or minimum 
current escape from the Wenner probe takes place to result in erroneously high 
results. The results agreed well with the recommendation by Gowers and Millard 
 [  2  ]  to keep a distance of  2a  from the edges of a concrete element. Considering that 
 a  = 5 cm in this study, 2 a  = 10 cm distance recommendation agrees well with the 
minimum 9 cm distance recommended here. 

  In fl uence of cement hydration . The variation of the super fi cial electrical resistivity 
with time (or concrete age) due to cement hydration is clearly demonstrated in Fig.  2 . 
At 6 months of age, the electrical resistivity of concrete increased approximately 
110% in compared to that at 1 month of age.   
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  Fig. 2    Resistivity evolution to the  fi rst 6 months (mean values)       
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   Conclusions 

 Some parameters that affect the super fi cial electrical resistivity measurements on 
concrete surface were quanti fi ed and the following conclusions were drawn. 

 (1) The ANOVA con fi rmed that the steel bar presence in fl uences the measurements 
of electrical resistivity on the concrete surface. A distance of 4–6 cm from the 
bar location is recommended to avoid the steel in fl uence. 

 (2) The measured resistivity values at or closer than 7 cm distance from the edges 
were in fl uenced by the current escape from the Wenner probe. It is recom-
mended to keep a distance of  2a  from the edge to avoid this problem  [  2  ] . 

 (3) Electrical resistivity is strongly in fl uenced by the cement hydration process. 
The measured electrical resistivity increased more than 100% in 6 months. 
Reporting of measured values should take this fact into consideration and also 
report the age of concrete at the time of measurement. 

 (4) If the in fl uence of various parameters on the resistivity measurements can be 
accurately quanti fi ed through comprehensive experimental studies, then realis-
tic estimations of the electrical resistivity of concrete can be made even under 
the in fl uence of the investigated parameters 

 (5) It must be noted that only one cement type was used in this study, and only one 
steel bar was considered. Additional studies are necessary using other cement 
types, other exposure conditions, and the presence of more than one bar with 
different bar diameters for more accurate and reliable assessment.      
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  Abstract   The pore space of building materials can act as an accumulation space, 
as well as a free space for liquid or gas  fl ows. Such changes in material structure 
force substantial modi fi cation of its effective thermal conductivity and heat capac-
ity. The traditional methods of stationary analysis for the thermal conductivity and 
calorimetric measurements for the heat capacity are often inaccurate or quite not 
applicable to a lot of materials of practical importance. The paper demonstrates the 
original non-expensive non-stationary measurement device for thermal characteris-
tics of building materials, open to a reliable uncertainty analysis of all measure-
ments.  Its very simple structure, inspired by the “hot-wire” method, controlling the 
heat  fl ux generated into a layered structure, is compensated by the non-trivial com-
putational approach, based on the semi-analytical solution of initial and boundary 
value problems for corresponding differential equations of heat transfer. The numer-
ical discretization uses the Hermite  fi nite-element interpolation technique for the 
temperature  fi eld and its gradient in the Euclidean space and the Crank-Nicholson 
scheme in time. The required material characteristics are obtained as outputs from 
the least squares optimization, supported by certain iterative algorithm of the 
Newton type.  
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   Introduction 

 The complex analysis of thermomechanical behaviour of buildings requires, in 
addition to the evaluation of their static and dynamic response to external and inter-
nal loads, also the proper HAM (“heat, air and moisture”) analysis for all  load-bearing 
constructions, (typically porous) insulation parts and empty (partially furnished) 
rooms under quasi-periodic (day and year) climatic changes. Thanks to the porous 
material structure, liquid and gas  fl ows are allowed in most building parts. This 
analysis, based on the principles of classical thermodynamics, leads to the macro-
scale formulation of balance laws for mass, (linear and angular) momentum and 
energy (or enthalpy), exploiting available microstuctural information. Such formu-
lation can involve even phase changes, namely those occurring in the advanced 
phase-change materials for insulation layers, or those driven by chemical reactions 
in maturing silicate mixtures, especially in early-age concrete, with the aim of 
controlled volume changes, preventing tensions in material and related creation 
of micro- and macro-fractured zones. The resulting system of partial differential 
(or integral) equations of evolution of unknown  fi elds of temperature, moisture, 
displacements, etc., supplied by initial and boundary conditions, must be accompa-
nied by a set of  (algebraic or differential) constitutive relations. However, both its 
formal mathematical analysis and the design of robust and effective computational 
algorithms searching for sequences of approximate solutions contain a lot of open 
questions. 

 The quality of prediction of thermodynamic behaviour of materials and structures 
is conditioned by the realistic setting of material characteristics, coming from 
laboratory measurements and numerical simulations. Corresponding inverse 
mathematical problems are typically ill-posed and non-stable and require arti fi cial 
regularization, as discussed in  [  5  ] , p. 20; thus the careful arrangement of experi-
ments under very special (but realistic) conditions is needed.  We shall demonstrate 
that even the non-destructive identi fi cation of basic thermal characteristics of heat 
conduction for a building material specimen, macroscopically homogeneous and 
isotropic, is in general a serious problem, containing non-trivial mathematical 
considerations and iterative computational procedures. In this paper the least-square 
 fi nite element technique for parabolic equations, introduced in  [  2  ] , p. 367, will be 
applied; however, many alternative approaches can be found in the literature, 
referring to various optimizations methods – deterministic, evolutionary, stochastic, 
hybrid, etc.; their extensive overview is contained in  [  3  ]  and  [  11  ] . 

 The development of temperature in a material sample (as well as in whole build-
ing objects) is determined by the following characteristics, for simplicity (at least 
in some temperature range) considered as constants, required by most European 
standards: the material density  r , the heat conductivity  l  (which is important in 
terms of the material insulation ability) and the heat capacity  c  (characterizing 
material accumulation ability); alternatively  k  =   r  c . Since  r  can be detected easily, 
the aim of the identi fi cation procedure is to set  l  and  c  and to estimate the 
 uncertainty of such setting. The stationary measurements of  l  and  c  may not give 
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 reliable results, especially if  l  and  c  are time-variable, for building materials 
namely  during  hydration, moisture redistribution, etc. The non-stationary measure-
ment equipments (rather expensive), respecting the dynamic thermal behaviour of 
materials, i.e. the evolution of temperature  fi elds in time, use typically some sets of 
calibration materials. Both these approaches require the strict size and shape of the 
specimen and the laboratory measurement conditions, thus their applicability to 
non-classical materials is limited. The endeavour to develop some alternative non-
stationary identi fi cation methods of  l  and  c , both in technical physics and in engi-
neering branches (the frequency-domain method, the step-heating method, the 
hot-strip / hot-wire method, the infra-red photography approach, etc.) is docu-
mented in  [  1  ]  and  [  4  ] . The primary and inexpensive measurement device, prepared 
at the Faculty of Civil Engineering of the Brno University of Technology, comes 
from the hot-wire method, supported by the non-trivial mathematical analysis and 
MATLAB-based computations.  

   Measurement Equipment 

 The announced equipment consists of the following parts: the thick polystyrene 
insulation  W  

0
 , two aluminium plates  W  

1
  and  W  

2
  and a material specimen  W  

3
 , whose 

thermal characteristics are a priori unknown. All  W  
 i 
  with  i ∈{0,1,2,3} can be consid-

ered as domains in the Euclidean space  R  3  with (suf fi ciently smooth) boundaries 
 ∂  W  

 i 
 ; only the intersections of  ∂   W  

 i 
  with  ∂  W  

 j 
  for couples ( i , j ) from {(0,1), (0,2),(0,3), 

(1,2),(1,3)} are nonempty, whereas  ∂  W  
 i 
  with  i∈ {1,2,3} (as inner interfaces) belong 

to  ∂  W  
0
 , containing (in addition to such interfaces) the complete outer boundary  G  

0
  in 

 R  3 . The controlled heat  fl uxes are generated at  G  
1
 , a part of intersection of ∂   W  

1
  with 

∂   W  
0
 . The temperature is supposed to be constant outside the measurement system, 

thus also on  G  
0
 . The development of temperature in time is recorded simultaneously 

on  G  
1
  and on  G  

2
 , a part of intersection of  ∂  W  

2
  with  ∂  W  

0
 . Figure  1  shows the practical 

con fi guration of such measurement system at the Brno University of Technology 
(BUT) and a typical time progress of an experiment. Alternatively, e.g. for measure-
ments at massive structures in situ,  W  

2
  (with corresponding temperature sensors) 

can be removed.  
 The technical details of the original equipment of this type, built at BUT, has 

been described in  [  8  ] . However, its mathematical background by  [  9  ] , based on the 
modi fi ed semi-analytical Fourier method of solution of a non-stationary heat equa-
tion, supplied by boundary conditions of both Dirichlet and Neumann types (simi-
larly to  [  4  ] ), did not allow to construct suf fi ciently simple, stable and ef fi cient 
algorithm for the identi fi cation of   l  and  c ; the practical computations are limited to 
the one-dimensional simpli fi cation.  The revised approach, whose mathematical 
preliminaries are sketched in  [  10  ] , tries to remove or pre-eliminate boundary condi-
tions of Neumann type (as much as possible), to overcome above mentioned 
dif fi culties of the inverse analysis.  
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   Computational Support 

 For simplicity, following  [  9  ] , let us now consider only one domain  W  in  R  3  with the 
boundary  ∂  W : on its subset  G  a Dirichlet boundary condition is prescribed for any 
time  t  ≥   0 in the form

     ´=T T     

 where the symbol  T  
×
  refers to values of temperature  T  recorded in time (in practice, 

at selected discrete times) and on the rest  Q  of  ∂  W  similarly a Neumann boundary 
condition

     ν =grad ·T p     

 with known heat  fl uxes  p  and the outward unit normal  n  to  ∂  W . Introducing the nota-
tion (.,.) for scalar products in the Lebesque space  L  2 ( W ), analogously  á .,. ñ  

D
  for sca-

lar products in  L  2 ( G ) and   á .,. ñ  
N 

  for those in  L  2 ( Q ), the integral equation of 
non-stationary heat conduction, involving both boundary conditions, then reads

     
- F ¶ ¶ - F = F1( , / ) ( , ) ( )a T t B T G    (1)   

  Fig. 1    ( a ) Measurement device in the Laboratory of Building Physics of BUT: 1 thermal insulation 
 W  

0
 , 2 specimen  W  

3
 ,  3 heating plate  W  

1
 , 4 non-heating plate  W  

2
 , 5 wiring to temperature sensors, 

6 wiring to heating.  (b)  Experimental porous concrete specimen: measured temperature in °C on 
 G  

1
  (T_1) and  G  

2  
 (T_2), generated thermal  fl ux in W/m 2  on  G  

1
  (TF), both from 0 to 1000 s, heating 

from 0 to 600 s       

 



281Non-Stationary Identifi cation of Thermal Characteristics of Building Materials

 for any  F  from the subspace of Sobolev space  W  1,2 ( W ) satisfying  F =0 on  G . 
Moreover, here  a  =  l / k ,  b  = 1/ l  and

     ( , ) ( , ) · , ,NB T divgrad T grad TF = F - á F ñν    

    ( ) , · , .N DG b p grad T´F = áF ñ - á F ñν     

 The ideal aim is to  fi nd such  T  in  W   1,2 ( W ) that

     ν =grad ·T q     

 if heat  fl uxes  q  are prescribed also on  G . This is not a quite redundant condition 
because  a  and  b , derived from  l  and  c , are still unknown parameters. Howewer, the 
realistic requirement, based on the least squares technique, is the minimization of a 
function

     ½
1

( , ) gra d ( , )· , grad ( , )+ ·F a b bq T a b bq T a b= á + ñν ν    (2)   

 where  á .,. ñ  
I
  means a scalar product in the Bochner space of abstract functions  L  2 ( I , 

 W  1,2 ( W )) for a  fi nite time interval  I  starting from  t =0 (in practice, its evaluation is 
based on the rectangular rule exploiting the discrete measurement times). 

 For the discretization of ( 1 ) in any time from  I  the Crank-Nicholson scheme is 
utilized. Although no explicit form of an approximate solution of ( 1 ) is available, 
the  fi nite element decomposition of  W  applying cubic Hermite polynomials as 
basis functions enables us to evaluate (in discrete points and times) both  T  and 
grad  T  directly as functions of  a  and  b ; for all technical details see  [  9  ] . If  Q  is 
empty then  T  in ( 2 ) depends, thanks to the missing  fi rst additive term in  G ( F ) 
from ( 1 ), only on  a , not on  b , which simpli fi es all calculations. This can be reached 
also in our realistic con fi guration with  W  

 i 
 ,  i ∈{0,1,2,3}, but only in the one-dimen-

sional idealization. Having some rough estimate of  a  and  b , we are able to mini-
mize  F  from ( 2 ) using the Newton iteration algorithm. The same algorithm can 
be adopted, as sketched in  [  10  ] , to the uncertainty analysis of identi fi ed   a  and  b  
by  [  6  ]  (variance-based sensitivity analysis, Sobol indices), or  [  11  ] , p. 10 (proba-
bilistic measures, Karhunen-Loève or polynomial chaos expansions) and p. 25 
(Bayesian approach). 

 The generalization of ( 1 ), ( 2 ), etc., to a realistic geometrical measurement 
con fi guration brings some technical dif fi culties and formally complicated formu-
lae, coming from the pre-elimination of interface heat  fl uxes from  W  

0
 ,  W  

1
  and  W  

2
 , 

but no disaster in our approach. The dependence of  T  on  b  (unlike that on  a ) is 
always linear, thus the Newton iterative solver remains effective. However, the cor-
responding MATLAB-based software package is still in progress. Figure  2  pres-
ents a simple numerical example, demonstrates the robustness of the iterative 
algorithm: even if  visible differences between measured and numerically simu-
lated heat  fl uxes at both  G  

1
  and on  G  

2
  occur, the algorithm results in the best least 

squares approximation due to ( 2 ).   
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   Conclusions 

 We have demonstrated the development of an inexpensive and robust non-destructive 
measurement device for basic thermal characteristics, based on the non-trivial mathe-
matical analysis of direct and inverse heat transfer problems. The future work should 
pay attention namely to the uncertainty analysis and to the proper identi fi cation or 
suppression of in fl uences of all physical processes active in the measurement system. 

 The research has been supported by the Czech research project MSM 021630511 
and by the project of BUT speci fi c research FAST-S-10-17.      
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  Abstract   This paper presents an inverse method used to determine the thermal 
 diffusivity and the cover thickness of a reinforced beam. The steel reinforcement 
bar was heated with an induction heating device and surface temperatures were 
recorded with an infrared camera. Then, a numerical modelling was developed in 
order to simulate the surface temperature. An alternate difference implicit algorithm 
was used to solve the thermal transfer equation. The method was implemented in an 
inverse problem that leads to the identi fi cation of the thermal diffusivity and the 
cover thickness. A study of the sensitivity functions revealed that both parameters 
can be simultaneously estimated during the heating phase. The computational 
results are in good agreement with reference values.  

  Keywords   Civil engineering • Concrete • Induction • Inverse method 
• Thermography      

   Introduction 

 Infrared thermography is a non-destructive technique widely used in NDT to 
detect defects in the subsurface region of materials. Active infrared techniques 
have been applied to civil engineering since less than 10 years with quantitative 
results  [  1  ] . The induction thermography is generally applied to the detection of 
metallic piece cracks  [  2  ]  and also of CFRC broken  fi bres or delaminations  [  3  ] . In 
case of reinforced beam, induction allows to the armature heating of the beam 
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without any contact. The aim of this paper is to present an active method to evaluate 
simultaneously thermal diffusivity and thickness of cover mortar of a beam speci-
men using inductive infrared thermography. The inductor supplies a square power 
pulse of 10 minutes duration. The diffusion of this internal dissipated heat leads 
to a variation of the surface temperature  fi eld which is recorded with an IR camera. 
Then, a numerical model is developed in order to simulate the surface temperature 
evolution. It is implemented in an inverse scheme that leads to both parameters 
identi fi cation.  

   Experimental Set up 

 The experimental set-up is shown in Fig.  1 . Specimens are placed on the arms of a 
heating system based on an electromagnetic inductor. The IR camera is monitored 
by a computer. The thermograms are given by a CEDIP Silver 220 camera equipped 
with a 320x240 pixels InSb detector. The camera placed at a distance of 2 meters far 
from the system, provides a  fi eld of view of the heated area. The thermograms are 
recorded at a frame rate of 0.2 Hz during the warming-up and the cooling down 
processes during and after the induction heating.    

   Specimen 

 A 1.5 meter long mortar beam with a 0.1 meter square section has been poured. 
For that purpose, an ordinary mortar was designed using 450 kg/m3 of Portland 

  Fig. 1    Experimental set-up       
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cement CEM II 32,5R and 350 kg/m3 of 0/5 mm siliceous sand with a 0.55 W/C. 
A 12mm diameter metallic bar, coaxial with the beam longitudinal axis was 
inserted as reinforcement. The mortar has been used in this  fi rst study because of 
its homogeneity.  

   Heating unit 

 The main advantage of the inductive heating is to be a non-contacting method. The 
metallic parts to be heated do not need to be connected with wires to an electric 
generator. The inductor has a U shape and is made with resonant LC circuit tuned at 
a 50 Hz frequency. The inductor coils generates a magnetic  fi eld which is closed by 
the metallic bar of the beam.  

   Numerical Method  

   Numerical modelling 

 The temperature evolution can be obtained by solving the fundamental equa-
tion  [  4  ] : 

     α
¶ ¶ ¶

+ + =
¶¶ ¶

2 2

2 2

( , , ) ( , , ) 1 1 ( , , )
( , , )

T x y t T x y t T x y t
g x y t

k tx y    (1)   

 Where T is the time dependent temperature at each location. k is the thermal 
conductivity [W.m -1 .K -1 ]. g(x,y,t) is the rate of heat generation per unit volume 
[W.m -3 ] and over time.  a  is the thermal diffusivity [m 2 .s -1 ]. It’s de fi ned as being the 
ratio of thermal conductivity to volumetric heat capacity ( r C 

p
 ). 

 In order to solve equation (1) a modelling of the beam is realised. ADI (Alternate 
Difference Implicit) method has been chosen. This method is assumed to be stable 
and substantially computer cost savings  [  5  ] . A 2D simulation of the heat transfer 
within the section of the beam has been carried out. Due to the two symmetry axis 
of the beam section only a quarter can be meshed. A schematic drawing of the 
meshed section of the beam is shown Fig.  2 . The number of elements in the mesh 
is 50x50.  

 The modelling is completed by two kinds of boundary conditions (i.e. convection 
heat losses with the external environment and adiabatic conditions at the symmetry 
planes) see  Fi g.  2 . 

 The thermophysical properties are allocated to the following domains : 

 For x  £  a and y  £  a,  l = l  
steel

  and  a = a  
steel

  
 For a < x  and a < y,  l = l  

mortar
  and  a = a  

mortar
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 The temperature initial condition is de fi ned as follows:

     0at t=0s;T(x,y,0)=T     

 where T 
0
  is the ambiant temperature.   

 During the simulation, the heat dissipation waveform is a square pulse of unity 
amplitude. Due to the induction process, the real value of the dissipated power is 
complicated to evaluate. It is the reason why we use the linearity of thermal transfer 
by considering surface normalized temperature.  

   Inverse procedure 

 The  fi rst step of the inversion procedure consists in the calculation of the beam 
 surface temperatures. Then, the simulated normalized temperature (T 

simulated
 ) is 

 compared to the normalized experimental value measured with the infrared cam-
era (T 

measured
 ). A error function f is expressed as being the root mean square error 

between measured and simulated normalized temperatures. In this case, the  inversion 

  Fig. 2    Diagram of the meshing associated with the ADI method       

   Table 1    Thermophysical properties of materials used for numerical simulations   

    Density [kg.m -3 ]   l  [W.m -1 .K -1 ]    C 
p
  [J.kg -1 .K -1 ]   a  [m 2 .s -1 ] 

 Mortar  2300  1.67  800  9.07 x 10 -7  
 Rebar  7900  54  440  1.55 x 10 -5  
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procedure is an optimization process that leads to the identi fi cation of a set of 
parameters which allows to minimize the following function (3).

     
( ) ( ) ®å�

N 2i i
1 2 measured simulated

i=1

1
f p ,p , , = T -T Min

N    (2)   

 The normalized temperature is a non linear function of the unknown parameters. 
Here, the minimization is performed using the Nelder-Mead iterative method  [  6  ] .  

   Sensitivity study 

 A sensitivity study has been performed. Its purpose was to de fi ne the in fl uence of 
each system parameter and to optimise the choice of the time interval to be retained 
for identi fi cation goal. The surface temperature sensitivity function X 

pi
 (t) to the 

parameter  
pi
  is obtained using the relation : 

     
¶ ¼ ¼

=
¶

1 2 1 2( , , , , ) / ( , , , , )
( )

/
n n

p
i i

T p p p t T p p p t
X t

p p
   (3)   

 Here p 
i
  = h 

g
 ,  l  

mortar
 ,  l  

steel
 ,  a  

mortar
 ,  a  

steel
 , and cover thickness “e” 

 Figure  3  shows the evolutions of temperature sensitivity functions for the  fi rst 
1000s of the experimentation. Their comparative study and a complementary para-
meter correlation analysis inform that the thermal diffusivity and the cement thickness 

  Fig. 3    Temperature sensitivity to parameter functions       
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can be simultaneously estimated during the surface heating up phase. Thus, the 
[100-600s] time interval was held for this purpose.    

   Results and Discussion 

 Figure  4  shows the normalized evolution of the temperature at a point situated on 
the longitudinal axis of the beam surface. The simulated temperature after opti-
mization process is superimposed. A good agreement can be observed. In this 
test, the thermal diffusivity and the thickness of the mortar cover are respectively 
 a  = 7.1x10 -7  m².s -1  and e= 41.8 mm. The same procedure was 10 times repeated on 
adjacent points of the beam axis. The mean value for the estimated thermal diffusivity 
is  a  = 7.08x10 -7  m².s -1  and the corresponding variation coef fi cient is 2.5%. The ref-
erence value of this parameter is  a  = 7.30x10 -7  m².s -1 . It has been evaluated in parallel 
with an improved method. The cover mortar thickness mean value is 41.3mm. In this 
case, the variation coef fi cient is less than 2%. It is in a good agreement with the 
theoretical value (44.0mm) if we take into account the location rebar uncertainty.    

   Conclusion 

 An inversion procedure has been carried out in order to simultaneously determine 
the thickness of cover mortar and its thermal diffusivity. This method is based on a 
 fi nite differences modelling of a quarter of the section beam. Comparison between 

  Fig. 4    Optimized and measured normalized temperatures       
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experimental results and reference values shows good agreement. Further tests on 
concrete beams will be carried out soon. These  fi rst studies led in a laboratory 
should be applied to others geometries such as those encountered in civil engineer-
ing works. In future works, the thermal diffusivity variations could be correlated 
with the quality of concrete or pathologies.      
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  Abstract   This contribution deals with the extensive measurements of the air 
permeability using TPT (Torrent Permeability Tester), of the water permeability by 
GWT (German Water Tester) and ISAT (Initial Surface Absorption Test) methods. 
The measurements were complemented with the determination of compressive 
strength. By the combination of these methods and their evaluations, it is possible to 
obtain the data enabling an assessment of the concrete cover quality from the 
viewpoint of durability on the high level of relevance.  

  Keywords   Covercrete • Durability • Gas and liquid permeability • Pore structure      

   Introduction 

 In the last decades, the professional community has been increasingly concerned 
with the degradation of concrete due to the effects of harmful substances in the air, 
chemical substances and climatic conditions on the reinforced or prestressed 
concrete structures. The mentioned impact of these and a number of other in fl uences 
will manifest themselves in deterioration of the surface layer after some time. 
The surface layer becomes a passage for the substances causing degradation of 
the structure. The degradation manifests itself by changing of a porous structure 
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of this layer, primarily causing the development of micro-cracks and later also of 
macro-cracks that enable the penetration of degrading substances to reinforcing steel. 
A number of experts agreed on the fact that the current state of the pores and cracks 
in the surface layer is best represented by its permeability. For measurements and 
evaluation of the air and water permeability various instruments were used  [  1  ] . 
At the Institute of Building Testing of the Faculty of Civil Engineering, BUT Brno, 
for more than six years there have been used a Torrent device (TPT)  [  2  ]  for air 
permeability test, and a GWT device of the Danish company German to measure 
water permeability. The tests are supplemented with the Initial Surface Absorption 
Test, ISAT,  [  3  ]  standardized in the British Standard BS 1881-208.  

   Experimental Procedures 

   Materials 

 A concrete mixture was composed of cement CEM I 42.5 R (430 kg), sand 0/8 mm 
(860 kg) and coarse aggregates 8/16 mm (910 kg). Water was dosed so the 
workability of fresh concrete measured by a slump test reached the value of S3 
according to the Czech Code ČSN EN 206-1. Volume density of fresh concrete 
was 2350 kg/m 3 , concrete C40/45.  

   Manufacturing and curing of specimens 

 For the tests were manufactured following specimens: cubes 150/150/150 mm, 
cylinders Ø 150/300 mm, prisms 100/100/400 mm and tiles 300/300/80 mm. These 
specimens were made for various times of actual hydration at lengths of 2, 3, 14, 28 to 
90 days. Before each measurement and potentially also after it, the actual moisture 
content was measured with a capacity hygrometer and the specimens were also 
weighed. On the cubes and cylinders the volume weight and compression strength 
were determined in the de fi ned times.  

   Research signi fi cance 

 The purpose of the experimental works was to obtain data about how the limited time 
of hydration would in fl uence the monitored characteristics of concrete. After one day 
of setting and hardening in the forms covered with a sheet, the test specimens were 
dismantled and the hardening continued under normal laboratory conditions. It was 
expected that the limited time for the formation of hydration products would effect the 
development of the porous structures of the specimens and thus also the properties 
of concretes. After the de fi ned time the prisms and tiles were given into a oven of 
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105 o C temperature for 48 hours. After removal, the specimens were left in the 
laboratory condition for 2 hours, weighed and then the de fi ned properties were tested. 

 It was supposed that in the hot environment without moisture, the process of 
hydration would almost stop and the porous structure formed until then would not 
basically change.   

   Measuring Devices 

   Air permeability 

 Air permeability was measured by a device Torrent Permeability Tester (TPT) - Fig.  1 . 
The test consists in measuring the  fl ow of air into the inner chamber of the TPT 
device. The device works in connection with the vacuum pump and creates vacuum 
in the specimen. The basic features of the device are a two-chamber vacuum cell and 
a pressure regulator that provide the air  fl ow into the inner chamber oriented per-
pendicularly to the surface of the tested structure. The result of the measurement is 
the coef fi cient of air permeability  k  

 T 
 .  10   -16   expressed in m 2 . The quality class of the 

concrete cover from the viewpoint of durability is given in Table  1   [  2  ] .     

  Fig. 1    Scheme of TPT 
device       

 Quality of covercrete  Index   k  
 T 
  [10 -16  m 2 ] 

 Very bad  5  >10 
 Bad  4  1.0–10 
 Mid  3  0.1–1.0 
 Good  2  0.01–0.1 
 Very Good  1  <0.01 

   Table 1    Classi fi cation of 
concrete cover [2]   
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   Water permeability 

 Water permeability was determined by a device GWT, which measures the amount 
of water absorbed by a de fi ned surface using pressure water with an overpressure 
of 0.2 bar, Fig.  3   [  3  ] . The volume of absorbed water is compensated, at the deter-
mined intervals, by the same volume of a steel spike inserted into the measuring 
chamber with water. Thus, a permanent water overpressure is maintained in the 
chamber. The test ends by taking out the whole spike and recording the time neces-
sary for taking the spike out. On the basis of the Darcy’s law, the permeability 
coef fi cient  k  

 LD 
  in mm/s was calculated and subsequently the coef fi cient of internal 

permeability k 
 1 
 .  10   -16   in m 2  was determined. The value of internal permeability of 

the concrete cover hereby calculated is considered, in the professional literature and 
in a number of European standards, as one of the basic criteria for the evaluation of 
concrete durability.  

   Initial surface absorption tester 

 The test is based on a similar principle as the GWT method. The concrete surface of 
the specimen is wetted by pressure water with an overpressure of 0.2 bar through a 
de fi ned area of the chamber. The amount of water absorbed by the surface is measured 
after 10, 30 and 60 minutes in a gauged capillary tube placed in a horizontal position 
0.2 m above the measuring chamber level (Fig.  5 ). The volume of water is 
expressed in ml/m 2 /s and the classi fi cation is given in Table  1 .     

   Results 

   Air permeability 

 The values of the air permeability coef fi cients  k  
 T 
  measured in the tested time 

periods are shown in Fig.  2 . The measurements were performed on the top 
surfaces of the tiles and subsequently on their bottoms. The differences were 
negligible. All the measurements were done after the drying up the tiles at 105 °C 
and subsequent tempering at 20–22 °C for two hours. Concretes older than 14 days 
showed almost consistent values of the coef fi cient  k  

 T  
 . The higher-order value of the 

air permeability coef fi cient of the concrete whose hydration was interrupted 
after 48 hours by placing the tiles in an oven is probably caused by the lack of 
water in the developing system of pores. Since every particles of cement are not 
hydrated, the porous structure is more permeable to air. The character of the pores 
will be different when compare with the pores of a substantially better and longer 
hydrated concrete.  
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   Water permeability 

 Figure  4  shows the dependence of the water permeability coef fi cient on the period of 
concrete maturing. The course of the dependence demonstrates that also in this case 
the coef fi cients k 

1
  were different. The difference of the porous structure manifested 

  Fig. 3    Device GWT       
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itself in the higher values of the water permeability coef fi cient in concretes with the 
interrupted hydration. However, the differences are smaller than in the tests of 
air permeability using TPT, since this method is of less sensitivity. In connection 
with durability, it is possible to apply the German standard DIN 1045 for concrete 
structures, which considers only the concretes with the internal permeability k 

1
  lower 

than 1.10 -16  m2 as durable.   
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  Fig. 5    Device ISAT       
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   Initial surface absorption 

 Figure  6  shows the dependence of the amount of absorbed water on the age of 
evaluated concrete. The dependence trend is largely similar to the behaviour 
of similar dependences in the TPT and GWT tests. Table  2  shows the values of 
water absorption according to Levitt in the form of ISAT values and the depths 
of minimum reinforcement cover for an exposure of 10, 25 and 50 years, depending 
on the climatic conditions.        

   Conclusion 

 The presented results of air and water permeability tests (see Table  3 ) have proved 
that the water suf fi ciency for hydration is crucial especially in the initial stage. All 
the three permeability tests proved that during the setting and hardening of con-
crete, different porous structures with the pores of various sizes were probably 
developed. The TPT method proved to be the most competent because of its high 
sensitivity of the measurements. It was demonstrated by the intense decreasing 
of the coef fi cient  k  

 T 
  (Fig.  2 ). With the help of Table  1  it is possible to estimate the 

resistance of the concrete cover against the degrading effects. The size, distribu-
tion and overall volume of the pores were determined on tested concretes together 
with the permeability tests. The pores were evaluated by “spacing factor” method. 
A signi fi cant part at the permeability determination is the actual water content in the 
pores of concrete cover. The more the water evaporates, the higher values of per-
meability are measured. At present, a model for transformation of the measured 
values to the contractual moisture weight 3% is designed. This moisture is mostly 
typical at measurements “in situ”.      
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  Abstract   This paper presents the effect of freezing-thawing on self consolidating 
concrete (SCC) that contains different percentages of  fl y ash (FA) and air entrain-
ing agents (AEA). The effect of freezing-thawing on concrete is assessed on the 
basis of the change in the dynamic modulus of elasticity. The dynamic modulus of 
elasticity is determined from both ultrasonic pulse velocity and resonant frequency 
tests. An in-house resonant frequency test apparatus was developed using an accel-
erometer and a data acquisition system. During the development of the test appara-
tus, structural eigenvalue analysis was also utilized to understand if the correct 
modal frequency of cylindrical test specimens is detected or not. The dynamic 
modulus of elasticity is then used to compute the durability factor of SCC speci-
mens that are subjected to freezing-thawing cycles. The relationship between dura-
bility factor – FA – AEA content was evaluated, and the highest degree of reduction 
in durability factor was observed at mixes including maximum FA content, and no 
AEA and maximum AEA content. Furthermore, when FA was used in the range of 
certain limits, it was observed that SCC specimens were resistant to freezing- 
thawing cycles.  
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   Introduction 

 Self consolidated concrete (SCC) can be placed and compacted under its own weight 
with little or no vibration effort  [  1  ] . The main reasons for the employment of SCC 
and the advantages of SCC are; improving the durability of concrete, reducing 
the construction time and labor cost, eliminating the need for vibration, reducing the 
noise pollution, improving the  fi lling capacity of high congested structural members 
and facilitating constructability and ensurance good structural performance  [  2,   3  ] . 
Although signi fi cant amount of research has been carried out regarding the fresh 
properties, mix design, placing methods and strength of various SCC mixes, only 
very limited amount of work has been done to assess the durability performance of 
SCC.  [  4–  9  ] . By observing the reduction in its permeability, those studies have pos-
tulated that SCC has better durability properties  [  2,   10  ] . When concrete is subjected 
to the freezing-thawing cycles which are one of the most major durability problems, 
and if it is in saturated condition, those cycles lead to expansion of the water in the 
capillary pores of concrete and cause great internal stresses, causing a reduction in 
its durability. The effect of freezing-thawing on concrete is assessed on the basis of 
the change in the dynamic modulus of elasticity and durability factor. 

 The objectives of this paper were to develop a tool to determine the resonant 
frequency of concrete specimens which is used to non-destructively evaluate the 
freeze-thaw durability of concrete, and to evaluate the effectiveness of the content 
of the  fl y ash and the air entraining admixtures in the freeze-thaw durability of self 
consolidating concrete.  

   Experimental Program 

   Materials 

 Throughout the study, in all mixtures a normal Portland cement CEM I 42.5R (PC), 
which correspond to ASTM Type I cement and low lime  fl y ash (FA) was used. 
Crushed limestone was used as for the  fi ne and coarse aggregate. Two types of 
coarse aggregate had speci fi c gravity of 2.68 and water absorption of 0.42% and 
0.52%, respectively. The  fi ne aggregate had a speci fi c gravity of 2.67 and water 
absorption of 0.75%. In all concrete mixtures, a polycarboxylic-ether type super-
plasticizer with a speci fi c gravity of 1.09 and an air entraining admixture with a 
speci fi c gravity of 1.02 and pH of 10 was also used.  

   Mixture proportions 

 Within the scope of the experimental program, ten concrete mixtures were prepared. 
The control mixture included only the Portland cement as a binder, and named as 
AE0-FA0 which means that there is no air entraining agent and  fl y ash. The remaining 
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mixtures had different  fl y ash contents of 15%, 30% and 45% by weight of PC. 
For all the mixtures, the total amount of cementitious material (PC+FA) and super-
plasticizer (SP) content (1.3% of cementitious materials by weight) were kept 
constant. However, the air entraining agent (AE) changed from 0.08% to 0.30%. 
As the FA and air entraining admixture interaction affected the amount of air 
entrainment, three levels of air entrainment were considered (none, moderate 
and max) de fi ned according to added air entraining agent. According to this 
classi fi cation mixtures 1-4 are classi fi ed as none AE, mixtures 6, 7 and 9 are 
classi fi ed as moderate AE, and mixtures 5, 8 and 10 are classi fi ed as maximum AE 
mixes. Since the SCC characteristics such as slump  fl ow diameter, V-funnel time 
were expected to be obtained, water was gradually added to the mixtures and there-
fore the water to cementitious ratio (w/cm) was not kept constant and changed from 
0.27 to 0.33.  

   Freezing-thawing test 

 In this study, the SCC cylinder specimens were freezed and thawed in air and the 
temperature of the specimens was lowered from 4 to -18 °C and raised from -18 to 
4 °C in 3 hours by using the climate test cabinet. The concrete specimens were 
removed from the cabinet at each 30 cycle to determine the relative dynamic modulus 
of elasticity by using the resonant frequency method. The test was continued until 
the relative dynamic modulus of elasticity values of the specimens reached 60% of 
the initial modulus or 700 cycles whichever was reached  fi rst. 

 In order to determine the resonant frequency of concrete specimens, a tool was 
developed following ASTM C 215  [  11  ] . In the test, the accelerometer was installed to 
the cylinder concrete specimen with silicone coating and attached to the data acquisi-
tion system. A small diameter steel ball was used as the impact source in the test. The 
ball was hit onto the top surface of a cylindrical specimen, and the accelerometer 
measured the vertical motion. According to this setup, the data were recorded from 
the data acquisition system and both the amplitude-time and amplitude- frequency 
graphs were obtained. From the amplitude-frequency graph, the peak value which 
shows the resonant frequency value of the concrete specimen was obtained.   

   Results and Discussion 

 In this study, the resistance of SCC specimens to freezing-thawing was evaluated 
through traditional freezing-thawing test. Traditional freezing-thawing test depends 
on computing the durability factor obtained by measuring the resonant frequency 
values of the specimens from the amplitude-frequency graph. The dynamic modulus 
of elasticity of each concrete specimen was calculated at initial condition, and for 
each 30 freezing-thawing cycles. In Fig.  1 , resonant frequency values of each mix 
for each 30 freezing-thawing cycles are given. As seen from the  fi gure, for those 
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mixes that do not contain any air-entrainment the initial resonant frequency values 
are higher. As the air-entrainment level is increased there is a reduction in the initial 
resonant frequency of the concrete simply because of the increase in the porosity 
leading to a decrease in the modulus of elasticity. Moreover, except for the mix that 
does not contain any air entrainment and maximum amount of  fl y ash, most of the 
mixes are resistant to freezing and thawing cycles.  

 The durability factor was computed using the resonant frequency values of the 
specimens according to the following equation proposed by ASTM C 666  [  12  ] .
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  Fig. 1    Resonant Frequency Test Results       
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 where  DF  is the durability factor,  P  is relative dynamic modulus of elasticity at 
 N  cycles in % (measured at each 30 cycles), and  M  is speci fi ed number of cycles at 
which the exposure is to be terminated and in this study,  M  was chosen as 700 since 
freezing-thawing test was conducted to 700 cycles. 

 The relationship between durability factor and  fl y ash and air entraining agent 
content was also evaluated and it is given in Fig.  2  a ,  b ), respectively. As seen 
from the  fi gure, the highest degree of reduction in durability factor was observed 
at mixes including maximum  fl y ash content, and no air entraining agent and 
maximum air entraining agent content. Furthermore, when  fl y ash was used in the 
range of certain limits, it was observed that SCC specimens were resistant to the 
freezing-thawing.   

   Conclusion 

 In this study, the effectiveness of  fl y ash and air entraining admixtures in the freeze-
thaw resistance of self consolidating concrete was evaluated and for this purpose, 
durability factor of each mix was computed. 
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 At the end of the study;

   An increase in the  fl y ash content decreased the effect of air entraining agent due • 
to the unburned carbon contained in the  fl y ash since the unburned carbon absorbs 
a portion of the air entraining agent, which limits its ability for producing the 
needed stable air bubbles.  
  The highest degree of reduction in durability factor was observed for mixes • 
including maximum  fl y ash content and no air entraining agent because of the 
lack of a suf fi cient air void system and a weak microstructure before the start of 
freeze-thaw cycles. Additionally, when  fl y ash was used in the range of certain 
limits, it was observed that SCC specimens were resistant to the freezing-thawing 
cycles because of the lowered permeability properties.         
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  Abstract   The most used measurement is undoubtedly the measurement of porosity 
accessible to water. The relationship between concrete mixtures, porosity and 
ultrasonic velocity of concrete samples measured by ultrasonic NDT is investigated. 
This experimental study is interested in the relations between the ultrasonic velocity 
measured by transducers of 49.5mm [1,98in.] diameter and with 54 kHz frequency. 
Concrete specimens (160 mm [6,3in.] diameter and 320 mm [12,6in.] height) are 
fabricated with concrete of seven different mixtures (various W/C and G/S ratios), 
which gave porosities varying between 7% and 16%. Ultrasonic velocities in 
concrete were measured in longitudinal direction. Finally the results showed the 
in fl uence of ratio W/C, where the porosity of the concretes of a ratio W/C  ³  0,5 
have correctly estimated by ultrasonic velocity. The integration of the concretes 
of a lower ratio, in this relation, caused a great dispersion. Porosity estimation of 
concretes with a ratio W/C lower than 0,5 became speci fi c to each ratio.  

  Keywords   Admixture • Concrete • Correlation • Porosity • Ultrasound      

   Introduction 

 It is indicated that the ultrasonic velocity decreases and ultrasonic attenuation 
increases as porosity increases  [  1  ] . Hernandez et al.  [  2  ]  have obtained evaluations of 
porosity by non destructive tests. Their evaluation is based on the micromechanical 
model established by Jeong and Hsu  [  3  ] . However, this model requires many 
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 para meters, which can be unknown and the precision would require knowledge of 
the granulometry. Marc Goueygou  [  4  ]  has also worked to connect the ultra-
sonic properties to the porosity and the permeability of the mortars. This study 
showed the dif fi culty to obtain precise evaluations of the ultrasonic parameters, 
caused by the variability of studied materials. This work focuses in measure poros-
ity on seven concretes of different mixtures (water/cement W/C, gravels/sand G/S) 
to establish the in fl uence of mixture on porosity and thereafter on the ultrasonic 
velocity in the concrete. Consequently to estimate concretes porosity.  

   Materials and Experimentation 

    Concrete’s mixtures  

    The materials used for the different concretes are:  

  a silicocalcareous sand rolled SCr. (0/4mm),  • 
  two gravels crushed lime stones CC (5/15mm and 15/25mm)  • 
  two rolled silicocalcareous gravels SCr. (5/15mm and 15/25mm)  • 
  cement CEM II-A 42.5    • 

 Seven compositions of concrete are used in this study (table  1 ), while varying the 
gravels/sand ratios (G/S) and water/cement (W/C). The tests were carried out on 
cylindrical samples 16/32  [  5  ]  after curing in water for 28 days.   

    Measurement of ultrasonic velocities  

 Ultrasonic velocities were measured by an ultrasonic tester 58-E0048 (Controls 
mark) including transducers of 54 kHz frequency and diameter D=49.5 mm  [  6  ] .  

    Measurement of porosity  

 The most-commonly used method for characterization is undoubtedly the measure-
ment of porosity accessible to water. This simple method is used for a variety of 
mortar, cements pastes or concrete and is considered as the base of any microstruc-
tural characterization or evaluation of the durability properties of a material. 
Porosities were determined according to the procedure recommended by the 
AFREM  [  7  ] .   
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   Results and Discussion 

    Ultrasonic velocities  

 The length of the course is thus 320 mm (sample’s length) and transverse dimension 
is 160 mm, this is higher than the minimum value required by the standard  [  8  ] . 
The ultrasonic velocities were determined by measurements of the course time for 
a series of three samples for each mixture (Table  2 ). The samples remained in water 
until complete saturation with 20°C. That avoids the dispersion of the results caused 
by the variation of samples hygrometry.    

 Figure  1a  represents the evolution of the ultrasonic velocity with ratio G/S. 
One may observe that this relation is very uncertain (V=172.76 G/S+ 3212.3, 
R 2  =0.07). The fact of considering only the concretes with a same ratio W/C led 
to precise this relation (V=955,28 G/S+ 2448.9, R 2  =0.85) ( Fi g.  1b ). It can be make 
the same comment for the evolution of velocity with ratio W/C ( Fi g.  2a ). The relation 
is precise for concretes presenting very close ratios G/S ( Fi g.  2b ). It can be thus 
concluded that to estimate properties like porosity (or even strength) correlated to 
ultrasonic velocity through concretes it is necessary to know one of the essential 
mixture factors (G/S, W/C and total aggregate to cement ratio A/C).  

    Porosity Measurement  

 Three samples for each mixture were used and the porosity of the different concretes 
is given by Table  3 .  
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  Fig. 1    Evolution of the velocity (effect of G/S)       

   Table 2    Ultrasonic velocity measured of the different concretes   

 Concrete  B1  B2  B3  B4  B5  B6  B7 

  G/S   1.32  1.22  0.65  1.90  1.91  1.84  1.84 
  W/C   0,42  0,42  0,42  0,60  0,63  0,5  0,5 
  V  (m/s)  3842 ± 205  3459 ± 101  3093 ± 115  3264 ± 190  3145 ± 100  3792 ±24  3736 ± 77 
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 From a ratio W/C=0.42 to 0.50, there is an increase in the porosity of 27% (for a 
same ratio G/S). Whereas all compositions included, an increase in W/C of 50% 
(from 0.42 to 0.63) are re fl ected by an increase in the porosity of 58% (from 10.26% 
to 16.22%). The porosity of the concrete is deduced from the loss of the water mass 
after passage to the drying oven (105°C) and stabilization of the samples mass. 
The effect of the mixture variation on the evolution of the concretes porosity is 
discussed below.  

    Effect of the concrete mixture on porosity  

 One should observe that the highest values of porosity are obtained for the ratio 
W/C=0.63 (Table  3 ). The concretes B6 and B7 which present the same composition 
(Table  1 ), except for the gravel nature (peastone “silicocalcareous natural round 
gravel” for the B6 concrete and crushed gravel “calcareous” for the B7 concrete), 
present similar porosities. The porosity of the concrete B6 (12.43%) is slightly 
lower than that of the concrete B7 (13.06%). This minimum difference is equivalent 
to the variation of measurements (5%).  

 If the seven concretes tested are considered, it is noticed that porosity is 
much less in fl uenced by G/S ratio ( Fi g.  3a ) that by W/C ratio ( Fi g.  3b ). Then if 
concretes with same W/C ratio are considered (W/C=0.42 for example), it is noted 
an increase in the porosity of 44% for a reduction of 50% of G/S ratio.  
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  Fig. 2    Evolution of the velocity (effect of W/C)       

   Table 3    Porosity of concretes   

 Concrete  B1  B2  B3  B4  B5  B6  B7 

  G/S   1.32  1.22  0.65  1.90  1.91  1.84  1.84 
  W/C   0.42  0.42  0.42  0.60  0.63  0.50  0.50 
  Porosity (%)   8.42 ± 1  10.62 ± 0.4  12.12 ± 0.9  15.49 ± 0.2  16.22 ± 0.5  12.43 ± 0.8  13.06 ± 0.1 
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    Relations between the ultrasonic velocity 
and porosity  

 The velocities acquired are well correlated to porosities. It should observe that 
correlation coef fi cient approach to 1 for ordinary and  fl uid concretes (W/C = 0.5, 
0.6, 0.63) ( Fi g.  4a ). Therefore, one may conclude that porosities can be deduced 
from ultrasonic velocities for concretes with a ratio W/C   ³   0.5.  

 The correlations become less precise by integrating in these relations the con-
cretes with a smaller ratio W/C ( Fi g.  4b ). What seems to con fi rm the inability of the 
ultrasounds to qualify the high performances concretes  [  8  ] . There is a porosity 
non accessible to the water, which represents the unconnected pores. This porosity 
is much lower than the  fi rst but when the porosity accessible to water decreases 
(for W/C < 0.5) the relationship between the two types of porosity increases 
what can in fl uence the relations “velocity – porosity”. By  fi xing the ratio “W/C”, 
even for values lower than 0.5 (W/C=0.42 for example), porosity of concrete can be 
evaluated by measuring the ultrasonic velocity. In this case, the relation becomes 
speci fi c to each W/C ratio.  

 The regression curves for a ratio W/C=0.42 give the evolution of porosity 
with velocity for various G/S ( Fi g.  5 ). The increasing ratio G/S results in an 
increase of ultrasonic velocity and a reduction of porosity. This tendency 
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should be checked for other ratios “W/C”.”, the remaining concretes “W/C=0.5 
and W/C=0.6” have only two ratios “G/S”” and thus do not allow to have regression 
curves with two points.   

   Conclusion 

 In this study various concrete mixes have been considered in order to have different 
values of the porosity. The increase of W/C or the decrease of G/S ratio led to an 
increase in porosity, the nature of the gravel (B6 and B7) has a smaller in fl uence on 
porosity with a difference lower than 6% between crushed and natural round aggre-
gates for the same composition. 

 The relations between ultrasonic velocity and porosities of the concretes are 
described by linear relations for concretes with a ratio W/C  ³  0.5. They become less 
precise by integrating in these relations the concretes with less W/C ratio. By  fi xing 
the W/C ratio, even for values lower than 0.5, we can estimate porosity from veloc-
ity. This relation always remains of linear type. 

 Finally, one can conclude that porosity estimation can be obtained, with accept-
able accuracy, from ultrasonic velocity for ordinary or  fl uid concretes (W/C  ³  0.5). 
For the concretes with a ratio W/C < 0.5, the relation becomes speci fi c to each W/C 
and correlations are necessary for each W/C ratio.      
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  Abstract   This paper presents state-of-the-art information on the theory and 
application of nondestructive testing (NDT) techniques used for assessing alkali-
silica reaction (ASR) in concrete. The focus is on the application of both linear and 
nonlinear acoustics (LA and NLA) for detecting ASR. Previous studies have shown 
that LA methods are less sensitive to early detection of damage in concrete and 
reliable interpretation of their results depends on the initial condition of the 
concrete. In contrast, NLA are more sensitive to early cracking and may distinguish 
ASR from other types of damage. The fundamental concepts of LA and NLA and 
their application to concrete for detecting ASR are presented with a critical review 
of their capabilities and limitations.  

  Keywords   Alkali-silica reaction • Concrete • Cracking • Linear acoustics 
• Nonlinear acoustics      

   Introduction 

 A large number of concrete structures are affected worldwide by ASR. It is well 
known that ASR causes global expansion of concrete and may lead to various crack 
networks throughout the structure. Maintenance and rehabilitation of these structures 
require conducting regular and detailed assessment of the concrete conditions; 
and numerous methods (destructive test or DT, and nondestructive test or NDT) 
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are available. DTs commonly are expensive, provided limited information, and 
time-consuming. For instance, for detecting propagation and intensity of ASR in a 
hydraulic structure, several cores should be drilled through the depth in order to have 
a complete view about ASR damage. NDTs have progressively been developed 
for concrete despite an inherently heterogeneous of this material; it is because of 
bene fi ts of NDTs in comparisons with DTs  [  1  ] . Relative success in application 
of NDTs encourages monitoring damage mechanisms in concrete. In the following 
sections, a review will be provided on the research work conducted on application 
of NDTs, especially both LA and NLA, in early age detecting ASR and tracking its 
progression.  

   NDT and ASR 

 Alkali–silica reaction (ASR) is a complex reaction that altered certain forms of 
silica (microquartz, chalcedony, etc.) and leads to the formation of a swelling gel. 
This expansive product generates a crack network from the aggregates through 
the cement paste, reducing concrete stiffness and other mechanical properties. 
The gel can partially or totally  fi lled the cracks and, therefore, in fl uence the concrete 
response to external excitation, such as stress wave or vibrations. 

 Various NDT techniques were introduced by ACI 228.2R-98  [  2  ]  to evaluate 
the quality and the integrity of concrete. Among existing techniques, thermo-
graphy  [  1  ] , electrical resistivity  [  3  ] , and acoustic-based methods (both linear 
and nonlinear methods)  [  3–  16  ]  have been mostly used to detect ASR-damage in 
concrete. Thermography is mostly a qualitative method and is successful for 
locating surface or subsurface defects (such as honeycomb or delamination) 
because it measures surface temperature  [  1  ] ; therefore, it is not well suitable for 
detecting damages in depth. Electrical resistivity has been tested to assess ASR 
damages because ASR gels may change electrical properties of concrete; however 
Rivard and Saint-Pierre  [  3  ]  reported no clear relation between the extent of ASR 
damage and electrical resistivity, mainly because, the latest parameter is highly 
dependent on concrete humidity. Ground penetrating radar (GPR) can be another 
approach for ASR monitoring; but there are two main restrictions for its appli-
cation  [  1  ] : a) GPR generates pulses of electromagnetic waves and is very sensitive 
to dielectric constant of concrete pore water; b) in reinforced concrete, strong 
re fl ections from steel bars can obscure weaker re fl ections from other re fl ecting 
interfaces such as ASR microcracks. Acoustic methods, by producing stress 
waves in concrete, have been widely used to monitor the integrity of concrete 
against damage mechanisms. Linear wave attenuation and ultrasonic pulse velo-
city  [  4  ]  are two linear acoustic (LA) methods that have been commonly used 
to monitor ASR. However, nonlinear approach (NLA) appeared to be more 
sensitive to ASR damages  [  5-  16  ] ; Harmonic generation, frequency modulation, 
and resonance frequency shift are three common methods of nonlinear acoustic. 
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This method has been successful in many applications, and will be discussed in 
the following section.  

   Linear and nonlinear acoustics 

 Acoustic methods generate mechanical elastic waves. Low amplitude waves of 
LA are not able to induce enough deformations in the medium that would modify 
the elastic properties of materials. LAs, current NDT methods widely used in the 
 fi eld work, are capable commonly of discriminating high levels of damage  [  9  ] . It is 
only after the stage when there are dense accumulations of small fractures or larger 
cracks, that any of the linear acoustic methods can reliably detect defects  [  5  ] . At this 
point, defects are usually large and signi fi cant, and it is often too late or too costly 
to repair the structure. In fact, concrete is a nonlinear material and damage also 
increases in nonlinear way; therefore LAs have not been very successful in detecting 
early age damage. NLAs, which have been newly run in concrete and cementitious 
materials, are much more sensitive to early age microdefects  [  14-  16  ] . NLA methods 
generate relatively high amplitude waves and are capable of inducing local deforma-
tions that modify concrete mechanical properties. For instance, it causes opening/
closing of microcracks. Such defects are intrinsic (e.g. intergrain contacts) or 
associated with damage mechanisms  [  6  ] . 

 The nonlinear elastic response of materials containing damage is far greater 
than in sound materials. Due to this nonlinearity, waves generated in concrete can 
distort, create accompanying harmonics, and merge with other waves of different 
frequency; moreover, under resonance frequency, the waves shift as a function of 
drive amplitude  [  8  ] . The degree of these changes in initial waves directly depends 
on the amplitude of wave. The nonlinear waves are not independent and their 
interaction produces additional frequencies. In general, linear acoustics analyzes 
every change in phase and/or amplitude of a signal, i.e. scattering, re fl ection and 
absorption, while the frequency is assumed to remain constant. This is different 
for nonlinear acoustic methods because it investigates the effect that every damage 
or  fl aw has on the modulation of the frequency of a signal sent throughout the 
material. Figure  1  compares the sensitivity of nonlinear and linear acoustics in a 
 fi ber-cemented slate  [  9  ]  showing that NLA is more sensitive than LA.  

 NLA considers the nonlinearity of concrete and cement based materials much 
smaller than linear term; it is of order 10 -5 -10 -9  in dynamic experiments. These 
materials exhibit fast dynamic behaviors, hysteresis and end point memory effects, 
which have been explained by “nonlinear nonclassical effects”; and also by slow 
dynamic behaviors  [  10  ] . This nonclassical nonlinear behavior highly dominates the 
nonlinear response of concrete in the mesoscopic scale because it is a heterogeneous 
and microcracked material, and is described by Preisach and Mayergoyz’s nonlinear 
hysteresis and end point memory model or P-M space  [  11  ] . In opposite of fast 
dynamic, which is related to decrease of the elastic modulus with increasing 
wave amplitude, slow dynamic relates the slow, logarithmic in time, recovery of 
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initial elastic properties after the disturbance; it is in order of 10 3 –10 4 s for micro-
cracked or damaged materials  [  12  ] . Kodjo  [  6  ]  applied the concept of slow dynamic 
to detect ASR and showed that the viscoelasticity brought by ASR gel extend 
the time respond of material during conditioning. This time response increased from 
400s for samples damaged by mechanical loading to 1400s for those damaged 
by ASR.  

   ASR Experiences with Acoustic Methods 

 There have been some experiences conducted to detect ASR damages by LAs in 
both laboratory and  fi eld experiences. The previous work by Saint-Pierre  et al .  [  4  ]  
showed that the sensitivity of ultrasonic pulse velocity is too low to monitor damages 
created by ASR in lab samples. Instead, the results showed linear wave attenuation 
is more sensitive to ASR damage. In another study by Rivard & Saint-Pierre  [  3  ] , 
similar results were observed for pulse velocity; however, the linear resonant 
frequency was a little more sensitive. Sargolzahi  et al .  [  13  ]  dealt with the application 
of both LA and NLA methods for monitoring ASR in laboratory concrete mixtures. 
The results showed no signi fi cance changes in pulse velocity up to expansion 
levels around 0.09%. However, the nonlinear frequency shift and harmonic genera-
tion increased more than 3 times and around 2 times, respectively for the same 
expansion levels. 

 Chen  et al .  [  14  ]  have used nonlinear impact resonance acoustics to show the shift 
in resonance frequency for mortar samples made with highly reactive aggregates. 
Mortar bars were excited with different energy levels of mechanical impacts in 

  Fig. 1    Comparing sensitivity of linear parameters with nonlinear one  [  9  ]        
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order to have resonance frequency in different perturbation levels. The mortar bars 
were exposed to high alkaline solution and the measurements were continued up 
to 6 days. Despite early age sensitivity of nonlinear parameters to ASR expansion, 
no change was observed in linear parameters. In others experiences, Chen  et al . 
 [  15,   16  ]  used frequency modulation method to monitor early age ASR in mortar 
specimens. With this attempt, a high frequency and continuous sinusoidal wave 
was generated in the sample and then, a low frequency wave was produced by a 
mechanical impact. The nonlinear modulation of the two waves of different fre-
quencies produces sidebands at the location  f  

 1 
  ±  f  

 2 
  in the frequency domain; the 

results con fi rmed rapid changes in nonlinear parameters due to ASR progression. 
 Among the nonlinear acoustic techniques that appear to be promising for the 

detection of cracks/microcracks in concrete, only a few are applicable in both 
laboratory and  fi eld because their implementation is time-consuming or may cause 
various problems. A novel nonlinear acoustics has been used by limited literature 
to characterize damages associated with ASR  [  7  ] . This is a simple method that 
consists in quantifying the in fl uence of an external mechanical impact on the propa-
gation of an ultrasonic compressive wave. A sudden mechanical impact opens the 
microcracks and causes a reduction in the ultrasonic pulse velocity. The effect of 
the impact is attenuated by gradually closing the microcracks; and simultaneously the 
pulse velocity returns to its initial value. Kodjo et al.  [  7  ]  showed there is a relation 
between phase variation, amplitude, and nonlinear parameter. The ultrasonic waves 
are modi fi ed by the mechanical excitation, leading to non linear phenomena like 
phase shift. The results show that the rate of change in nonlinear parameter is much 
higher for the ASR-damaged specimens compared with the sound specimen. 

 NLAs, especially the last case, reveal high potential for monitoring ASR damage 
in concrete. Nonlinear wave interaction, involving a mix of low and high frequen-
cies, appears to be a good candidate for  fi eld inspection. It is worthy to consider 
that, alone, the high frequency waves are not applicable due to the high attenuation 
of these frequencies. Moreover, factors such as high density reinforcement, different 
levels of humidity, porosity, low frequency waves generated by a dynamic loading 
like traf fi c can in fl uence the accuracy of the results. For instance, Payan  et al .  [  8  ]  
showed nonlinear parameters decline suddenly when the water saturation increases 
from 0 to 20% but no signi fi cant changes were observed for water saturation from 
20% to 100%. However, Kodjo found that moisture content in concrete has a strong 
effect on some non linear indicators, such as shift frequency and harmonic generation. 
This issue has to be investigated deeper.  

   Conclusion 

 Above review shows that nonlinear interaction of an elastic wave with a low 
frequency and high amplitude may be a good approach for nondestructive evalua-
tion of in-service concrete structures. NLAs have already proven capability in 
detecting early age ASR damage by exhibiting a signi fi cant sensitivity. However, it is 
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necessary to understand the in fl uence of some internal and external parameters such 
as presence of steel bars, external loading and stress, porosity, water saturation on the 
nonlinear parameters. This is the main challenge for applying nonlinear techniques 
for  fi eld inspections and future works would be aimed at studying the in fl uence 
of some of the interfering factors in order to make NLAs applicable in the  fi eld 
applications.      
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  Abstract   Fibre-concrete structures have many advantages compared to standard 
reinforced concrete, for example, higher strength and higher tensile strength of 
 fi bre-concrete. However,  fi bres are often incorrectly distributed in structure during 
their manufacture. Wires are often clustered, which reduces the overall homogeneity 
as well as the quality of  fi bre-concrete structures. The aim of the research team of 
the workers from three technical universities in the Czech Republic was to develop 
an objective method of control that would allow establishing the homogeneity of 
wire distribution in  fi nished  fi bre-concrete structures.  

  Keywords   Fibre-concrete structures • Wire distribution homogeneity• Non-
destructive testing • Quality control • Radiography      

   Introduction 

 Concretes reinforced with distributed steel reinforcements ( fi bres) are known as 
 fi bre-concrete. Recently, thanks to well-known physical and mechanical properties 
of  fi bre-concrete, there were very often the attempts of designers, and namely 
investors, to utilize this kind of materials for support structures. It has come to light 
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that the applications of  fi bre-concrete in such structures lead to the economic 
success. 

 A homogeneous structure of  fi bre-concrete is one of the most important fac-
tors to secure the reliability of such  fi bre-concrete structures. If the homogeneity 
of  fi bre-concrete is not observed, the material has different properties in various 
parts of the structure (for example, tensile strength), which can lead to the defects 
in the structure (generation and development of cracks). The relevant lower reli-
ability of the structure which is caused by unequal distribution of  fi bres (wires) 
in concrete volume can lead to damage of the property as well as the safety and 
the human lives can be jeopardized. Hence it is necessary to secure the effective 
control of the  fi bre-concrete homogeneity in ready support  fi bre-concrete 
structures.  

   Homogeneity of  Fi bre-concrete Structure 

 The prerequisite of the homogeneity of  fi bre-concrete used in support structures 
is to observe the principles of  fi bre-concrete technology. This is based on design-
ing the proper  fi bre-concrete composition, where so-called aeration of aggregate 
mixture with  fi bres must be taken into account for a higher density of  fi bres, and 
furthermore, the correct procedure of production technology of fresh  fi bre-
concrete production and the determination of the proper consolidation of concrete 
during concrete works of  fi bre-concrete structure must be considered. For the 
detailed description of the individual phases of  fi bre-concrete technology, see for 
example  [  1  ] . 

 It is not dif fi cult to assess the  fi bre-concrete homogeneity in fresh samples taken 
 during concrete work. However, more complicated task is to  fi nd information about 
the  fi bre-concrete homogeneity built in the support structure. Additionally to bore-
hole sampling and their analyses, it is necessary to  fi nd out other methods - the tests 
which would give the reliable information about the material homogeneity. One 
method which satis fi es such requirements is radiography which has been developed 
at the laboratories of the Institute of Building Testing, Brno University of Technology, 
Faculty of Civil Engineering in Brno. This institute cooperates very closely in its 
development with the experts from the Czech Technical University in Prague and 
the Technical University of Ostrava.  

   Radiographic Control Method for  Fi bre-concrete Homogeneity 

 Radiography belongs to the non-destructive testing methods (NTM) which 
 provide the testing of the internal material structure without its damage. This 
method has been successfully tested in civil engineering during radiography of 
reinforced concrete structures, and additionally during tendon injection control 
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in the structures made of pre-stressed concrete. There is an assumption that this 
method can be applied even for the  fi bre-concrete homogeneity control. Although 
the radiogram information capability is excellent, radiography has a number of 
limitations. For example, only the subjects and materials with a certain limited 
thickness which is dependent on the x-ray energy can be tested. Voltage of about 
160 kV is used under usual conditions which can be applied for the concrete 
samples with a thickness of up to 100 mm. The higher thicknesses can be irradi-
ated with a higher energy; however, the resolution of material details will be 
remarkably lost. Finally, the strict safety provisions must be observed during 
radiographic control.  

   Design and Production of Experimental Samples 

 The authors realized the experiment in which they assessed the homogeneity of 
 fi bre-concrete with respect to the  fi bre distribution in the volume of concrete sam-
ples. A series of concrete samples with different densities of  fi bres was prepared: 
0.0 % (A-0-C), 0.5 % (A-1-C), 0.75 % (A-2-C), 1.0 % (A-3-C), and 1.25 % (A-4-
C). The TRI-TREG  fi bres with a length of 50 mm were used. In total,  fi ve  fi bre-
concrete samples were used. The samples were made in the moulds with dimensions 
of 300x300x150mm. Such dimensions were selected so that the samples can be 
handled, and at the same time, they must be suf fi ciently large enough to avoid 
so-called “wall effects” during the processing of  fi bres. However, such prepared 
and selected samples were not possible to expose directly to x-rays (due to high 
thicknesses). Hence, the samples were divided into smaller parts which were, 
additionally to radiography, subject to other non-destructive methods. Always two 
control plates with dimensions of 150x150x75 mm were cut for radiography. Such 
dimensions of the control plates can determine the  fi bre layout with a suf fi cient 
precision in the selected area (with dimensions of 150x150 mm and irradiated 
thickness of 75mm). The plates were subsequently x-rayed on radiographic  fi lms in 
the cassettes with voltage of 125 kV at the x-ray tube. 

 Even if  fi bre-concrete radiography was used earlier  [  2  ] , an objective method 
should be found based on today’s assessment which would be able to analyse 
quantitatively the radiograms much better regarding their quantity and orientation 
of  fi bres. The image processing method has appeared as a satisfactory method.  

   Image Analysis 

 The x-ray images of the test samples were digitized by means of a desk scanner 
which was provided with a glass lid for scanning the positive and negative  fi lms. The 
images with 300 dpi resolution in the TIFF format were generated which were  further 
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processed by means of the Matlab Image Processing Toolbox and NIS Elements 
packages. The line objects ( fi bres) were detected in each of analyzed images (see 
Fig.  1 a) by means of the image processing method; the image was converted by 
“thresholding”  [  3  ]  into a binary form (white  fi bre objects on the black background; 
Fig. 1 b), and then, the central axes of  fi bres displayed as the lines with a thickness of 
1 pixel (Fig.  1 c) were generated. Only lines which were positioned in the directions 
of 0°, 45°, 90° and 135° were successively separated in the image of the central axes. 
The total length of lines was measured in each direction. The results of determination 
of the preferred  fi bre orientation in concrete were expressed in the rose diagrams 
(Fig.  2 ). It is obvious that the horizontal  fi bre orientation in the plates prefers, which 
is caused by intensive vibration during consolidation of the test samples.   

 The next parameter which can be determined by the image analysis is a volume 
percentage of  fi bres in concrete. This parameter was approximately estimated from 
the area percentage of  fi bres in the image. The area percentage was measured in the 
binary images (Fig.  1 b). The values found are shown in Table  1 . The measured value 
was compared with that of the calculated quantity of  fi bres in the control samples 
(150 x 150 x 75 mm), that is, 270 pieces for 0.5%, 404 pieces for 0.75 %, 540 pieces 
for 1.0 % and 674 pieces for 1.25 %. For comparison the results were plotted in the 
chart, see Fig.  3 . It is evident that both curves for mass concentration from 0.00 to 
0.75 % are consistent (the dependence of the area portion of  fi bres on the concentra-
tion corresponds to the curve of the real  fi bre number versus the mass concentration). 
If this value was exceeded the superposition of  fi bres displayed would occur (for 
the control thickness of 75 mm), and the quantity of wires in the sample cannot be 
simply evaluated by this method.    

   Conclusion 

 The questions of  fi bre-concrete homogeneity veri fi cation in support structures must 
be studied, and the new, more precise and simple methods should be developed than 
now available. A combination of radiography and the image analysis is described in 

  Fig. 1    The image processing for determination of the volume percentage and orientation of  fi bres 
in concrete: a) initial x-ray image of  fi bre-concrete sample, b) binary image (white objects of  fi bres 
on black background), c) central axes of  fi bres (line with thickness of 1 pixel)       
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  Fig. 2    The graphic representation of the preferred  fi bre orientation in the samples of the tested series       

   Table 1    The volume percentage of  fi bres in the concrete samples determined by the image analysis   

 Sample with indicated 
 fi bre concentration in 
[wt % ]  A-0-C 0 %  A-1-C 0.5 %  A-2-C 0.75%  A-3-C 1.0%  A-4-C 1.25% 

 Area percentage of 
 fi bres  [vol. %] 

 0  18  27  32  36 

this contribution. Their application for homogeneity control in  fi bre-concrete has 
been tested by the authors at the present days, and according to the results obtained, 
this method seems to be very perspective. However, other methods are also 
tested which are used to test the magnetic properties of  fi bres. Also, the geo-radar 
application seems to be very perspective. 
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  Fig. 3    The dependence of the area percentage of  fi bres in the image on the volume  fi bre concen-
tration in  fi bre-concrete as well as on the real number of  fi bres in the control samples (150 x 150 
x 75 mm)       
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  Abstract   Acoustic Emission (AE) technique gained increasing interest in the last 
two decades as monitoring methodology and as assessment tool for safety and reli-
ability evaluation of reinforced concrete structures, historical and masonry buildings. 
However a widely accepted analytical instrument for AE data handling and interpreta-
tion is still missing. Cluster and discriminant analysis have been recently applied to 
classify AE patterns and to identify damage modes. Aim of this paper was to develop 
a cluster analysis procedure devoted to identify cracking mechanisms in concrete 
structures. Unsupervised methods, k-means as well as Principal Component Analysis 
and Self Organizing Map, have been used as analytical instruments. A procedure 
aimed to remove environmental AE noise has been also proposed.  

  Keywords   Acoustic emission • Clustering analysis • Concrete • Damage mecha-
nism • Deterioration      

   Introduction 

 AE techniques were recently introduced in the  fi eld of civil engineering where the 
development of reliable and affordable tool for monitoring and damage evaluation of 
reinforced concrete structures is becoming a pressing demand. Most of the analytical 
methodologies nowadays applied in this  fi eld derive from those ones developed for 
testing and evaluation of composite materials. Among others the determination of the 
nature of AE sources is one of the main target of AE data analysis. It is in fact realistic 
to consider that an AE signal contains some feature representations of the source in 
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such a way that direct correlation exists between the damage mechanisms and the 
magnitude of the various AE parameters. Consequently, each signal can be considered 
as the acoustic signature of a damage mode. Multi-parametric analysis using many 
AE waveform parameters should be therefore necessary to improve the identi fi cation 
of damage modes. 

 Pattern recognition has been proposed as a suitable multi-variable technique for 
the classi fi cation of AE events  [  1  ] . When the type of damage mechanisms is known 
in advance the supervised pattern recognition is used as in the K-Nearest Neighbours 
method (K-NN  method)  [  2  ] .  The term unsupervised pattern recognition is, on the 
other hand, used to describe the complete methodology consisting of procedures for 
descriptors selection, cluster analysis and cluster validity, when no information on 
the attended clusters is available. A popular unsupervised clustering method is the 
 k -means algorithm  [  3  ] . 

 The dimension reduction of large data sets can be instead obtained by means of 
the Principal Component Analysis (PCA) which is a classical method of multivariate 
statistics  [  4  ] . PCA involves a mathematical procedure that transforms a number of 
possible correlated variables into a smaller number of uncorrelated variables. Neural 
network procedures also have been successfully adopted to numerically separate dif-
ferent classes of data, among other the Kohonen’s Self-Organizing Map (SOM)  [  5  ] . 
The main characteristic of the Kohonen algorithm is its ability to develop feature 
maps corresponding to the distributions of vectors in the input set and to organize the 
data in topologically coherent maps  [  2  ] . The combination of AE multi-parametric 
analysis and neural networks, in the form of a Kohonen’s self-organizing map, was 
successfully employed to discriminate signals origina ting from different damage 
types  [  6  ] . The result of the Kohonen algorithm is the so called U-matrix whose rep-
resentation is a topological map showing the different classes of input signals. The 
‘U-matrix’ shows distances between neighbouring units and thus visualizes the clus-
ter structure of the map. 

 One of the main concern in the analysis of AE data is however noise removal. 
Environmental noise is a important aspect in the application of AE technique on real 
structures. AE noise could be a consequence of external acoustic sources induced 
for example by car traf fi c or electromagnetic interferences. Clustering procedures 
could be successfully applied in noise reduction  [  7  ] . 

 Aim of this paper is to describe some procedures, including noise removal tools, 
speci fi cally developed by the authors for AE data cluster analysis and aimed to identity 
different damage modes in reinforced concrete structures under loading conditions.  

   Experimental and results 

   Clustering procedures for AE signals 

 When large datasets of AE signals are collected it is too costly, from a hardware 
point of view, to record all the raw AE signals (i.e. voltage vs time history for each 
sensor). More commonly signals are reduced to a numbers of patterns describing the 
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signal themselves. We divided such patterns in three main groups: in the  fi rst group 
we considered the amplitude, counts, duration, rise-time and energy patterns that 
are calculated by the acquisition system from the input raw AE wave. In the second 
group statistical patterns calculated on the AE hits population such as historical 
index and severity  [  8  ] , the RA value and average frequency  [  9  ]  were included. 
The last group included variables such as time, sensor identi fi cation and external 
variables such as loading condition and so on.  

 A multi-step procedure is here described aimed to identify homogeneous clus-
ters of AE signals to be related to speci fi c damage conditions (e.g. tensile or shear 
cracking, micro cracking or macrocracking) on the basis of the adoption of a 
12 variables dataset. A hardware  fi ltering of the data was generally performed at the 
level of data recording in order to cut off low amplitude noise by means of a high 
pass  fi lter set between 40 and 42 dB. 

 Then the procedure included the following steps:

   Clustering noise remover  • 
  Dependent Variable remover  • 
  Damage Analysis    • 

 The scheme of clustering methodology is reported in  Fi g.  1 .   

   Clustering noise remover 

 By means of a k-means and hierarchical clustering procedure the clusters related 
with environmental noise, characterized by uncorrelated signi fi cant amplitude events 
(not removed by band pass  fi lter) were identi fi ed.  Hierarchical clustering  refers to 
the formation of a recursive clustering of the data points: a partition into two clusters, 
each of which is itself hierarchically clustered. A dendrogram, a bi-dimensional 
diagram which shows the subdivisions of clusters at each successive stage of analysis, 
was here adopted The information were then compared with a non-hierarchical 
clustering approach,   k-means algorithm , to allow a most reliable identi fi cation of 

  Fig. 1    Scheme of the procedure for noise removal and data clustering       
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the cluster number, to identify the lack of homogeneity in the variables dispersion and 
to classify further noise events. The de-noised AE signals were still characterized by 
groups of correlated variables; to allow data comparison with different scales, loga-
rithmic values were used instead of their natural values, afterwards a normalization 
procedure was applied on the data matrix.   

   Dependent variable remover 

 Aim of the third step was the reduction of the dimensionality of the data. The 
 principal component analysis (PCA)  is a useful procedure to retain the nature of 
the original variables, but to reduce their number. In a multivariate data it removes 
extraneous or redundant variables, which increase unproductively the dimensionality 
of data, to simplify the subsequent multivariate analysis. PCA, performed on the 
de-noised data, evidenced the relevancies and interdependencies between vari-
ables favouring the possibility to  fi nd important underlying patterns in the data.  
The criterion adopted in the variables reduction was connected to the evaluation of 
variance percentage. In our case 75% of total variance was evaluated and that led to 
identify only three principal components. The results were then compared with the 
correlation matrix to verify interdependencies between the original variables in a 
correlation-coef fi cient matrix. In the matrix all the diagonal values have a value of 
one because all signals are perfectly correlated with themselves. Non-diagonal 
values close to one indicate that the corresponding variables are highly correlated, a 
threshold value of 0.80 was set for this study.  

   Damage analysis 

 The remaining uncorrelated data was  fi nally processed by the Kohonen’s self-
organizing map algorithm, which allowed to identify the characteristics of AE 
hits in speci fi c clusters (e.g. high amplitude and low rise-time, with high load con-
ditions) and therefore allowing to evidence a relationship between AE signals and 
damage mode.   

   Noise reduction optimization and cluster validation 

 In order to improve data clustering reliability and to reduce subjectivity in noise 
removal a modi fi ed procedure was adopted as reported in  Fi g.  2 . In this new pro-
cedure k-mean clustering was adopted in a second time and by using the principal 
components resulting from PCA, instead of the original variables. The number of 
resulting clusters was subsequently subjected to a validation procedure  [  10  ] . Then a 
further noise removal step was performed to remove “noisy” cluster. In this case our 
aim was to remove environmental noise related to a high number of spurious events 
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recorded on daylight time, so clusters including an extremely high number of daylight 
events (e.g. 97-98%) were removed. Then a new PCA analysis and clustering valida-
tion was performed iteratively until no more clusters including a high number of day-
light events was observed. The so  fi ltered data were  fi nally used as input for Kohonen’s 
self-organizing map algorithm and for severity – historical index maps. An example 
of Kohonen’s map obtained on AE data recorded from a post-tensioned concrete 
beam tested under increasing loading  [  11  ]  is reported in  Fi g.  3 .  

   Conclusions 

 Cluster analysis procedures were applied to acoustic emission technique to identify 
cracking modes in concrete structures under loading condition. Two different clus-
tering procedures based on the adoption of k-means algorithm as well as Principal 
Component Analysis and Self Organizing Map algorithms have been proposed. 

  Fig. 2    Scheme of the improved procedure for noise removal, data clustering and clustering 
validation       
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A procedure based on cluster analysis was developed to remove AE noise signal. 
Results obtained up today are highly promising, even if further improvements of the 
algorithms and the development of a validation procedure are still required.      
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  Abstract   Nowadays, light-weight concrete  (lwc ) is increasingly used in construction, 
namely  lwc  with aggregates of expanded clay type called Liapor. It is often neces-
sary to perform tests for the characteristics of cast-in-place concrete during building 
construction as well as after the construction. One of the ways to control the quality 
of LWC in a structure is using non-destructive testing (NDT) methods. For com-
pressive strength, there are re fl ective rebound methods and ultrasonic pulse method 
(UPM) which may also be used for determination of dynamic modulus of elasticity. 
This paper presents the results of NDT of LWC with expanded clay using above the 
mentioned methods and as well as the associated calibration relations. A comparison 
of conversion coef fi cients obtained from modulus of elasticity tests on normal-weight 
concrete (NWC) and LWC is also provided. The developed calibration relations 
resulted in a high degree of correlation between the NDT results and the results of 
compression tests on concrete specimens.  

  Keywords   Modulus of elasticity • Nondestructive testing • Rebound hammer 
• Strength • Ultrasonic pulse method      

   Introduction 

 At present, use of LWC gained considerable share in the Czech construction market, 
mainly with regard to where LWC containing  L iapor ceramic aggregates is mostly 
used .  LWC de fi nes as concrete featuring mass density from 800 to 2,000 kg/m 3 . 
 L iapor aggregate is characterized by almost ball-shaped grain with solid sintered 
shell and uniformly porous center core. Aggregate strength varies generally between 
0.7 and 10.0 MPa depending on its mass density and grading. 
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 LWC containing  L iapor aggregates can achieve 5 to 60MPa compressive strength. 
Relatively much lower strength and mass density of the  L iapor aggregates compared 
to those of compact aggregates de fi nes–in fl uence the concrete strength and modulus 
of elasticity which should be re fl ected by the NDT results.  

   Compressive Strength Tests on LWC Using Schmidt 
Impact Hammer 

   Impact hammers used for testing 

 Schmidt impact hammers type N and type L (“Original Schmidt”– spring operated 
hammer) with the following speci fi cations were used. Manufacturer speci fi es 
compressive strength limits from 10 to 70MPa. 

     – Schmidt impact hammer type N . Impact energy is 2.25 J. This impact hammer is 
applicable for construction thickness not less than 100 mm.  
    – Schmidt impact hammer type L.  impact energy is 0.75 J. This impact hammer is 
applicable for construction thickness not less than 60 mm.     

   Test procedure 

 Tests were conducted as follows:

     – Test equipment  conformed to CSN EN 12504-2  [  6  ]  requirements.  
    – Test specimens  were 150×150×150 mm 3  concrete cubes tested after 7, 14, 21, 28, 
60, and 180 days of age. The specimens were stored in accordance with the 
related standard (t = 20 ± 2 o C,  j   ³  95%).  
    – Test surface  was dry grinded by means of abrasive stone according to CSN EN 
12504-2  [  6  ] .  
    – Test procedure  involved preloading of test cubes to approximately 10% of the 
estimated compressive strength. Two surfaces were tested using Schmidt 
impact hammer, taking 10 horizontal rebound readings on each surface. 
Acquired set of rebound values were processed to obtain a mean value under 
the provision that rebound values differing more that 12,5 % were omitted as 
described in e.g.  [  2  ] .  
    – Compression tests  following NDT involved loading of the test cubes to failure. 
Final load served for calculation of compressive strength. The  f  

 c,cu 
  compressive 

strength test conformed to CSN EN 12390-3 [  5  ] .      
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   Test Results and Calibration Relations 

 150 pairs of values (rebound number & compressive strength) were at hand for develop-
ment of the calibration relation for Schmidt impact hammer type N, and 140 pairs of 
values were available for Schmidt impact hammer type L. LWC compressive strength 
values ranged from 7 to 51 MPa, and mass density ranged from 860 to 1,760 kg/m 3 . 
The results obtained for Schmidt impact hammer type N are shown in Fig.  1 .  

   Calibration relations 

 The results of destructive and non-destructive tests were used to develop calibration 
relations between compressive strength and the impact hammer value using the 
smallest quadrate (least square) method. The calibration coef fi cient,  r , obtained 
from this method gives a quantitative indication of correlation between the com-
pression strength and rebound number. The evaluation was based on the criteria  [  3  ]  
below:

   0.5   – £   r  < 0.7: Signi fi cant correlation  
  0.7  – £   r  < 0.9: High degree of correlation  
    – r   ³  0.9: Very high dependence between variables    

 For practical applications, calibration relation corresponding to a correlation 
coef fi cient  r   ³  0.85 is deemed acceptable. The developed calibrations relations are 
as follows:

    a)    Compressive strength from rebound numbers measured by the Schmidt impact 
hammer, type N:    

y = 0,0946R
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  Fig. 1    LWC test results obtained using Schmidt Impact Hammer, Type N       
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   Basic curve (1), age of concrete from 7 to 180 days: –

     
= Î =1,6484

, 0.0946 {17;47} 0.963c Nf R R r
   (1)    

  Calibration relation (2) for 7 days of concrete age: –

     
= Î =1,3018

, 0.3171 {17;38} 0.914c Nf R R r
   (2)    

  Calibration Relations (3) for 14 days of concrete age: –

     
= Î =1,0951

, 0.6749 {21;46} 0.916c Nf R R r
   (3)      

     b)    Compressive strength from rebound numbers measured by the Schmidt impact 
hammer, type L    

   Basic curve (4) for concrete age from 7 to 180 days, –

     
= Î =1,6145

, 0.1139 {16;49} 0.955c Lf R R r
   (4)      

 where   f  
 c,N/L 

  are the estimated compressive strength values obtained using rebound 
numbers from hammer type N/L, and  R  is the rebound number.   

   LWC Dynamic Modulus of Elasticity Measured 
Using Ultrasonic Pulse Velocity Method 

 When designing concrete structures, static modulus of elasticity of concrete is one 
of the signi fi cant parameters – in addition to strength. The static modulus can be 
determined two ways: directly from compression tests, and indirectly through NDT 
methods such as ultrasonic pulse velocity method or resonance method. Generally, 
dynamic modulus of elasticity ( E  

 c,UPM 
 ) of common concrete is higher than its static 

elastic modulus ( E  
 s 
 ) depending on concrete strength class. The dynamic modulus of 

elasticity can be converted to static ones through the use of reduction coef fi cients 
provided in standards such as CSN 732011 [  9  ] . Validity of the same coef fi cients for 
LWC  for normal weight concrete, however, is questionable. 

 Dynamic modulus of elasticity of concrete specimens were determined using 
ultrasonic pulse velocity method in direct transmission tests. 100x100x400mm 3  test 
specimens were used (testing according to CSN EN 12504-4 [  7  ]  calculation of 
 E  

 c,UPM 
   according to CSN 731371 [  8  ] ). Following NDT, static modulus of elasticity 

was determined according to CSN ISO 6784 [  4  ] . 
 We have compared  E  

 s 
  of  E  

 c,UPM 
  ones for LWC – strength classes LC 20/22 D1.6 

a LC 40/44 D1.8. Values of E 
s
  varied between 13.6 and 22.2 GPa; values of  E  

 c,UPM 
  

varied between 16.4 and 24.9 GPa. In all cases, compressive strength values were 
between 29 and 47 MPa. The relation between the dynamic modulus of elasticity 
 E  

 c,UPM 
  and the static modulus of elasticity  E  

 s 
  is obtained as follows:  

     
= - - =2

, ,7.503 0.133 60.786[ ] 0.965s c UPM c UPME E E GPa r
   (5)   
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 Figure  2  provides a comparison (two different types of NWC and LWC concrete) 
of coef fi cients for conversion of dynamic modulus from ultrasonic method to static 
ones as described in CSN 73 2011 [  9  ] .   

   Discussion of Results 

   Impact hammer tests on LWC 

 The basic calibration relationship (concrete age from 7 to 180 days) in (1) for 
type N Schmidt impact hammer produced a correlation coef fi cient equal to 0.963; 
similarly the correlation coef fi cient for type L Schmidt impact hammer was 0.955. 
For 7 and 14 days of concrete age, the correlation coef fi cients are 0.914 and 0.916, 
respectively (Type N hammer). The fact that all correlation coef fi cients are higher 
than the minimum acceptable value i.e. 0.85, indicates that the developed relations 
can be used in practical applications for assessment of the LWC compressive 
strength using the rebound numbers obtained from testes using N/L type impact 
hammers  

   Modulus of elasticity comparison between 
LWC and normal-weight Concrete 

 Relation between dynamic modulus of elasticity as tested by ultrasonic pulse 
velocity method and static modulus of elasticity as determined according to CSN 
ISO 6784  [  4  ]  has a correlation coef fi cient of  r  = 0.965. Hence, the static modulus of 
elasticity can reliably be determined from ultrasonic pulse velocity tests. 
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 When comparing conversion coef fi cients relating dynamic modulus of elasticity 
determined by ultrasonic pulse velocity method to the static modulus of elasticity 
for NWC (see CSN 73 2011 [  9  ]  for appropriate values) and LWC, the differences 
were found to be insigni fi cant i.e. from 0.5 to 2.1%.   

   Conclusions 

 Experimental results have proven that Schmidt impact hammer, both types N and L, 
can be used to determine the compressive strength of LWC containing Liapor 
ceramic aggregates. For practical use, the basic calibration relation is recommended. 
Similarly, the static modulus of elasticity can be obtained from ultrasonic pulse 
velocity tests for LCW using the developed calibration relations. Finally, it was 
found that the same conversion factors can be used to determine the static modulus 
from the measured dynamic modulus for both LWC and NWC.      
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  Abstract   Rebound hammer is a non-destructive test method often used to assess 
the surface hardness of engineering materials. The method is used as a part of the 
procedure applied to evaluate existing structures. The concrete core tests are usually 
combined with rebound hammer tests to decrease costs and damage to the structure. 
Various studies attempted to establish a reliable relationship between the concrete 
strength and the rebound coef fi cient. Proposed formulas and correlation coef fi cients 
stayed reliable for narrow limits on factors like concrete age, composition, moisture 
content, etc. Despite the high uncertainty of the raw data the methodology remains 
in use. This paper presents the evaluation of rebound hammer and drill core test data 
from 256 different buildings in Antalya, Turkey. With uncontrolled parameters like 
environmental factors, age, compressive strength of concrete, the rebound hammer 
test results showed very little correlation with concrete core test results even for the 
statistically large data set.  

  Keywords   Concrete strength • Non-destructive testing • Rebound hammer      

   Introduction 

 Nondestructive tests have become commonly used techniques to evaluate the condi-
tion of existing structures. Similar to ACI 437-R-03 code, various codes worldwide 
regulates the determination of in-place concrete strength by core sampling used in 
conjunction with a NDT technique  [  1  ] . Main use of the NDT techniques in struc-
tural evaluation is reduction in the number of core samples that need to be taken by 
assessing homogeneity. 
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 EN 13791 involves core testing used in conjunction with rebound hammer method or 
a similar NDT method for the assessment of the compressive strength of concrete  [  2  ] . 
Although the regulation allows other methods similar to rebound hammer; in practice 
core testing values are almost always matched by rebound hammer values due to its 
ease of use. The method simply relates energy absorbed by concrete surface to con-
crete strength and an empirical relation between the rebound number and concrete 
strength is used to estimate the actual concrete strength. 

 ACI 228R-1 report lists rebound hammer method as one of the least accurate 
methods among the major NDT methods considered  [  3  ] . The method can not be 
used to determine the compressive strength of concrete directly but it can provide an 
estimation of concrete strengths at different places in the building to be evaluated. 
Main factor reducing the reliability of the method is the dependence of rebound 
number on various factors other than concrete stiffness. Moisture condition, surface 
characteristics, carbonation, mix design, location of test, aggregate type, testing 
direction, location of reinforcement and coarse aggregates are often listed as the major 
parameters in fl uencing the rebound number  [  1,  3  ] . There are correction factors 
advised to be used in order to reduce effects of listed parameters on rebound number, 
however most of the above listed parameters can not be evaluated during a  fi eld 
study considering major limitations of budget and time. 

 There are a vast number of literature citing the relationship between rebound num-
ber and the compressive strength of concrete  [  4,   5  ] . Numerous equations derived 
addressing a number of parameters that affect rebound number, however the experi-
ments performed could not represent the variability of the  fi eld conditions. Concrete 
elements in existing buildings encounter a large number of random and undocumented 
situations that affect to-date properties of the materials which results in uncontrolled 
parameters. Major uncontrolled parameters in a typical construction are quality con-
trol, curing conditions, temperature and humidity variations throughout the year, user 
originated undocumented loading and exposure history, etc. A laboratory testing pro-
gram may not be able to be representative of the real life data even the parameter range 
and statistical sample size of the experimental program is extensive. A more meaning-
ful method would be obtaining and analyzing real life data in order to set better cor-
relation functions between rebound number and compressive strength of concrete. 

 In this paper a large number of building evaluations are documented and analyzed 
in order to establish a relationship between rebound number measurements and com-
pressive strength values obtained from core testing. It was observed that although there 
is a relationship between the two measurements, variability of the data is extremely 
high which makes it hard to de fi ne a reliable relationship between the two.  

   Relation Between the Rebound Number 
and Core Compressive Strength 

 Evaluation of existing buildings are performed on buildings to grant the request of 
owners and/or users of the building related to building permits or when there are 
concerns about structural capacity of the building either due to an unusual situation 
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like earthquake damage or the structure is suspected to be substandard in material 
or construction. The evaluation can be performed by professional companies or 
organizations like chamber of civil engineers. The study evaluates data from both 
parties in the city of Antalya and covers data from 256 different buildings among 
which only 37 are one-storey. 

 Core specimens evaluated in the study are tested in uniaxial compression 
conforming the criteria in EN 12504-1 standards and size correction factors were 
applied for 93 × 93 mm specimens  [  6  ] . EN 12504-2 requires taking the median 
value of 10 rebound readings for each location in order to reduce the effect of 
localization in rebound hammer measurements  [  7  ] . Field practice is to take 3 core 
specimens for each storey of the building and 10 rebound hammer readings from 
close proximity of places where each core specimen taken. Accordingly a total of 
4932 core strength values and 49320 rebound hammer values were evaluated in 
the study. 

 Proceq type N rebound hammer was used in all  fi eld measurements. Type N 
hammer is widely used in  fi eld applications since it is recommended for specimens 
with thickness’ larger than 100 mm. Impact points are chosen in such a way that the 
distance between two consecutive points are no closer than 25 mm to each other and 
from the edges. 

 In a  fi eld investigation compressive strength values are obtained simply by reading 
the corresponding compressive strength values from correlation charts supplied 
by the producer for each equipment type. The supplier charts include adjusted 
curves for different directions of measurement. Measuring direction was horizontal 
for a greater number of data where core specimens were taken from columns and 
shear walls, and for a smaller number of data the hammer was directed vertically 
downwards where the core specimens were taken from slabs and beams. Additionally 
it is indicated in the correlation diagrams that, the relationships are valid for 
concrete specimens that are aged between 14 to 56 days. A reduction factor of 0.6 
was applied to %92 of the building studied that were older than 1000 days of age to 
calculate the compressive strength estimated from rebound number. 

 It is important ot mention that due to time and budget limitations professional 
laboratories do not follow guidelines in relevant codes fully during  fi eld investigations. 
Although EN 13791 requires a more sophisticated method for the calculation of 
compressive strength from rebound numbers, the data presented in this study were 
compiled between years 2007 and 2009 when the code was not in effect. Thus 
compressive strength values obtained from core specimens are compared directly 
with the rebound numbers instead of estimated compressive strength values from 
rebound numbers. It was observed that correlation coef fi cients of regression equa-
tions observed from the latter case (i.e. relation between the compressive strength 
obtained from core testing and estimated compressive strength from rebound numbers) 
are in the same order with the case presented in  Fi gs.  1  and  2 , even after the application 
of correction factors.   

 The study used average values for three core strength measurements and measure-
ments from three locations of rebound hammer testing for each storey of each building. 
From each core specimen location 10 rebound hammer readings were recorded and 
their median value is used to obtain the corresponding compressive strength value. 
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As seen in  Fi g.  1  a regression analysis is performed between core strength and 
rebound number for each storey in 256 buildings. 

 Mean values for compressive strength obtained from core specimens and rebound 
numbers are 21.28 MPa and 32 MPa, respectively. Ranges are from 5.03 to 38.69 MPa 
for core data and from 15 to 46 for rebound hammer data. Various approaches are 
applied to determine the best  fi t regression line or curve, the highest coef fi cient of 
determination is obtained for Eqn.  1 . Coef fi cient of determination r 2  is obtained as 
0.233, for the best  fi tted model, i.e. the linear model in Eqn.  1. 

     χ= -0.8685 6.0953Y    (1)   

 Coef fi cient of determination is low, which is to be expected to some extent 
considering variable characteristics of concrete even in the same batch  [  1  ]  however 
the coef fi cient is low enough to investigate other potential reasons and question 
the regression relationship. The pearson coef fi cient of correlation of  r  is 0.47 indi-
cating, again, that although the variation is high there is correlation between the 
data sets. 

 A second method to investigate reasons for the low coef fi cient of determination 
is to observe the residual graphs. The graph plotting residual values against y values 
i.e. core strength values in  Fi g.  2  shows a distinct linear trend which indicates the 
regression equation set for the relationship between the core strength and the 
rebound number is inadequate.  
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  Fig. 1    Compressive strength values obtained from core specimens and rebound numbers averaged 
for each storey on evaluated buildings       
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   Discussion of Results 

 As mentioned in the previous section several regression equations were developed in 
the literature and much higher coef fi cient of determinations were obtained relating 
the strength of concrete to rebound number. Actual relationship between the two 
parameters is much more variable and questionable as seen from the results obtained 
in this study. The controlled conditions of specimens casted in laboratory with easily 
controlled parameters like moisture condition, age, carbonation rate, aggregate 
speci fi cs does not apply to the conditions of real life. Use of rebound hammer test for 
the evaluation of existing buildings in conjunction with core specimen data might 
help to obtain the uniformity of concrete and reduce the number of core specimens 
to be taken to some extent. On the contrary the vast number of uncontrolled and 
unaccounted for parameters puts the use of rebound hammer in a controversial 
situation as an in-place test method along with core sampling. 

 The solution can either be to advise other methods over rebound hammer method 
for NDT tests used to complete core specimen data or to de fi ne the additional para-
meters affecting the relationship and oblige additional test types that will determine 
those parameters in the evaluation procedure. The procedures in the regulations 
must be critically reviewed and revised as new data becomes available. 

 It is expected that the use of methods mentioned in EN 13791 about the 
estimation of in-place strength of concrete using rebound hammer data for the 
 fi eld investigations have the potential to increase the accuracy of the assessments. 
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  Fig. 2    Residual compressive strength values obtained from regression equation plotted against 
core strength averages for each storey on evaluated buildings       
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However the methods presented in this code are more complicated, they can be time 
consuming and costly which will create a resistance against its proper use considering 
current market conditions. Application of EN 13791 for the evaluation of the existing 
buildings should be followed rigorously by the relevant organizations.  

   Conclusion 

 The relationship between concrete compressive strength obtained from core 
specimen data and rebound numbers obtained for the same location of concrete was 
investigated. Data is obtained from evaluation of existing buildings by professional 
laboratories and laboratories of Chamber of Civil Engineers in the city of Antalya 
from several locations. The study put together extensive collection of real life 
data, as opposed to previous studies in the literature using controlled conditions of 
experiments comparing the same parameters. 

 The evaluation of existing structures is performed by inadequately inspected 
independent laboratories offering low prices which results in low reliability of 
results and minimized number and type of tests in Turkey. As the main conclusion 
derived from regression analysis, neither the rebound numbers nor the estimated 
strength from rebound number values, are representative of actual compressive 
strength of the concrete alone. There are other major independent factors affecting 
the relationship and if they are not inserted into the equation the high variability of 
results can mislead the involved parties.      
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  Abstract   The compressive strength test applied to standard samples is one of the 
most important tests indicating the quality of concrete in structures. The results of 
the standard tests are compared with the values used in design calculations to check 
for speci fi cation compliance and quality assurance. Although the standard tests are 
well accepted by the construction industry, they may not represent the in-situ strength 
of concrete due to the differences between the degree of compaction and curing 
conditions of concrete and those of standard samples. The quality of concrete can 
be assessed by means of minor-destructive methods. Pull-out test is an example of 
minor-destructive tests. The test causes only minimal destruction to the structure 
and the hole is repaired easily after testing. In the present study, the results from 
pull-out tests, and maturity method were extensively analysed for the assessment of 
concrete strength.  

  Keywords   Compressive strength  •  In-situ strength  •  Maturity  •  Pull-out  •  Standard 
tests       

   Introduction 

 Concrete is one of the most widely used structural material produced by mixing 
together aggregate, cement, water, and if necessary different types of admix-
tures  [  1-  6  ] . One of the main characteristics of concrete is its compressive 
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strength that is directly used in structural design calculations and also gives an 
idea about other important properties of concrete  [  1,   4  ] . Therefore, the quality 
of concrete is usually indexed by its compressive strength  [  7  ] . Different meth-
ods and techniques are utilised for the inspection and evaluation of concrete 
quality. Generally, standard cube and cylinder specimens are taken and tested at 
speci fi ed ages for the quality control of concrete cast in structures  [  6  ] . However, 
the standard specimens may not represent ef fi ciently in-situ strength of concrete 
due to different curing and compaction. Moreover, the dimensions of the test 
specimen and those of the structural member are also different from each other 
 [  8-  10  ] . Therefore, actual strength of concrete may show some differences from 
design strength and the uniformity may not be obtained. In such cases, the quality 
of concrete can be assessed by means of non-destructive and minor-destructive 
methods  [  9-  20  ] . Pull-out test is an example of minor-destructive tests. The test 
leaves only a minimal destruction to the structure and the hole is repaired easily 
after testing. 

 In this experimental investigation, pull out test and maturity test were conducted 
on different concrete mixtures. Pull-out test is de fi ned in ASTM C 900-01 and BS 
1881: Part 207: 1992 but it is not yet included in Turkish Standards  [  21,   22  ] . Maturity 
method is described in ASTM 1074-87. The method is not yet involved in Turkish 
standards. In this investigation, hydraulic pull-out testing equipment was manu-
factured by supports of mechanic workshop of Anadolu University. The results of 
these minor-destructive tests were correlated and compared with those of compressive 
strength test of concrete performed on standard cube and cylinder samples. Figure 
 1  illustrates the manufactured pull-out equipment and the application of pull-out 
test in the experimental study.   

  Fig. 1    Application of pull-out test       
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   Experimental Study 

 In this investigation,  fi ve concrete mixtures were produced using crushed limestone 
aggregate with four different maximum sizes. An ordinary Portland cement was 
used in concrete production. The maximum aggregate size was 22 mm for crushed 
limestone aggregate. To maintain a constant slump of 150±20 mm in all of the 
mixtures, a plasticizer was also used in some of the mixtures. Proportions and some 
properties of concrete mixtures are given in Tables  1  and  2 , respectively.   

 By using concrete mixtures, 150 mm cube, 150x300 mm cylinder and 250x300x
650 mm beam specimens were cast and moist cured in the laboratory until testing. 
The cube and cylinder specimens were prepared for standard tests. Compressive 
strength tests were performed on cube and cylinders at speci fi ed ages. To achieve the 
objective of this study, a pull-out test equipment was manufactured by the support 
of mechanic workshop of Anadolu University. The pull-out equipment used in this 
study consisted of a hydraulic jack, three manometers, a reaction ring and connection 
hoses. The manufactured metal inserts were connected to the forms of beams before 
concrete casting. Pull-out tests were performed at the ages of 3, 7, and 28 days. 
The pull-out forces reported within this study are the average of six values. In the 
application of the maturity tests, a four channel maturity meter was used to measure 
the temperature-time developments of concrete specimens. The temperature values 
were recorded by maturity meter and the recording time interval was ½ hour for the 
 fi rst 48 hours and 1 hour thereafter. The following equation was used to calculate 
the maturity of the concrete samples;

     ( )é ù= - - ´Dë ûå 10M T t    (1)   

   Table 1    Proportions of concrete mixtures (kg/m 3 )   

 Mixture  Coarse Aggregate  Fine Aggregate  Cement  Water  Admixture 

 MIX-C  1034  846  315  190  - 
 MIX-I  1036  877  320  174  3.2 
 MIX-J  1043  850  360  170  3.6 
 MIX-K  1048  817  390  172  3.9 
 MIX-L  1083  640  500  200  6.0 

   Table 2    Some properties of concrete mixtures   

 Mixture  w/c ratio  Aggregate Type 
 Maximum Aggregate 
Size (mm) 

 28-day 150 mm Cube 
Compressive Strength  
(MPa) 

 MIX-C  0.60  Crushed Limestone  22  27.4 
 MIX-I  0.54  34.2 
 MIX-J  0.47  38.0 
 MIX-K  0.44  39.9 
 MIX-L  0.40  43.3 



350 O. Arioz et al.

 Where, M is the maturity of the concrete at a given age, T is the temperature 
during the speci fi ed time interval in °C, (-10) is the datum temperature in °C, and  D t 
is the time interval.  

   Results and Discussions 

   Pull-out tests results 

 The results of the pull-out tests performed on concrete mixtures MIX-I, J, K, and L 
are presented in Fig.  2 . The relationship between the pull-out force and cube 
compressive strength is linear. The cube strength increases with increase in pull-out 
force. The regression equation and R 2  value can be seen in the  fi gure.    

   Maturity tests results 

 Maturity tests were performed on MIX-C and MIX-L. According to the tests results 
presented in Fig.  3 , there is no unique relationship between the maturity and the 
strength of concrete. It depends upon mix proportions, properties of materials used 
in the production of concrete, and also water/cement ratio of the mix. In the  fi gure, 
the relationships found by other researchers were also depicted. It seems that the 
strength-maturity curve given by Gruenwald (w/c=0.51) and that found for MIX-C 
 fi t well. Similarly, the relationships between maturities and strengths of concretes 
are very close to each other for curve given by Gruenwald (w/c=0.36) and that 
found for MIX-L.   

y = 0.9868x + 6.3201

R2 = 0.9544
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  Fig. 2    Relationship 
between cube strength 
and pull-out force       
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   Conclusions 

 The relationship between the pull-out force and cube compressive strength was 
found to be linear. The cube strength increased with increase in pull-out force. It was 
seen that the maturity-strength relationship depended upon mix proportions, pro-
perties of materials used in the production of concrete, and also water/cement ratio 
of the mix.      
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  Abstract   For inspections of timber structures it is important to  fi nd defects, dam-
ages and material heterogeneities in the interior of wooden construction compo-
nents. Undetected decay (especially interior rot) can result in a sudden failure of the 
construction. In the usual structural safety analysis of timber structures, damages 
and their extent are estimated by visual inspection of drilling cores and by the deter-
mination of the drilling resistance. Both reveal information only about this single 
point of measurement. Often repeated sampling (numerous drilling cores) becomes 
necessary, which still may be insuf fi cient to assess larger buildings. The destruction 
from drilling cores must be considered, it´s not suitable for statically highly stressed 
parts (which should all be covered). In heritage-protected buildings, drilling cores 
and the drilling resistance method are rather limited. With the visual inspection of 
the drilling cores without further magnifying devices, decay can only be detected in 
the advanced stage. Incipient fungal attack, which already has a signi fi cant in fl uence 
on the elasto-mechanical properties, can´t be detected. The drilling resistance 
method and drilling cores are compared with the ultrasonic echo technique with 
regard to their suitability for structural health monitoring of timber constructions. 
The low reliability of assessing the drilling cores by visual inspection for incipient 
fungal attack shall be improved by further non-destructive tests of the drilling cores. 
The applications of non- and minor-destructive test methods are considered, par-
ticularly their use in cultural timber structures.  
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  Keywords   Drilling cores • Drilling resistance • Non destructive testing • Ultrasonic 
echo technique • X-ray      

   Introduction 

 After the collapse of the ice rink in Bad Reichenhall/Germany in 2006 all rinks in 
timber construction have to be inspected according to a decision of the Supreme 
Building Authority in the Bavarian State Ministry of the Interior. Almost the same 
took place for timber bridges in whole Germany two years later after an emer-
gency closure of a timber bridge from red ironwood, which was extensive dam-
aged in the main supporting structure by interior fungal infection, which was only 
detected by the combination of ultrasonic echo technique and the drilling 
resistance. 

 For inspections of timber structures it is important to  fi nd defects, damages and 
material heterogeneities in the interior of wooden construction components. 
Undetected, interior damages (especially interior rot, but knots an cracks as well) 
can result in a sudden failure of the construction. Fungal growth reduces the elasto-
mechanical properties of the wood considerably; brown rot has a greater impact 
than white rot [i. a.  1-  2  ] . In particular, the dynamic strength properties decrease 
sharply already in the early stage of infection [i. e.  3-  4  ] . After the impact bending 
strength, the bending strength is in fl uenced second most by early fungal decay  [  3  ] . 
With a reduction of the sample mass by 2% the strength decreases by 35% (5% 
reduction of sample mass → 50% strength reduction, 10% → 60%). 

 If timber structures recognized as cultural heritage are damaged by fungal attack, 
it is possible to refrain from a replacement in accordance with DIN 68800. However, 
no information about the remaining load bearing capacity of the damaged timber 
parts is currently available.  

   Current Capabilities of Minor- and Non-Destructive Methods 

 Assessing the structural safety of timber structures usually starts with estimating 
damages and their extent by visual inspection and picking with a hammer. Among 
the minor-destructive testing techniques, extraction of drilling cores, the drilling 
resistance and endoscopy are the most common approaches  [  5-  6  ] . The disadvan-
tages of these methods are the poor yield of information on one hand and the 
in fl iction of additional damage on the other hand. Test loading is rarely done as well 
as – mostly in the context of research projects – radiographic inspections, usually 
with X-rays  [  7  ] . Ultrasonic measurements are made since several years. The only 
possibility of non-destructive, large-scale, laminar measurements of all statically 
relevant areas is the ultrasonic echo technique, which is currently not always used 
for inspections of timber structures. 
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   Ultrasonic echo measurements 

 The ultrasonic echo technique is based on the re fl ection of the acoustic waves on 
heterogeneities in the material, such as the rear surface of the specimen or at any 
other interface. So it is possible to get indirect information from the received signals 
about the condition of the construction element or on internal damage. The mea-
sured time of the echo signal can be converted to spatial lengths by referring to the 
known dimensions of the construction. The low density of wood ( r  

pine
 << r  

concrete
 << r  

steel
 ) 

is caused by a high porosity, which requires probes with high intensity and low-
frequency (50-200 kHz). A low frequency results in a small attenuation of the sig-
nal; however, the pertaining large wavelength limits size of the detectable defect 
accordingly. 

 The  fi rst successful experiments were carried out with longitudinal waves at the 
BAM  [  8  ] . The longitudinal wave transducers were coupled by Vaseline, ultrasonic 
gel and glycerine; the centre frequency was optimised at 100 kHz. Because of the 
radial/tangential anisotropy on longitudinal waves, transverse wave transducers were 
used later, which do not require a coupling agent since they are coupling by point 
contact, making the handling less complicated  [  9-  10  ] . The centre frequency ranges 
from 40 kHz up to 60 kHz. The ultrasonic echo technique is currently not always 
used for inspections of timber structures, because many of the parameters in fl uencing 
the results are currently known only partially. This requires a lot of experience with 
the ultrasonic echo technique and the method can therefore be used seriously only 
by specialists. 

 There is only little experience in the detection of fungal decay by ultrasonic 
echo with transverse waves  [  9,   11-  12  ] . Near-surface damages in the area of impulse 
initiation show very strong damping effect. In addition to this a large number of 
cracks lead to additional shadowing and scattering effects. The detection of fungal 
decay is currently indirectly obtained by the absence of the signal.  

   Drilling resistance method 

 The drilling resistance method consists in drilling a needle into the timber with a 
constant feed rate. This process requires a certain power of the driving motor. 
The requested power consumption is high for hardwoods and low for softwoods 
and damaged wood. Whenever defects or cracks occur the drilling resistance drops 
abruptly and rises steeply after re-entry into the wood. In decomposed wood (e.g. by 
fungal attack) the transition from healthy to the damaged wood is smoother. Fungal 
growth can be detected in the wood by the drilling resistance method [i. e.  13-  15  ] . 
For 10 % damage from brown rot the drilling resistance drops to 55 % and for 30 % 
damage to 20% of the reference value  [  13  ] . In decomposed wood the drilling resis-
tance decreases more than the density  [  12  ] . However, the staining with the typical 
black to brown border lines often caused by white rot leads to a partial increase of 
the drilling resistance level in this area. 
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 The drilling resistance method is minor-destructive. The drilling needle is 3 mm 
wide at the cutting head and leaves barely visible holes. However, this approach 
merely allows measurements at selective spots and thus is representative for a certain 
limited part of the investigated object only. The drilling resistance is mostly used in 
suspected areas to exclude a putative damage. In the case of a detected damage, it is 
usually not possible to asses the precise extend of destruction. This is particularly true 
for early stages of infestation because of differing mechanisms of fungal degradation. 
Moreover, strength characteristics of the component cannot be concluded, especially 
for hardwoods strength in fl uencing grading characteristics like knots and  fi ber devi-
ation are more important [i. a.  16-  17  ] .  

   Sampling of drilling cores 

 Originally, drilling cores are used for dendrochronological studies, i. e. age 
determination on living trees or dating of wooden constructions. Therefore the 
measurement of the annual ring width is done with a magni fi er, a microscope or 
with X-ray densitometry. For the X-ray densitometry the drilling core is grinded 
to a  fl at blade, followed by extraction of resins and wood extractives. The blade is 
X-rayed and the density pro fi le is determined. For a detailed description of this 
procedure see  [  18  ] . 

 The drilling cores allow the determination of the tree species, the percentage of 
sapwood and heartwood as well as the latewood percentage, the type of wood 
preservative and its penetration depth and other wood-attacking constituents, the 
moisture content, density and compressive strength along the  fi ber  [  19-  20  ] . 

 Soon the drilling cores were used for the detection and analysis of damages in the 
interior of wooden construction components. In the usual structural safety analysis 
of timber structures, damages (e. g. decay) and their extent are estimated by visual 
inspection of the drilling cores and the remaining cross-section of the timber beam 
is calculated. 

 However, the information from the drilling cores is restricted to the pertain-
ing measurement points. It requires of a lot of experience to conclude on the 
status of the whole subject. Often numerous measurement points (drilling cores) 
are necessary, which still may remain insuf fi cient for larger buildings. The 
destruction from drilling cores (up to 30 mm diameter) must be considered 
which may be intolerable for statically highly stressed parts (which should all 
be covered). In heritage-protected buildings, drilling cores are understandably 
limited. 

 With the visual inspection of the drilling cores without further inspection devices 
decay can only be detected in the advanced stage. Incipient fungal attack, which 
already has a signi fi cant in fl uence on the elasto-mechanical properties, cannot be 
detected. Decay is conjunct with a reduction of density and an increase of moisture 
content (both resulting in a decrease of the strength), which cannot be detected visu-
ally at least at the beginning of infestation.   
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   Detection of Incipient Decay on Drilling Cores 
with Non-Destructive Methods 

 In the usual structural safety analysis of timber structures, damages and their extent 
are estimated by visual inspection, picking with a hammer, electrical moisture mea-
surements, drilling cores and the drilling resistance. But all methods only lead to 
information about selected measurement points, there is no large-scale, laminar 
measurement of static-related areas. Often numerous measurement points (drilling 
cores) are necessary, which still may be insuf fi cient for larger buildings. The destruc-
tion from drilling cores have to be considered, it may be not tolerable for statically 
highly stressed parts (which should all be covered). By applying the visual inspec-
tion of the drilling cores without further magnifying devices decay can only be 
detected in the advanced stage. Incipient fungal attack, which already has a 
signi fi cant in fl uence on the elasto-mechanical properties, cannot be detected. 
Therefore, the methods used usually in the structural safety analysis allow only a 
limited assessment of the (especially interior) condition of the timber. 

 In a research project the problem of the low reliability of assessing the drilling 
cores only by visual inspection, especially for incipient fungal infection, is opti-
mized by non- and minor-destructive testing of the drilling cores by X-ray radiation 
(on the ITRAX Woodscanner), neutron radiation and staining as well as destructive 
testing of the moisture content, density, stiffness and strength. 

 Incipient decay is conjunct with a reduction of density and an increase of mois-
ture content (both resulting in a decrease of the strength), which cannot be detected 
visually and which is dif fi cult to detect with the known imaging techniques (espe-
cially X-ray). So far nothing could be found in the literature about the separation of 
density and moisture content of wood with these imaging non-destructive testing 
methods. With the laminar ultrasonic echo method, (macroscopic) characteristics of 
wood affecting the strength and the stiffness (e. g. knots, cracks) can be detected. 
The results of the point wise drilling resistance method correlates with the hardness 
of the wood and – like for drilling cores – its density and, subsequently, the fungal 
infection (at microscopic level). A detection of the above mentioned structural char-
acteristics affecting the strength is not guaranteed. 

 In the future, the question shall be answered whether it is possible to estimate the 
elasto-mechanical properties with non-destructive test methods or only an estimation 
of the degree of decay can be done. The relationship or difference between proper-
ties determined with non- an minor-destructive test methods and determined on core 
samples, on small, clear, defect free test specimens and on beams in component size 
with destructive testing is determined. Therefore, all in fl uencing factors on the 
elasto-mechanical properties of “installed” timber were taken into account.      
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  Abstract   The monitoring and analysis of acoustic emissions related to fracture can 
be a trade-off between the simplistic yet practical empirical relationships and the 
more tedious yet fundamental relationships. In an intermediate area between these 
extremes, we are using acoustic emissions to monitor progressive fracture energy of 
small specimens of clear-grained wood. The wood specimens were modeled using 
a statistically variable lattice to represent material heterogeneity and disorder. The 
central hypothesis of the work is that a microfracture event captured by AE should 
correspond to the fracture of lattice elements in the simulation. Furthermore, the 
energy of the AE event should correspond to the local fracture energy released in the 
lattice simulation. By coupling lattice simulations with laboratory tests, we were 
able to establish a ratio between the cumulative fracture energy released in the simu-
lation with the relative energy monitored by the AE system up to peak load. The 
magnitude of this ratio varies with failure mode, but in all cases, the shape of the 
cumulative AE energy captured mirrors the shape of the cumulative lattice fracture 
energy released. The results allow us to better match lattice element properties with 
the physical microstructure that the lattice elements are meant to represent.  

  Keywords   Acoustic emission • Fracture energy • Lattice modeling • Wood 
• Microfracture      
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   Introduction 

 The quantitative nondestructive evaluation of heterogeneous materials has been 
hampered by the lack of a fundamental relationship between measurable micro-
structural features and the effect those features have on macroscopic material prop-
erties. While linear elastic fracture mechanics provides that fundamental basis for 
homogeneous materials, we have yet to make such a relationship for some of our 
most commonly used structural materials because of the wide range of length scales 
over which material heterogeneities in fl uence material strength and toughness. 

 In this work we address this missing quantitative microstructure-property rela-
tionship by representing the complex microstructure of a heterogeneous material 
with a lattice model. In the work presented here, we are representing spruce wood, but 
these concepts have wider application. The lattice approach allows us to represent 
the meso-scale physical material structure including many of the features that affect 
mechanical properties. As the lattice is loaded, damage can occur through the rupture 
of individual lattice elements. This is analogous to what occurs in the real material, 
where discrete microcracks occur in localized regions of the material. 

 The speci fi c goal of the study presented here is to monitor acoustic emission 
(AE) activity in wood loaded in longitudinal tension. This AE energy release is then 
compared to the energy released by ruptured lattice elements in a model specimen. 
The hypothesis is that if the lattice is a good representation of the physical material, 
then the energy released by the broken lattice elements should mirror that of the 
AE energy monitored in laboratory specimens. This approach is relevant to non-
destructive evaluation in that the lattice is a way to quantitatively relate measurable 
physical microstructure to bulk material performance.  

   Lattice Representation of Material 

 Lattice representations of heterogeneous materials have been applied for many 
years, emerging primarily from work in statistical physics  [  1  ] . The approach is 
that microstructural disorder can be explicitly represented both statistically and 
geometrically. In the case of wood, we use a 2D representation where different 
element types are employed to represent longitudinal and transverse directions, as 
well as variations in late wood and early wood. As illustrated in Fig.  1 , the rep-
resentation is  fi ne enough to capture subtle variations in grain direction as well as 
localized irregularities in material structure. Details of the modelling approach are 
presented in  [  2,  3  ] . A very brief summary is presented here.  

 The lattice representation employed here is a network of non-linear springs, 
each having statistically assigned strength and stiffness properties. When the model 
material is loaded, typically through de fi ned displacements at certain boundaries, 
the “stress” is distributed through the lattice elements until the strength of a particular 
element is reached, and element rupture occurs. When this happens the stress is 
redistributed to the remaining elements. Depending on the spatial distribution of 
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element properties for the particular model, this redistribution can be stable, that is 
the stress redistributes in a way in which no other element strengths are exceeded, 
or it can be unstable, where failure of one element can lead to progressive failure in 
additional elements. This question of stable/unstable failure mirrors what we see 
in real materials. 

 The lattice representation affords us an interesting opportunity with respect to 
non-destructive evaluation. Acoustic emission monitoring has long been used 
to estimate the degree of progressive damage in materials and structures. In the lattice 
representation, a measurable amount of strain energy is released in each failed 
element. It is not unreasonable to conclude that this strain energy release relates to an 
acoustic emission from the specimen. This being the case, we should be able to run 
parallel laboratory tests and computer simulations where we monitor the acoustic 
emission activity in both laboratory and computer specimen.  

   Laboratory Experiments 

 A series of notched longitudinal (parallel to grain) dog-bone shaped tension speci-
mens were prepared. The specimen section of interest had a 5 mm by 5 mm cross 
section with a nominal throat length of 48 mm. Specimens were loaded in a servo-
hydraulic load frame using the output of a throat mounted clip gage for instrument 
control. A notch was used to force fracture to occur in a con fi ned region.  

 AE activity was monitored with two broadbanded transducers connected to a 
full waveform acquisition system. Transducers were clamped to the specimen with a 
constant force, and a gel coupling agent assured good transmission of the AE signal 
to the transducers. Prior to acquisition, the AE signals were routed through 60 dB 
pre-ampli fi ers and were subjected to a 50 kHz high pass  fi lter. The acquisition 
sampling rate was 1 MHz. The system allows continuous monitoring of AE 

  Fig. 1    Illustration of lattice representation of wood structure       
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sensors, but waveform recording occurs when the system is triggered by a signal 
amplitude of one tenth full scale. Each recorded event was saved as a time series 
with a length of 2048 points, 512 of which were pre-trigger. In addition to the 
AE data, load-deformation data for each specimen was recorded at a rate of 10Hz. 
The AE system and the load-deformation system were linked such that each 
recorded AE event is stamped with the current load and deformation state of the 
specimen.  

 Analysis of AE waveforms was done post test. Energy was calculated through a 
simpli fi ed analysis, where the AE event energy,  E  

ae
 , is proportional to the integral of 

the squared signal voltage  [  4  ] :

     = åò
0

2( )
t

ae i
i t

E V t dt    (1)   

 In Eqn. ( 1 ) the limits of integration denote the length of the time series record, 
and the subscript  i  refers to a transducer.  

  Fig. 2    Geometry of wood test specimens       

  Fig. 3    Schematic illustration of experimental setup       
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   Results 

 In the lattice simulation, the energy balance is a straightforward calculation as 
illustrated in Fig.  4 . The total work of load can be balanced with the elastic energy 
of all elements, the energy dissipated by fracture, as well as the inelastic energy 
dissipated by plastic deformation of elements in compression. The  fi gure illustrates 
how there is relatively little fracture energy released until the load in the specimen 
approaches peak load. At or slightly before peak we observe a rapid increase in 
broken elements (and therefore fracture energy release) corresponding to damage 
localization in the specimen.  

 In the laboratory specimens, isolation of energy components is more dif fi cult. 
However a qualitative comparisons can be easily made as shown in Fig.  5 . In this 
 fi gure we see the previously mentioned rapid increase in fracture energy at or near 
peak load in the simulated test. In the laboratory test this rapid increase in fracture 

  Fig. 4    Isolated energy components in simulated test       

  Fig. 5    Comparison of laboratory and computational tests       
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energy manifests itself in the form of a rapid increase in AE energy release. Very 
little AE activity occurs in the specimen until roughly 80% of the peak load is 
reached. At that point we observe a rapid burst of AE energy. This high rate of AE 
energy release continues past peak load through the eventual rapid unstable fracture 
of the specimen. This pattern parallels the observed cumulative fracture energy 
released by failed lattice elements.   

   Conclusions 

 While the work presented here is admittedly incremental, we offer a scenario 
where there is a direct and measurable link between a measurable phenomenon 
(acoustic emission energy) and the microstructural phenomenon (damage) that dictate 
residual properties. AE energy monitored in the laboratory specimens correlated 
well with the elastic energy released by fractured lattice elements in the computer 
simulation. The result supports our assertion that a lattice (or any other physically 
based modelling approach) offers a quantitative link between measurable micro-
structural features and the physical phenomena that dictate material performance.      
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  Abstract   In this paper the combined use of high resolution images of wood texture and 
non destructive imaging of internal defects of wood is proposed for the characterization 
of structural timber on site. Experimental results are presented, based on the integrated 
use of digital photogrammetry, ultrasonic tomography and image analysis techniques. 
The implemented methodology aims at investigating the exploitation of some digital 
imaging techniques as complementary tools to be used during visual inspection.  

  Keywords   Timber structures • NDT • Timber material characterization • Imaging 
of wood      

   Introduction 

 Visual grading criteria correlate mechanical properties of timber with visual  features 
that can affect these properties. In order to reduce the subjectivity of the results, 
inspection systems, based on optical log scanning and automatic detection of 
defects, have been developed for the wood industry. More accurate results can be 
achieved if optical scanning of external features is coupled with non-destructive 
imaging of internal defects. 

 In this paper the combined use of high resolution images of wood texture and non 
destructive imaging of internal defects of wood is proposed for the characterization 
of structural timber on site. Results are presented, based on the  integrated use of 
 digital photogrammetry, ultrasonic tomography and image analysis techniques.  
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   The Method  

   The testing material 

 The testing material comes from the demolition of an ancient timber  fl oor in 
the Belasi Castle (Trentino, Italy). A previous inspection on site was carried 
out on timber elements and, as it resulted from visual analysis, some of the 
 fl oor beams exhibited extensive areas of decay, mostly due to insect attacks  [  1  ] . 
Further analysis was carried out at the Laboratory of Materials and Structural 
Testing of the University of Trento. The beams were cleaned up with pressur-
ized water, in order to remove dirt and reveal the material texture on the ele-
ment faces. In order to proceed to a  fi rst validation of the proposed method, a 
series of tests were carried out after smoothing geometrical irregularities. In 
this paper, results of the investigation on a timber element, 15.5x10x100 cm in 
size, are reported.  

   Sonic tomography 

 In the reported investigation, acoustic tomography, based on time-of  fl ight measure-
ments in through-transmission mode, was used for imaging internal macroscopic 
defects in wood. 

 In order to pre-evaluate the minimal size of the defects which can be detected, it 
is important to de fi ne the resolution of the tomography, that is limited by the applied 
wavelength and the distance between the sources, according to Eqn. (  1 ):

     
dV

D d
f

= =l
   (1)   

 Where the wavelength is determined from the velocity  V  and frequency  f . 
 The equipment used for data acquisition is a multi-channel device (TDAS 16 - 

Boviar s.r.l.). A 55 kHz piezoelectric transducer was used for emitting ultrasonic 
signals. Figure  1  illustrates the grid of the 74 independent travel time measurements 
for each investigated transversal section, where measurements were made on 20 
points, 25 mm distant from each other. Longitudinal sections were investigated, by 
means of measurements made on two opposite longitudinal faces (Fig.  2 ).   

 The software used to form tomographic images optimizes the reconstruction pro-
cess, comparing results from both iterative inversion algorithms and direct inversion 
techniques, thus permitting to reduce the in fl uence on results of random errors in the 
measurement  [  2  ] .  
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   Digital Photogrammetry 

 For the analysis of material features, visible on the element surface, the method of 
the digital photogrammetry has been adopted, which allows the reconstruction of 
textured three-dimensional metric models from photographic images. 

 The 3D coordinates of the object points can be determined knowing the exterior 
and interior orientation of the camera. For this purpose, a calibration process is 
needed (Table  1 ). The accuracy of the restitution depends on several factors: primar-
ily on the scale of the photogram, secondarily on the geometry of the acquisition 
scheme and on the accuracy of the interior and exterior orientation  [  3  ] . Considering 
an acquisition scheme with the sensor parallel to the object plane, the measurement 
accuracy on the object plane (  s   

 c 
 ) is expressed by Eqn. ( 2 ):

     σ σ= ±c imm

D

f    (2)   
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  Fig. 1    Tomographic grid: 
transversal section [m]       

  Fig. 2    Tomographic grid: longitudinal section [m]       
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 Where  D  is the distance of the sensor from the object,  f  is the focal length and 
  s   

 imm 
  is the measurement accuracy on the image plane, considered, approximately, 

equal to the pixel dimension. 
 High resolution images of the material texture were acquired by means of a CCD 

camera (Hasselblad H3DII-39) with a macro lens, of focal length 118.7 mm. The 
camera features Kodak’s 39 megapixels sensor, measuring 36×48mm, with pixel size 
of 6.7  m m. The choice in using a non-metric camera was taken with the intention of 
developing a procedure for not expert operators. For this reason, tests described in this 
paper have been carried out using, for the interior orientation of the camera, the nomi-
nal parameters given by the manufacturer. These parameters have been re fi ned during 
the orientation phase, the results are shown in Table  1 . Of course, because of the insta-
bility of the parameters of non-metric medium format cameras, a preliminary camera 
calibration before each survey is recommended, if higher accuracy is required. 

 Close range photogrammetry basically involves the use of a network of photo-
graphs of an object taken from different angles. A series of about seventy convergent 
photographs, with a longitudinal coverage of 50%, in the main direction of the sample, 
were taken at 1 m distance from the object.  

 Commercial software Photomodeler® was used to extract orthographic photo-
maps from the acquired images of the wood surface texture. Exterior orientation 
parameters were calculated by means of a bundle adjustment procedure, determin-
ing the position of a series of homologous points on different images. The resulting 
bundle adjustment least mean square (LMS) error is equal to 1.744 pixel, which is 
compatible with the required accuracy. Orthophotos of each specimen face were 
obtained by means of a homographic transform, according to Eq.  3  (here written 
from X,Y-object plane to j,i-pixel image plane):

     
1 1 1 2 2 2;

1 1

a X b Y c a X b Y c
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 Where  a  
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 ,  b  
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 ,  c  
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 ,  a  

 2 
 ,  b  

 2 
 ,  c  

 2 
 ,  u  and  v  are unknown transformation parameters.  

   Image analysis 

 The orthophotos representing the material texture on the element faces, were pro-
cessed, with the aim of de fi ning a procedure for the automatic/semi-automatic 
detection of the relevant features. On the images of the material texture, growth 
rings and intra-ring boundaries, knots, cavities, cracks and checks, have been 
 analyzed and isolated by means of segmentation algorithms. 

   Table 1    Nominal parameters 
of the camera   

 Camera  Hasselblad H3DII-39 

 Focal length [mm]  128.4282 
 Format size [mm] [pixels]  36.8x49 5412x7216 
 X Principal Point [mm]  18.9317 
 Y Principal Point [mm]  24.4713 
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 In  [  4  ] , the core of the growth layer detection procedure is based on  implementation 
of the morphological approach described in  [  5  ]  for ring measurements. In the pre-
sented research, other standard algorithms, based on boundary detection and region 
growing techniques, were used for segmenting images. Region growing, based on 
gray-level thresholding, was adopted for the segmentation of well de fi ned, closed 
regions, such as knots and bore-holes. In Fig.  5 , bore-holes are detected, by seg-
menting directly the holes (Fig.  5 a), or, conversely, the complementary surrounding 
areas (Fig.  5 b). Boundary-based segmentation is concerned with detecting the 
boundary pixels of objects. A “contour following” algorithm  [  6  ] , for detecting the ring 
boundaries has been used. Since it is based on the use of a gradient edge detector, 
noise from the images was preliminary removed. Results of growth layers contouring, 
using various kernel sizes, for Gaussian blurring, are shown in Fig.  6 . As can be 
seen, differently  fi ltered images give different information, in terms of boundaries’ 
density and continuity. Further development of the research on wood images seg-
mentation is described in  [  7  ] .    

   Analysis of Results and Conclusions 

 From the presented results, dif fi culties in the application of ultrasonic tomography 
to wood, due to the natural variability, the anisotropy and the inhomogeneity of this 
material, are highlighted. However, accurate information of external defects can be 

  Fig. 5    Segmentation of bore-holes in wood       
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  Fig. 6    Segmentation of growth layers in wood. a) from the original image, b) from the blurred 
image (20x10 Gaussian  fi lter)       

 

 



370 M. Riggio et al.

used as indicator of internal defects and help the analyst to interpreter data from 
acoustic tomography. In acoustic tomography, the theoretical limit of the resolution 
is the wave length of the acoustic wave. With the adopted experimental setup, the 
calculated limit is 70÷50 mm. Nevertheless knots with diameter less than 50 mm 
could be detected and hypothesis of the direction of projected knots axis could be 
done, correlating visible knots with internal high velocity zones (Fig.  7 ). The pres-
ence of decay due to insect attacks is roughly estimated, correlating the position of 
low-velocity peripheral zone in tomograms, with the information of external decayed 
areas, given by the processed photographic images (Fig.  7 ). The checks present in 
the tested element were not properly detected, from tomograms. 

 Results of the photogrammetric analysis have been evaluated both in terms of 
metric accuracy and image quality. The latter aspect is related to the possibility of 
further processing image data for feature detection. Digital photogrammetry coupled 
with image analysis techniques proved to be a promising method for supporting 
advanced visual strength grading criteria of timber elements in service, permitting 
to automatically detect and quantitatively analyse relevant features.  

 By way of example, once images are segmented and material features are labeled, 
a series of proprieties of the extracted features can be calculated. In Table  2 , the area 
of the different features is reported and the incidence of each on a single element 
face is represented, as a percentage of the total area.        
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  Fig. 7    Tomogram of a transversal section and, superimposed, deduced knot axes (continuous 
white lines) and decayed areas (white dotted line)       

   Table 2    Total area of each material feature (face 1)   

 Characteristics  Earlywood  Latewood  Knots  Checks  Decay 

 Area [cm2] 
 % A tot 

 673 
 43.42 

 621 
 40.07 

 72 
 4.66 

 4.8 
 0.31 

 110.6 
 7.14 
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  Abstract   Grain size determinations by various ultrasonic techniques have been 
considered by several researches. Among the known methods, the ultrasonic seems 
to stand out because the method could be used to determine many properties of the 
materials. In this paper, we investigated that relative effect of porosity, mean grain 
size on ultrasonic velocity in marbles. We have represented ultrasonic velocity–
porosity and porosity-grain size master graph. Using this graph, we have compared 
mean grain size of marble samples by optic microscope images. The experimental 
data are compared with the velocity versus porosity curves calculated according to 
ultrasonic methods. We see that ultrasonic velocity and porosity has showed a linear 
relation with the mean grain size of samples.  

  Keywords   Marble • Mean grain size • Porosity • Ultrasounds • Ultrasonic Velocity       

   Introduction 

 Marble is a material that is constantly found in building, either for structural or 
decorative purposes. Marble is regarded as being the product of the metamor-
phism of limestone beds. Metamorphism takes place under the action of heat or 
pressure independently or of both heat and pressure simultaneously. It is a kind 
of rather hard rock consisting mainly of crystallized grains of calcite (CaCO 

3
 ) 
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or dolomite (MaCO 
3
 ) or a mixture of them  [  1-  3  ] . The very good physical and 

mechanical  properties of marble, such as its high resistance to abrasion, its 
translucence and its capability to be polished (as opposed to other type of rock 
materials), as well as its high strength and hardness render it one of the most 
widely used structural materials even today for the construction of both  buildings 
and sculptures. Marble is no less complex; it appears to be anisotropic  [  4-  6  ] . 
The propagation of acoustic waves through a stone material is becoming more 
and more important in de fi ning its dynamic properties and therefore its mechan-
ical behavior  [  7  ] . Ultrasonic Testing is the most preferred NDT technique for 
characterization of material properties. Ultrasonic testing parameters are 
signi fi cantly affected by changes in micro-structural or mechanical properties 
of materials. Some of the important metallurgical properties that have been cor-
related with ultrasonic testing parameters are grain size, inclusion content, elas-
tic modulus, porosity, hardness, fracture toughness, yield strength, tensile 
strength, etc  [  8-  9  ] . 

 Ultrasonic testing of marbles has been examined by several researchers and all 
of them observed that the ultrasonic technique is suitable and accurate enough to 
detect chemical and structural anomalies and discontinuities in marble material 
 [  10  ] . One of the non-destructive physical methods with most acceptance and 
 applications in the study of the structural characteristics and mean grain size for-
mation marbles is by determination of the propagation velocity of ultrasonic waves 
 [  11-  13  ] . Ultrasonic grain size determination of solid materials can be performed by 
several techniques which are dependent on ultrasonic quantities such as ultrasonic 
attenuation, ultrasonic backscattering, and velocity  [  14  ] . In this work, ultrasonic 
longitudinal velocity and mean grain size values of marbles, which are collected 
from different regions of Turkey, were compared with porosity. In addition this 
work shows an experimental study of these relative contributions on a set of porous 
marble samples. 

   Materials and methods 

 Marble samples have been collected from different regions of Turkey. Thickness of 
the samples was approximately 9-12 mm and their front surface is a 5×5 cm 2 . The 
thickness of the samples was measured with an accuracy of 0.05 mm. Marble types 
have been chosen according to differences in porosity and density. Some physical 
and chemical properties of marble types which are obtained from the Institute of 
Turkish Standards are listed in Table  1 .  

 Samples were selected according to the following two main criteria:

   Porosity of samples must be less than 0-6%.  • 
  Density of samples must be known.     • 
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   Experiments and results 

 In this study, ultrasonic velocity was measured using a pulse-echo method at room 
temperature. Ultrasonic velocity in longitudinal and shear modes can be correlated to 
various material properties. The measurement involves determination of time of travel 
between the  fi rst and the second back-surface re fl ection and dividing it by the distance 
traveled by ultrasound. The accuracy of these measurements depends on the accuracy 
with which time of travel and the thickness of the component are measured. In cases, 
where there is access to only surface of the component (in-situ applications), velocity 
ratio (longitudinal to shear) serves as a useful parameter. Unlike velocity determina-
tion, which needs thickness of the component as input, velocity ratio can be found out 
from time of travel data alone for longitudinal and shear waves. Some of the tech-
niques used for velocity determination are pulse echo overlap technique, pulse super-
position method, sing around method and phase comparison method  [  16  ] . Porosity is 
a measure of the void spaces in a material, and is a fraction of the volume of voids over 
the total volume. Gubernatis and Domany have examined the formal structure of the 
multiple scattering problems and have studied the effects of distributions of pore sizes 
 [  17  ] . The pores are assumed to reside in an isotropic, homogeneous elastic matrix. 
However, the effects of grain boundary scattering in pore free materials have been 
considered extensively using multiple scattering, effective medium theory. The effects 
of pores and grains have varied depending on the internal structure of the sample, 
particle size and pores. Both particle size and porosity effects on ultrasonic wave 
propagation have been given by Thompson et al  [  18  ] . In this study, the longitudinal 
sound velocities was measured using a pulse-echo method at room temperature and all 
of the porosity was determined from precision density measurements. Both ultrasonic 
velocities and porosity of samples have been given in Table  2 .  

 All graphs given below were plotted by using the values of Tables  1  and  2 . In Fig. 
 1 , the relationship between mean grain size and ultrasonic longitudinal velocity is 
shown. Correlation factor of this graph is 0.96799.  

 Graph of porosity versus longitudinal velocity is shown in Fig  2 . The values 
show a linear relationship with a 0.93636 correlation factor.  

 A similar graph is given in Fig.  3  between porosity and mean grain size. This 
graph shows more linearity as compared to Fig.  2  which is 0.96832.    

   Table 2    Longitudinal velocity, mean grain size and porosity of marbles   

 Marble Names 
 Longitudinal Vel. 
( V   

L 
  - m/s)  Mean Grain Size (µm)  Porosity (%) 

 Eskisehir Beige  4710  43,9  0,49 
 Aksehir Black G  4982  54,3  0,59 
 Aksehir Black B  5010  55,7  0,40 
 Rosso Levanto  5237  65,3  3,20 
 Rosalia Pink  5323  68,4  2,90 
 Denizli Travertine  5234  77,2  2,30 
 Ameretto White  6248  103,1  5,60 
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   Conclusions 

 In this work, ultrasonic pulse-echo method has been applied to marble samples 
which have been collected from different regions of Turkey to determine relative 
effect of porosity, mean grain size and ultrasonic velocity. Our results show that the 
longitudinal velocity of ultrasonic wave and mean grain size of marble samples 
increases with increasing porosity. Additionally, progressing velocity of ultrasonic 
waves has been measured which has been sent to inside of samples by transducer for 
determining of the ultrasonic velocity. The mean grain sizes of marbles were deter-
mined using polarized light microscopy. Changing magni fi cation values on marbles 
were taken suitably microscopic images. This study has shown a clear dependence 
of ultrasonic velocity on grain size in marble samples. It is observed that mean grain 
sizes increase depending on the sintered temperature. We observed that porosity is 
depended on a linear relation between ultrasonic velocity and mean grain size in 
samples. As a consequence, the theory of the effects of porosity on ultrasonic wave 
propagation has been showed extensively.      
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  Abstract   The main point of this work is the optimization of ultrasonic methods 
for the non-destructive testing of sintered porcelain tiles containing defects. 
Zirconia and steel balls of different diameter and rubber with different thicknesses 
were imbedded in porcelain tile granules before pressing. After being sintered at 
1473 K, the tiles were inspected using ultrasound. This method may allow defect 
detection using an A-scan. It can be observed that the amplitude of the back wall 
echo for a defective part is smaller than for a part without defects. Depending of 
the size, shape and position of the defect, a defect peak can be observed. An immer-
sion pulse-echo C-scan was used to differentiate defects. The shape and place of 
the defects can be de fi ned.  

  Keywords   A-scan • C-scan • Defect • Porcelain tile • Ultrasonic      

   Introduction 

 Ultrasonic inspections measure the course of high-frequency sound waves that are 
introduced into the test object at various surface locations. The propagation of these 
electronically controlled sound pulses through the object is detected at speci fi c 
points where the acoustic energy is converted back to an electronic signal  [  1  ] . 
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 Bhardwaj and et al. investigated defective ceramics. In their study, in order to 
determine the feasibility and detectability of defects in a non-contact ultrasonic 
mode, 1.5 mm diameter side drilled cylindrical holes were made in green and sin-
tered ceramics. From their observations it is apparent that when ultrasound encoun-
ters a discontinuity in its path of propagation, the amount of energy transmitted is 
reduced, compared to a defect-free region  [  2  ] . Detecting delamination of green and 
 fi red ceramic tiles was achieved using ultrasonic an pulse velocity measurement  [  3  ] . 
High-frequency ultrasound NDE was used to locate micron-range defects, as well 
as to identify microstructural changes in dense armour ceramics  [  4  ] . High frequency 
ultrasound (80 MHz) was employed to test the valve head and valve shaft regions 
for volume defects. As a result, defects with dimensions down to 50  m m could be 
detected in the shaft  [  5  ] . 

 In the current study, arti fi cial defects are produced in ceramic tiles made from 
standard porcelain tile granules obtained from a tile company. Next, two ultrasonic 
methods (A- and C-scans) are used to detect different defect types within the porce-
lain tiles. The main aim is to observe differences at ultrasonic wave attenuation with 
these different defects. Therefore, the defect effect on ultrasonic wave attenuation 
was characterized.  

   Experimental Procedure 

 Standard porcelain tile granules were used in the preparation of samples in this 
study. ZrO 

2
  balls (4.85 mm and 2.96 mm diameter), steel balls (4 mm and 1 mm 

diameter) and rubber (6.8 mm diameter, 1mm and 2mm thickness) were placed in 
to tile 1, tile 2, tile 3, tile 4 and tile 5, respectively. Only tile1 was found to contain 
defects (ZrO 

2
  balls). Samples were prepared by the uniaxial pressing technique, in 

a 50 mm x 100 mm rectangular die, by applying 450 kg/cm 2  pressure, and then dried 
at 383 K. The sintering was then carried out in a laboratory kiln (Nabertherm N 20/
HR) at 1473 K. 

 The transmission and re fl ection of ultrasonic waves (longitudinal waves) were 
performed using a contact ultrasonic transducer operating on pulse-echo mode. The 
centre frequency of the transducer was 5 MHz. Silicone oil was used as a couplant 
material. The transducer was excited by timed pulses from an ultrasonic pulser-
receiver (Model 5800 Computer Controlled Pulser/Receiver, Olympus Panametrics-
NDT). The amplitude of the back wall echo measurements for the ultrasonic signals 
was performed using a digital oscilloscope (Tektronix TDS 1012 Two Channel 
Digital Storage Oscilloscope). 

 To C-scan analyze, the Dr. Hillger USPC 3040 DAC Industrie system was used. 
C-scan imaging was performed on the aforementioned tiles using a 6-12 MHz lon-
gitudinal focused immersion transducer. The transducer had a diameter of 0.6 cm 
and a focal length of 15 cm. The tiles were placed into an immersion tank and the 
z-position was manually adjusted until the maximum signal was obtained. The top 
and bottom surface peak re fl ections were identi fi ed on the oscilloscope, and the 
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bottom surface signal was gated so that the variation of the signal could be collected 
as it traveled through the tile. In this technique, ultrasonic amplitude measurements 
were performed using a pulse-echo C-scan mode  [  6  ] . From these measurements, 
back wall echo graphs were drawn. The relative attenuation loss range changes from 
0 dB (greatest amplitude) to – dB values (least relative amplitude). For the back wall 
echo the 0 dB shows ‘good’ or ‘dense’ regions.  

   Results and Discussion 

 In order to determine the feasibility and detectability of defects by a contact ultra-
sonic mode, defects were imbedded in sintered ceramics. Figure  1  a  shows a typical 
transmitted ultrasonic signal as a function of a defect-free part in the ZrO 

2
  balls con-

taining sintered tile (tile1). The amplitude of the back wall echo is 27.2 V. Fig.  1  b ,  c  
represent typical transmitted ultrasonic signals as functions of defective regions in 
the ZrO 

2
  balls containing sintered tile. There were no explicit  fl aw echos detected in 

  Fig. 1    A-scan displays showing amplitude of back wall echo of the defect-free part (a), the 4.85 
mm (b) and the 2.96 mm (c) diameter ZrO 

2
  balls containing parts of sintered tile       
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the amplitude-time graphs because the balls were spherical and re fl ected ultrasonic 
signals at different angles  [  7  ] . Depending on the increased diameter of the balls, the 
back wall amplitude was decreased. For a 4.85 mm diameter ZrO 

2
  ball, the back 

wall amplitude was 1.56 V and the change in the back wall amplitude (back wall 
echo amplitude for defective part/ back wall echo amplitude for defect-free 
partX100) was 5.74, for a 2.96 mm diameter ZrO 

2
  ball, the back wall amplitude was 

9 V and the change in the back wall amplitude was 33.09. This condition was valid 
for steel balls of different diameters embedded in tile2 and tile3. Their back wall 
amplitudes are given in Table  1 . The steel balls were oxidized and, due to the gas-
out, the back wall amplitude (%) drops are higher than for ceramic balls of larger 
diameter.     

 Figure  2a  shows a typical transmitted ultrasonic signal as a function of a defect-free 
part in the 1 mm thick and 6.8 mm diameter rubber containing tile (tile4). Figure  2b  
represents a typical transmitted ultrasonic signal as a function of a defective region 
in this tile. The  fl aw is vertical to the ultrasonic signals. Thus, a  fl aw echo (in sphere 
at Fig.  2b ) was also detected. The amplitude of the back wall echo amplitude 
decreased from 28.2 V to 14 V. When the thickness of the rubber was increased, the 

   Table 1    Changes in the defect-free and defective parts’ back wall amplitudes   

 Tile 

 Back wall echo 
amplitude for 
defect-free part (V) 

 Back wall echo 
amplitude for 
defective part (V) 

 Change in back wall 
amplitude (%) 

 tile1 (4.85 mm dia.)  27.2  1.56  5.74 
 tile1 (2.96 mm dia.)  27.2  9  33.09 
 tile2  28  1.28  4.57 
 tile3  25  5.6  22.4 
 tile4  28.2  14  49.65 
 tile5  22.8  3.52  15.43 

  Fig. 2    A-scan displays showing amplitude of back wall echo of the defect-free part (a), 1 mm 
thickness and the 6.8 mm diameter rubber containing part (b) of sintered tile       
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back wall echo amplitude decreased from 22.8 V to 3.52 V. A 1mm increase in 
thickness decreased the back wall echo ampitude change from 49.65 % to 15.43% 
(Table  1 ).  

 The ZrO 
2
  balls and the steel ball (4 mm diameter) prevented ultrasonic signals 

passing completely to the back wall, increased attenuation loss (to -30dB) and could 
be detected in the back wall echo images (Fig.  3  a ,  b ). The steel ball (1 mm diameter) 
and rubbers have an attenuation loss of about – 20dB (Fig.  3  c  –  e ).     

   Conclusion 

 The detection and characterization of defects is achieved by an optimization of the 
use of ultrasound for non-destructive materials’ characterization. By using the 
A-scan, different defects can be detected. The shape and size are critical factors for 
detection. Whereas the balls’  fl aw echos could not be detected, the rubbers’  fl aw 
echos were easily detected using the A-scan. Steel balls which were of smaller 
diameters than the ZrO 

2
  balls greatly decreased the back wall echo. The reason 

could be the difference of the ultrasonic waves propagation between metal to 
ceramic and ceramic to ceramic. 

 The defect distribution was designed as a C-scan in light of the ultrasonic-
transmitted amplitudes. In other words, for an area containing a greater amount of 
defects, more ultrasonic waves will be de fl ected or scattered by the defects, resulting 
in the transmitted ultrasonic waves having lower amplitudes. The balls decreased 

  Fig. 3    C-scan displays showing (a) the ZrO 
2
  balls, (b) the 4 mm diameter steel ball, (c) the 1 mm 

diameter steel ball, (d) the 1 mm thick and 6.8 mm diameter rubber, (e) the 2 mm thick and 6.8 mm 
diameter rubber containing tiles’ back wall echo images       
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the amplitude much more than the samples perpendicular to the direction of the 
ultrasonic wave propagation. Both spherical and  fl at defects can easily be obtained 
using the ultrasonic C-scan. For rubber samples it is thought that a thicker sample 
deformed the tile and cracks occurred around the defect. To prove this, a SEM 
analyze should be performed.      
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  Abstract   The aim of the presented work was the characterization of synthetically 
manufactured emeralds by means of X-ray micro computed tomography (CT). As 
the result of the CT measurements, a three-dimensional volume representation of 
the gemstones became available. Three synthetic emeralds were measured contain-
ing different kinds of inclusions. For data evaluation, an image processing chain 
was designed, which is adapted to the particular requirements of emerald analysis. 
An essential aspect was the extraction of inclusions and inhomogeneities from the 
reconstructed volumetric data and their characterization regarding morphology. 
Furthermore, results of microscopic investigation of the samples have been com-
pared to results of CT measurements demonstrating the suitability of CT for  fi nding 
inclusions in emeralds.  

  Keywords   Computed tomography • Gemstone • Image processing • Material char-
acteristics • 3D segmentation      

   Manufacturing of Synthetic Emeralds 

  Flux-melt method.  In this method, the gem-forming chemicals are dissolved in a solu-
tion of lithium molybdate. The solvent is heated in a platinum crucible to around 800°C, 
thereafter seed crystals of natural or synthetic beryl are given into the solution in a plati-
num cage. By slowly lowering the temperature the solution becomes supersaturated 
and crystals of synthetic emerald grow on the seeds. The process is very slow  [  1,   2  ] . 
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  Hydrothermal method.  The method was originally developed in 1928 by Professor 
Nacken for the production of quartz crystals. He successfully adapted it for the 
growth of emeralds. The apparatus consists of a steel autoclave lined with silver 
which is designed in a way so that the temperature is lower in the upper part. In this 
part, seeds in form of thin lamellae are placed, whereas raw material and solvent are 
added in the lower part. Under pressure and temperatures of about 400°C an emer-
ald crystal grows within a few days time  [  3  ] .  

   Experiments 

   Specimens 

 In the scope of this work three synthetic emeralds were investigated, which were 
manufactured using different production techniques (see Table  1 ). The emeralds 
were kindly provided by Dr. Claudio C. Milisenda from the German Foundation for 
Gemstone Research (Deutsche Stiftung Edelsteinforschung, DSEF).   

   CT setup 

 All of the measurements within the present study were performed at the Sub-µm CT 
setup of the Fraunhofer EZRT at Fuerth, which is equipped with a FeinFocus X-ray 
source FXE160. As X-ray detector a Hamamatsu  fl at panel detector C9312 was 
used. Table  2  lists the performed measurements along with the most important 
X-ray parameters. These vary slightly as the parameter set for each measurement 
has been optimized to the size of the measured specimen.   

   CT reconstructions 

 When examining the CT reconstructions, three major types of inclusions were found 
(see  Fi g.  1 ):

   Wispy veil-like inclusions: plane, extensive structures usually with higher material • 
absorption than the surrounding emerald.  
  Spiky nail-head inclusions.  • 
  Crystal shaped inclusions.     • 

 In general it can be stated that samples 1 and 3 contained a vast number of inclu-
sions whereas the second stone was much cleaner. The inclusions were not always 
homogenous, i.e. some of the inclusions consisted of both lower and higher absorbing 
material than the surrounding pure emerald.  
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   Microscopic setup 

 The transparency of emeralds offers the opportunity to compare object analysis 
based on X-ray CT data with object analysis based on visible means. For this reason, 
microscopic examination of the emeralds was performed. We used a Keyence VHX 
600 microscope and the integrated measurement functions to estimate sizes of inclu-
sions. The inclusions were searched and measured manually.   

   Inclusion Extraction and Examination 

   Comparison between CT and microscopic data 

 The aim of the following part of the work was to ensure that computed tomography 
offers an appropriate mean for measurement of the relevant features. Up to now, CT 
has virtually not been used for the examination of gemstones. When starting to use 

   Table 1    Overview of specimens   

 Sample ID  Producer  Method  Length / mm  Width / mm  Height / mm 

 1  Nacken  Hydrothermal  3.1  2.5  2.8 
 2  Gilson  Flux-melt  4.9  3.7  2.6 
 3  Linde  Hydrothermal  2.8  2.8  2.4 

  Fig. 1    Slice views of the measured gemstones (from left to right Gemstone 1, 2, 3) exhibiting 
different kinds of inclusions       

   Table 2    Overview of measurements performed at the samples listed in Table  1    

 Measurement ID  Sample ID  Voltage / kV  Power / W  FDA / cm  Voxel / µm 

 1  1  60  4.2  21.96  1.8 
 2  2  60  4  21.16  2.1 
 3  3  60  3.8  21.96  1.7 
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CT for this task, it is important to clarify if there are differences in the visibility of 
the inclusions with optical light versus with X-rays. 

 Firstly, we would like to point out the main differences between the two methods. 

    • Measured property.  The microscope offers - roughly spoken - just a magni fi cation 
of the normal human vision. This is in accordance to the established approval of 
the quality of gemstones. On the other hand, in CT reconstructions we can distin-
guish deviations in grey values caused by differences in material absorption.  
   • Acquired data.  The microscopic setup is intended for visual inspection. Inclusions 
are searched for manually, the position within the object has to be estimated. In 
contrast, CT delivers a full 3D dataset of the entire sample, allowing for 3D posi-
tioning and measurement of inclusions. In comparison to microscopic images 
the noise level is much higher within the CT data.  
   • Identi fi cation of materials.  Microscopic imaging does not allow for any indisput-
able statements regarding identi fi cation of materials. Yet it offers colour and 
shape information from which an experienced user can draw the corresponding 
conclusions. Contrariwise, CT reconstructions directly deliver information about 
the relative density of materials. Simulating the X-ray spectrum also enables one 
to estimate the corresponding physical densities of materials.    

  Procedure . The gemstones were  fi rst examined using the microscope. Inclusions 
were searched for manually, documented and measured in 2D. A sketch of the whole 
gemstone with the estimated position, size and colour of inclusions was worked out. 
Subsequently, CT scanning and 3D reconstruction was performed. Within the CT 
reconstructions it was intended to identify the previously speci fi ed inclusions. These 
were segmented and a surface description via a triangle mesh using the STL 
(SurfaceTesselationLanguage) data format was generated. The corresponding image 
processing chain is shown in  Fi g.  2 . In this way, the digital representation of the 
inclusion’s surface could be compared quite easily to the microscopic images.   

   Results 

 As the two measuring means do not deliver directly comparable data, the evaluation 
was restricted to a visual interpretation. 

  Gemstone 1 - Nacken.  Visual inspection of CT data is normally done by scrolling 
axially parallel through the 3D dataset, examining 2D slices along different axes. 
This procedure is also supported by all important software modules in the  fi eld of 
industrial CT data visualisation. As inclusions are not necessarily axially parallel 
within the CT volume, it is often dif fi cult to guess the actual shape of the inclusions. 
On the other hand, using the extracted STL data and a corresponding visualization 
software allowing for 3D visualization of the inclusion, the morphology can be 
made visible perfectly. 

  Gemstone 2 - Gilson.  Fig.  3  shows a comparison of four inclusions of Gemstone 2 
in microscopic and in CT data. It was intended to arrange the extracted STL 
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surface data in a corresponding way to the microscopic view. Two statements can be 
made. Firstly, the inclusions extracted by optical means could also be found within 
the CT reconstructions. Secondly, consistency of the rough shape of the inclusions 
can be stated for all cases, with variations in accordance of details.  

  Gemstone 3 - Linde.  Gemstone 3 contained clearly recognisable two-phase inclu-
sions. This was represented well in the CT reconstructions as one can see in  Fi g.  4  
on the left. By applying the method for inclusion extraction, which was presented in 
the previous chapter, twice, one time for the inner and a second time for the outer 
structure of the inclusion, we were even able to represent two phases in the STL data 
set ( Fi g.  4 , right).    

   Conclusion and Outlook 

 In the scope of this work, three synthetic emerald samples have been measured and 
examined by an X-ray CT setup. A comparison to microscopic investigations was 
performed. Inclusions could be recovered well from CT data, also ensuring accor-
dance of morphology. Thus, the principle suitability of CT as a mean of emerald 

  Fig. 2    Image processing chain of inclusion extraction       

 



392 A. Mueller et al.

  Fig. 3    Comparison between microscopic data (upper row) and rendered STL data visualisation of 
inclusions (lower row) in Gemstone 2. A good accordance in shape is clearly recognisable       

  Fig. 4    Visualisation of a two-phase inclusion of Gemstone 3; left CT reconstruction slice view, 
right rendered STL data visualisation       

investigation has been shown. Future work will on the one hand focus on further 
improvement of data evaluation, for example automation of inclusion extraction, 
characterisation based on the morphology of inclusions and material identi fi cation. 
On the other hand, examinations of other gemstones, for example diamonds, may be 
of interest.      
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  Abstract   This paper assesses the capacity of high-frequency ultrasonic waves 
for detecting changes in the proteoglycan (PG) content of articular cartilage. 26 
cartilage-on-bone samples were exposed to ultrasonic waves via an ultrasound 
transducer at a frequency of 20 MHz . Histology and  ImageJ  processing were 
conducted to determine the PG content of the specimen. The ratios of the 
re fl ected signals from both the surface and the osteochondral junction (OCJ) 
were determined from the experimental data. The initial results show an incon-
sistency in the capacity of ultrasound to distinguish samples with severe proteo-
glycan loss (i.e. >90% PG loss) from the normal intact sample. This lack of 
clear distinction was also demonstrated for samples with less than 60% deple-
tion, while there is a clear differentiation between the normal intact sample and 
those with 55-70% PG loss.  

  Keywords   Articular cartilage • Proteoglycan content • Ultrasonic NDT • Re fl ection 
ratio       

   Introduction 

 Several studies have investigated the responses of articular cartilage in different 
physiological conditions to ultrasound wave, including the effects of surface rough-
ening  [  1  ] , collagen disruption  [  2,   3  ] , proteoglycan depletion  [  4,   5  ]  and naturally 
degenerated  or osteoarthritic conditions  [  5,   6  ] . A common limitation with practi-
cally all of these studies, which are based on the analysis of re fl ected signals from 
the cartilage – bone interface, is the variabilty in the pattern of the re fl ected signal. 
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This inevitable and  dif fi cult to control in fl uence is a consequence of the varying 
degrees of attenuation and diffraction properties of normal tissues  [  7  ]  and the rough 
nonuniform topography of the osteochondral junction. 

 Another limitation of the literature material is that no study has related the ultra-
sound re fl ection patterns with quantity of  proteoglycans (e.g. in a gradual depletion 
process), the degree of disruption of the collagen  fi brillar meshework or their com-
bined altered osmotic state. This paper investigates the in fl uence of the quantity of 
proteoglycans in the arti fi cially degraded cartilage on the pattern of the re fl ected 
ultrasound signal relative to the ratio of the osteochondral junction to surface 
re fl ected wave proposed earlier by Brown et al  [  8  ] .  

   Material and Methods 

   Sample preparation 

 Visually normal and intact bovine patellae, (N=6), harvested from prime oxen 
within 24 h of slaughter, were used in this study. The samples were wrapped in 
0.15M saline soaked towels and stored at about -20°C until required for testing. 
Prior to testing, the intact patellae were thawed in 0.15M saline at room temperature 
for about 4 hours, then cartilage-on-bone blocks (n = 26, lxbxh = 7x7x5mm) were 
extracted from the patellae. All tests were conducted with the specimens fully sub-
merged or hydrated in 0.15M saline. 

 Ultrasound echoes were taken from the saline-cartilage and cartilage-bone inter-
faces of all the samples. Care was taken to ensure that the tissue surface was parallel 
to the surface of the transducer. This is to make sure all the re fl ected ultrasound 
signal is captured by the transducer. Subsequent to ultrasound examination, the 
samples were treated in 1 mg/ml  of trypsin (T4667, Sigma Aldrich, Sydney, Australia) 
in 0.15M phosphate buffered saline at 37°C to remove proteoglycans. The proteo-
glycan depletion programme was performed for 4hrs, with ultrasound re fl ection 
signals obtained from the samples at 1hr intervals. This gradual progression of 
enzymatic action from surface to bone closely resembles the pattern of proteoglycan 
loss in early stage osteoarthritis which is characterised by gradual loss of proteogly-
cans and disruption of the collagen meshwork from the super fi cial zone  [  9  ]  amongst 
others signs.  

   Experimental set-up 

 Ultrasound examinations were made at an approximate distance of 3mm from the 
sample surface using a 20MHz,  Ø 3 mm , plane-ended contact transducer (V129, 
Panametric Inc., Massachusetts, USA). The experimental setup is shown in Fig.  1 .
The transducer was excited via a pulser/receiver that also receives the re fl ected 
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ultrasound echo. This was in turn connected to PC-based oscilloscope – PC 5204 
(Pico technology Limited, Cambridgeshire, UK) which captures and converts the 
analog signal to digital in real-time and then displays it on a PC. Surface and osteo-
chondral junction (OCJ) re fl ections were captured and recorded using the PicoScope 
6 software (Pico technology Limited, Cambridgeshire, UK).  

   Histological evaluation and image analysis 

 Sections of each sample was excised at intervals of 1hr for histological evaluation.  
 Subsequent to ultrasound examination, 7µm-thick sections were excised from the 
samples and  fi xed on microscopic slides. The sections were then stained with 
Safranin-O (which binds stoichiometrically with proteoglycans). This was followed 
by absorbance pro fi ling under monochromatic light source using a Nikon Labo-
Phot light microscope to obtain the micrographic images of the sections before and 
after staining. 

 Image analysis to determine the proteoglycan content was performed using 
 ImageJ  software version  1.44i  (Wayne Rasband, National Institute of Health, USA) 
according to protocols observed by Moody et al  [  10  ]  and Brown et al  [  11  ] . In sum-
mary, the stained and unstained section micrographs of each sample are converted 
to an absorbance–depth pro fi le. Since the light absorption is a consequence of the 
Safranin-O stained proteoglycans, the absorbance pro fi le is directly related to the 
proteoglycan distribution and content of the sample.  Using an ImageJ macro writ-
ten in-house for this purpose, the proteoglycan content in the sample was calculated 
based on Beer Lambert’s law. The proteoglycan content in the depleted sample was 
expressed as a percentage of the amount remaining in the tissue after depletion rela-
tive to the amount in its corresponding normal tissue.   

   Results 

 The patterns of re fl ections from the cartilage surface and the osteochondral junction 
(OCJ) between cartilage and bone were obtained for normal intact and progres-
sively depleted samples ( Fi g.  2 ). The typical ImageJ results for the progressive 
removal of proteoglycans from the samples from 1 to 4 hr exposure for trypsin are 

Transducer 

Cartilage
Sample 

Pulser/Receiver
PC

Oscilloscope

PC

  Fig. 1    Experimental setup for ultrasonic evaluation of cartilage       
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presented in  Fi g.  3 a. These data was used to estimate the percentage of proteoglycan 
that was removed from the various samples (Table  1 ). The re fl ection ratio ranged 
from 2.67±1.52 for normal samples to 5.11±1.65 (mean±S.D) for proteoglycan 
depleted samples.     

 The results demonstrate that there is an apparent inconsistency or discontinuity 
in the variation of the median values of the ratios for the surface to OCJ re fl ections 
where the ratio decreased from the normal to samples depleted for 2hrs, and then, 
rose for both the 3 and 4 hr enzymatically treated samples ( Fi g.  3 b,  c ). 

 The ImageJ absorbance pro fi le of ( Fi g.  3 a) shows the distribution of  proteoglycans 
from cartilage surface to bone for normal and depleted samples. A measure of the 
approximate proteoglycan content was obtained by calculating the area under the 
ImageJ absorbance curve ( Fi g.  3 a).  
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   Discussion and Conclusion 

 This study has re-assessed the capacity of ultrasound to differentiate between normal 
and proteoglycan depleted articular cartilage. However, unlike the single proteoglycan 
depletion protocol, e.g. exposure of cartilage to a single known duration and comparing 
the resulting specimen to the normal, this present investigation  investigates the ultra-
sound re fl ection from samples that had been subjected to progressive proteoglycan 
removal for 1 to 4 hrs. This provides a more comprehensive assessment of the capacity 
and limitation of ultrasound-based evaluation of the integrity of the cartilage matrix. 
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   Table 1    Quantity of proteoglycan, as a percentage of total proteoglycan content of sam-
ples, removed by exposing cartilage samples to trypsin for 1 to 4 hrs, calculated as the area 
under the ImageJ curves in  Fi g.  3 a   

 Sample  Ultrasound re fl ection ratio  Approximate % PG depleted 

  Normal   0.357±0.208  0 
  1hr PG depleted   0.320±0.274  68.53 
  2hr PG depleted   0.226±0.129  70.42 
  3hr PG depleted 
4hr PG depleted  

 0.425±0.327 
0.389±0.287 

 93.41 
100 
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 These current results ( Fi g.  3 b,  c ) raise the question of the ability of the ratio of 
the surface-to-OCJ re fl ections to consistently distinguish samples with severe pro-
teoglycan loss (i.e. >90% PG loss) from normal intact ones (Fig. 4). This lack of 
clear distinction was also demonstrated at <50% depletion, while there is a clear 
differentiation between the normal, and samples with between 55-70% of their 
 proteoglycans removed. It should be noted that most reported data are on the com-
parison of cartilage that had been exposed to enzyme for about 2hrs (i.e. 55–70%) 
to normal specimens. 

 It is dif fi cult at this stage to determine fully the reason for this inconsistency. It 
may be due to a limitation in the capacity of the re fl ection ratio for cartilage evalu-
ation as argued above or certain issues around the enzymatic digestion of the pro-
teoglycans. For example, in order to preserve the altered cartilage matrix and restrict 
the modi fi cation to that due to the enzymatic digestion only, we used a higher con-
centration of trypsin relative to the quantity used in for example Brown et al  [  8  ] ; it 
probable that this type of departure from the method previously reported has an 
effect on our current results. 

 In conclusion, the reported results in this paper suggest that high frequency ultra-
sound method can distinguish between normal intact and degenerated articular car-
tilage. However, it seems that a better analysis leading to a different parameter of 
assessment beyond the surface-to-OCJ re fl ection ratio is required for consistent 
evaluation of cartilage health.      
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  Abstract   The concept of non-destructive testing (NDT) of materials and  structures 
is of immense importance in engineering and medicine. Several NDT methods 
including electromagnetic (EM)-based e.g. X-ray and Infrared;  ultrasound; and 
S-waves have been proposed for medical applications. This paper evaluates the via-
bility of near infrared (NIR) spectroscopy, an EM method for rapid non-destructive 
evaluation of articular cartilage. Speci fi cally, we tested the hypothesis that there is a 
correlation between the NIR spectrum and the physical and mechanical characteris-
tics of articular cartilage such as thickness, stress and stiffness. Intact, visually nor-
mal cartilage-on-bone plugs from 2-3yr old bovine patellae were exposed to NIR 
light from a diffuse re fl ectance   fi bre-optic probe and tested mechanically to obtain 
their thickness, stress, and stiffness. Multivariate statistical analysis-based predictive 
models relating  articular cartilage NIR spectra to these characterising parameters 
were  developed. Our results show that there is a varying degree of correlation between 
the  different parameters and the NIR spectra of the samples with R 2  varying between 
65 and 93%. We therefore conclude that NIR can be used to determine, nondestruc-
tively, the physical and functional characteristics of articular cartilage.  

  Keywords   Articular cartilage • NIR spectroscopy • Mechanical characteristics
 • Thickness • Predictive models    

    I.   Afara   •     A.   Oloyede (*)  
     School of Engineering systems, Institute of Health and Biomedical Innovation , 
 Queensland University of Technology ,   Brisbane ,  Australia  
 e-mail:  k.oloyede@qut.edu.au    

    T.   Sahama  
     Computer Science Discipline, Faculty of Science and Technology ,  Queensland University 
of Technology ,   Brisbane ,  Australia    

      Near Infrared for Non-Destructive Testing 
of Articular Cartilage       

       I. Afara     ,    T. Sahama      and    A. Oloyede         

O. Büyüköztürk et al. (eds.), Nondestructive Testing of Materials and Structures, 
RILEM Bookseries 6, DOI 10.1007/978-94-007-0723-8_58, © RILEM 2013



400 I. Afara et al.

   Introduction 

 The mechanical properties of articular cartilage such as compressive stiffness have 
been used to assess its functional integrity in both normal and degraded conditions 
 [  1,   2  ] ; and have been reported to successfully track changes in its structural integrity 
following controlled proteoglycan removal programs  [  3  ] . In addition, a number of 
researchers  [  4,   5  ]  have suggested that an alteration of the mechanical properties in an 
arthritic joint may be notable before any gross morphological change is apparent. 
More recently, it has been noted that the mechanical stiffness of normal and degraded 
articular cartilage overlap to a signi fi cant degree  [  6  ] . In this paper we argue that 
despite this overlap, the mechanical parameter is still useful if comparison is restricted 
to a normal and its equivalent degraded counterpart in an evaluation process. 

 The accuracy of these mechanical properties is signi fi cantly dependent on an accu-
rate determination of the tissue’s thickness. This relationship between cartilage thick-
ness and stiffness was earlier noted by Hayes et al  [  7  ] . Given that cartilage thickness 
is site-dependent  [  8  ] , this means that it is essential to determine tissue thickness at 
each test site when determining sample stiffness. Furthermore, while indentation test 
has been widely used for in vitro  [  9  ]  and in vivo  [  10  ]  assessment of the functional 
integrity of cartilage, an accurate and non-destructive method of measuring cartilage 
thickness in vivo remains challenging  [  9  ] , thus necessitating this research. 

 To this end, we hypothesize that there is a substantive degree of statistical cor-
relation between cartilage NIR absorbance spectrum, thickness and mechanical/
functional characteristics. Near infrared spectroscopy is based on absorption of the 
NIR light resulting from chemical bond vibrations due to hydrogen and some light 
atoms. These bonds, C-H, N-H, O-H and S-H, are the predominant bond types in 
biological tissues like cartilage. In testing this hypothesis, we carried out experi-
mental determination of cartilage thickness, stress-strain curves and associated 
parameters, and multivariate statistical (using partial least square regression - PLSR) 
analyses as described below.  

   Materials and Methods 

   Sample preparation 

 Visually normal and intact bovine patellae, (N=15), harvested from prime oxen 
within 24 h of slaughter, were used in this study. The samples were wrapped in 
0.15M saline soaked towels and stored at about -20°C until required for testing. 
Prior to NIR spectroscopy, the intact patellae were thawed in 0.15M saline at room 
temperature for about 4 hours, then cartilage-on-bone blocks (n=173, lxbxh = 
7x7x5mm) were extracted from the patellae. All tests were conducted with the 
 specimens fully submerged or hydrated in 0.15M saline.  
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   NIR spectral measurement 

 Diffuse re fl ectance near infrared spectroscopy was performed using a Bruker MPA 
FT-NIR (Fourier Transform NIR) spectrometer (Bruker Optics, Germany). The NIR 
light used spans the 800 - 2500 nm wavelength region; which is the near infrared 
region of the electromagnetic spectrum. The probe used consisted of 100 x Ø600µm 
 fi bres, with 50 transmitting and 50 receiving NIR re fl ected light. Using a holder that 
enabled x-y adjustment of the mounted sample, the probe was lowered to the speci-
men surface and  fi rmly locked in position for each measurement (Fig.  1 a). After 
taking a reference spectrum, spectral data was obtained over the full range of the 
NIR spectrum (Fig.  1 b), with each spectrum averaged over 64scans at 16 cm -1  
resolution.   

   Mechanical indentation test 

 Each specimen, already set in dental acrylic cast, was placed in a holder and sub-
jected to compressive loading on an Instron material testing machine (Instron, 
Norwood, USA) to 30% strain at a loading rate of 0.5mm/min. The load was applied 
via a 3mm plane-ended cylindrical indenter in the centre of the sample area. After 
indentation, the specimen was unloaded and allowed to recover for about 2hr in 
saline to ensure that full thickness has been regained before further tests were car-
ried out. The stress–strain characteristic of the specimen was obtained from the 
load–displacement curve and its stiffness calculated as the slope of the tangent to 
the curve at nominated strains corresponding to zero, shoulder and asymptotic posi-
tions of the curve.  

  Fig. 1    (a) Experimental setup (b) Typical NIR absorbance spectrum for normal intact cartilage       
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   Thickness measurement: Needle-probe method 

 After load-displacement tests, the indenter was changed to a “needle-probe” one 
and the speed of indentation was set to 10 mm/min  [  11  ] . Cartilage thickness was 
measured by using the load cell to sense the instant when the needle touched the 
articular surface and when it contacts the calci fi ed zone. The characteristic of the 
curve as the needle travels from the surface to the tidemark was used to determine 
sample thickness. Six measurements were taken at points lying within the regions 
under which the NIR spectrum and mechanical characteristics were obtained.   

   Results and Analysis 

 The load–displacement curve of each sample was converted to its stress–strain 
characteristics using the sample thickness and indenter cross–sectional area. The 
stiffness at toe, shoulder and asymptote regions were calculated (Fig.  2a ).  

 The stress values of the shoulder (  s   
 s 
 ) and asymptote (  s   

 as 
 ) – stress at 30% strain 

were also obtained for correlation with the NIR spectrum. 97 samples of the total 
173 samples were subjected to needle-probe thickness measurement. A more 
 representative value of each sample thickness was evaluated as the average of six 
measurements at points lying within the regions under which the NIR spectrum and 
mechanical characteristics were obtained. The samples’ thickness value ranged 
from  2.422 ± 0.033  to  1.337 ± 0.055  (mean ± SD). 

 Using the OPUS 6.5 software (Bruker Optics, Germany), calibration and valida-
tion was performed using partial least squares (PLS) regression on the spectra with 
scatter correction and spectral pretreatment. The scatter correction technique 
employed was multiplicative scatter correction (MSC), and  fi rst derivative pretreat-
ment was used for spectral pretreatment. Leave-one-out (LOO) cross-validation 
method was used in the calibration process to determine the optimal number of PLS 
components and to estimate the performance of the developed calibration models. 

 In cross-validation, calibration models are subsequently developed on parts of 
the data and iteratively tested (used for prediction) on other parts. Here, the model 
with the lowest number of components giving the highest R 2  (and possibly the low-
est RMSECV) was selected. It should however be noted that the regions of the NIR 
spectrum that showed saturation due to O–H bond absorption of the NIR light were 
excluded from the analysis.  

   Discussion and Conclusion 

 Since articular cartilage is composed of constituents possessing functional groups such 
as C–H, O–H, N–H, and S–H which are selective absorbers of NIR radiation, an inter-
action between these constituents within the matrix structure and their resistance to 
compression may be re fl ected on the NIR spectrum of the tissue. Therefore, if there is 



403Near Infrared for Non-Destructive Testing of Articular Cartilage

any linear relationship between NIR spectrum and the structure of articular cartilage, 
calibration equations or models could be developed to predict structure– and function–
based parameters of the tissue. Consequently, partial least squares (PLS) regression 
analysis results, shown in Fig.  2b – d  and Table  1 , show that the NIR spectrum relates 
strongly with the tissue thickness, and is almost unrelated to its stiffness.  

 Indicated by the signi fi cant scatter in the stiffness calibration plot shown in 
Fig.  2c  and the considerably low correlation coef fi cient (Table  1 ), the weak correlation 
between the stiffness parameters S1, S2, S3 and the NIR spectrum can be attributed 
to the signi fi cantly large overlap between the individual stiffness values of normal 
samples as observed by Brown et al  [  6  ] . Even though the current study did not con-
sider degraded articular cartilage samples, our results con fi rm the hypothesis that 
stiffness parameters, used on their own, may not be reliable indicators of the tissue’s 
functional viability. However, the asymptote stress (  s   

 as 
 ), and the difference in stress 

values (  s   
 as 

  -  s   
 s 
 ), Fig.  2d , show better correlation with the NIR spectrum (see Table  1 ), 

relative to the stiffness parameters. This resistance to compression may be consid-
ered as a more reliable parameter for assessing the tissue’s functional viability. 

 The NIR–thickness calibration plot, in Fig.  2b , shows a signi fi cantly high cor-
relation (see Table  1 ) between the NIR spectrum and the tissue thickness. While the 
NIR light pathlength through biological tissues has been shown to in fl uence the 
resulting absorption spectra  [  12  ] , the cartilage thickness can be likened to this NIR 
light pathlength through the tissue. 

  Fig. 2    (a) Stress-Strain characteristic of articular cartilage showing points where the stiffness 
values were calculated. (b) NIR-predicted cartilage thickness versus measured thickness. (c) NIR-
predicted cartilage stiffness versus measured stiffness. (d) NIR-predicted cartilage stress versus 
measured stress       
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 These results show that the NIR spectrum of cartilage can be used to estimate 
both the physical and functional characteristic of the tissue. In addition to being a 
non-destructive, real-time and faster alternative to conventional compression test, 
the  fl exibility of NIR makes it well suited for clinical application in the assessment 
of joint conditions. We therefore conclude that NIR, as a non-destructive method, 
can be used to assess the tissue condition with respect to its physical and functional 
characteristics.      
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   Table 1    Physical and 
mechanical parameters of 
articular cartilage and their 
correlation with the NIR 
spectrum   

    Parameters  Adjusted R 2  (%)  RMSECV 

  Stiffness   S1  6.219  2.41 
    S2  1.305  6.25 
    S3  9.822  6.67 

            

  Thickness      93.02  0.0621 
            
  Stress    s  

s
   19.39  0.219 

     s  
as
   65.46  1.33 

     s  
as
  -  s  

s
   66.04  1.24 
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  Abstract   The paper reviews a few methods which are suitable for the continuous 
measurement of the stiffening and hardening behavior of mortar and concrete. These 
are the dielectric method, the nuclear magnetic resonance method, the ultrasonic meth-
ods as wave-re fl ection method and wave-transmission method. The  fi rst two methods 
detect mainly the distribution of water in the sample as function of hardening time, 
while the other two methods rely on the development of the mechanical properties. 
The measurement principles are discussed and testing devices are described.  

  Keywords   Concrete • Dielectric method • Early age • Fresh • Mortar • NMR • 
Ultrasound      

   Introduction and Motive 

 The knowledge of the development of concrete properties during the  fi rst hours after 
concreting has various aspects: the transition of a suspension into a hardened mate-
rial is interesting for the materials scientist, but it has also very practical aspects 
such as the development of strength and the liberation of heat  [  1  ] . The setting of 
cement has great in fl uence on the available duration of workability of the fresh 
concrete. Development of strength determines the time of stripping the formwork 
and the progress of slipform concreting. Heat liberation is sometimes crucial in 
mass concrete. The materials developer is interested in the question how new prod-
ucts such as additions and admixtures react together with a cement, or they develop 
a new binder with unknown properties. 
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 The question arises how setting and hardening of cement paste, mortar, and concrete 
can be measured continuously. Continuous measurement asks for non-destructive 
methods. The current testing methods measure in intervals such as the Vicat needle 
method for cement paste  [  2  ]  and the penetration resistance test for concrete  [  3  ] . These 
methods can be applied before the end of setting. The further hydration development is 
approached by other techniques such as bolt penetration, bolt extraction, and coring. 
All these methods do not allow continuous measurements and are partly destructive. 

 To follow the various stages of hydration one can utilize the chemical, electrical, 
physical (and mechanical) properties. Changes in hydration can be represented by 
the changes of these properties. Various methods are feasible. One can chemically 
measure the composition of the pore solution. One can use electrical methods which 
determine the dielectric properties, the conductivity, or the magnetic properties 
(NMR = nuclear magnetic resonance). One can think about the wave propagation in 
the setting and hardening material which is generated by ultrasound (US) or impac-
tors (impact-echo method) or by acoustic emission. One can measure the heat of 
hydration and can calculate the degree of hydration as function of time. Or one can 
use an electron microscope, preferably an ESEM (Environmental scanning electron 
microscope) which allows following the progress of crystal forming. The following 
chapter revises some methods.  

   Testing Methods and Devices 

   Dielectric measurement  [  4  ]  

   Measuring principle 

 To translate the dielectric properties into physicochemical and engineering proper-
ties, the basics of dielectric properties should be understood  [  5  ] . Speci fi cally, the 
dielectric properties of water have a special nature and water has a dominant effect 
on the properties of concrete. 

 When an electrical  fi eld is applied to a material containing ions, some ions drift 
through the material and discharge at the electrodes, producing conduction. Other 
ions, which are bound to surfaces, are not free to drift from one electrode to the 
other. These charges are able to oscillate back and forth under the action of an alter-
nating  fi eld. 

 Polar molecules, like water are asymmetrically charged and posses a permanent 
dipole. When we consider a collection of molecular dipoles in thermal equilibrium, 
they will be ordered randomly. The polarization of this system will be zero. When a 
dipole is placed in an electrical  fi eld, the dipole will be orientated according to the 
electrical  fi eld. The orientation will not be completed at once but will take some time. 
When the electrical  fi eld is removed the dipoles will once again be randomly ordered. 
This re-orientation of dipoles, which is called relaxation, will take some time.  
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   Testing the dielectric properties of cement paste 

 A test system for determining the dielectric properties of cement paste was  developed 
by van Beek  [  5  ] . This system consists of the following components:

   a impedance analyser, which can generates an electrical  fi eld in the frequency  –
range from 1 MHz to 1000 MHz  
  a probe with which the electrical  fi eld can be introduced into cement paste   –
  a temperature logging system combined with thermocouples to determine the  –
temperature in the specimen during hydration.    

 A simple dielectric model has been used in this system to calculate the permittiv-
ity and the speci fi c conductivity for the measured data. This model consists of a 
parallel system with a resistor and a capacitor (Fig.  1 ). The relationships: capaci-
tance – permittivity, conductivity – speci fi c conductivity are de fi ned as follows:

     
0

( )
( )

C f
f k

e
=ε

   (1)  

     σ =( ) ( )f kG f    (2)   

 where  

  f   frequency of the electrical  fi eld in Hz   k   cell constant in 1/m 
   e   

0
  dielectric constant of the vacuum in 1/F   C   measured capacity in F 

  G   measured conductivity in S   e   permittivity 
  s   speci fi c conductivity in S/m    

 Before the real test starts, the calibration of this system has to be performed with 
water ( e   »  80) and a mix of glass pearls saturated with water ( e   »  28). The conduc-
tivity is varied by adding salt to these specimens. The conductivity in the specimens 
is measured with a conductivity meter to determine the cell constant. Once the cell 

conductivity permittivity

resistor capacitor

Analyser
1 - 1000 MHz

G(f) C(f)

  Fig. 1    Schematic set-up for 
the determination of 
dielectric properties of 
cement       
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constant of the system has been determined the dielectric properties of cement paste 
can be calculated from the measured capacitance and conductivity.  

   Dielectric properties of different types of cement at various frequencies 

 A number of tests were carried out by van Beek  [  5  ]  to study the dielectric properties 
of Portland cement and blast furnace slag by using frequencies ranging from 1 to 
1000 MHz. The permittivity versus time for Portland cement is shown in Fig.  2 . 
It can be seen that at a frequency below 10 MHz the electrode interface effect 
strongly in fl uence the permittivity. Portland cement reaches the maximum permit-
tivity within about 10 hours after mixing.  

 The conductivity at low frequencies is mainly determined by the number of inter-
connected capillary pores in the cement paste. The main conducting phase in cement 
paste is the capillary water. The hydration products that block the pores conduct 
very poorly. The decrease of connectivity of the pores results in a sharp decrease in 
the conductivity. At higher frequencies the conductivity increases due to the dielec-
tric losses, which, in turn, increase due to the change in the relaxation frequency. 
From tests it was found that the sharp decrease of the conductivity occurred due to 
the decrease of the amount of free water and due to the decrease of connectivity of 
the pores.  

   Dielectric properties versus degree of hydration 

 Since it is dif fi cult to relate the dielectric properties to the physical state of the 
cement paste when the dielectric properties are presented in the time scale, the 
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  Fig. 2    Permittivity of Portland cement paste in the  fi rst 140 hours after mixing       
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 concept of the degree of hydration is introduced as an indicator of the physical state 
of the hydrating cement paste  [  6  ] . 

 The dielectric properties are mainly determined by the amount of capillary water 
in the pore structure. The amount of capillary water in the cement paste is in turn 
determined by the degree of hydration and the initial amount of water. A unique 
relationship between degree of hydration and amount of capillary water is described 
by using the Powers model  [  7  ] :

     
= -cw cap ecV V V

   (3)  

     

0.36

0.32cap

wcr
V

wcr

a-
=

+    
(4)  

     

0.0575

0.32ecV
wcr

a
=

+    
(5)

   

 where  

  V  
cw

  volume fraction capillary water   wcr  water-cement ratio 
  V  

cap
  volume fraction capillary pores    a   degree of hydration 

  V  
ec

  volume fraction empty capillary pores    

 For a mixture with Portland cement and a water-cement ratio 0.5, the maximum 
permittivity is found at a degree of hydration of 0.28 (Fig.  3 ). A degree of hydration 
of 0.28 correlates with a capillary water volume of 0.47 (from Eqs.  4  and  5 ). 
Continuous measurements have to be performed in order to follow the hydration 
process completely.    

  Fig. 3    Permittivity of 
Portland cement paste related 
to the degree of hydration and 
volume fraction of capillary 
water       
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   Nuclear magnetic resonance  [  8  ]  

   Physical principle 

 An atomic nucleus having an uneven number of protons and/or neutrons, as  hydrogen 
( 1 H) or  fl uorine ( 19 F), carries a nuclear magnetic dipole moment, resulting from its 
spin-angular momentum, comparable to a small magnetic compass needle. Without 
a magnetic  fi eld, the dipole moments within a specimen are randomly orientated 
(Fig.  4 a). If the specimen is placed into a static magnetic  fi eld the magnetic moments 
are orientated anti-parallel or parallel (Fig.  4 b). The latter is the low-energy state, 
leading to a slightly overbalanced population of the in- fi eld orientation in thermal 
equilibrium. This excess population provides a detectable macroscopic magnetiza-
tion in the specimen.  

 Usually, a coil of a resonant circuit generates one or more short pulses of the 
radio frequency  fi eld. After tuning off the pulse(s), the emitted energy is measured 
as an alternating voltage induced in the same coil. The amplitude of the so-called 
NMR spin echo signal is given by

     = - - -0 1 2(1 exp( / )exp( / )r eS S t T t T    (6)   

 Here  S  
0
  proportional to number of resonant nuclei in the observed specimen vol-

ume,  T  
1
  the so-called spin-lattice or longitudinal relaxation time and  T  

2
  is the so-

called spin-spin or transversal relaxation time.  t  
r
  and  t  

e
  are variable observation 

times of the experiment. 
 Immediately after the pulse, the excess energy absorbed by the nuclear dipoles 

is dissipated due to interactions of the nuclei with their atomic and molecular 
environment (spin-lattice interactions) and interactions of the nuclei among each 
other (spin-spin interactions). Finally, the thermal equilibrium condition in the 
static magnetic  fi eld is recovered due to these interactions (see Fig.  4 d). Spin-
lattice and spin-spin interactions are modulated in time by molecular motion, 

  Fig. 4    Physical principle of Nuclear Magnetic Resonance       
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 giving rise to the  T  
1
 - and  T  

2
 -dependencies of the NMR signal. Analyzing these 

relaxation processes allows to determining detailed information about molecular 
mobility in the specimen.  

   NMR methods for characterization of cement-based materials 

   NMR high-resolution spectroscopy 

 In condensed matter, the actual magnetic  fi eld  B  
0
  and with it the Larmor frequency 

 w  
0
  on the spot of an atomic nucleus is slightly changed by its surrounding electron 

cloud and by adjacent neighbor atoms. Therefore, an atomic nucleus in a speci fi c 
molecular environment shows up a speci fi c Larmor frequency shifting (chemical 
shift). By this means, it is possible to identify and investigate the molecular environ-
ment of a nucleus, which can be the hydrogen nucleus ( 1 H), but also other nuclei 
( 27 Al,  29 Si,  31 P). In this case the NMR frequency spectrum reveals quantitative infor-
mation about the chemical composition and structure of the investigated material, 
for instance hydrated cement. But this NMR high-resolution spectroscopy can only 
be applied, if the magnetic  fi eld  B  

0
  has a suf fi cient strength (about 1 Tesla and more) 

and its intrinsic inhomogeneity is very low (a few ppm in the sample volume).  

   NMR relaxometry 

 High-resolution as well s low-resolution NMR instruments can be applied for inves-
tigations of the hydrogen relaxation times  T  

1
  and  T  

2
 , which is often referred as NMR 

relaxometry.  T  
1
  and  T  

2
  are extremely sensitive to dynamics of the molecular mobil-

ity in the hydrogen environment. Pure water at room temperature shows large values 
of both  T  

1
  and  T  

2
 , typically in the range of seconds. These large values are related to 

the high degree of Brownian motion in the low-viscous liquid. Decreasing the 
molecular mobility, as it results from solidi fi cation or increasing viscosity, leads to 
a monotonous decrease in  T  

2
  down to values between 10 -5  and 10 -4  s in rigid solids. 

In contrast  T  
1
   fi rst decreases and afterwards increases again, if molecular mobility 

is reduced. As an example, the  T  
2
  of ice is several thousands times smaller than the 

 T  
2
  of water at room temperature. Additionally, the relaxation time  T  

1
  is strongly 

in fl uenced by unpaired electrons in ions. There from, NMR relaxometry is suited to 
investigate processes connected with changes in molecular mobility or dissolution/
precipitation of ionic compounds. 

 In porous building materials  T  
1
  and  T  

2
  will be decreased strongly with respect to 

that of pure water due to interactions of water with the solid matrix. It is found, that 
the relaxation is proportional to the surface-to-volume ratio, which is a property of 
the pore geometry  [  9  ] . In a material with different pore-sizes relaxometry can be 
used to measure nondestructively the pore-size distribution, e.g. during hydration. 
By means of  T  

1
  and  T  

2
 , chemically combined water can be distinguished from water, 

which is physically bound to a solid surface and water, which is in the bulk liquid 
state. During hardening of cement stone, more and more water is chemically 



414 H.W. Reinhardt

combined in hydration products, small gel pores are developing at cost of large 
capillary pores. Hence, the water mobility in concrete is changing continuously, 
originating a pronounced effect on the relaxation times (see Figs.  5  and  6 ). A detailed 
relaxation analysis allows determining the relative portions of hydrogeneous phases 
in concrete, which are the chemically bound water (water of hydration) with a 
 T  

1
  less than 10 -4  s, the water in gel pores with a  T  

1
  in the of 10 -3  s range and the 

loosely bound water in capillary pores with a  T  
1
  of about 10 -2  s  [  10  ] . This offers the 

possibility to observe the development of these phases during hardening.      

   Ultrasound 

   Wave re fl ection method  [  11  ]  

 Re fl ection coef fi cient  r  and transmission coef fi cient  t  can directly be related to the 
acoustic impedances  Z  of the materials that form the interface. The acoustic 
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  Fig. 5    Time evolution of the  1 H spin-lattice relaxation time  T  
1
  in a Portland cement (PC) paste 

with a water-to-cement ratio of 0.45; induction, acceleration and decay period of hydration are 
shown (from  [  10  ] )       
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  in a Portland cement (PC) paste 

with a water-to-cement ratio of 0.60; induction, acceleration and decay period of hydration are 
shown (from  [  10  ] )       
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 impedance is calculated as the product of the wave velocity in and the density of the 
material (Eq. ( 7 )). From the acoustic impedances of the materials the coef fi cients r 
and t can be calculated with Eq. ( 8 ) and Eq. ( 9 )  [  12  ] , where  Z  

1
  and  Z  

2
  are the acous-

tic impedances of Material 1 and 2 and the wave is assumed to travel from Material 
1 into Material 2.

     ν= ·Z r    (7)  

     

-
=

+
2 1

2 1

Z Z
r

Z Z    
(8)

  

     
=

+
2

2 1

2·Z
t

Z Z    
(9)

   

 If in Eq. ( 8 ) the acoustic impedance  Z  
2
  is smaller than  Z  

1
  the re fl ection coef fi cient  r  

becomes negative. This negative value indicates a phase reversal of the re fl ected 
wave relative to the incident wave. Such a phase reversal occurs, when e.g. longitu-
dinal waves are re fl ected at an interface of steel and hardened cement paste. 

 The principle of the wave re fl ection measurements consists of monitoring the 
re fl ection coef fi cient of ultrasonic waves at an interface formed by a buffer material 
and the cementitious material to be tested. An ultrasonic transducer is coupled to the 
buffer material, which in turn has to be brought in contact with the test material 
when it is still in liquid or unhydrated state (Fig.  7 ). With proceeding hydration the 
wave propagation properties of the test material change, which results in a variation 
in the re fl ection coef fi cient. The re fl ection coef fi cient is obtained from the ampli-
tudes of successive re fl ections received from the interface between the buffer and 
the test material.  

 When the wave encounters the interface between the buffer and the test material, 
part of the wave is transmitted into the test material and part is re fl ected back to the 
transducer. The re fl ected waves are received by the transducer and at same time 
again re fl ected from the transducer-buffer interface into the buffer where the 
re fl ection process repeats until the waves attenuate. The described process is shown 
in Fig.  8 , where  S  

T
  is the transducer signal transmitted into the buffer,  R  

1
  and  R  

2
  are 

the  fi rst and second re fl ections captured by the transducer and  T  
1
  and  T  

2
  are the  fi rst 

and second transmission into the buffer.  

  Fig. 7    Schematic 
experimental apparatus 
for wave re fl ection 
measurements as used by 
Shah and his co-workers       
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 Figure  9  shows a result from measurements on Portland cement. The beginning 
of setting has been compared with the pin penetration method. The re fl ection loss is 
a direct function of the re fl ection coef fi cient  [  14  ] . With increasing hardening time 
the re fl ection loss becomes larger since the test material gets harder.   

   Wave transmission method  [  15  ]  

 The principle of the transmission method is shown in Fig.  10 . A pulse is generated 
at one surface of the specimen and the according wave is travelling through the 

  Fig. 8    Schematic 
representation of the multiple 
re fl ection and transmission 
process at the interface 
between buffer and test 
material  [  13  ]        
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  Fig. 10    Principle of US measurements based on through-transmission techniques       

material and picked up at the other side. The incident pulse and the transmitted 
pulse are recorded, converted to a digital signal and stored in a memory for further 
or immediate evaluation.  

 At the Department of Construction Materials (IWB), University of Stuttgart, an 
apparatus was developed aimed at investigating the setting and hardening of cement-
based materials in quality assurance. First papers on this work were published in the 
early 90s. In recent years, the technology has attained a good industrial standard. 
Proof of which, among others, is the fact that several research facilities and compa-
nies are by now successfully using the apparatus developed at the IWB. 

 The approach is based on the observation of waves transmitted through mortar or 
concrete during setting and hardening. The ultrasound wave is recorded and ana-
lyzed during the hardening of the material quasi continuously. The waveform as 
well as wave parameters like travel time (related to the wave velocity), amplitude 
(related to the wave energy) and frequency content of the signal are in fl uenced by 
the elastic properties of the material. Cement based materials like concrete and mortar 
are changing its status from a suspension to a water saturated porous media during 
hardening. This change can be observed recording transient waves transmitted 
through the material. Usually, these transients are recorded in certain intervals to 
document the changes. Figure  11  demonstrates this procedure for a standard  concrete 
mix. However, to make the changes in signal wave form during setting and harden-
ing more obvious, all signals in this  fi gure were normalized in respect to their 
amplitudes.  
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 Signals are recorded after transition through the material in a certain time  interval. 
Picking for example the onset time of the wave arriving  fi rst at the receiver the travel 
time can be calculated knowing the origin time of the signal. Along with the known 
distance between transmitter/impactor and the receiver the wave velocity can be 
calculated as well. For the velocity  v  applies in general the well-known relationship 
 v  =  s/t  with travel time  t  and travel path  s . In most cases this wave is a compressional 
wave (being faster than other waves) and the compressional wave velocity is mea-
sured therefore. 

 With regard to the apparatus technology, one of the focal tasks has been the 
development of an easily manageable container made of PMMA for carrying out 
the fresh concrete measurements, which was named FreshCon-1. In parallel to this, 
a separate measuring setup for mortar was developed. Due to the clearly smaller 
aggregate diameter a much smaller container could be developed. In this way, the 
sample size and consequently waste could be reduced to a minimum. 

 There are several requirements on the container:

   the compressive pulse has to be transmitted through the mortar as directly as  –
possible  
  there should be no transmission through the container walls   –

0 2
-0,06

-0,04

-0,02

0,00

0,02

0,04

1:10 h

0 2

-0,20
-0,15
-0,10
-0,05
0,00
0,05
0,10
0,15

5:10 h

0 2

-0,6
-0,4
-0,2
0,0
0,2
0,4
0,6

9:10 h

0 2
-1,0
-0,8
-0,6
-0,4
-0,2
0,0
0,2
0,4
0,6
0,8
1,0

13:10 h

Time [µs]

  Fig. 11    Transient ultrasound waves recorded in an interval of four hours after adding water       
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  the transducers have to be coupled as reliably as possible   –
  the  fi lling, handling, mounting and demounting procedures should be as easy as  –
possible  
  the procedure should allow to receive repeatable and reproducible results   –
  the container should be suitable for multiple use, and  fi nally,   –
  waste material should be minimized.     –

 Figure  12  shows a container schematically which has been developed for 
FreshCon. The mortar or concrete is contained in the U-shaped part made of soft 
rubber (EPDM foam). The emitter und receiver are located in a casing in the wall. 
The  fi xation of the side walls is such that waves from the emitter do not disturb the 
signals which travel diectly through the concrete or mortar. The  fi xation is demount-
able for easy cleaning and calibration.  

 The electonic measuring device measures the emitted and received pulse. From 
that, the pulse velocity can be calculated. The equipment uses the longitudinal wave 
but the transverse wave is also possible. The result is a wave propagation velocity 
vs. time plot. Robeyst  [  17  ]  has evaluated the energy content of the transmitted sig-
nal. He has established a relation between the energy ratio, i.e. the ratio between the 
measured energy during the test and the energy transmitted during the calibration of 
the equipment, and the initial and  fi nal set of the material as determined with the 
penetration test acc. to ASTM C403. 

 Analogously to the velocity measurement, a graph showing the change of the 
energy (Fig.  13 ).  

 Generally, the energy is plotted on a logarithmic scale in correspondence with 
the wave attenuation which is commonly expressed in dB. Generally, smoothing of 
the energy curves is not required to produce clear graphs. 

 The initial and  fi nal setting times according to the penetration resistance test  [  3  ]  
can also be indicated by threshold values of the ultrasonic wave energy  [  17  ] . 

  Fig. 12    3D sketch of a 
container for concrete 
measurements in through-
transmission       

 



420 H.W. Reinhardt

 For mortar mixtures:     / 0.02t (h) t (h)initial set E Eref ==      

     / 0.13t (h) t (h)final set E Eref ==
    

 For concrete mixtures:      / 0.02t (h) t (h)initial set E Eref ==      

     / 0.07t (h) t (h)final set E Eref ==
    

 For mixtures with OPC, an average repeatability error lower than 5% can be 
obtained for these threshold times. 

 It has been shown that the repeatability error for mixtures with ordinary portland 
cement is lower than 5 %. 

 There are several measuring methods more which are not described here, 
see  [  1  ] ,  [  18  ] .    

   Recommendation 

 Up till now, there is no guideline, recommendation, or standard for the continuous 
measurement of setting and harderning of cementitious materials. 

 In order to make the techniques available for everybody RILEM has set up the 
TC 218-SFC “Sonic methods of quality control of fresh cementitious materials” in 
2006. The aim of the technical committee is to develop recommendations for the 
through-transmission method, the re fl ection method, and the prism technique. It 
turned out that the preparation of a recommendation is time and labor consuming 
and that the small number of TC members has not the capacity to  fi nalize all three 
recommendations. Therefore, it was decided to start with the recommendation for 
the through-transmission technique. This recommendation is ready meanwhile.      
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  Abstract   Ultrasonic P-wave measurements are widely used to monitor concrete 
setting. Although the largest wave velocity increase occurs during setting, the earli-
est increase is rather caused by other factors. Air bubble migration, internal settling, 
formation of ettringite and early C-S-H, workability loss and thixotropy might affect 
the velocity change in time. Tests on mortar in which cement was replaced by ben-
tonite, con fi rmed the possible in fl uence of thixotropy on the measurements. The 
effect of air bubble migration, internal settling and workability loss was proven to 
be restricted by testing a mixture in which the cement was replaced by inert mate-
rial. In a cement mixture, the precipitation of hydration products might however 
accelerate settling and workability loss. During cement hydration simulations, the 
change in porosity due to the formation of early C-S-H and ettringite was consid-
ered for the calculation of the elastic properties of the granular framework. 
Nevertheless, the calculated velocity hardly increased before percolation and thus 
could not con fi rm that the  fi rst velocity increase is attributed to formation of early 
hydration products. Thus, apart from thixotropy, none of the other factors could 
unarguably be indicated as the cause of early velocity increase.  
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   Introduction 

 The setting of concrete and other cement-based materials can be measured by ultra-
sonic P-wave measurements  [  1,   2  ] . The largest velocity increase occurs during set-
ting, when the cement hydrates start to percolate and form complete pathways of 
connected particles  [  3  ] . Nevertheless, the earliest increase is rather caused by other 
factors than by setting. During calorimetric measurements, a clear dormant period is 
observed, which would also be expected during the ultrasonic measurements. In 
addition, comparison with the traditional penetrometer or Vicat needle, demonstrated 
that the P-wave velocity starts to increase before the penetration resistance starts to 
develop (Fig.  1 a)  [  2  ] . Thus, a good identi fi cation of the factors affecting the earliest 
ultrasonic signals bene fi ts the correct interpretation of the velocity curves.   

   Literature Review 

 Robeyst  et al.   [  2  ]  described fresh mortar or concrete as water-saturated porous solid. 
To calculate the initial velocity, the theory of Biot was applied. In this case, the wave 
velocity can be written as shown in Equation ( 1 )
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the frequency regime  [  2  ] . In the fresh state, the solid frame consists of packed sand 
and cement with a bulk modulus  K  of 89 MPa. 

   Air bubble migration 

 According to Ye  [  3  ] , the migration of air bubbles to the surface due to bleeding 
contributes to the early increase in the measured ultrasonic P-wave velocity. The 
initial value of the ultrasonic P-wave velocity is lower than the values measured on 
water due to this entrapped air which decreases the bulk modulus of the  fl uid phase 
 K  

 f 
  signi fi cantly  [  2  ] . These air bubbles escape under the force of buoyancy when the 

aggregate particles move during placing and compaction. Bleeding water drags air 
bubbles with it. This effect is however mainly restricted to the  fi rst minutes after 
placing so that the corresponding air loss cannot explain the large increase in velocity. 
In addition, until cement setting, the smaller air bubbles dissolve into water, while 
larger bubbles increase in size because of air release from the saturated water. The 
result is an increase in air content of the concrete and a decrease of the speci fi c area 
of the bubbles  [  4  ] . This process might change the tortuosity and low-frequency 
resonant scattering of the air bubbles. However, it has not been proven that this will 
increase the velocity and decrease the attenuation.  

   Internal settling or consolidation, and workability loss 

 According to  [  5  ] , internal settling or consolidation causes the very early increase 
in P-wave velocity. Due to gravity, heavier aggregate particles tend to sink (segre-
gation) and water appears at the surface (bleeding). Internal settling densi fi es the 
internal structure and causes a better mechanical coupling of the particles. 
According to Dvorkin’s uncemented sand model, the effective value of the bulk 
and shear modulus, indicated with  K  

 eff 
  and  G  

 eff 
 , will increase with decreasing 

porosity according to Eq. ( 2 )  [  6  ] . The quantities in these equations are porosity n, 
initial porosity  n  

 0 
 , bulk and shear modulus of the granular framework  K  and  G  

(corresponding with  n  
 0 
 ) and bulk and shear modulus of the solid phase  K 

s
 and  G  

s 
. 

Figure  1 b shows the change of the effective moduli in function of the porosity for 
the fresh mortar mixture. According to simulations with CEMHYD3D, the porosity 
of a mixture with OPC decreases from 0.25 to 0.16 during the  fi rst 2 d. Although 
the bulk modulus of the granular framework clearly increases with decreasing 
porosity, the P-wave velocity is also determined by the bulk modulus of the  fl uid 
phase  K  

 f 
  according to Eq. ( 1 ). 

 Freshly mixed concrete stiffens with time even before setting. Some amount of 
mixing water is absorbed by the unsaturated aggregate, lost by evaporation and 
removed by the initial chemical reactions which cause loss of workability.
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   Ettringite and early C-S-H hydration products 

 According to  [  7  ] , ettringite is formed during the  fi rst 3 h of cement hydration. These 
ettringite needles have merely a small in fl uence on the stiffening of the cement 
paste. However, the P-wave velocity and energy might be strongly affected, since 
ettringite  fi lls pore space. Consequently, the porosity n decreases, the bulk moduli 
 K  

 eff 
  and  G  

 eff 
  of the solid framework increase and the velocity increases. Kamada 

 et al.   [  8  ]  demonstrated for high-early strength cement that the formation of ettringite 
coincides with the early increase in ultrasound velocity; although ettringite formation 
was limited (C 

3
 A < 5%), also the earliest C-S-H hydration products can contribute 

to the velocity increase before setting.  

   Thixotropy 

 Some mortar mixtures exhibit thixotropic behaviour: they  fl ow during mixing and 
placing, but become rigid at rest. Thixotropy is attributed to inter-particle forces. 
Each particle has an equilibrium position for which the potential energy due to col-
loidal interactions is minimum. Only particles smaller than 40  m m are in fl uenced by 
potential energy effects. These particles can coagulate reversibly or permanently by 
combined van der Waals forces, electrostatic repulsion and steric hindrance. After 
placing the concrete, the reversible particle coagulation and linking will increase the 
velocity, before setting occurs. However, since coagulation is considered as the  fi rst 
step in the setting process, the distinction between thixotropic and setting behaviour 
might be unclear.   

   Materials and Methods 

 Speci fi c gravity of CEM I 52.5 N, quartz and bentonite was 3.12, 2.65 and 2.15, 
while Blaine speci fi c surface area amounted to 390, 355 and 810 m²/kg. Ultrasonic 
P-wave transmission measurements on mortar (w/b = 0.5; s/b = 3) were performed 
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at 20°C with the FreshCon  [  1  ] , using broadband transducers with central frequency 
of 0.5 MHz. The velocity  v  is calculated and the energy  E  is determined by integra-
tion of squared amplitude values following the onset time. The energy ratio  E/
E  

 ref 
   ( E  

 ref 
  measured on water), allows to eliminate energy loss due to divergence and 

re fl ection at interfaces. To simulate the early microstructure development, the pixel 
model  Cemhyd3D  was used  [  9  ] . The chemical reactions of the mineralogical phases 
are simulated by cellular automaton rules, applied iteratively to all pixels comprising 
the microstructure  [  9  ] . The change in P-wave velocity was calculated based on the 
simulated porosity change by combining Eqs. ( 1 ) and ( 2 ).  

   Results and Discussion 

   Air bubble migration, internal settling and workability loss 

 Internal settling and migration of air bubbles were investigated by replacing the 
cement by non-reactive quartz  fi ller in a standard mortar mixture (Fig.  2 ).  

 The particle size distribution of the latter was in the same range as the cement. 
The velocity increased from 240 to 285 m/s during the  fi rst 48 h and to 340 m/s after 
70 h due to internal settling and air bubble migration. Analogously, the energy ratio 
increased from 1.17·10 -6  to 5.19·10 -5  during the  fi rst 48 h and to 2.71·10 -4  after 70 h. 
Though the effect of internal settling and bleeding seems to be limited, this process 
will be accelerated in mortar by the cement hydration and coagulation. Also work-
ability loss was partly included in the experiment since mixing water was absorbed 
by the unsaturated aggregate. The water reduction by initial reactions was however 
not incorporated and evaporation was restricted by the sealing tape.  
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   Thixotropy 

 Thixotropic behaviour was simulated by testing a paste and mortar in which cement 
was replaced by bentonite (Fig.  3 ). Bentonite suspensions are thixotropic if the con-
centration is high enough (> 60 g/l). Due to the large speci fi c surface area (810 m²/
kg), the water demand in a betonite paste is much higher than in a cement paste. 
Only the results of the  fi rst 24 h are presented in Fig.  3 a, but the velocity did not 
increase during the  fi rst 72 h in both paste and mortar sample. The initial velocity is 
however immediately higher than the ones measured on the actual concrete and 
mortar samples. Probably, the reversible structure was formed too rapidly to be 
captured by the measurements. A signi fi cant further increase in wave energy ratio is 
noticed on the paste sample, but was not reproduced with the mortar (Fig.  3 b). The 
initial value of the energy ratio is also higher than the commonly measured values 
(10 -7  to 10 -6 ).   

   Ettringite and early C-S-H hydration products 

 The hydration of the cement paste was simulated with the  Cemhyd3D  model. Figure  4  
shows the simulated velocity increase due to formation of ettringite and early C-S-H 
hydration products without considering setting. The change in elastic properties of 
the granular framework was calculated with Eq. ( 2 ) and ( 1 ) based on the changing 
porosity as indicated by the  Cemhyd3D  simulations due to the formation of 
hydrates, while the particles were not assumed to be connected with each other 
(no setting). The presence of air still dominated the calculated velocity so that it 
merely increased with 50 m/s during the  fi rst 24 h.    
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  Fig. 3    Ultrasonic P-wave (a) velocity and (b) energy ratio vs. mortar age for a standard mortar 
mixture in which the cement was replaced by bentonite       
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   Conclusion 

 Air bubble migration, internal settling and workability loss were proven to have a 
limited effect on the ultrasound velocity and energy. However, due to the precipita-
tion of hydration products settling and workability loss might be accelerated. The 
modelled change in porosity due to formation of early C-S-H and ettringite hardly 
affected the calculated velocity. The possible in fl uence of thixotropy was con fi rmed. 
However, not all concrete mixtures show thixotropic behaviour. None of the men-
tioned factors could unarguably be indicated as the cause of the early velocity 
and energy ratio increase. More likely, a combination of these factors affects the 
ultrasonic measurements.      
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  Abstract   Ultrasonic methods have been developed in the past few decades to study 
the properties of cement based materials in fresh and hardened state. However, most 
of the methods consider only a certain type of ultrasonic waves. To derive elastic 
parameters of fresh concrete like the Poisson’s ratio and elastic modules it is required 
to measure shear waves as well as compression waves. It is relatively much more 
dif fi cult to establish a setup to transmit and record shear waves in a way that the 
onset of these slower waves can be detected suf fi ciently clear to calculate the shear 
velocity with the required accuracy. In this paper, an experimental setup for testing 
concrete with different ultrasonic waves is presented and methods for automated 
onset determination of p- and s-waves are described.  

  Keywords   Concrete • Elastic properties • Hardening • Setting • Shear-waves 
• Ultrasound      

   Introduction 

 The properties of cement based materials in the fresh and hardening state are cur-
rently measured with rather conventional methods. Ultrasonic methods have been 
developed in the past using through-transmission techniques and analyzing the 
whole waveform. Material properties as for example the workability are investi-
gated based on parameters like the compression velocity, the energy and the fre-
quency content of the signals. However, to derive the Poisson’s ratio of fresh 
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concrete or to get information even on the elastic modules data based on compres-
sion waves only are insuf fi cient. It is required to obtain shear waves also  [  1  ] . It is 
certainly much more dif fi cult to establish a setup to transmit and record shear waves 
in a way that the onset of these slower waves (compared to compression waves) can 
be detected as clear as necessary to calculate shear velocity values with the required 
accuracy. 

 Figure  1  shows a result from a measurement conducted with an optimized test 
setup as described below. It has to be noted that the setting time of the tested ultra 
high performance concrete (UHPC) mix is approximately 10 hours, which is quite 
a long time compared to ordinary concrete mixes. However, different stages during 
setting and hardening could be identi fi ed, that are more or less assignable to most of 
the ultrasonic test setups used by other researchers:

   Stage I: The signals recorded during this stage are dominated by noise, i.e. the • 
ultrasonic signals are either not transmitted through the material or damping at 
this stage is too high so that the sensitivity of the receiver is not suf fi cient to reso-
lute the signal. Therefore, p-wave and/or s-wave onset could not be discrimi-
nated from noise.  
  Stage II: Due to large differences in the onset of the p-wave and the s-wave they • 
could be easily identi fi ed visually. Also automated onset picker like simple 
threshold picker or advanced picker algorithms like the Hinkley criterion picker 
 [  2  ]  show good results.  
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  Fig. 1    Time series of normalized ultrasonic signals obtained from A-Scans of UHPC during 
hydration ensued setting and hardening       
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  Stage III: P- and s-wave velocities have reached high values. P-wave detection is • 
still rather easy, because the p-wave is the fastest wave. However, if thickness of 
the tested specimen is small, dispersed p-waves might affect the s-wave, so that 
the simple methods for the s-wave onset detection, as mentioned to be suf fi cient 
for stage II, could not be used.      

   Test Setup for Simultaneous P- and S-wave Measurements 

 From the different stages some conclusions regarding ef fi cient test setups can be 
drawn. To be able to identify signals at the very early stage it is recommended to 
minimize specimen thickness, while at the same time using high excitation pulse 
voltage. Note that the recorded signals are expected to show very low frequencies at 
the beginning. At later stage (stage III), due to high p- and s-wave velocities, deter-
mination of s-wave onset might be dif fi cult. To overcome this problem greater spec-
imen thickness might be useful. However, this has negative effect on the very early 
stage detectability. Thus, one has to  fi nd a suitable compromise that allow for 
suf fi cient analysis through the setting and hardening time period of interest. The test 
setup used for the tests is similar to that proposed by a RILEM recommendation 
worked out by RILEM TC 218-SFC  [  3  ] . However, instead of p-wave transducers 
two broadband s-wave transducers with a center frequency of 250 kHz are used. 
A sensor distance of 50 mm was found to be suf fi cient. The sensors are coupled by 
a thin polyimide  fi lm (d=25µm) directly through the mix to allow for best signal 
transmission. A detailed system description is given in Krüger  [  4  ] .  

   Automated Determination of the P-wave Onset Time 

 One of the most crucial parts is to extract as accurate as possible the onset time 
(i.e. the arrival time) of the signal in relation to the trigger time. Therefore, onset of 
the signals has to be discriminated from noise. There are various possibilities to do 
this since there are threshold and energy based methods and auto-regressive pro-
cesses (see also  [  2,   4  ] ). In the following it is proposed using the AIC-Picker. 
Compared to a threshold picker or other simple picking algorithms the AIC-Picker 
is much more complicated to be handled because the picking algorithm depends on 
 fi ve parameters, which are further explained in the following. 

 The AIC-Picker for the determination of the p-wave onset is based on the Akaike 
Information Criterion (AIC)  [  6  ] . It was adapted to ultrasonic signals by Kurz, Grosse 
and Reinhardt  [  2  ] . The developed autoregressive AIC-picker  fi rst creates an enve-
lope time function  E(t)  via the Hilbert transform     ( )R t   from the time signal  R(t)  as
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     ( ) ( ) ( )= +
2 2

E t R t R t    (2)   

 with time signal  R(u)  and current timestep  u . In the envelope time function, a simple 
threshold level could be used to pick an onset window (see Fig.  2 ). The size of the 
window is speci fi ed by the parameters  Window upper bound  and  Window lower 
bound.  These parameters de fi ne a number of samples before and after the located 
time in the envelope time function corresponding to the AIC threshold level.  

 The AIC function  AIC(t  
 w 
 ) could then be calculated for the selected window as 

     

( ) ( )( )( )
( )

= +

- - +

·log ,1

( 1)·log ( (1 , ))

W W W W

W W W W W

AIC t t var R t

T t var R t T
   (3)   

 Where t  
w 
  is the time within the selected window, R  

w 
  is the time signal within the 

selected window, T  
w 
  is the maximum time of the selected window, var(R  

w 
 (t  

w 
 ,1)) is 

the variance of R  
w 
  from the current value of t  

w 
  and where var(R  

w 
 (1 + t  

w 
 ,T  

w 
 )) is the 

variance of R  
w 
  between 1 + t  

w 
  and the T  

w 
 . 

 On the basis of this AIC function it is suggested to cut a second window in which 
 AIC lower bound  and  AIC upper bound  de fi ne the number of samples that where cut at 
the beginning and the end of the AIC function. Within the remaining window the point 
of the minimum could be determined, which then equals the estimated onset time of the 
time signal. This second cutting of the window is sometimes needed if certain noise 
(e.g. electromagnetic interference at the very early stage of concrete hardening) lead to 
multiple minima in the AIC function. Therefore, the  fi ve parameters of the AIC picking 
algorithm are to be set individually for different concrete mixes.  

   Automated Determination of the S-wave Onset Time 

 As discussed before, the shear wave is in certain stages affected by the faster p-wave 
so that its onset determination in the time signal might be inaccurate. To overcome 
this problem it is proposed to use frequency information to separate the p-wave 

  Fig. 2    Example of a wavelet graph of an ultrasonic signal       
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from the s-wave. A prerequisite is that main frequencies of the two waves are different 
for each measurement, which was found to be true for all mortar mixes tested in 
laboratory so far  [  7  ] . 

 To determine the onset time of the shear wave, the time signal is transformed into 
a time-frequency domain by means of a continuous wavelet transform. Hereby a 
scalable  mother wavelet  is moved along the time axis and the correlation between 
the signal and the mother wavelet is calculated. This corresponds to a multiplication 
of the signal’s Fourier transform with the scaled wavelet. Two different Mother 
wavelets are found to be best suited, that is the Mexican Hat (4) and the Antisymmetric 
(5) wavelet. They are of the form
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 Analytically, the change of the mother wavelet   y (x)  as governed by the chosen 
parameters produces a daughter wavelet

     
( ) t
t

s
y y* -æ ö= ç ÷è ø

τ

   
(6)

   

 where   t   is a parameter for shift of the wavelet along the time axis and  s  a scaling 
parameter. By choosing adequate parameters and running the transform, the calcu-
lated transform of the time signal can be plotted into a wavelet graph (see Fig.  2 ), 
that is now used for the determination for the s-wave onset. 

 The following calculation of the s-wave onset time mainly takes two conditions 
as a basis. First, it is presumed that when using shear wave transducers, the pre-
dominant part of the impulse energy is transmitted with the shear wave and not the 
accompanying primary wave. Furthermore, the frequency contents of shear and 
primary waves most likely differ from each other, as this was mentioned before. 
Meeting these two conditions allows an identi fi cation of the maximum and minimum 
value in a certain window in the wavelet graph as the extreme values of the induced 
shear wave (see Fig.  2 ). The distance on the time axis Δt between the  fi rst extreme 
value t 

1
 and the second extreme value t 

2
  corresponds to half the oscillation period 

 T  of the shear wave.
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 Subtracting a quarter of an oscillation period from the time of the maximum 
value yields the onset time of the signal.
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 To reduce calculation time and to avoid picking the p-wave instead of the s-wave 
it is recommended to reduce the wavelet window in which the extreme values are 
picked. This can be done by  fi rst determining a window of interest manually for one 
exemplary measurement. After that the wavelet of the next signal (both backward 
and forward calculations are possible) is calculated and new minimum and maxi-
mum amplitudes are determined within this window. The window of interest is 
then shifted by keeping the initial spacing parameters from the window borders to 
initial the minimum and maximum constant, but now rearranging the window of 
interest around the new determined minima and maxima. This stepwise procedure 
allows for a fast and reliable onset picking of the s-wave and avoids picking the 
p-wave, which at a later stage of hardening might become the dominant wave in 
the time signal.  

   Conclusions 

 The proposed test setup allows for the simultaneous measurement of p- and s-waves 
during setting and hardening of cementitious materials with high reproducibility. 
Through combined use of the AIC-picker for onset determination of the p-wave and 
the introduced wavelet picker for determining the s-wave onset, a practical solution 
for the automatic characterization of fresh cementitious materials during setting and 
hardening is presented. Furthermore, the developed test setup, by its ability to mea-
sure both wave velocities, enables reliable studies on elastic properties of fresh 
cementitious materials even before initial setting of the mix.      
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  Abstract   In ultrasonic pulse velocity testing, frequency and the travel path length are 
important parameters that determine the attenuation rate and the in fl uence of near-
 fi eld effect. Higher frequencies and longer distances result in higher attenuation. On the 
other hand, smaller path lengths are not desirable due to near- fi eld effect. This study 
investigated the effect of transducer frequency and the length of path used to deter-
mine ultrasonic wave velocity in monitoring the hydration process of fresh cement 
mortars. For this purpose, an experimental set-up was prepared to observe the ultra-
sonic pulse velocity (UPV) development in cement mortars during the  fi rst 24 hours 
after mixing. Mortar mixtures with a water/cement ratio of 0.5 were tested for 15, 10 
and 5 cm travel path lengths at 54, 82 and 150 kHz frequencies. UPV curves were 
obtained in each test and some characteristic points on the curves were determined. 
The results showed that choosing the appropriate frequency and travel path distance is 
important in monitoring the UPV development in fresh cementitious materials.  

  Keywords   Fresh cement mortar • Frequency • Hydration • Travel path length 
• Ultrasonic test method       

   Introduction 

 Wave transmission method is a popular non-destructive test method for hardened 
concrete which basically measures the velocities of ultrasonic waves travelling 
through a medium. However, many studies showed that the application of method 
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in fresh cementitious materials also give reliable results to monitor the hardening 
and setting processes. 

 Ultrasonic test method was applied successfully to determine the properties of 
fresh cement pastes used as oil  fi eld drilling cement slurries  [  1-  3  ] . Boumiz et al.  [  4  ]  
used a perspex mold for determining the velocity, frequency and the attenuation of 
longitudinal and shear waves. In cement pastes the travel distance of the waves was 
1 cm, while it was 4 cm in mortars. It was revealed that the velocity of ultrasonic 
waves increased rapidly during setting and hardening  [  4  ] . A device for observing 
the change of UPV in fresh materials was developed in Stuttgart University, and 
was used in several investigations  [  5-  10  ] . This device utilized a mold consisted of 
two long PMMA walls and a U-shaped rubber foam which was placed in between. 
The initial setting time of mortar was reported as the  fi rst maximum point in cur-
vature of the velocity-age curve, and the  fi nal setting time was reported as the point 
where the UPV reached 1500 m/s  [  8  ] . Ye et al.  [  11  ]  developed a microstructural 
model for hydration process based on the three stages observed in ultrasonic test 
results of concrete specimens. The steel mold had holes on two opposite walls to 
which the transducers were attached by PVC rings  [  11  ] . Kamada et al.  [  12  ]  used a 
steel mold with holes on the sides in which brass plates were placed for the attach-
ment of the transducers. The travel path distance was chosen as 35 mm so it was 
greater than the wavelength. According to the ultrasonic pulse velocity curves, the 
hydration of cement paste was divided into three stages  [  12  ] . Trtnik et al.  [  13  ]  
estimated the initial setting of cement pastes as the  fi rst in fl ection point of ultra-
sonic pulse velocity curves. Zhang et al.  [  14  ]  divided the hydration process of 
pastes into four stages depending on the results of resistivity and ultrasonic tests 
and concluded that the ultrasonic test results were sensitive to physical change of 
cement paste. 

 Although several researches related to this subject have been carried out so 
far, a standard test method for the application on fresh cementitious materials 
has not been developed yet. In each study, the researchers used their own experi-
mental set-up for testing the specimens. The mold material, dimension, and fre-
quency range also vary in each study. As the material should be inside the mold 
during the test, the shape, size and the material of the mold may become 
important. 

 In the transducer, the pulse is generated at multiple points and during travelling 
they merge to form a single wave. The region behind the point where this uni fi cation 
occurs is known as near- fi eld  [  15  ] . In order to have reliable data, the travel distance 
should be greater than the near- fi eld zone of which length depends on the frequency 
and the diameter of the transducer:

     λ λ= -2 2( ) / 4N D    (1)   

 where N is the near- fi eld length, D is the diameter of the transducer and  l  is the 
wavelength of the stress wave  [  15  ] . Therefore, as the velocity changes during hydra-
tion, near- fi eld length also changes. The calculated values of near- fi eld zone for two 
different frequency transducers which were used in this study are listed in Table  1  
for different velocity levels.  
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 As seen from Table  1 , near- fi eld can be very large when the pulse velocity is 
small and the diameter of the transducer is large. However, for high velocity values, 
the near- fi eld/far- fi eld concept does not seem to cause a problem. 

 The aim of this study is to investigate the effect of transducer frequency and the 
length of path used to determine UPV in monitoring the hydration process of cement 
mortars. For this purpose, three different travel path lengths (15, 10 and 5 cm) with 
three different frequencies (54, 82 and 150 kHz) were tested by monitoring the 
hydration process of mortars with 0.5 water/cement ratio.  

   Experimental Study 

 The most critical problem encountered in monitoring the development of properties 
of fresh cementitious materials is the possibility of waves to travel through the mold 
instead of the hydrating material. In the literature, generally either plexiglass  [  5-  10  ]  
or steel  [  11-  12  ]  molds were used. 

 In this study, wooden prismatic molds with a square cross-section of 150 x 150 
mm were used. The path length was changed from 50 to 150 mm. Two holes were 
cut on two opposite sides. Two thin plexiglass sheets were placed behind the holes. 
The transducers were then attached to the molds by rubber bands. To determine the 
velocity of longitudinal waves travelling through the cement pastes, an ultrasonic 
apparatus and a data acquisition system were used. The sampling rate was selected 
as 50 MHz and kept constant during all the experiments.  The details of test setup 
and procedure for arrival time determination were described in detail by Yaman 
et al.  [  16  ]  and Kasap Keskin  [  17  ] . The ultrasonic wave data was collected at 15-minute 
time intervals during the  fi rst 24 hours. The change of ultrasonic pulse velocity during 
the hydration process of mortars was observed.  

   Test Results and Discussions 

 The development of UPV in mortars was monitored for the  fi rst 24 hours after mix-
ing. The rate of UPV development (RUPV) was also determined numerically by 
dividing the difference in two successive UPV measurements to the time interval. A 
typical UPV and RUPV curves for the  fi rst 24 hours are shown in Figs.  1  and  2 , 
respectively.   

   Table 1    Near- fi eld zone for different velocity levels   

 Frequency: 54 kHz (D=50mm)  Frequency: 150 kHz (D=25mm) 

 UPV (m/s)   l  (m)  N (mm)  UPV (m/s)   l  (m)  N (mm) 

 2000  0.037    7.6  2000  0.013    8.8 
 1000  0.018   30.2  1000  6.7*10 -3    21.8 
  500  9.3*10 -3    65.2   500  3.3*10 -3    46.0 
  200  3.7*10 -3   167.8   200  1.3*10 -3   116.9 
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 As seen in Fig.  1 , UPV increases with time as the hydration proceeds within the 
mortar mixture, initially with a steep slope, later on with a milder slope and lastly 
with a mildest slope for the  fi rst 24 hours of hydration. In Fig.  2 , RUPV develop-
ment makes an initial peak followed by a minimum point and after a second peak it 
decreases approaching to zero. As a result of a comparison of UPV and RUPV 
curves of pastes and mortars, and the Vicat test results, the  fi rst in fl ection point in 
UPV curve (B) and the minimum point in RUPV curve (C) of mortars are chosen to 
be two critical points that show the physical changes in the medium  [  17  ] . The point 
in UPV curve where  fi rst meaningful value is obtained (A) also differs from mixture 
to mixture. Depending on the results obtained in  [  17  ] , the effects of frequency and 
travel path length will be discussed by comparing these mentioned points obtained 
from hydrating mortar specimens. 

   Effect of path length and frequency range of transducers 

 Travel path length is important in attenuation and near- fi eld effect points of view; 
such that for too long path lengths the wave can attenuate hindering reliable 
measurements and for too short path lengths the measurements may be taken within 
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the near- fi eld resulting unreliable readings. Additionally, ASTM C 597  [  18  ]  restricts 
the least dimension of the test object to a value greater than one wavelength. 

 On the other hand, frequency and wavelength are in inverse relation so that the 
product of the two parameters equals to wave velocity. In hydrating cementitious 
materials, the UPV of the medium can be measured at very low values (300-500 m/s) 
increasing up to about 4000-5000 m/s. Therefore, the wavelength of the ultrasonic 
pulse wave propagating through the medium increases with time if narrow-band 
transducers are used. In ultrasonic testing, the wavelength should be greater than the 
particle size of the medium. In fresh state the test frequency is limited by the maxi-
mum aggregate size as in the case of the hardened concrete. However, the limitation 
is much more severe in fresh state as the initial velocities are very low as compared 
to hardened case. For example, in the case of cement mortars with maximum aggregate 
size of 4.75 mm, the wavelength starts to be greater than the maximum aggregate 
size after the medium reaches a velocity level of 255 m/s for frequency of 54 kHz; 
while 715 m/s for frequency of 150 kHz. As a result, it could be concluded that the 
applied level of frequency could be quite important for low values of UPV. 

 In order to investigate the effect of path length and the frequency, narrow-band 
transducer with 54, 82 and 150 kHz frequency were applied for three travel path lengths 
of 15, 10 and 5 cm. The occurrence time of aforementioned characteristic points 
(A, B, C) obtained from UPV and RUPV curves are given for each case in Table  2 .   

 From Table  2 , it is seen that the point A is directly affected by the path length. 
For longer distances, due to attenuation, the initial readings can be taken at later 
ages. The effect of path length seems to be more severe at higher frequencies. 
Therefore, if high frequencies are utilized with long travel path distances, the early 
hydration of cementitious systems may not be monitored. On the other hand, for 
points B and C, the results are similar for all travel path lengths in case of 54 kHz; 
the results are also similar for 15 and 10 cm travel path lengths in case of 82 
kHz.  However, in case of 150 kHz, the results are similar to the others for 10 cm 
travel length, and the results are smaller for 5 cm travel path length. Therefore, it 
could be concluded that using very short travel path lengths is not recommended for 
ultrasonic testing of fresh cement mortars. This can be explained by two reasons; 
near- fi eld effect and the least dimension restriction. As seen in Table  1 , the near-
 fi eld region is greater than 5 cm for low velocities. However, in the case of higher 
velocities, wavelength will start to be greater than 5 cm. As a result, it can be said 
that the travel path distance and the frequency range of waves should be chosen 
carefully for ultrasonic testing of fresh cementitious materials considering wave-
length, near- fi eld and attenuation.   

   Table 2    Comparison of characteristic points of UPV and RUPV curves   

 Frequency  54 (kHz)  82 (kHz)  150 (kHz) 

 Length  15cm  10cm  5cm  15cm  10cm  5cm  15cm  10cm  5cm 

 t@A (h)  2.25  1.75  1.00  2.75  2.00  1.00  5  3.50  1.75 
 t@B (h)  4.94  4.86  4.74  5.02  5.09  4.50  *  5.07  4.48 
 t@C (h)  7.48  7.58  7.34  7.21  7.28  5.68  *  7.12  5.35 
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   Conclusions 

 In order to investigate the effects of travel path length and the frequency of the 
transducers in monitoring the hydration of fresh mortars, three different travel path 
lengths and three different frequencies were used when determining the UPV devel-
opment. Test results showed that using high frequency transducers is not suitable for 
testing fresh cement mortars due to high attenuation and small wavelength which 
makes it dif fi cult to distinguish the wave from electrical noise especially at the 
initial stages. Moreover, using short travel distance makes the measured data less 
reliable due to near- fi eld effect at low velocities and due to least dimension restric-
tion at high velocities. However, using very long travel distances especially with 
high frequencies is also not desirable, because due to attenuation the capturing of 
the ultrasonic pulses may become impossible particularly at the very early stages. 
Therefore, a suitable frequency range and travel distance should be chosen for the 
test set-up if narrow-band frequency transducers are used. Depending on the param-
eters used in this investigation, frequencies of 54 and 82 kHz can be used reliably 
for travel path lengths of 15 and 10 cm.      
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  Abstract   An ultrasonic test procedure for determining the capillary porosity in 
hydrating cement paste is presented. The response of hydrating cement paste through 
setting is monitored using horizontally polarized shear waves (SH). Changes in the 
ultrasonic signal through setting are related with changes in the porosity and stiff-
ness of an equivalent water- fi lled poroelastic material, which provides identical 
acoustic impedance. The porosity obtained from the ultrasonic measurements, is 
identical to capillary porosity obtained from the conventional themo-gravimetric 
analysis. A unique relationship between capillary porosity and compressive strength 
is established for hydrating cement pastes.  

  Keywords   Capillary porosity • Cement paste • Compressive strength • Hydration 
• Shear waves • Ultrasound      

   Introduction 

 Accurate determination of the changes in the microstructure of hydrating cement 
through setting, and early strength gain of the material has remained a major experi-
mental challenge Conventional methods for probing the microstructure are not con-
ducive to studying changes in microstructure in the  fi rst few hours after casting 
because (a) sample preparation procedures either alter or disturb the microstructure 
 [  1  ]  and (b) changes in microstructure occur on a time scale that is an order of mag-
nitude faster than the time required for sample preparation  [  2  ] . Our current under-
standing of changes in the microstructure during setting obtained from the computer 
simulation models indicates that initially starting from a weak skeleton comprised 
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of loosely connected cement grains within the  fl uid medium, the products of 
hydration link up to provide a continuous network of solid within the  fl uid  fi lled 
space. The emergence of a continuous solid phase within the  fl uid medium has been 
identi fi ed as the percolation threshold  [  3,  4  ] . Following percolation threshold, setting 
behavior is initiated in the cement paste. Through setting, as the products of hydra-
tion form within the  fl uid- fi lled spaces of cement paste, a network of pores and a 
pore structure develops. 

 The primary focus of the research presented here is to assess changes in the 
microstructure associated with porosity in hydrating cement paste through the 
setting process from ultrasonic measurements. The method measures re fl ection of 
SH waves at the surface of hydrating cement paste. A poroelastic equivalent material 
for hydrating cement paste is derived by matching the measured re fl ections response 
with changes in the poro-elastic parameters.  

   Experimental Program 

 The test program consisted of the following measurements: (a) ultrasonic SH wave 
re fl ection; (b) Thermogravimetric (TG) weight. Cement paste samples with water-
to-cement ratios equal to 0.35, 0.45 and 0.5, were evaluated. 

   Ultrasonic test procedure 

 A schematic diagram of the experimental setup for oblique ultrasonic wave re fl ection 
measurement is shown in Fig.  1 . The test probe consists of ultrasonic transducer(s) 
attached to a buffer plate made of fused quartz, which is in contact with the hardening 
cement paste. Multiple pairs of transducers (T and R) with a center frequency of 
1 MHz were mounted on precisely machined faces at matched angles with respect 
to the vertical to generate SH waves. Wave re fl ection at the fused-quartz/cement 
paste interface was monitored at 0, 50 and 60 degree angles of incidence. The 
amplitude re fl ection factor,  r(1) , which gives the decrease in the amplitude of a 
1 MHz incident signal after re fl ection, was obtained using the self-compensating 
technique  [  2,  5  ] .   

   TG weight loss measurements 

 The evaporable and the non-evaporable water contents within the hydrating cement 
paste at different ages were measured. Weights of the samples were recorded after 
drying the sample at 105 °C before ramping the temperature to 1000 °C at 10 °C/
minute. During the heating, the furnace was purged with nitrogen gas.   
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   Analysis of Data 

 Changes in  r(1)  and temperature for cement paste with w/c equal to 0.5 are shown 
in Fig.  2 . Immediately after mixing, the measured  r(1)  for the three angles of 
incidence are close to 1.0, suggesting that a signi fi cant portion of the incident wave 
energy is re fl ected at the quartz-cement paste interface. The increase in temperature 
after the dormant period signals the beginning of the acceleration stage, which is 
followed by the slow decrease in temperature in the deceleration stage. Starting 
from a gradual rate of change at the end of the dormant period, the rate of change 
in  r(1) , corresponds well with the reaction rate indicated by the temperature 
measurements.  

 The measured changes in the  r(1)  can now be interpreted in terms of the expected 
result from the re fl ection of an SH wave at the interface between an elastic and a 
poroelastic material. In the poroelastic idealization, the hydrating cement paste is 
assumed to be comprised of a water- fi lled porous skeleton. The material of the skel-
eton is assumed to be homogenous and isotropic. The exact magnitude of change in 
amplitude of an incident SH wave  r(f)  after re fl ection can be obtained considering 
dynamic equilibrium and displacement continuity at the interface  [  5-  7  ] . Changes in 
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  Fig. 1    Schematic Diagram of Test Setup for Ultrasonic Measurements       
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  Fig. 2    Temperature and r( 1 ) as a function of age after mixing       
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the amplitude and phase of the wave following re fl ection from the poroelastic material 
can be symbolically expressed as [see Refs  5  for details]

     
i

s s e e e s f f bR ( )e R ( ,E , , , ,K , , , ,a,c, , )r f F
m= = r n r r m b h k d

   (1)   

 where  r  
e
 , E 

e
 , and  n  

e
  are the density, the Young’s modulus and the Poisson’s ratio of 

the fused quartz,  b  is the porosity (assumed to be isotropic),  r  
s
  and  r  

f
  are the solid 

and  fl uid mass densities, respectively,  h  is the  fl uid viscosity, and  k  is the coef fi cient 
of permeability of the porous frame, a is the pore diameter,  c  is the tortuosity 
coef fi cient, µ 

b
  is the shear modulus of the skeletal frame (under drained conditions), 

 K  
 f 
  is the bulk modulus of the pore  fl uid. For the porous medium, the dynamic shear 

modulus of the skeletal frame is given as

     (1 )bb imm m d= +    (2)   

 where  d  
µ
 , is the loss factor, which is usually a small number in the range of 0.11 – 

0.17  [  7,  8  ] . In Equ. ( 2 ), the internal system variables of the  fl uid  fi lled porous medium 
are shown in grey. 

 When applied to the case of hydrating cement paste, some simpli fi cations can be 
introduced to the expression for  R  

 s 
 , assuming the hydrating cement paste is a water-

 fi lled porous skeleton,  K  
 f 
  =2.0x10 9  Pa, and the viscosity  h  = 1.0x10 -3  Kg/ms. Further, 

changes in density of the hydrating cement paste with age (on account of chemical 
shrinkage) can be considered to produce insigni fi cant changes in the bulk density of 
the material. Thus considering the hydrating cement material to be composed of two 
components, the porous skeleton (made up of cement grains and products of 
hydration) and water, a simple relation can be obtained considering

     
(1 )bulk s fr b r br= - +

   (3)   

 where,   r   
 bulk 

  is the density of the cement paste.   r   
 bulk 

  can be considered to be constant 
through the hydration process. The   r   

 bulk 
  of cement paste samples were determined 

at three days of age and were found to be 1.87 g/cm 3 . The   r   
 s 
 , represents the effective 

density of the solid material, can be obtained using Equ. ( 6 ), further reducing the 
number of internal variables in the expressions for  r(f) .   r   

 s 
  is the composite density 

of the solid made up of unhydrated cement and the hydration products. The analysis 
can be simpli fi ed considering inter-relations between some of the material para-
meters  [  9  ] 

     1 (1 1 / ),c r b= - -     

 from Kozeny-Carman relation

     
2 3 2 3 2 2

0 0 0 0(1 ) / (1 ) / . and / / .const a a constk b b k b b k k- = - = = =    (4)   

 Therefore

     s s e e e oR R ( ,E , , , , )m= r n m b d
   (5)   
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 The experimental data used in the optimization comprised of the  r(1)  at three 
different angles of incidence. The Generalized Reduced Gradient nonlinear 
optimization scheme was used to minimize an objective function based on squares 
of the differences [see ref  5  for additional details]. For the numerical inversion, the 
starting guess for  m  

b
  was taken as 10 5  Pa. The range for  d  

 m 
  was initially prescribed 

to be within 0.01 – 0.3. It was found that within the prescribed range, there was no 
in fl uence of  d  

 m 
  on the  fi nal values of  m  

b
  and  b . The solution obtained at a given time 

was then used as the starting guess for the next time.  

   Evolution of Porosity in Hydrating Cement Paste 

 The porosity of cement paste obtained from the ultrasonic measurements are com-
pared with the values obtained from TG weight loss measurements in Fig.  3 . The 
porosity at certain degree of hydration then was calculated using the relations 
presented by Hansen  [  9  ]  as

     

cement cement h

cement

(w / c) (1.15 0.06 ) (t)
(t)

1 ( )(W / C)

r - + r a
f =

+ r    
(6)

    

 where  r  
cement

  is the speci fi c gravity of cement, w/c is the water to cement ratio and 
 a  

h
  is the degree of hydration. The porosities obtained from weight loss measure-

ments agree well with the porosities from poro-elasticity based inversion of ultra-
sonic data. In addition, the values of porosity determined from TGA measurements 
for cement paste with w/c equal to 0.5 by Voigt [Ref  10  ]  are also plotted in the 
Figure. The close agreement between the values of porosity obtained from the poro-
elastic equivalent derived from wave re fl ection measurements and the capillary 
porosity calculated by applying Power’s model to weight loss measurements provides 
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a validation of the measured porosity. The poro-elastic equivalent for hydrating 
cement paste, which provides identical response for re fl ected ultrasonic waves, 
provides a realistic representation of the cement microstructure at the scale of 
capillary porosity. This method therefore provides a means for continuous assess-
ment of aging cement microstructure, which can then be related to the development 
of macroscopic properties. 

 The in fl uence of porosity on the compressive strength of cement paste is shown 
in Fig.  4 . It can be seen that the relationship between the capillary porosity and the 
compressive strength is independent of the w/c ratio. This suggests that in hydrating 
cement paste the strength gain is controlled by the decrease in capillary porosity. 
While the relationship between the direct measured variable, the re fl ection factor (r) 
and the compressive strength is not unique for the different w/c ratios, there is a 
unique relationship between the microstructural variable derived from the re fl ection 
measurement and the compressive strength. It should be noted that the exact rela-
tionship between the capillary porosity and compressive strength will depend upon 
the exact composition of the cementitious material. However, the results presented 
in Fig.  4  suggest that for a given type of cementitious material, if the relationship 
between capillary porosity is established, then microstructure based tools for pre-
dicting strength gain in hydrating cement based materials can be developed.   
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   Conclusions 

 An ultrasonic method for continuous, simultaneous measurement of capillary porosity 
of the material, with time is presented. In hydrating cement pastes, there is a unique 
relationship between the decrease in porosity and the increase in compressive 
strength, which does not depend on the w/c ratio of the paste.      
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  Abstract   The E-modulus of cement-based materials is a property that experiences a 
high rate of change at early ages, and its continuous monitoring since casting is funda-
mental to identify the phase transition from  fl uid to solid. This paper presents a study 
with a recently developed non-destructive method for continuous monitoring the 
E-modulus of cement-based materials since casting. Based on the evaluation of the  fi rst 
resonant frequency of a composite cantilever containing the material under testing, it is 
possible to detect the E-modulus growth, and also to identify the changes on its evolu-
tion due to modi fi cations on the mix composition. Twenty one compositions are tested, 
encompassing cementitious pastes with  fi ve types of cement and  fi ve w/c ratios, as well 
as three different contents of limestone  fi ller,  fl y ash, silica fume and metakaolin.  

  Keywords   Ambient vibration response method  •  Cement-based pastes  •  Elasticity 
modulus monitoring       

   Introduction 

 Comprehending the E-modulus evolution is crucial to predict stresses during the 
hydration reaction in cement-based materials  [  1  ] . Several test methods can be used 
for assessing early-age E-modulus of cement-based materials, however to undertake 
continuous monitoring non-destructive techniques are required  [  2  ] . By using acoustic 
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methods non-destructive tests can be continuously performed, describing the gradual 
transition during the hydration reaction. Among the acoustic methods, the ultrasonic 
 [  3-  6  ]  and the resonant frequency  [  7  ]  are probably the most used ones. 

 An alternative to the standard resonant frequency methods  [  7  ]  has been recently 
conceived by Azenha  et al.   [  8  ]  for continuous monitoring the E-modulus evolution 
of cement-based materials since casting. The method consists in performing con-
tinuous modal identi fi cation of the  fi rst resonant frequency of a composite beam that 
contains the material under testing, and relating this resonant frequency to the evolving 
elasticity modulus of the tested material. The modal identi fi cation techniques are 
‘output-only” as they solely rely on ambient-induced vibrations as an external 
excitation. 

 Thus, this innovative method, hereinafter referred to by the acronym EMM-ARM 
(which stands for “Elasticity Modulus Monitoring through Ambient Response 
Method”), simultaneously produces information on E-modulus since casting (which 
was not possible with the classical resonant frequency approach) and does not 
require any human intervention throughout its course. Azenha  et al.   [  8  ]  initially 
developed the technique for the study of concrete, having noticed that the E-moduli 
obtained with the EMM-ARM  fi tted rather well the results taken from cyclic com-
pression tests on cylinders. Soon after, a lighter setup devised for testing pastes was 
also developed  [  9  ] , and the repeatability of the EMM-ARM was veri fi ed for two sets 
of cement pastes with a water to cement ratio w/c=0.50 (one using CEM I 52.5R and 
the other CEM IV/A 32.5R). The ability of the method for identifying dissimilar 
kinetics of E-modulus evolutions was further con fi rmed when accelerating and 
retarding admixtures were added to the paste compositions. 

 As part of a major research study on the hydration reactions of selected binders, 
here the EMM-ARM is applied to investigate variations on the E-modulus evolution 
induced by composition changes. Furthermore, this paper contributes to promote 
the method as an alternative non-destructive technique for continuous monitoring 
the E-modulus evolution in cement-based materials since casting. Six sets of pastes 
are experimented, in a total of twenty one mix compositions: cement pastes with 
different ( i ) types of cement and ( ii ) w/c ratios, with ( iii ) limestone  fi ller, and with 
cement partially replaced by ( iv )  fl y ash, ( v ) silica fume and ( vi ) metakaolin.  

   The EMM-ARM 

 The basic concept of the EMM-ARM is as follows: a composite cantilever is built 
up with an acrylic tube  fi lled with the material to be tested, and then the  fi rst reso-
nant frequency of the beam is identi fi ed. As the E-modulus of the tested material 
evolves throughout the experiment, so does the identi fi ed frequency. Just a brief 
outline of the overall test principle is presented herein. First, the paste to be studied 
is cast inside an acrylic tube, which is used as a mould. Then, both extremities of the 
tube are closed and the entire system is clamped on a stiff support, enduring the 
structural behaviour of a horizontal composite cantilever. An accelerometer is 
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placed at the free cantilever’s extremity, to monitor the accelerations in the vertical 
direction induced by just ambient excitation (for instance: people talking/walking; 
machinery; vehicles passing nearby the building; room ventilation). Here, air currents 
from forced room ventilation were permanently used as ambient excitation. Figure  1  
illustrates a sample during a test. The experiment can start as soon as all the parts 
are correctly placed, which usually occurs within 20 minutes after mixing the 
cementitious material. Figure  2  schematizes the set-up and the data processing until 
the plotting of the E-modulus curve. Detailed information about the set-up and the 
data processing is found in  [  8,   9  ] .    

  Fig. 1    Cantilever composed beam during testing       

  Fig. 2    Schematic set-up and data processing       
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   Experimental Program 

 All the materials used for the paste mixes in the experimental program were obtained 
in the Portuguese market: cement (c), limestone  fi ller (f),  fl y ash (fa), silica fume 
(sf), metakaolin (mtk) and distilled water (w). All mixes were made with 320 g of 
binder (b), with all other mix contents weighted according to required ratios, as 
shown in Table  1 . Mix 1 was adopted as a reference. In mixes 6-21 cement CEM I 
42.5R was used. The tests were performed in a climatic chamber at 20ºC. The maxi-
mum temperature inside samples was lower than 21ºC. Some mixes were tested 
twice to check repeatability.   

   Results 

 The results of the E-modulus evolutions evaluated through the EMM-ARM are 
reported in Fig.  3.  Figure  3a  shows the effect of the type of cement: the mixes with 
CEM I 52.5R exhibited the higher E-modulus, despite some delay at early ages in 
comparison to the mixes with CEM I 42.5R. In contrast the mix made with white 

   Table 1    Mix compositions of the used pastes   

 Mix  Name  c (g)  f (g)  fa (g)  sf (g)  mtk (g)  w (g) 

 1  CEM I 42.5R  320              144 
 2  CEM I 52.5R  320              144 
 3  CEM II/A-L 42.5R  320              144 
 4  CEM II/B-L 32.5N  320              144 
 5  CEM II/B-L 32.5R (white)  320              144 
 6  w/c=0.50  320              160 
 7  w/c=0.40  320              128 
 8  w/c=0.35  320              112 
 9  w/c=0.30  320              96 
 10  f/c=0.15  320   48           144 
 11  f/c=0.30  320   96           144 
 12  f/c=0.45  320  144           144 
 13  fa/b=0.20  256      64        144 
 14  fa/b=0.40  192     128        144 
 15  fa/b=0.60  128     192        144 
 16  sf/b=0.05  304        16     144 
 17  sf/b=0.10  288        32     144 
 18  sf/b=0.15  272        48     144 
 19  mtk/b=0.05  304           16  144 
 20  mtk/b=0.10  288           32  144 
 21  mtk/b=0.15  272           48  144 
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cement, also with a rapid hydration rate, showed the lowest E-modulus. Figure  3b  
presents the effect of the w/c ratio: it is observed that the E-modulus starts sooner 
and is higher for mixes with lower w/c ratios.  

 A similar effect is reported in Fig.  3c , where the effect of the limestone content 
is studied. In fl uence of replacing cement by  fl y ash is illustrated in Fig.  3d : one 
can observe that  fl y ash delays and reduces the E-modulus evolution when high 
contents are used. The effects of replacing cement by silica fume or by metakaolin 
are reported in Fig.  3e ,  f : both additions lead to the increase of the E-modulus. 
However, it seems that to maximize the E-modulus low replacements are 
required. 

 Additionally, the heat generation during hydration was evaluated for all mixes using 
an isothermal conduction calorimeter (despite results are not presented in this paper). 
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  Fig. 3    E-modulus evolutions affected by: a) type of cement, b) w/c ratio, c) addition of limestone 
 fi ller, d) replacement of cement by  fl y ash, e) replacement of cement by silica fume, and f) replacement 
of cement by metakaolin       
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When accumulated heat generation was compared to the E-modulus evolution 
measured with EMM-ARM it was consistently observed that the E-modulus 
development stars later (coherent with expectable tendencies  [  10  ] ).  

   Final Remarks 

 The paper brie fl y describes the Elasticity Modulus Monitoring through Ambient 
Response Method, termed as ‘EMM-ARM’, which is a non-destructive technique 
that allows determining the evolution of the E-modulus of pastes since casting, by 
monitoring the change of the  fi rst natural frequency of a small composite cantilever 
formed by an acrylic tube  fi lled with the cementitious material under testing. The 
EMM-ARM was successfully applied to the identi fi cation of the E-modulus evolu-
tions of twenty one cementitious paste compositions. From the results it was possible 
to conclude that the E-modulus is very sensitive to composition modi fi cations, 
especially when the water-to-powder ratio is changed.      
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  Abstract   The performance of any concrete structure strongly depends on the quality 
of the fresh material used. This quality should be evaluated at an age as early as 
possible, even before concrete is placed in the forms. In the present paper fresh 
cementitious material is examined by means of ultrasonic through-transmission 
measurements. The frequency is varied in order to apply different wavelengths, the 
propagation of which is in fl uenced in a different way by the constituent materials, 
e.g. air bubbles and sand grains. The wave velocity vs. frequency curves obtained 
for different mixes show that the existence of sand plays an important role due to 
interaction with different wave lengths. The effect of chemical admixtures is also 
examined through the release of air bubbles and the change in viscosity they impose. 
The possibility to characterize the effectiveness of chemical admixtures by a single 
measurement of dispersion is discussed.  

  Keywords   Attenuation • Chemical admixtures • Dispersion • Fresh concrete 
• Ultrasound      

   Introduction 

 Concrete is the most widely used construction material. Its behaviour is time 
dependent since it starts as a liquid suspension of cement, sand, aggregates and air 
bubbles in water, while the hydration reaction transforms it into an elastic solid with 
load bearing capacity. It is reasonable that the quality of the fresh material, de fi nes 
the performance of concrete throughout its service life. Early evaluation of the 
material is desired, even before it is placed in the forms, in order to eliminate 
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the possibilities that the performance will be less than satisfactory. Many different 
approaches have been proposed for quality control of fresh concrete using stress 
waves  [  1-  4  ] . It has been shown that material with lower water to cement ratio exhibits 
higher velocity and transmission  [  5-  6  ] , while the attenuation is governed mainly by 
the scattering on sand grains and air bubbles which are also responsible for velocity 
dependence on frequency (dispersion)  [  7,  8  ] . 

 Recent studies indicate that wave monitoring reveals the effectiveness of the type 
and the content of the chemical admixtures like accelerators on the setting behaviour 
of concrete  [  9  ] . The present study occupies with experimental measurements of 
wave velocity and transmission through cement paste and mortar with chemical 
admixture. Instead of measuring a single pulse velocity, the experiments were 
conducted with various pulses in order to measure wave velocities at different fre-
quencies and exploit information on the interaction of different wavelengths with the 
microstructure of the cementitious material with and without superplasticizer (s/p).  

   Experimental Process 

 The experimental setup consists of a waveform generator (Tektronix AFG3102) and 
two piezoelectric transducers (PAC, Pico), which are placed in a plexi-glass con-
tainer, as seen in Fig.  1 . Between the plexi-glass plates, a U-shaped plastic plate 
de fi nes the volume to be occupied by the fresh specimen (or the distance between 
the sensors, in this case 10 mm). The pulse from the wave generator is driven to one 
of the sensors acting as pulser and the received signal from the second on the oppo-
site plate, is recorded with a sampling rate of 10 MHz.  

 The electric signal is sinusoidal of 10 cycles with different frequencies from 100 
kHz to 1 MHz. Pulse velocity is measured by the time delay between the received 
signal through mortar and the electric pulse directly fed from the generator to the 
acquisition board, while transmittance is measured by the maximum voltage of the 
received waveform. 

  Fig. 1     (a)  Mortar container,  (b)  Snapshot during measurement       
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 The materials tested, were cement paste and mortar with sand to cement ratio 
1 by mass. The water to cement by mass was 0.6, while super-plasticizer was added 
in a series of specimens in the mass content of 1% in order to examine its in fl uence 
on the wave parameters. Ultrasonic measurements were conducted approximately 
7 min after mixing the ingredients with water, as well as 1 hour later.  

   Velocity Results 

 In order to improve reliability 500 waveforms were stacked, typically increasing the 
signal to noise ratio by 60 times or more. Figure  2  shows cement paste velocity for 
different frequencies. Concerning plain cement paste, the velocity exhibits an 
increasing trend with frequency. This is typical for scattering materials, since the 
size of inhomogeneity exercises differential in fl uence on different wavelengths. 
Measurements after 1 hr, revealed that the dispersion curve had shifted to higher 
levels by about 200 m/s, due to possible forming of early hydration products that 
increase the effective modulus of elasticity, as well as bubble migration and possible 
segregation. It is interesting to note the in fl uence of superplastisizer, which results 
in a very smooth curve, eliminating the dispersion trends, as well as increasing the 
velocity level. The measurements after 1 hr do not reveal any considerable differ-
ence. The smoothness of the curve shows that any source of scattering in plain 
paste, does not exercise similar in fl uence when superplasticizer is present. Therefore, 
it is reasonable to believe that the release of air bubbles caused by the increased 
workability offered by the s/p, makes the material homogeneous with a wave behav-
iour very similar to water, the dispersion curve of which is also shown in Fig.  2 . 
It is also well known that s/p delays the hydration reaction and therefore, even 
after 1hr the velocity is still at the same levels.  
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 The positive in fl uence of s/p on the velocity of paste does not apply for mortar 
according to the present results. Figure  3  shows the dispersion curves for mortar 
with and without s/p. Plain mortar exhibits higher velocity than paste, with many 
 fl uctuations as frequency increases. One hr later the velocity has increased almost 
for all frequencies due to setting. It is interesting that addition of s/p decreases the 
velocity curve, in contrary to the cement paste results. Actually the velocity curve 
becomes smoother but it is shifted to values less than 1300 m/s, while 1 hr later 
there is a considerable increase especially for higher frequencies. Considering that 
it is early for hydration products to be formed, this change could be due to segrega-
tion of the sand grain and/or migration of remaining air bubbles. It is mentioned that 
each curve comes from the average of 3 specimens.   

   Amplitude Results 

 The addition of s/p shows a greater in fl uence on the amplitude of the transmitted 
waves. Since the electric excitation is constant (9 V), the amplitude of the received 
waves can be directly used to compare between different types of materials. Figure  4  
shows the amplitude of the signals for different specimens as a function of fre-
quency. The curve obtained for water is indicative of the sensor’s frequency response, 
which has a maximum sensitivity at 500 kHz. The corresponding curve for plain 
cement paste is approximately 3 orders of magnitude lower, owing to the viscous 
nature of the material, as well as the presence of air bubbles. However the addition 
of s/p increases the transmittance to the levels of water, since it decreases the viscosity 
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  Fig. 3    Velocity vs. frequency curves for different mortar specimens       
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and releases the air bubbles, rendering the material more homogeneous for all 
applied wavelengths. It is mentioned that the wavelengths vary from approximately 
1.5 mm (for 1 MHz) to 15 mm (100 kHz). One hour later no signi fi cant changes in 
the curves are exhibited.  

 One interesting qualitative characteristic of the amplitude curve is that the maximum 
sensitivity of the system changes with the addition of s/p. The peak frequency for 
plain paste is at 800 kHz, despite the sensitivity of the sensors at 500 kHz. This can 
be attributed to scattering on air bubbles which exhibit higher scattering attenuation 
at lower or moderate frequencies  [  10,  11  ] . When s/p is added, the whole curve is 
shifted to much higher values, while its maximum is shifted to the sensors preference, 
due to the homogeneity of the specimen. 

 Specimens of paste and mortar including the same content of the s/p (1%) exhibit 
large difference in the transmitted amplitude, as shown in Fig.  5 . The amplitude of 
mortar is approximately ten times lower than paste amplitude. It is concluded that 
sand grains are crucial in that they increase scattering attenuation directly, as well as 
restrain a number of air bubbles which also contribute to scattering.   

   Discussion and Conclusion 

 The aim of this study is to contribute to the understanding of the wave propagation 
in fresh cementitious materials. Due to their inhomogeneity, extraction of valuable 
information depends on the correct interpretation of the experimental results. The 
above measurements show that the effect of superplasticizer can be measured by 
ultrasound. S/p renders the material less viscous and more homogeneous due to 
the release of air bubbles. Therefore, the dispersion curve becomes smoother, and 
the dependency of velocity on frequency is diminished. The in fl uence on transmittance 
is even higher, since s/p increases the amplitude by 1000 times for cement paste. 
The behaviour of mortar is different because the s/p is shown to decrease velocity. This 
should be further studied in order to be theoretically supported. It is possible, 
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that microstructural effects which are present in mortar  [  12  ]  are eliminated when 
the material becomes more workable (close to liquid) due to the addition of s/p. 
In any case studying dispersion and attenuation curves for different frequencies 
shows potential to characterize the material with one measurement a few minutes 
after mixing. 

 A next step for advancing the research is applying different contents of s/p in 
order to quantify the in fl uence. In addition, different types of chemical admixtures 
should be studied, like air entrainment agents, accelerators and retarders.      
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  Abstract   An experimental investigation is made in order to study changes of thermal 
properties of hardening cement paste. Using a hot disc principle for determination 
of thermal properties, speci fi c heat capacity, effusivity and thermal conductivity are 
analyzed during  fi rst 4 days of hydration. Speci fi c heat capacity value changed only 
slightly during hydration. Thermal conductivity decreased with the progress of 
hydration 20% compared to initial value. Hydration process was monitored using 
ultrasonic pulse velocity (UPV) test. A discussion of results is made taking into 
account porous nature of cement paste and transformation of liquid and hardened 
phases i.e. water and clinker minerals, into hardened structure.The motivation for 
conducted research is improvement of numerical models for calculating tempera-
ture changes in mass concrete structures using hydration dependant thermal 
properties. Also, another  fi eld of application could be the quality control of cement 
based materials.  

  Keywords   Cement paste • Hardening • Hydration • Porous structure • Thermal 
properties      

   Introduction 

 Cement hydration can be de fi ned as a sequence of chemical reactions initiated with 
the contact of cement and water. Progress of hydration process re fl ects itself at the 
macro level of observation as a change of cement based material properties. Different 
methods of testing, like measuring of the rheological properties, strength development 
or heat liberation can then serve as a tool for monitoring of the hydration process. 
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Rate of chemical reactions signi fi cantly changes during hydration and can be divided 
into  fi ve stages: pre-induction, induction, acceleration, deceleration and diffusion 
 [  1,   2  ] . During the  fi rst few days of hydration the greatest portion of chemical reactions 
is  fi nished. During that period changes of cement based material properties are also 
the greatest. In the early stage, hydration process is highly exothermal and generated 
heat may result in large temperature changes. Depending on the degree of external 
constraints, high tensile stresses may develop in relation to the actual tensile strength 
and harmful cracking is likely to appear. Temperature and stress analysis due to the 
hydration of concrete is highly non-linear problem because a vide variety of time-
dependent boundary conditions and strongly time and temperature dependent ther-
mal and mechanical properties of early-age concrete. In order to improve our 
understanding how cement based materials behave in early period of hydration it is 
necessary to gain more knowledge in how thermal and mechanical properties are 
connected to its governing process, i.e. the hydration of cement. Thermal conductiv-
ity variation during an early period of hydration is an input parameter for simulation 
of temperature and stress variations and evaluation of potential risk of cracking in 
young hardening concrete. For that reason in this paper an experimental investigation 
is made in order to study changes of thermal properties of cement paste during hydra-
tion. Thermal conductivity variation could also be a potential tool for monitoring of 
hydration process in concrete, which is a tool for estimating mechanical properties. 
The goal of this paper is to answer: How can changes of thermal properties of cement 
paste be monitored during hydration? How thermal properties are changing and how 
are they connected to the changes in the microstructure of cement paste?  

   Testing Methods Used 

   System for measuring thermal properties 

 In order to study changes of thermal properties during hydration it was necessary to 
use testing technique which will allow us to measure thermal properties in the small 
time intervals. For that purpose hot disk principle method was applied and the 
system used was Mathis TCi thermal conductivity analyzer (Fig.  1 ). Mathis TCi 
system is comprised of a sensor, control electronics and computer software, where 
the sensor employs a one-sided, interfacial heat re fl ectance device that applies a 
constant current heat source to the sample. The interfacial sensor heats the sample 
by approximately 1-3°C during testing, the sample absorbs some of the heat, and the 
rest causes a temperature rise at sensor interface. Voltage drop on spiral heater is 
measured. Voltage data is then translated into the effusivity value of tested material. 
Conductivity is then calculated from the voltage data by iterative method and speci fi c 
heat capacity can be calculated if density of material is known. During testing, the 
sensor does not physically alter or affect the sample being tested, reducing pos-
sible contamination as much as possible. Complete testing requires only 0.8 to 5 sec-
onds what is only a fraction of the duration needed by some traditional methods  [  3,   4  ] . 
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Sensor needs to come in contact with only one side of the sample, and has the 
capability of “seeing through” layers into the actual sample. For example, liquid 
samples can be tested in plastic bags, without the thermal value of the bag skewing 
the results. A sample of cement paste after mixing is placed in a low density poly-
ethylene sheet 0.025 mm thick in order to preserve sensor from coming into direct 
contact with fresh cement paste. Placing of the specimen in the sheet allowed a 
continuous measurement of thermal properties.   

   Description of the ultrasonic setup 

 Beside the thermal properties measurements hydration process was monitored using 
ultrasonic pulse velocity (UPV) test. An experimental setup was made so that 
changes of the ultrasonic pulse velocity through cement paste sample can be continu-
ously measured during the  fi rst few days of hydration. Measuring system (Fig.  1 ) 
consists of a pulse generator which has a pulse repetition frequency of 1 pulse every 
4 seconds. The pulse is converted to an ultrasonic wave through 54 kHz piezoelectric 
sensor. The wave is then transmitted through the material and picked up by a 
receiver, which is also 54 kHz piezoelectric sensor. Pulse generator is connected to 
a PC so that information about the speed of the ultrasonic wave is recorded. Sample 
of cement paste is placed in the mould after mixing and measurement is started. 
Results of time of  fl ight are recorded to the computer every one minute and UPV is 
then calculated.   

   Materials and preparation of cement paste 

 Cement paste used is made with CEM I type cement according to European stan-
dards. Investigation is conducted on cement paste with 0.3 w/c mass ratio. The paste 
was mixed according to a procedure given by the standard HRN EN 196-3. Properties 
of cement are shown in Table  1 .    

  Fig. 1    Mathis TCi Thermal Property Analyzer       
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   Analysis of Results 

   Development of UPV 

 Ultrasonic pulse velocity development can be used to describe the micro structural 
changes in the cement paste caused by hydration process  [  5,   6  ] . Development of the 
UPV can be divided into several consecutive stages. In the  fi rst stage, ultrasonic 
pulses transmitted through a fresh cement paste are not recorded by a measuring 
system, probably because of a large attenuation of the paste. After approximately 
1.5 hours ultrasonic pulses are being recorded (Fig.  3 ). Initial UPV is at approxi-
mately 500 m/s. The reason for this low initial velocity is a large amount of very 
small air bubbles entrapped in the cement paste during mixing  [  4  ] . UPV has a con-
stant increase up to about 1500 m/s which is attributed to the growth of ettringite 
crystals which  fi ll out the capillary space and in that way reduce the distances 

   Table 1    Properties of cement CEM I 42,5 R   

   Mineral composition (%)  Setting time (h) w/c ratio = 0.3 

 Blaine (m 2 /kg)  C 
3
 S  C 

2
 S  C 

3
 A  C 

4
 AF  Initial set  Final set 

 353  59.86  11.94  8.36  8.82  2.33  3.00 

  Fig. 2    Ultrasonic setup       
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between the cement particles. Another reason for the increase of the UPV is attributed 
to gravity effects and settling of cement particles which lead to improving the 
contact between them. It was presented by several authors  [  7,   8  ]  that at the speed of 
ultrasonic wave of 1500 m/s cement paste, with w/c ratios varying from 0.3 to 0.6, 
transforms from liquid to a solid state, i.e. setting process is  fi nished and a hardening 
process starts. The setting process of cement paste is caused by the increase in the 
connectivity of the cement particles. With the progress of hydration, connectivity 
increases and this causes increase of the UPV. At the same time water from capillary 
pores is consumed in the chemical reactions with cement and capillary spaces 
become partially  fi lled with hydration products.   

   Development of thermal conductivity 

 In Fig.  3 , changes of the thermal conductivity of the cement paste with a w/c ratio 
0.3 are shown. Development of thermal conductivity is divided into three stages: 
 fi rst stage starts from the time zero (time of mixing), second stage starts approxi-
mately 4 hours after mixing and the third stage starts at the age of cement paste of 
12 hours. By comparing the thermal conductivity and UPV development changes of 
the thermal conductivity can be connected to the micro structural changes in cement 
paste. In the  fi rst period, thermal conductivity decreases slightly and has a value 
between 1.4-1.5 W/mK. During that period mostly ettringite needles are formed in 
the paste. Greater decrease in thermal conductivity starts approximately at the age 
where UPV reaches a value of 1500 m/s so it can be attributed to the acceleration 
period of hydration and formation of C-S-H and CH. The value of thermal conduc-
tivity then drops to 1.2 W/mK. This can be caused by consumption of water from 

  Fig. 3    Changes of the thermal conductivity and UPV of cement paste       
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the capillary space. Capillary spaces in the paste which are not  fi lled with hydration 
products are  fi lled with air which has a lower thermal conductivity than water. At 
the age of 12 hours the third stage starts. Decrease of thermal conductivity continues 
but the slope is very small (Fig.  3 ). After the age of 24 hours there are practically 
no changes in thermal conductivity of the cement paste.  

   Development of speci fi c heat capacity 

 In the Fig.  4 , changes of the speci fi c heat capacity of the cement paste are 
shown. Changes can also be divided into three stages. In the  fi rst stage its value 
remains constant. In the second period heat capacity increases slightly. And in 
the third stage its value shows a constant slow increase. Heat capacity of the 
cement paste changed during hydration within the limits from 916 to 920 J/kgK. 
Higher values recorded during measurement in the period between 48 and 80 
hours of hydration (Fig.  4 ) are caused by the changes in the thermal bonding 
between the specimen and the sensor which is changed because sensor is con-
nected to the cement paste sample through a thin layer of low density polyethyl-
ene sheet. During measurement, the entire system is surrounded by air and if air 
penetrates in either of the contact surfaces it will alter (reduce) the heat  fl ow 
between the sample and the sensor. Reduced heat  fl ow will result in reduced 
thermal conductivity (Fig.  3 ) and higher speci fi c heat capacity (Fig.  4 ). Penetration 
of air is present at every measurement but the amount of air penetrated or, in 
other words, surface area contaminated by the penetration of air will determine 
its in fl uence on the results.    

  Fig. 4    Changes of the speci fi c heat capacity and UPV of cement paste       
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   Conclusions 

 Presented research showed how thermal properties can be monitored continuously 
during hydration of cement paste by the hot disc method. Speci fi c heat capacity 
value changed only slightly during hydration while thermal conductivity decreased 
with the progress of hydration 20% compared to initial value. Decrease of the thermal 
conductivity of cement paste can be attributed to the loss of water from the pore 
space which slows down the heat transfer within the material. Applied hot disc 
technique could serve in the future not only for measuring thermal properties but 
also as a method for monitoring hydration of cement paste. Improvement of the hot 
plate method can be done through enhancing the contact between sensor and the 
specimen to ensure stable readings through all of the hydration process.      
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  Abstract   Viscosity modifying agent (VMA) is added to mortar to increase water 
retention so that more rendering plaster and tile can be installed. But, VMA would 
increase viscosity of pore solution to slow down water movement, and thus a dry 
shell may form due to evaporation. Consequently, Vicat needle test seems improper 
to determine set times of VMA modi fi ed mortars. The ultrasonic pulse velocities 
(UPV) of early-age VMA modi fi ed paste (VMA paste) are  compared with Vicat test 
results in this paper. UPV were found to be clearly depicting the dosage effect of 
VMA on cement retardation, whilst Vicat test could not. Without adding VMA, 
initial set of Vicat test was found to be near the timing of UPV at 1420 m/s and  fi nal 
set was found no clear relationship with UPV values. However, with the addition of 
VMA, more investigations by UPV are needed before new criteria on determining 
both initial and  fi nal set times can be proposed.  

  Keywords   Hydration • Isothermal calorimeter • Non-destructive test • Penetration 
test • Set time      

   Introduction 

 Cellulosic viscosity modifying agent (VMA), such as HPMC and MHEC have been 
used in the mortar industry as the water-retention agents to increase working 
time  [  1  ] . Yet, VMA would increase viscosity of pore solution, so the speed of water 

    S.-T.   Lin  
      Tatung University ,   Taiwan ,  

   Phoenix Material Technology Co., Ltd. ,   Taiwan ,  

      R.   Huang (*)  
     National Taiwan Ocean University ,   Keelung ,  Taiwan  
  e-mail: ranhuang@mail.ntou.edu.tw    

      Application of Ultrasonic Method 
for Determining Set Times of VMA 
Modi fi ed Cementitious Composites       

       S.-T.   Lin    and    R.   Huang      



474 S.- T. Lin and R. Huang

loss to evaporation becomes greater than what inner water can supply. Thus, a dry 
shell may form to encapsulate wet mortar. The conventional method of determining 
set times of cement is Vicat needle test which de fi nes initial set as the cement paste 
(paste) begins to stiffen considerably and to lose workability;  fi nal set as the paste 
can bear some load such as walking. The obtained times of setting are indicators for 
concrete works such as saw-cutting concrete pavement. However, Vicat test is sensitive 
to the surface drying condition, aggregate content, water-cement ratio, and types of 
admixture being used. Thus, it might mislead results. Therefore, ultrasonic pulse 
velocity (UPV), and other methods have been studied and proposed  [  2  ] . Evaporation 
and cement hydration changes the volume of pore solution and the pores, so as the 
connectivity of the cementitious hydrants  [  3  ] . The progress of connectivity of 
hydrants can be detected by UPV because the wave travels faster in solid medium 
than in liquid medium. Therefore, as cement hydrates, the strength develops so as 
to UPV. As a result, set times may be determined by the given UPV values  [  2  ] . 
This study aimed at comparing the effect of UPV method and Vicat test on the 
determination of set times for paste and investigating the suitable methods for the 
VMA pastes.  

   Experimental Program 

   Materials 

 Five powder type of MHEC with various molecular weights were selected as VMA. 
VMA powders can dissolves in water and to form viscous solution as listed in Table  1 . 
Mixture proportions are summarized in Table  2 . VMA solutions were prepared  fi rst, 
and then cement and VMA solutions were mixed until creamy composites were 
obtained.     

   Test method, procedure and equipment 

 VMA powders were mixed with water at designated ratio and their viscosities were 
measured using a Brook fi eld RVF Viscosimeter as listed in Table  2 . Vicat tests were 
conducted following ASTM C191 Table  3 . UPV tests were performed by placing 
fresh pastes in molds with transmitting and receiving transducers facing directly 
with a distance of 40 mm. The traveling time of ultrasonic wave pulse were recorded. 
The ultrasonic wave velocity as described in Eqn. ( 1 ).

     = /V L T    (1)   

 where  V  is velocity,  L  is distance between two transducers,  T  is transmitting time.  
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   Results and Discussions 

   Effect of solution viscosity on UPV 

 UPV is affected by the density and compressibility of the medium which the wave 
travels. UPV of tap water is 1420 m/s  [  4  ] , while UPV of 1% VMA solutions were 
in the range of 1480-1520 m/s, regardless great differences in viscosity resulting 

   Table 1    Details of MHEC 
Type of VMA    Designation 

 Molecular 
weight (g/mol) 

 *Viscosity (cps, 20˚C, 
2 wt. % solution) 

 4K  1 X 10 6      4000 
 15K  5 X 10 6     15000 
 30K  6 X 10 6     30000 
 50K  7 X 10 6     50000 
 100K  9 X 10 6   1000000 

   Table 2    Mixture proportion and viscosity of pore solution   

 Mixture designation  Cement  Water 
 VMA dosage 
(wt% to cement) 

 Viscosity of pore 
solution (cps, 20˚C) 

 Reference  100  50  0       1 
 4K-a  100  50  1    3100 
 15K-a  100  50  1    9000 
 30K-a  100   0  1   21000 
 50K-a  100  50  1   70000 
 100K-a  100  50  1  130000 
 100K-b  100  50  0.75   40000 
 100K-c  100  50  0.5   13000 
 100K-d  100  50  0.25    1000 

   Table 3    Summary of Vicat set times and their corresponding UPV   

 Mixture 
designation 

 Vicat initial 
set (min) 

 Time of UPV at 
1420 m/s (U) (min) 

 Vicat  fi nal 
set (min) 

 UPV at Vicat  fi nal 
set (m/s) 

 Reference  433   481  508  1474 
 4K-a  651  1106  734   509 
 15K-a  768   950  821  1120 
 30K-a  688  1000  756   788 
 50K-a  652   919  737   914 
 100K-a  654  1105  692   402 
 100K-b  703   920  780  1043 
 100K-c  754   825  806  1361 
 100K-d  639   709  736  1491 
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from VMA molecular weight as exhibited in Fig.  1  a . Yet, UPV of 100K-a, -b, -c, 
and -d solutions increased as dosages increased as shown in Fig.  1b .   

   In fl uence of VMA on the evolution of UPV of pastes 

 The evolution curve of UPV might be categorized into three stages: initial, accelera-
tion, and plateau according to slope as shown in Fig.  2   [  3  ] . UPV of paste began at 
the level below 400 m/s because sound traveled in the liquid where cement particles 
were suspended. The acceleration stage indicated that UPV increased as paste trans-
formed from liquid phase to solid phase. When paste had become solid, UPV gradu-
ally stabilized and to form the plateau stage. The change from the initial stage to 
acceleration stage was at about 80 minutes for the reference paste, then, followed by 
an acceleration stage at the age of 1300 minutes until reaching 2500 m/s. The criteria 
of the initial set for the reference cement paste can be assumed when UPV is 1420 
m/s. However, with VMA, the initial stage has extended to 420-540 minutes as dis-
played in Fig.  2a ,  b . This indicated that VMA retarded the setting. Moreover, by 
adding VMA (100K) the UPV shifted rightward as the dosage increased as shown 
in Fig.  2b . Nevertheless, by adding 1 wt. % of different molecular weight VMA, the 
UPV curves of mixtures had little  fl uctuation as exhibited in Fig.  2c . As a result, it 
might be concluded that UPV method would clearly depict the dosage effect of 
VMA on the setting, while Vicat test could not. To sum up, UPV showed an advan-
tage over Vicat test on describing the dosage effect of VMA on paste setting. 
Concerning the correlation between UPV method and Vicat test, more investigations 
are needed before the new criteria can be proposed.       

    Fig. 1 (a)  The evolution of UPV of VMA solutions with 1wt.% VMA with different molecular 
weight,  (b)  UPV of 100K solutions at age of 1440 min       

 



477Ultrasonic Method on Determining Set Times of VMA Modifi ed Mortars

   Conclusions 

 Suitability of using Vicat test and UPV method on the determination of set times for 
the VMA paste was investigated. Following conclusions can be drawn: 

 1. UPV method could clearly depict the dosage effect of VMA on retarding cement 
setting, whilst Vicat test could not. 

 2. For the reference cement paste, the criteria of initial set can be assumed when 
UPV is 1420 m/s.      
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  Abstract   Traditionally, the study of cementitious materials has been performed 
using wired sensor technologies. Because these technologies are expensive and 
dif fi cult to install, the use of wireless sensor networks has gained increasing 
importance. In this paper, the study of setting and hardening processes for two 
different types of self-compacting concrete (SCC) using a wireless monitoring 
system is reported. The monitoring system used to perform such study consists of 
a wireless sensor network using Cricket motes. These motes were purchased from 
Crossbow Technologies. For our research, the most important capability of Cricket 
motes is that they host a transmitter/receiver in the ultrasonic wavelength region. 
For monitoring the setting and hardening processes, the velocity of the ultrasonic 
pulse traveling across the material was measured, along with the humidity and 
temperature values both inside and outside the concrete sample. Multi-hop data 
transmission techniques were considered to monitor the velocity data. 

 Several experiments were performed at the laboratory. A set of samples were 
manufactured with two types of SCC, in one type some portland cement was 
replaced by limestone  fi ller. These specimens were exposed to different curing 
conditions. Although it was found that the ultrasonic acquisition was not very 
robust, the wireless sensor networks are an ef fi cient technology for monitoring the 
early stages of self-compacting concrete.  

  Keywords   Self-compacting concrete • Setting and hardening  processes • 
Ultrasounds • Wireless monitoring     
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    Introduction 

 In the 90’s, research and development of wireless sensor networks (WSN) technology 
with embedded sensors to monitor structures were initiated (Structural Health 
Monitoring, SHM). Numerous publications were dedicated to study WSN for eval-
uation of the structural integrity  [  1-  2  ] . Promising results on the sensorization of 
different structures were obtained but more work is required to improve its reliabil-
ity for use in the structure evaluation. An exhaustive analysis in the literature about 
WSN for use in the monitoring of structures can be found in  [  3  ] . In the literature 
many works have studied the use of the ultrasonic velocity in the monitoring of set-
ting and hardening processes and its relationship with the temperature and the 
humidity measurements  [  4-  7  ] . 

 In this paper, the study of setting and hardening processes for different types of 
SCC using a wireless monitoring system is reported. The advantage of using low 
cost commercial platforms to monitor these processes is that the most interesting 
part occurs during the  fi rst 72 hours. Therefore the energetic needs are limited. The 
parameters selected are the temperature and humidity inside and outside the cemen-
titious material, and the ultrasonic velocity through the material.  

   The Wireless Sensor System 

 The system developed by the authors is based on commercial devices which have 
been adapted to study the setting and hardening processes of cementitious materi-
als. A previous version of the system was presented in  [  8  ] . The hardware platform 
is composed of a WSN using Cricket motes. These motes were purchased from 
Crossbow Technologies  [  9  ] . This platform was selected mainly because it is an open 
source wireless sensor platform with open access hardware and software designs. 
Ultrasonic velocity and temperature and humidity measurements were calculated 
with these motes. The mote size is 3x4x10cm.   

  Fig. 1    Cricket mote       
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   Experimental 

 In this section the setup used in the laboratory experiments and the obtained results 
are presented. 

   Laboratory setup 

 The system described above was tested at the AIDICO laboratory. For that purpose, 
several test specimens of 0.15x0.15x0.15m size were constructed using two differ-
ent dosages of SCC, reported in Table  1 .  

 The experiment was based on a WSN composed of several Cricket motes, for mea-
suring the ultrasonic velocity, and the temperature and humidity pro fi les inside and 
outside the specimens during the  fi rst 100 hours, approximately. One mote was 
con fi gured as a base station and the remaining motes were sensorized. The temperature 
and humidity inside the material was monitored by sensors placed in the centre of the 
fresh specimens. To measure the ultrasonic pulse velocity through the material each 
mote was con fi gured at the same time as transmitter and receiver of the ultrasonic 
pulse. The transmitter and receiver transducers were placed in opposite sides of the 
specimen. 

 Four different curing conditions (CC) were considered in this experiment. CC1 
was a climatic chamber with constant conditions of 20ºC temperature and 98% rela-
tive humidity (RH). CC2 was a laboratory room with controlled temperature and 
RH between 20-22ºC and 50%, respectively. CC3 refers to a curing kiln with cycles 
of 24 hours each where the minimum temperature is approx. 22ºC and the maxi-
mum temperature of 40ºC is kept constant during 6 hours simulating the weather 
conditions of summer in Madrid. CC4 was performed under the same conditions as 
CC3 but the specimens were covered with a transparent  fi lm.  

   Laboratory results 

 In Fig.  2  the temperatures monitored for different curing conditions are shown. 
The mixture SCC-A reached the maximum temperature setting value in all  curing 

   Table 1    Mix proportions of 
SCC used in the experiments   

 Material 

 Kg/m 3  

 SCC-A  SCC-B 

 White sand 0/4  879.9  876.1 
 Gravel 6/12  898.8  895.0 
 Cement BL I 52.5 R  387.9  231.7 
 Limestone  fi ller  0.0  154.5 
 Superplasticizer Viscocrete 5920  4.6  3.2 
 Water/binder)  

total
ratio  0.53  0.53 
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conditions studied. Although, in the CC3 and CC4 curing conditions this value is 
reached earlier due to the high temperatures of curing. The curing at 40ºC cycles 
accelerates the hydration reactions of cement. The maximum temperature value 
measured during CC1 and CC2 conditions appears about 8 hours after making 
the test specimens, but during CC3 and CC4 conditions this value is measured 
about 4 hours after the making. As expected, the highest setting temperature 
value corresponds to the specimens covered by transparent  fi lm, curing condi-
tions CC4. The ambient temperature and RH under CC1 conditions were not 
measured during the  fi rst 24 hours due to a problem with the sensor but they can 
be considered constants.  

 The RH results are presented in Fig.  3 . Comparing the humidity values dur-
ing conditions CC1 and CC2, it can be seen that the maximum temperature 
value is reached in CC2 because ambient humidity is lower than in CC1. In the 
condition CC3 it is observed that the SCC-A has less RH than the SCC-B, which 
may indicate that probably the different composition of these samples is respon-
sible for a different reaction to the same ambient conditions of high tempera-
ture and absence of a cover  fi lm. Ongoing research is dedicated to study this 
phenomenon.  

 The ultrasonic velocity measurements through the material during conditions 
CC1, CC2 and CC3 are presented in Fig.  4 . It can be seen that the velocity pro fi les 
are higher in mixture SCC-A than in mixture SCC-B.  

 In CC1 conditions, the ultrasonic velocity in the test specimens was measured 
through the mould. In the case of the SCC-A mixture an oscilloscope was used. The 
oscilloscope was far away from the mixture. To measure the velocity for SCC-B the 
mote was placed on top of the chamber and therefore the velocity measurements 
present electromagnetic interference. It can also be seen that after some time, the 
velocity values decreased due to the material retraction. In CC2 conditions, the 
ultrasonic velocity in the test specimens was also measured through the mould. 

  Fig. 2    Temperature results obtained for different curing conditions       
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In CC3 conditions, the moulds of the test specimens were removed. The motes were 
placed inside the curing kiln and therefore the velocity measurements also present 
electromagnetic interference. 

 The velocity data was treated using a median  fi lter to remove spurious data due to 
the electromagnetic interferences and a low-pass  fi lter to smooth the measurements. 
This data is presented in Fig.  4 .   

  Fig. 3    Humidity results obtained for different curing conditions       

  Fig. 4    Ultrasonic pulse velocity obtained for different curing conditions       
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   Conclusions 

 The objective of this work was to study the setting and hardening processes for 
two different mixtures of SCC under different curing conditions using a wireless 
monitoring system composed of commercial devices called Cricket motes. The 
WSN was in charge of the ultrasonic velocity and the temperature and humidity 
measurements inside and outside the material. 

 The system presented above was tested at the AIDICO laboratory. Several speci-
mens were constructed using two different mixtures of SCC composed of CEM I 
Portland cement, in one type some portland cement was replaced by limestone  fi ller. 
These specimens were exposed to different CC. Although it was found that the 
ultrasonic acquisition was not very robust, the WSNs are an ef fi cient technology for 
monitoring the early stages of SCC. In the future, the authors will develop new 
prototypes to improve the ultrasonic acquisition.      
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  Abstract   This paper presents the results of preliminary laboratory testing of early-age 
concrete properties using disposable, embedded ultrasonic sensors. These tests 
were carried out during the development of a  fi eld system for monitoring the early-
age physical properties in concrete and shotcrete. The design is particularly suitable 
for applications in Fibre Reinforced Shotcrete (FRS), commonly used for ground 
support in underground mine tunnels in Australia, where the determination of early-
age properties is critical for establishing safe re-entry times. The embedded system 
used in these experiments comprises a pair of piezoelectric transducers mounted to 
an open frame, which is designed to hold them within the concrete at a  fi xed offset 
separation. The probe is implanted at the time of placement, and connected via 
wire leads to an external control system. The implanted transducers are con fi gured 
to excite longitudinal (P) waves, at a nominal resonance frequency of 40 kHz, and 
P-wave transmission is detectable soon after the initial set time. The data presented 
herein includes evolution of early-age P-wave velocity. This data is compared to 
conventional uncon fi ned compressive strength (UCS) and dynamic (low strain) 
elastic modulus, as speci fi ed in ASTM C215, for equivalent batches and curing 
conditions. The embedded P-wave measurement is functionally equivalent to 
the conventional dynamic modulus testing procedure, and these results may be 
further used to infer UCS during the early stages of hydration. The ability to per-
form in-situ, real time, nondestructive testing offers signi fi cant advantages to the 
safe and ef fi cient use of FRS in underground mining applications.  

  Keywords   Early-age • Non-destructive • P-wave • Shotcrete • Ultrasonic      
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   Introduction 

 In recent years there has been widespread adoption of shotcrete (FRS) as a preferred 
material for providing ground support in underground tunneling operations within 
the Australian mining industry. For this application it is necessary to establish 
safe re-entry times, which provide suf fi cient curing to guarantee the integrity of the 
support system, while permitting operations to proceed in a timely, cost-effective 
manner. It is common practice in the industry to use an estimate of uncon fi ned 
compressive strength of the FRS material as a proxy for the establishment of per-
missible re-entry time. This may be obtained by testing samples at the batching 
plant, or at early age using indirect  in-situ  techniques such as needle penetrometers. 
In this context, there is a demand for improved capabilities to track the development 
physical properties of the in-situ FRS material. 

 Ultrasonic testing methods have been applied to the measurement of physical 
properties in cementitious materials over the past several decades (Keating et al., 
 1989 , Whitehurst,  1951  ) . The main advantage of this approach being that wave 
velocity, itself contingent on fundamental physical properties, can be repeatedly 
determined in a non-destructive, economic manner on a given sample until target 
parameters are attained. While there is a strong positive correlation between con-
crete strength and P-wave velocity (C 

P
 ), several factors, including moisture content, 

aggregate type and content, water/cement ratio and entrained air have been shown 
to exert independent in fl uences on the relationship (Bungey,  1980  ) . Therefore, at 
full maturity C 

P
  may only provide a quantitative estimate of compressive strength if 

calibration data is available for the speci fi c mix design in question. 
 Under the assumption of a homogeneous, elastic material, C 

P
  is related to funda-

mental physical properties according to Eqn. ( 1 ). 

     
(1 )

(1 )(1 2 )P

E M
C

u
r u u r

-
= =

+ -    (1)   

 were E= Young’s modulus,  u = Poisson’s ratio,  r = mass density, and M= bulk elastic 
modulus. 

 For cement based materials the above is valid for the estimation of dynamic 
(i.e. low strain) moduli (E 

d
 , M 

d
 ), and wavelengths exceeding the dimensional scale 

of the inhomogeneties presented by aggregate,  fi bre reinforcement and air voids. 
The relationship between P-wave velocity and compressive strength is necessarily 
empirical. Compression wave velocity is highly sensitive to the development of 
material properties at early age, and increases more rapidly than compressive strength 
during the early stages of hydration. Previous studies have shown C 

P
  to be a sensi-

tive indicator of strength gain within the  fi rst 3 days, or up to 60% of 28-day strength 
(Pessiki and Carino,  1988  ) . To this effect, numerous studies on the use of pulse 
velocity to monitor hydration in various types of cement composites have been 
carried out in the last decade (Boumiz et al.,  1996 , Chotard et al.,  2001 , Sayers and 
Grenfell,  1993 , De Belie et al.,  2005  ) . 
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 This paper presents promising results of a novel type of disposable ultrasonic 
sensing device, designed to be embedded into fresh FRS or concrete maretial. 
The purpose of the research to date has been to validate the approach of using 
embedded transducers for ef fi cient, in-situ tracking of relevant physical properties.  

   Experimental Method and Procedures 

 Testing was carried out using a frame mounted transducer set, comprising a pair of 
40 kHz piezo-transducers mounted at a nominal offset separation on 75mm, within 
an open PVC frame (Fig.  1 ). The probe is wired through the external surface to the 
test material to a control sytem that includes a high-voltage source, data acquisition 
system and potable PC computer. A typical dataset from this system, over the 
 fi rst 14 hours of curing of a concrete specimen is presented in Fig.  2 . The data 
presented in this paper was obtained using a wet cement mortar mix, designed to 
simulate the properties of FRS, while allowing for the material to be cast and 
vibrated in 0.2x0.1m cylinders for laboratory testing and veri fi cation. The mix was 
alternatively prepared with and without  fi bre reinforcement, using both steel and 
synthetic  fi bres.    

 In the dataset shown in Fig.  2 , there is no detectable P-wave transmission prior 
to 6 hours age, due to high signal attenuation in the fresh paste. First measurable 
transmissions coincide with the initial set time, and subsequently the P-wave velocity 
of the material begins to increase over the baseline value of 1480m/s (corresponding 
to the material’s liquid phase). Velocity calculations obtained in this study are based 
on an initial probe calibration in water at room temperature. 

 The embedded velocity measurements were carried at discrete intervals during 
the  fi rst 48 hours of curing for each sample, and compared to traditional stiffness 
(not reported) and strength test results, as obtained by cylinder resonance (ASTM 
C-215) and uncon fi ned compression testing.  

  Fig. 1    Schematic 
representation of the 
embeddable ultrasonic 
element       
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   Results and Analysis 

 Among the most relevant engineering properties to compare to the in-situ velocity 
measurements is uncon fi ned compressive strength, obtained by the destructive 
testing of a series of concrete cylinders. Compressive strength at full maturity can 
be empirically calibrated to P-wave velocity, yielding a mix-speci fi c relationship 
accounting for the independent in fl uences of various factors mentioned above. 
However, many authors cited in this paper have determined that P-wave velocity is 
relevant to establishing initial set times, and tracking compressive strength at early 
age. (Pessiki and Carino,  1988  )  propose a consistent empirical relationship based on 
experimental data, valid for the  fi rst 3 days or up to 60% of design strength, when 
the strength-velocity relationship is most sensitive. The distribution of measured 
P-wave velocity vs. average compressive strength for samples aged between 6 and 
48 hours is presented in Fig.  3 , including a  fi tted exponential curve that would best 
describe the empirical velocity-strength relationship for the range of materials used.   

   Discussion, Conclusions & Future Work 

 Although the proposed use of UPV for monitoring development of material pro-
perties has received a lot of attention in the past, this paper demonstrates a novel 
approach of performing such measurements in-situ, using  fi eld-worthy equipment 

  Fig. 2    Composite of ultrasonic measurements between 5 and 14 hours after mixing, showing the 
reduction in  fi rst arrival times, increasing transmission amplitude and development of time-
frequency characteristics       
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and disposable ultrasonic probes. The work herein presents data derived from a 
prototype embedded system, which was able to detect P-wave arrivals in concrete 
after the initial set time, and was not adversely affected by the presence of synthetic 
or steel  fi bre reinforcement. 

 For the purpose of using P-wave velocity to predict early-age strength, the 
experimental data obtained in this study shows good correlation to the empirical 
relationship independently developed by other authors, for values of uncon fi ned 
compressive strength higher than 4 MPa and up to 48 hours maximum curing time 
(the limit of this particular study). 

 For compressive strength values between 1 and 4 MPa, which are relevant to 
FRS applications, greater variability and deviation from the proposed empirical 
relationship was observed. It should be noted that the most signi fi cant source of 
statistical variability in this range is attributable to cylinder compression test results, 
rather than the in-situ velocity measurements. 

 The authors are grateful to Mr. James Liu at the University of Western Australia 
concrete laboratory for their assistance in collecting the data presented in this paper. 
Technical aspects related to the embedded sensor concept are subject to pending 
patent PCT/IB2010/053266.      
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  Abstract   A problem in the manufacturing of composite materials is the monitoring 
of the curing process in order to distinguish the different stages of the structural 
formation and to provide adequate conditions for proper epoxy impregnation. 
The method used to monitor the setting and hardening of epoxy in this study is based 
on ultrasonic propagation. A wave generator was connected to a sensitive broadband 
acoustic emission transducer in order to transmit elastic waves through the thickness 
of setting and hardening epoxy. The acquisition was conducted by another sensor of 
the same type acting as receiver. Different parameters like the wave velocity and 
attenuation are monitored in order to examine the rate of hardening. The changes in 
viscosity and elastic modulus with time can be monitored by the changes in the 
wave parameters. The effect of temperature is also discussed.  

  Keywords   Attenuation • Composites • Curing • Epoxy • Wave velocity      

   Introduction 

 Curing ef fi ciency in epoxy as well as  fi bre epoxy composites is of major importance 
in the structural integrity, particularly in the case of load bearing components, 
or in the case of aggressive environments. Whereas curing degree can be ef fi ciently 
monitored off line using well established methods (e.g. Differential scanning calo-
rimetry), few methods allow the on-line monitoring of curing of epoxies or epoxy 
based composites. A reliable method to monitor curing ef fi ciency on line relies on the 
dielectric properties of the resin and their change due to the gradual immobilisation 
of the charge bearing particles in the epoxy system as curing is progressing  [  1  ] . 
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In this work a novel method for curing monitoring in epoxy systems is presented 
base on the wave propagation properties of the time dependent solidi fi cation of 
the liquid epoxy. 

 As is well known, epoxies are moderately viscous liquids in room temperature. 
After mixing with the hardener there is a slight change in viscosity. If the system 
need to be thermally stimulated to initiate polymerisation, the viscosity is consi-
derably reduced until, due to polymerization, macromolecules start to form. The rate 
of the chemical reaction is not constant with time as polymerization asymptotically 
reaches maximum  [  2  ] . The polymerisation rate also depends on temperature. Post 
curing at a higher temperature leads to increased cross linking and enhanced stiffness. 
The motivation for this work lies on the assumption that both viscosity and stiffness 
affect the wave propagation characteristics of the solidifying liquid  [  3  ] .  

   Experimental Process 

 The experimental setup consists of a waveform generator (Tektronix AFG3102) and 
two piezoelectric transducers (PAC, Pico), which are placed in a PMMA container, 
as seen in Fig.  1 . Between the PMMA plates, a U-shaped plastic Te fl on plate de fi nes 
the volume to be occupied by the fresh specimen (or the distance between the 
sensors, in this case 20 mm). The pulse from the wave generator is driven to one of 
the sensors acting as pulser and the received signal from the second on the opposite 
plate, is recorded with a sampling rate of 10 MHz. Initially the sensors were placed 
in holes specially machined in order to  fi t the sensors, being in direct contact with 
the resin. However, monitoring for long periods revealed that the transmission failed 
after several hours. Therefore, for the measurements presented herein, the sensors 
were attached on the PMMA plate using a small layer of ultrasonic gel to enhance 
acoustic coupling conditions.  

  Fig. 1    (a) Resin container, (b) Snapshot during measurement       
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 The electric signal used for excitation is 1 cycle of 500 kHz. The pulse generator 
produced one pulse at user de fi ned intervals (5 min) and the received waveforms 
were recorded for a period of more than 15 hrs. Pulse velocity is measured by the 
time delay between the received signal through resin and the electric pulse directly 
fed from the generator to the acquisition board, while transmission is measured by 
the maximum voltage of the received waveform, see Fig.  2a .  It is mentioned that 
the sensor delay effect as well as the transit time between the PMMA plates were 
measured separately (0.5  m s and 5.2  m s respectively) and excluded from the total 
transit time. A simple threshold crossing algorithm was built in Matlab environ-
ment, in order to automatically process the whole number of waveforms. The 
threshold was set equal to 1.2 times the maximum amplitude recorded during the 50 
 m s period of pre-trigger, see Fig.  2b . Due to the limited level of noise, there was no 
need to enhance the signal to noise ratio by stacking a number of waveforms. It is 
seen that the  fi rst detectable disturbance of the waveform is very close to the 
point picked by the algorithm, which enables reliable and automatic process of 
the waveforms. Considering the transit time through the plates and the resin speci-
men of about 15  m s, the sampling rate of 0.1  m s can results in a standard error of 
approximately 0.7%.  

 A typical commercial epoxy system (HT2 resin /HT2 hardener in a mixing ratio 
100:48 per weight was used with proposed curing cycle 24h at room temperature.  
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   Results 

 Figure  3a  shows the pulse velocity vs. age of epoxy after mixing the two compounds. 
Two curves are from specimens cured in room temperature (22°C). Initial measure-
ments show a pulse velocity of approximately 1800 m/s, which is higher than the 
corresponding velocity in water (1500 m/s). For a period of approximately 60 min 
a small decrease of velocity is recorded. Later the velocity increases steadily 
until about 4 h and later the velocity increase rate is slowing down. At the age of 
1000 min (17 hrs) the velocity seems to converge to a value close to 3000 m/s, being 
increased by approximately 70% compared to the initial value just after mixing of 
the compounds. The two curves obtained by different specimens are almost identi-
cal, revealing that the conditions of the experiment are reliable. To test the effect of 
temperature, another specimen was monitored inside an oven with constant tempera-
ture of 30 °C, see also Fig.  3a . The curve is similar in shape but the  fi nal velocity is 
reached much earlier (approximately 400 min). Additionally, the initial period of 
velocity decrease is shorter and the increase of velocity thereafter is quite sharp. 
It is mentioned that epoxy specimens were measured some days later by contact 
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ultrasound sensors of 5 MHz in a typical pulse-echo mode. The velocity was 
measured at 3130 m/s, slightly higher than the  fi nal measurement of the continuous 
monitoring, due to completed polymerization. The speci fi c trends will be discussed 
later along    with the amplitude results that follow.  

 Figure  3b  shows the development of wave amplitude as a function of curing time. 
For specimens at room temperature the trend is again identical. Both specimens start 
at the same value and exhibit a peak in amplitude from 30 to 60 min. Afterwards the 
amplitude decreases rapidly to less than one third of the initial value and after the 
local minimum of 180 min, amplitude starts elevating slowly with decreasing rate. 
The specimen cured at 30 °C, starts with higher amplitude but exhibits a smaller 
increase during the  fi rst 30 min. Then the amplitude decreases sharply in less than 
the next 25 min and obtains a minimum at 86 min before increasing quickly but 
again with decreasing rate. It is mentioned that for the 30°C specimen, the measure-
ments interval was reduced to 1 min in order to capture in a better detail the rapid 
changing trends.  

   Discussion 

 The pulse velocity increase indicates an increase of the stiffness of the material, as 
manifested in the attainment of structural integrity in solidifying systems. Similar 
curves have been obtained for fresh concrete monitoring  [  3  ] . The initial value of 
velocity depends on the bulk modulus of liquid epoxy, which seems to be slightly 
higher than that of the water (approximately 300 m/s higher). As the polymeri-
zation proceeds, the material becomes stiffer and the velocity increases. The rate 
of the reaction gradually slows down as polymerisation sites become scarcer. This 
leads to the gradual decrease in velocity change which tends asymptotically to a 
maximum. 

 Concerning the amplitude, as the mixture is a viscous liquid at room temperature 
the energy loss of transmitted wave is expected to be high. The polymerisation 
process is a typically exothermic reaction which leads to the global increase in 
temperature as well as a notable decrease in viscosity rendering the epoxy-hardener 
system close to the ideal liquid. This is manifested by the initial increase in the relative 
amplitude at the very initial stage of the reaction. At the same time, the polymeriza-
tion and the long macromolecule chains that start to form increase the viscosity of 
the liquid which surpasses the aforementioned phenomenon as the two effects are 
superimposed. The increase in molecular weight and the viscosity gradually prevails 
and the transmitted amplitude starts to reduce. The amplitude continues to decrease 
until about 3 hrs for room temperature (85 min for 30°C). From this point onwards, 
the gradual stiffening of the material takes place as it is transformed from a viscous 
liquid to a glassy solid with increasing rigidity. As is expected, the amplitude 
increases similarly to velocity with decreasing rate reaching asymptotically a 
maximum. The two natures of the viscous  fl uid and the stiff solid co-exist; the  fl uid 
behaviour governs the measurements at early curing times, while at the end of the 
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monitoring period, the elastic material seems to be de fi ning the ultrasonic velocity 
and amplitude. One characteristic moment is the amplitude minimum, which can be 
assumed to correspond to the point of maximum viscosity.  

   Conclusion 

 The aim of this study is to contribute to the understanding of the wave propagation in 
epoxy during curing, with the aim to provide an ultrasound based curing monitoring 
system. The nature of the material is complicated due to (a) the temperature depen-
dent system viscosity, (b) the co-existence of both viscous  fl uid components with a 
solid phase with increasing volume fraction. Ultrasonic monitoring provides infor-
mation on the rate of curing and completion of the reaction. Furthermore, combined 
measurements of velocity and amplitude shed light in the transformation process of 
epoxy allowing the study of the distinct mechanisms.      
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  Abstract    Optimization and control of the microstructure is vital for improving 
performance and service life of the steel components. Development of non-destructive 
techniques for microstructure characterization has been a challenging task for 
many years. Magnetic Barkhausen Noise method is a non-destructive evaluation 
technique with high potential for characterization of steels. This paper summarizes 
the related studies performed at METU.  

  Keywords   Magnetic Barkhausen Noise • Microstructure • NDT • Steel    

   Introduction 

 The microstructure is usually determined by metallographic techniques and hardness 
test where certain regions of the representative samples are investigated. Since the 
conventional methods are destructive and time consuming, there is an industrial 
interest to develop nondestructive techniques capable of rapid evaluation. Magnetic 
Barkhausen Noise (MBN) method is applicable to ferromagnetic materials which are 
composed of small order magnetic regions, called domains. Each domain is sponta-
neously magnetized along the easy crystallographic direction, however, due to ran-
dom distribution of domains the total magnetization of the material is zero. Domains 
are separated from each other by domain (Bloch) walls. 180° Bloch walls have 
greater mobility than 90° walls so their contribution to MBN is bigger  [  1  ] . If an 
external magnetic  fi eld is applied to a ferromagnetic substance, domains with align-
ments parallel or nearly paralel to the applied  fi eld vector expand and others annihi-
late. Saturation occurs when all magnetization vectors inside the domains align 
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themselves in the direction of applied  fi eld by domain wall movements  [  2  ] . Under a 
variable external magnetic  fi eld, hysteresis cycles of ferromagnetic materials reveals 
discontinuous  fl ux changes due to irreversible domain wall motion, called as 
Barkhausen noise. These jumps can be detected as voltage pulses induced in a pick-
up coil positioned close to the surface. These signals are ampli fi ed,  fi ltered and then 
processed using a computer software to characterize the samples. Grain boundaries, 
dislocations, second phases and impurities act as an obstacle for the movement of 
domain walls. 

 This paper summarizes the studies on grain size determination and characteriza-
tion of phases in the heat-treated steels by MBN  [  3,  4  ] . Details about other studies 
can be found elsewhere: Characterization of dual-phase steels  [  5  ] ; determination of 
surface residual stresses in the welded steels  [  6  ]  and in the shot-peened steels  [  7  ] ; 
microstructural evolution in spheroidized steels  [  8  ] ; characterization of ultra- fi ne 
grained steels  [  9  ] ; investigation of the variations in microstructure and mechanical 
properties of dual matrix ductile iron  [  10  ] ; monitoring the microstructural changes 
during tempering  [  11,  12  ] .  

   Case Studies 

 MBN measurements were performed using Rollscan/µscan 500-2. A sinusoidal 
cyclic magnetic  fi eld with an excitation magnetic  fi eld of 125 Hz was induced in a 
small volume of the specimen via a ferrite core C-coil. The signals were  fi ltered, 
ampli fi ed with a gain of 50 dB, and then, analyzed using the software. The contact 
of the sensor was ensured by clips applying the same pressure to the samples. 

   Determination of average ferrite grain size in steels by MBN  [  3  ]  

 15x15x7 mm specimens cut from cold drawn SAE 1010 were annealed at 700°C. 
Table  1  gives the heat treatments and average grain sizes. All specimens are com-
posed of dominantly ferrite, and have similar hardness values about 100 HV.  

   Table 1    Details of the heat treatments applied to specimens   

 Heating 

 Cooling 
 Average Grain 
Size (µm)  Time (minute)  Temperature (°C) 

 20  875  Air  15 
 30  875  Air  18 
 720  700  Air  26 
 30  1100  Furnace  40 
 30  1200  Furnace  54 
 30  1300  Furnace  58 
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 Figure  1  shows equiaxed ferrite grains in the micrographs and corresponding 
grain size distribution histograms. During cooling, the ferrite nuclei appear at the 
austenite grain boundaries and grow. Further growth merely thickens the grain 
boundary, this continues until all the austenite is transformed.  

 Figure  2  shows that all peak positions are near zero  fi eld strength, i.e., MBN activity 
occurs at early stages of magnetization in which domain nucleation is dominant. As 
grain size increases grain boundary area decreases that reduces the nucleation sites and 
makes dif fi cult the formation of new domains. At later stages, domains grow and rotate 
as the material reaches magnetic saturation. With increasing grain size, the domains get 
larger, thus domain wall density decreases; the mean free path of domain wall motion 
increases, thus the  fi eld required for bulging domain walls before unpinning increases. 
The domain walls pinned at grain boundary can continue their motion by Barkhausen 
jumps generating MBN signals. Dif fi culties in domain nucleation, reduced number of 
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  Fig. 1    Optical micrographs and grain size distribution histograms: (a) Q-N: quenched and nor-
malized, (b) 1200 FA: furnace annealed       
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Barkhausen jumps and domain density cause low MBN activity in the coarse grained 
structures. A Petch like relation between RMS and AGS can be proposed  [  13  ] 

     
-= 0.5.( )RMS k AGS      

 where “k” is a parameter independent of the grain size  [  14  ] . Figure  3  shows the cor-
relations of various studies. The slope of the line (k) increases as impurity or 
C-content increases. Composition changes and the different MBN systems used in 
these studies are the most probable reasons for different “k” values.   

   Characterization of microstructures of heat treated steels  [  4  ]  

 5 mm-thick disk shaped samples were cut perpendicular to the rolling direction of hot-
rolled SAE 1040 and SAE 4140 bars with 30 mm dia. Following the austenitization at 
850°C for 30 min, they were heat treated according to the procedures in Table  2 . The 
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scale was removed from the surfaces by grinding. The specimens were investigated by 
SEM and hardness measurements. The highest hardness, 658 HV and 674 HV, belong 
to the as-quenched specimens of SAE 1040 and SAE 4140, respectively. The samples 
consisting of coarse pearlite-ferrite have the lowest hardness, being 178 HV for SAE 
1040 and 199 HV for SAE 4140.  

 Figure  4  shows that Martensite has the lowest peak amplitude. The peak amplitude 
increases subsequently for tempered martensite,  fi ne pearlite-ferrite, and coarse pearl-
ite-ferrite. Similarly MBN peak position shifts to lower magnetic  fi eld of excitation in 
the order of martensite, tempered martensite,  fi ne pearlite-ferrite, and coarse pearlite-
ferrite. The low amplitude broad peak of martensite transformed into high amplitude 
narrow peaks situated at a lower magnetic  fi eld for the other phases. Small martensite 
needles cause very small domains; the relative volume occupied by a domain wall is 
the largest, which increases the signi fi cance of the domain wall energy. The resistance 
to the domain growth is very high since the domain walls are pinned due to high dis-
location density of martensite laths. The reversal of magnetization requires a strong 
 fi eld, displacements of the domain walls are short, and it is dif fi cult to create new 
walls; therefore, the MBN peak is very weak, and situated at a relatively high mag-
netic  fi eld. After tempering, the magnetic structure becomes coarser, and the average 

   Table 2    Heat treatments and corresponding microstructures   

 Following austenitization at 850°C/30 minutes  Microstructure 

 Water quenching (20°C)  Martensite 
 Water quenching/tempering at 600°C/2 h  Tempered martensite 
 Isothermal heating at 600°C/10 min /water quenching  Pearlite-ferrite ( fi ne) 
 Isothermal heating at 680°C/ 1h /water quenching  Pearlite-ferrite (coarse) 
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size of the domain walls increase. Since structure’s resistance to the nucleation and 
motion of the domain walls decreases, the MBN signal amplitude increases remark-
ably, and the peak is situated at lower magnetic  fi eld.  

 There is a wider range of jump sizes in the ferritic-pearlitic samples. Pearlite 
consists of ferrite and cementite lamellae colonies formed along preferred crystal-
line directions which may facilitate the passage of a domain wall across a boundary, 
leading to a very large domain wall mean free path.The signal amplitude of coarse 
pearlite-ferrite is higher than that of  fi ne pearlite-ferrite; coarsening causes an 
increase in the MBN peak amplitude. The magnetic  fi eld strength required for the 
movement of domain walls from pinning sites, i.e., the interfaces between proeutec-
toid ferrite and pearlite regions, and those between ferrite and cementite layers of 
pearlite, decreases remarkably.   

   Conclusions 

 Magnetic Barkhausen Noise (MBN) technique is a promising and challenging non-
destructive technique for automated evaluation of microstructures in steel compo-
nents in a fast and reliable manner. It has been concluded that MBN method can be 
utilized ef fi ciently and effectively for evaluating the ferrite grain size; characteriz-
ing the microstructure to differentiate the phases.      
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  Abstract   Magnetic NDE techniques for an estimation of distribution of degradation 
in tensile-tested structural steel and for an evaluation of mechanical parameter alike 
hardness in low carbon steel have been developed. In order to scan magnetic proper-
ties of steel promptly, a magnetic yoke-probe having primary and secondary coils 
wounded around the yoke was adopted. To simplify the detection procedure, the 
same principle as a transformer and the impedance measurement using the second-
ary coil were employed. The voltage induced at and the impedance of the secondary 
coil decrease with the increase of applied tensile stress. As for the spatial distribu-
tion of the measured parameters, the induced voltage and the impedance at the cen-
ter part of specimen which was subjected to a large stress decrease, and the area 
where the induced voltage and the impedance decrease becomes wider with increas-
ing applied tensile stress. The induced voltage and the impedance decrease with 
increasing hardness in low carbon steel.  

  Keywords   Degradation • Hardness • Impedance • Magnetic NDE • Magnetic yoke-probe     

   Introduction 

 Magnetic parameters have good correlations with mechanical properties such as 
hardness, yield stress, etc., and strongly depend on microstructures of materials. 
Those parameters have therefore been used for nondestructive evaluation (NDE) of 
mechanical properties and also for characterization of materials  [  1–  3  ] . The parame-
ters derived from a hysteresis curve of materials like coercive force and remanence 
are often used  [  4,   5  ] . However, a large applied magnetic  fi eld is required to obtain a 
hysteresis curve and it takes a much time for a measurement. Thus, a development of 
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more simple technique for magnetic NDE is desirable. To satisfy such a requirement, 
new  magnetic NDE techniques were proposed and their applicability to an estimation 
of  degradation in tensile-tested structural steel, and an evaluation of mechanical 
properties in cold-rolled low carbon steel were investigated. To scan over steels 
promptly with low electricity consumption, a magnetic yoke-probe having an exci-
tation (primary) and a pickup (secondary) coils was adopted. The same principles as 
a transformer and the impedance measurement were employed to simplify their 
detection procedures.  

   Experimental Procedure 

   Specimens 

 The rolled steel for welded structure, SM490A, and the low carbon steel, S15C, 
were prepared in this study. The steel contains 0.018 wt.%C, 0.04 wt.%Si, 1.19 
wt.%Mn and Fe in balance for SM490A steel and 0.16 wt.%C, 0.2 wt.%Si, 0.44 
wt.%Mn and Fe in balance for S15C steel. The SM490A steels were elastically and 
plastically deformed with the tensile stresses of 288, 457 and 518 MPa and the 
applied stress was released when magnetic measurements were done. The yield 
strength of SM490A steel is 450 MPa and the tensile strength of that is 580 MPa. 
The S15C steels were annealed at 900°C for one hour, followed by air cooling and 
then cold-rolled with the reduction ratios of 5, 10, 20 and 40 %. The dimensions of 
the plates obtained from each steels are illustrated in Fig.  1 .   

   Measurement set-up 

 A magnetic single-yoke, made of Fe-Si steel, having a primary and a secondary coils 
was adopted. The single-yoke was located on the center of a plate and a closed 
magnetic circuit was composed as shown in Fig.  2 , where the dimension and the 
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  Fig. 1    The dimension of steel plates       
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con fi guration of the single-yoke are also shown. The measurement set-up for each 
measurement were shown in Fig.  3 . When an induced voltage at the secondary coil 
were observed using an oscilloscope, a sinusoidal voltage of 1 Hz, 8 V was applied 
to the primary coil. As to impedance measurement, an impedance of the secondary 
coil was measured with a LCR meter (HIOKI 2250) by applying an ac current of 10 
mA with a frequency range from 1 Hz to 1 kHz. Here the impedance  Z , inductance  L  
and resistance  R , of the coil are the functions of initial permeability,   m   

i
 , of the steels. 

The relation between  Z ,  R  and  L  is expressed by  Z  =  R  +  j 2  p fL , where  f  is frequency. 
For SM490A steel plates, the single-yoke scanned over the specimens in  x  direction; 
i.e., in parallel to the length direction of the plates, as shown in Fig.  4  and distribution 
of induced voltage and impedance were evaluated. Here, the center of the plates is 
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de fi ned as  x  = 0. In both measurements, specimens were magnetized in parallel to the 
direction of tensile stressed and cold-rolled. Vickers hardness of S15C steels were also 
evaluated by a hardness meter with a load of 500 g.      

   Experimental Results and Discussion 

 Figure  5  shows the wave pro fi les of the induced voltage measured at center of the 
plates ( x  = 0) and at edge ( x  = -170 mm) for the plates undeformed (0 MPa) and 
deformed with 518 MPa. There are no changes between the center and the edge 
part in the undeformed specimen, whereas the pro fi le of the center becomes lower than 
that of the edge part in the specimen tensile stressed with 518 MPa. Figure  6  shows 
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  Fig. 5    Waveform of induced voltage at secondary coil       
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the frequency dependence of the impedance for SM490A steels. The inductance is 
almost constant in low frequency region and then decreases due to eddy current 
loss with the rise in frequency, whereas the resistance is also constant up to 10 Hz, 
followed by its increase with upward frequency. The inductance at low frequency, 
for example at 1 Hz, decreases with increasing tensile stress. The inductance at 
higher frequency has no signi fi cant changes when the tensile stress changes. The 
resistance at low frequency is almost same values even if the tensile stress changes. 
On the other hand, the resistance at higher frequency decreases with increasing 
tensile stress.   

 Figure  7  shows the spatial distribution of measured parameters when the  magnetic 
yoke scanned over the plates for SM490A steel. For the measurement of induced 
voltage, the maximum value of the pro fi le was evaluated. For the impedance mea-
suerment, the inductance at 1 Hz and the resistance at 100 Hz were evaluated. Both 
the induced voltage and the impedance at the center part decrease as the applied 
tensile stress increases. The value of parameters in the center of specimen decrease 
as compared with the values in the edge since the specimen was subjected to larger 
stress in the center. In addition, the area where the values of parameters decrease 
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spreads with increasing applied tensile stress. These pro fi les of the parameters are 
consistent with the distribution of degradation in the materials.  

 Figure  8a  shows the dependence of the induced voltage and the impedance on the 
reduction ratios for S15C steel. All parameters decrease with increasing reduction 
ratio. Figure  8b  shows the relations between the evaluated parameters and the 
Vickers hardness. There are good correlations between those values. 

 When degradation of material progresses or hardness increases, dislocations in 
the material increase; dislocations increase with increasing applied tensile stress and 
with increasing reduction ratio. The dislocations act as pinning sites for domain wall 
motions. Thus domain wall motions impeded when dislocations increases; this lead 
a decrease in permeability of materials. The magnetic parameters is almost propor-
tional to the permeability. Therefore, induced voltage and impedance decreases with 
progressing degradation and with increasing hardness. The magnetic parameters 
adopted here have good correlations with the distribution of degradation and the 
hardness. Thus results shown in this paper indicate the proposed magnetic NDE is 
very useful for an assessment of degradation distribution and mechanical properties 
of steels nondestructively.   

   Conclusion 

 A single-yoke was adopted to examine the potential of NDE by the measurement of 
the induced voltage at and the impedance of the secondary coil. All parameters 
decrease with increasing applied tensile stress and reduction ratio due to the decrease 
in permeability of the materials caused by the increase of dislocations. Scanning of 
the large plates of SM490A steel using the single-yoke was demonstrated and the 
evaluation of the distribution of parameters, re fl ects the distribution of mechanical 
properties, was successfully performed. For S15C steel, magnetic parameters have 
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good correlations with Vickers hardness. These results show the potential of NDE 
for the stracural component composed of ferromagnetic steels.      
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  Abstract   The possibility of magnetic inspection of plastic deformations preceding 
the failure of strained steel constructions was studied by locally magnetizing them 
with an attachable U- shaped electromagnet. Field dependences of the differential 
magnetic permeability of a plate made of low-carbon steel (0.09% C, 1.4-1.8% Mn) 
on the applied and residual stresses were determined. Critical  fi elds of 90 and 180 
degrees domain-wall motion at different deformations were calculated using a 
model taking into account the contribution of these domain walls to magnetization 
reversal processes.  

  Keywords   Attachable electromagnet • Coercive force • Differential permeability 
• Residual magnetization • Strain • Tension    

   Introduction 

 Evaluating the tension-induced plastic deformation in constructions made of low-
carbon low-alloyed steels is actual problem of the magnetic evaluation of material 
structure. In spite of data  [  1  ]  available for the analogous range of problems, the prob-
lem of low sensitivity of certain magnetic testing parameters to tensile deformations 
of steels close to failure remains unsolved. 

 As was shown in  [  2  ] , the coercive force is almost unchanged at high degrees 
of plastic deformation. This is a reason the coercive force can’t use as the testing 
parameter. The practical use of other characteristics of the magnetization curve and 
major and minor magnetic hysteresis loops is dif fi cult owing to either absence or 
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imperfection of available instrumentation. It was shown in work  [  3  ]  that, when 
studying the dependence of the differential magnetic permeability on the  fi eld, 
parameters of the critical  fi elds of 90 and 180 degrees domain-wall motion can be 
obtained. 

 The sensitivity of the parameters to the magnitude and anisotropy of elastic and 
plastic deformations is suf fi ciently high. The sensitivity of these new parameters to 
deformations should be compared with that of earlier recommended parameters, 
such as the coercive force and residual induction. To locally measure these param-
eters, a SIMTEST small-size portable system was designed. 

 Thus, the aim of this investigation was a search for promising parameters for 
testing tensile stresses and determining the possibilities of locally measuring these 
parameters by attachable electromagnet with sensor system.  

   Experimental Work 

 A specimen used for the measurements was made of low-carbon steel (0.09% C, 1.4 
–1.8% Mn) in the form of a plate 300 mm long, 60 mm wide, and 1.2 mm thick and 
had bulges at the ends, which were used to  fi x it in tension grips. Before the measure-
ments, the specimen was subjected to recrystallizing annealing in a kiln at (650±10) 0  
for 2 h to equilibrate the structure of the material. 

 In the course of the experiment, the specimen was loaded with stepwise tensile 
stresses and unloaded; eventually, this resulted in failure of the specimen. The 
unloading was performed after each loading step. The load was measured with a 
force-measuring sensor; the deformation was determined from the spacing between 
marks which were applied beforehand on the surface of the specimen. There was 
calculated the relative elongation equal to the ratio of the elongation to the initial 
spacing between the marks. 

 The magnetic properties of specimens were measured both under loading and 
after unloading. The dependence of the differential magnetic permeability on the 
magnetization reversing  fi eld was determined using a U-shaped attachable electro-
magnet with sensor system. The size of the magnetic core poles was 12 mm wide 
and 28 mm long. The magnetization-penetration depth of a electromagnet was about 
6 mm; a fortiori, it exceeded the specimen thickness. The measuring coil was wound 
around the central section of the magnetic core. The structural arrangement of the 
measuring setup is shown in Fig.  1 . The maximum magnetic  fi eld between the elec-
tromagnet pole space was ~320 A/cm. The magnetization-reversal frequency was 5 
mHz; it ensured a magnetization-reversal rate of 6.4 A/(cm·s).   

 The measured magnitudes of the magnetizing current and signal from the coil 
were converted into the magnetic  fi eld strength and induction magnitudes, 
respectively. To do that, preliminarily, we performed a calibration. To  fi nd the per-
meability anisotropy, the signal was measured (using the U-shaped transducer) 
along two mutually perpendicular directions, namely, along and transversely to 
the plate.  
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   Results and Discussion 

 Figure   2 a shows dependences of the differential magnetic permeability   m   
 d 
 ( H ) 

measured after unloading the specimens at different relative elongations (up to 
failure at  D   l /  l = 36%) on the magnetic  fi eld  H . The U-shaped electromagnet was 
placed along the long side of specimen. In this case, the magnetization reversal is 
realized along the ascending branch of the hysteresis loop, i.e., from left to right. 
The presence of so-called “in fl ection” observed in a range of  fi elds from saturation 
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  Fig. 1    Structural arrangement of the setup for measuring the differential permeability       
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to residual  induction is a typical feature of the dependences shown in Fig.  2 a. 
As the relative elongation increases, the in fl ection becomes more pronounced. 
The existence of such an in fl ection is likely to be related to the fact that residual 
 compressive stresses are induced in the plate along the loading direction after 
unloading the plate. Along this direction, an “easy-plane”-type magnetic texture is 
formed. Owing to this fact, the magnetization rotation perpendicular to the mea-
suring direction is energetically favorable even before the reversal of the  fi eld 
sign; thus, an in fl ection is formed in the aforementioned curves. No similar effects 
are observed in measuring the   m   

 d 
  magnitude perpendicular to the tension direction 

(Fig.  2 b). As an example, Fig.  2 b shows the initial dependence at  D   l /  l = 0 and the 
dependence measured after deformation to  D   l /  l = 36%. In this case, the shape of 
curves at all degrees of deformation is similar to that of the initial (before loading) 
dependences. This con fi rms the conclusion on the existence of residual tensile 
stresses along this direction, which was inferred in  [  2,   4,   5  ] , and, therefore, the 
existence of the “easy-axis”-type texture.   

 The curves measured under loading along the tension direction exhibit a similar 
behavior like the curves on Fig.  2 b. It is obvious that, in this case, the “easy plane” 
texture is induced by the applied tensile stress. 

 Using the data obtained, the critical  fi elds of 90 degree ( H  
 perp 

 ) and 180 degree 
( H  

 para 
 ) domain-wall motion and induced magnetic anisotropy  fi eld  H  

  a  
  were calcu-

lated in terms of a model developed earlier  [  3  ] . Results of the calculations are shown 
in Fig.  3 . It is obvious that, in contrast to  H  

 para 
 , which is proportional to the coercive 

force, the critical  fi eld of 90 degree domain wall motion ( H  
 perp 

 ) and induced mag-
netic anisotropy  fi eld ( H  

  a  
 ) are sensitive to changes in the degree of deformation of 

the material under study over the whole range of deformations up to specimen 
failure.    

0 10 20 30

10

20

30

40

50

Hpara

Ha

Hperp

H
pe

rp
, 
H

a,
 H

pa
ra

, 
A

/c
m

Δl/l , %

  Fig. 3    Dependences of the 
critical  fi elds of the 90 0 ( H  

 perp 
 ) 

and 180 0 ( H  
 para 

 ) domain-wall 
motion and induced magnetic 
anisotropy  fi eld ( H  

  a  
 ) on the 

relative elongation       

 



517Magnetic Inspection of Low-Carbon Steels…

   Conclusions 

     (1)    The  fi eld dependences of the differential permeability measured in plastically 
deforming specimens during loading and after unloading are signi fi cantly differ-
ent. The presence of the characteristic in fl ection in the curves measured after 
unloading indicates the appearance of the “easy-plane”-type texture in the speci-
men. This, in turn, is related to the presence of residual compressive stresses in 
the unloaded specimen along the preliminary tension direction.  

    (2)    The critical  fi eld of 90 degree domain-wall motion  H  
 perp 

 , which is calculated 
from the  fi eld dependences of the differential permeability, exhibits the highest 
sensitivity to the relative elongation magnitude.  

    (3)    It is possible to measure the differential permeability with a U-shaped attachable 
electromagnet. This will allow development of a compact measuring system.          

  Acknowledgments   This work was supported by a grant from the President of Russian Federation 
(Grant No: MK- 2716.2010.8) and from the Ural Branch of RAS (Grant No: 9-M).  

   References 

   [1]    Ivayanagi, D. (1974), Hihakai Kensa, vol. 23, no. 3, pp. 147–154.  
   [2]    Kuleev, V.G., Tsar’kova, T.P., and Nichipuruk, A.P. (2005), Rus. J. Nondestruct. Test., vol. 41, 

no. 5, pp. 285–295.  
   [3]    Nichipuruk, A. and Rozenfel’d, E. (1997), Fiz. Met. Metalloved., vol. 84, no. 6. pp. 72–78.  
   [4]    Abuku, S. (1977), Jpn. J. Appl. Phys., vol. 16, no. 7, pp. 1161–1170.  
   [5]    Kuleev, V.G., Tsar’kova, T.P., and Nichipuruk, A.P. (2006), Rus. J. Nondestruct. Test., vol. 42, 

no. 4, pp. 261–271.      



519

  Abstract   Acoustic Emission (AE) supplies information on the fracturing behavior 
of different materials. In this study, AE activity was recorded during fatigue experi-
ments in metal coupons with a V-shape notch which were loaded in fatigue until 
 fi nal failure. AE parameters exhibit a sharp increase approximately 1000 cycles 
before than  fi nal failure. Therefore, the use of acoustic emission parameters is dis-
cussed both in terms of characterization of the damage mechanisms, as well as a tool 
for the prediction of ultimate life of the material under fatigue. Additionally, an 
innovative nondestructive methodology based on lock-in thermography is developed 
to determine the crack growth rate using thermographic mapping of the material 
undergoing fatigue. The thermographic results on the crack growth rate of alumin-
ium alloys were then correlated with measurements obtained by the conventional 
compliance method, and found to be in agreement.  

  Keywords   Acoustic emission • Aluminum • Fracture • Thermography    

   Introduction 

 Acoustic emission (AE) is a method widely used for real time monitoring of the 
structural condition of materials and structures. It utilizes the elastic energy released 
from any crack propagation incident which propagates in the form of stress waves 
and can be detected by suitable sensors  [  1  ] . High rate of incoming signals implies 
the existence of several active source cracks, while low or zero activity is connected 
to healthy material  [  2  ] . 
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 Additionally, the waveform shape depends on the cracking mode, enabling the 
classi fi cation of cracks in different materials  [  3  ] . Shear cracks follow tensile as the 
material approaches to  fi nal failure and characterization may lead to an early warning. 
Figure  1  shows an example of AE waveform emitted by a tensile event. The delay 
between the onset and the highest peak (called Rise Time, RT), is short leading to a 
high rise angle of the wave. In case of a shear crack the waveform exhibits much 
lower rise angle and frequency  [  4  ] , as seen in the right of Fig.  1 . Recently the shape 
of the initial part of the waveform is examined by the RA value which is de fi ned as 
the RT over the Amplitude, A and is measured in  m s/V  [  4  ] .  

 This classi fi cation scheme has proven powerful in case of laboratory applications 
in concrete  [  5,  6  ]  while AE has also been applied in metals  [  7  ] . In this study alu-
minium specimens with notches were fractured in fatigue tests. Measurements of the 
crack propagation rate were conducted with simultaneous AE monitoring in order to 
correlate the parameters obtained nondestructively with mechanical results. 

 Infrared lock-in thermography can be used for defect detection in metal 
materials. The equipment is portable and can be used in the  fi eld  [  8  ] . In this 
paper, the fatigue crack propagation was monitored using infrared thermogra-
phy and the crack-tip stress  fi eld has been mapped using thermoelasticity principles 
 [  9  ] . The technique is based on the fact that stresses within a solid material result in 
variations of the temperature. When the material is under tensile load, its tem-
perature decreases proportionally to the load, however, when it is under com-
pressive load its temperature increases proportionally to the load. This behavior 
is known as the thermoelastic effect  [  10  ] . The setup includes a radiometric camera, 
which measures the infrared radiation produced on the surface of the material 
undergoing cyclic loading, and a real-time correlator called “lock-in module”, 
which measures the change of temperature extracting it from the noise that is 
speci fi ed by the thermal resolution of the camera  [  9  ] . Lock–in refers to the 
necessity to monitor the exact time-dependence between the output signal and 
the reference input signal  [  11  ] . This is done using a lock–in ampli fi er so that 
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  Fig. 1    (a) Cracking modes and corresponding AE signals, (b) Photograph of the sensors on the 
specimen       
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both phase and magnitude images become available. When the material becomes 
deformed, a part of the energy necessary to propagate the  damage is transformed 
into heat  [  12,  13  ] .The heat wave, generated by the thermo-mechanical coupling 
and the intrinsic dissipated energy during mechanical loading of the sample is 
detected by the thermal camera. In this study, the stress  fi eld has been monitored 
in relation to the fatigue cycles undergone by the sample.  

   Experimental Procedure 

 The material was aluminum (AA 7075). Test specimens were manufactured accord-
ing to ASTM E399 - 09e1. Their size was 60x60 mm with a V-notch and a thickness 
of 5 mm. For the determination of the crack propagation rate (CPR) a crack opening 
displacement (COD) meter was  fi xed in the notch opening. The determination of 
crack propagation rate followed ASTM E647 - 08e1. The fatigue tests were con-
ducted on an Instron machine with sinusoidal cycle of 3 Hz, while the stress ratio 
was set to R=0.2 and the amplitude was 4  K  N . Concerning acoustic emission two 
piezoelectric sensors (Pico, Physical Acoustics Corp., PAC) were attached frequency 
bandwidth is within 50 to 800 kHz. The signals were recorded by two channels in a 
PCI-2 board, PAC with a sampling rate of 5 MHz. Additionally, an infrared camera 
(Cedip) used for lock-in thermography. The size of the area for thermographic imag-
ing is 320x240 pixels with a resolution of 20 mK and integration time 1500 m s.  

   Method for thermographic monitoring of fatigue crack growth 

 In order to determine the crack growth rate using thermographic mapping of the 
material undergoing fatigue a speci fi c procedure was developed. This procedure 
consists in the following steps: (a) the distribution of temperature and stress on the 
surface of the specimen was monitored during fatigue testing using lock-in ther-
mography. (b) Thermal images were saved as a function of testing time in the form 
of a movie for post-processing. (c) After the test was concluded, in post-processing 
mode, equally spaced reference lines of the same length were set on the thermo-
graphic image in front of the crack-starting notch (Fig.  2a ).( d ) Along these lines the 
stresses were estimated using the thermographic data for a speci fi c fatigue cycle. 
The idea was based on the fact that the stress monitored at the location of a speci fi c 
reference line vs. time (or fatigue cycles) would increase when the crack approaches 
the line (crack type I), then would attain a maximum value when the crack tip 
reaches that reference line at the point Y 

o
  (crack type II), and  fi nally would decrease 

when the crack has crossed that line (crack type III), as it is shown in Fig.  2  a ,  b . (e) The 
stress was also monitored during the test for all fatigue cycles. Figure  2  c  shows the 
maximum values of stress along a speci fi c reference line vs. the number of fatigue 
cycles. The cycle N 

o
  for which this stress maximum occurs denotes the moment that 

the crack crosses that reference line, (d). This way, the points Y 
o
  i  (points of crack 

crossing a reference line i) are determined, as well as the fatigue cycles N 
o
  i  for 

which the crack has crossed a speci fi c reference line i.   
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   Results 

 Figure  3  shows the crack propagation rate (da/dN) as a function of time. As typi-
cally expected in metal fatigue the rate increases exponentially. The  fi nal failure of 
the specimen occurred at 3231 s. AE monitoring presented a more or less constant 
activity throughout the experiment. A typical example is again seen in Fig.  3a .  A  E  
signals are recorded shortly after the start of the test.  

 The AE parameters show a clear trend. Figure  3 b presents the RA value of the 
signals. Approximately 200 to 300 s before the  fi nal fracture, the RA starts to 
increase sharply. The solid line stands for the moving average of the recent 150 hits, 
which shows an increase at 3000 s, much earlier than the specimen’s fracture. As 
discussed above, this shift of the RA value implies also the shift between the tensile 
and shear fracture modes; actually this is the sequence of the cracking modes within 
a typical fatigue specimen of this kind. Figure  4 a shows a photograph of the fracture 
surface after the end of the experiment. The crack propagates horizontally for 
approximately 20 mm away from the notch. Later, the fracture surface becomes 
curved. This is attributed to the local plane stress  fi eld. Due to the small thickness 
of the plate, the stress perpendicular to the surface ( s  

Z
 ) is zero (Fig.  4 b). Therefore, 
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  Fig. 2    Method for thermographic monitoring of fatigue crack growth       
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although the crack starts to propagate horizontally dictated by the notch under the 
application of the tensile stress ( s  

Y
 ),  fi nal fracture occurs due to the shear stresses, 

which are maximum at 45 o . The AE behavior is repeatable for all the three speci-
mens tested.  

 As to thermography, using the procedure described in the previous section, the 
local stress vs. time was measured along the reference lines in front of the notch. 
The maximum value of stress vs. the number of cycles was then plotted (Fig.  5 a). 
As expected, Fig.  5 a shows that the local stress, monitored at the location of each 
line, increases while the crack is approaching that line, then attains a maximum 
when the crack tip is crossing the line. Finally, after the crack has crossed the line, 
the local stress measured at the location of the line decreases. Figure  5 b shows the 
location of reference lines. Crack growth rate was determined from the location of 
the lines and the cycle in which the crack reaches each line (Fig.  5 c). Comparison 
between lock-in thermography and compliance method shows that the  fi rst can pre-
dict the crack propagation approximately 1000 cycles earlier than the latter. The 
results were repeatable in all specimens tested.   
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  Fig. 4    (a) Part of the specimen after fatigue failure. (b) Plane stress fracture       

  Fig. 5    ( a ) Max stress along the line vs. cycles. ( b ) Thermograph with reference lines. ( c ) Crack 
length vs. cycles, correlation of lock-in thermography and compliance method results       
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   Conclusion 

 This paper presents some preliminary results on the acoustic emission and 
thermography monitoring during fatigue of aluminium coupons. The aim is the 
correlation of NDT parameters with damage accumulation and the fracture 
mode. Study of the AE behaviour shows that certain characteristics undergo clearly 
measureable changes much earlier than  fi nal fracture (approximately 1000 to 1200 
cycles before  fi nal failure). The mechanism which is responsible for this change 
seems to be the shift between the tensile and the shear fracture modes which typi-
cally occurs in thin metal coupons with a notch. It was also demonstrated that crack 
growth can be monitored by the means of lock-in thermography. The results 
obtained using the noncontact technique showed good match with the conventional 
compliance method. The signi fi cant capability of this technique is the detection 
and monitoring of crack growth, even if it is not visible on the specimen’s surface 
and propagates inside the material.      
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  Abstract   Nonlinear acoustic effect is sensitive to a micro-scale crack or pre-cracking 
stage of the fatigue process. A resonant ultrasound spectroscopy technique was used 
for a diagnosis of micro-scale crack in a compact tension (CT) specimen. Information 
on the normalized amplitude and resonance frequency was analyzed to quantify the 
degree of nonlinearity and diagnose the micro-cracks. The damage produces a non-
linear stress-strain relationship and the nonlinearity can be measured by increasing 
excitation amplitudes. The more damage, the larger is the level of a nonlinearity, and 
it can be used for diagnosis of micro-cracks. The amount of nonlinearity is highly 
correlated to the damaged state of the material.  A shift of resonance frequency as a 
function of driving voltage or strain is chosen as a nonlinear parameter to correlate 
the micro-cracks or damage. In addition amplitude of a normalized resonance pat-
tern also re fl ects the nonlinearity. The normalized pattern of an intact CT specimen 
and cracked CT specimen were compared.  

  Keywords   Diagnosis of micro-scaled crack • Nonlinear acoustics • Ultrasonic 
resonance    

   Introduction 

 The nonlinear phenomena are widely used for nondestructive testing and character-
ization of damages in a variety of materials because material nonlinearity is an 
extremely sensitive indicator of damage, fatigue and cracking  [  1-  5  ] . Micro-scale 
cracks in a material are one of the major factors for the determination of life of a 
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structure as well as for the structural integrity. Because of the detectability limit of 
current nondestructive evaluation methods, most of the cracks are detected after half 
of the structural life. It is now well established that material nonlinearity is an 
extremely sensitive indicator of damage, fatigue and cracking. Micro-scale cracks 
caused by materials degradation and damage will affect the resonance spectrum of 
a sample only very slightly and be masked by the resolution of the frequency 
spectrum when we use a standard linear Resonance Ultrasound Spectroscopy (RUS) 
analysis. The micro-scale damages, however, can produce a nonlinear stress-strain 
relationship, and this nonlinearity can be measured by increasing the dynamic strain 
i.e. excitation amplitude in a RUS device. The more damage, the larger is the level 
of nonlinearity, and it can be used to for the diagnosis of micro-cracks  [  6  ] . On the 
contrary, undamaged or intact material shows essentially linear behaviour in their 
resonance response. Nonlinear Resonant Ultrasound Spectroscopy (NRUS) has 
been applied for micro-damage assessment in the human bone  [  7,   8  ] . 

 In this study, the feasibility of NRUS for a diagnosis of micro-cracks is investi-
gated. A shift of resonance frequency as a function of driving voltage or strain is 
chosen as a nonlinear parameter to correlate the micro-cracks or damage. In addi-
tion the amplitude of normalized resonance patterns of intact sample and cracked 
sample were compared and analyzed.  

   Theory 

 Among the different nonlinear elastic wave spectroscopy (NEWS) techniques non-
linear ultrasonic spectroscopy (NRUS) has been successfully applied for detection 
and characterization of damages and cracks in bone and rock materials as well as 
ceramics materials  [  7,   8  ] . The elastic modulus of the material is written as follows

     ( )2
0 1 ,K K be de a e eé ù= + + -ë û �

   (1)   

 where  K  
0
  is the linear modulus,   e   the strain,     e�    the strain rate,   a   the nonlinear 

hysteretic parameter depending on the strain derivative due to hysteresis. The non-
linear parameters   b   and   d   describe the classical non-linear terms due to standard 
anharmonicity. The shift of the resonance frequency is strongly dependent on the 
driving amplitude and the nonlinear hysteretic behaviour proportional to domi-
nates and the  fi rst order approximation gives

     
0

0

f f

f
a e

-
= D    (2)   

 where  f  
0
  is the linear resonant frequency and  f  the resonant frequency for an increas-

ing driving amplitude.  
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   Experimental Procedure 

  A fully digitized resonant ultrasound spectroscopy system was used to control the 
power ampli fi er for the excitation of the required ultrasound with a sweep function, 
signal processing of the received signal, shown in Fig.  1 . The frequency vs. normal-
ized amplitude is measured at the different driving voltage levels.   

 Standard 1/2T-1CT specimen with dimension of 63.5 mm x 61 mm x 12.72 
mm was fabricated with SA508-Gr.3 material, which is used for a nuclear reactor 
pressure vessel. In order to fabricate a natural close crack, a fatigue test was car-
ried out with an Instron universal test machine.  The number of cycles of each step 
are N = 1000, 5000, 10000, 20000, 40000, 60000 and 120000 cycles with 10 Hz. 

 In order to shield it from vibration, temperature change, and even air  fl ow, the sam-
ple is suspended with loops of synthetic  fi ber such as dental  fl oss inside a double-wall 
chamber. The temperature inside the chamber was monitored with a thermocouple 
with a dummy specimen, shown in Fig.  2 . The temperature variation was kept within 
±0.10°C during data acquisition. Considering the variation of the elastic constants or 
acoustic wave velocity with temperature, all measured ultrasonic resonance data were 
compensated to the temperature of 25°C.  The temperature compensation was estab-
lished based on the temperature dependence of SA 508 Gr. 3 materials give by:  [  9  ]  

     ( )( )214.54 0.0787 ,E T Gpa T C= - = °    (3)   

 The resonance frequency can be compensated as,

     ( )2 214.54 0.0787rf K T= -    (4)   

 where  K = L /  r  = const.  and  L  dimension,   r   density.  
 The amount of dynamic strain at the resonance was estimated and veri fi ed by a 

measurement by a laser Vibrometry. When the excitations were 2 ~ 10 volt, the 
dynamic displacement,  D   l  = 200 ~ 600  nm , can be correlated to the dynamic strain 
of   e   = 3.3 ~ 10.0 × 10 -6 .  
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  Fig. 1    Block diagram for nonlinear resonant ultrasound spectroscopy       
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   Results and Discussion 

 The fatigue cracks were fabricated progressively with the different fatigue cycles. 
The optical image of the cracked surface is shown in the Fig.  3a . Based on the heat 
tinted image of the crack surface, a correlation between the crack lengths and cycles 
is estimated and shown in the Fig.  3b , which can be consistent with Paris law.   

 Based on the relationship between the fatigue cycle and crack length, the nonlin-
ear parameters were investigated. At the resonance mode,  (1,3) Mode, the normal-
ized resonance patterns of various cracked specimen with an increase of excitation 
amplitude from 1 volt to 160 volt are shown in Fig.  4 . As the fatigue crack increases, 
shifting of the resonance frequency can be observed with an increase of excitation 
amplitudes. As the excitation voltage increases, little changes of the resonance fre-
quency were observed at an early stage of fatigue, such as crack length of 15  m m, 
shown in Fig.  4a . A signi fi cant change of resonance frequency was observed from 
the specimen with crack length of 80  m m. It is also found that the normalized amplitude 

  Fig. 2    Experimental setup and a chamber to maintain constant temperature and free of vibration       
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  Fig. 3    (a) Optical image of cracked surface (b) Estimation of fatigue crack length at each stage of 
fatigue cycle       
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  Fig. 4    Normalized resonance patterns from CT specimens with different fatigue cycles       

also decreased with the crack length of 80 um (Fig.  4c ) in comparison with the early 
stage of cracking (Fig.  4a) .  

 The amount of resonance frequency shifts for each fatigue step, i.e. crack length 
is plotted in Fig.  5 . It can be concluded that the amount of resonance frequency shift 
can be increased at the early stage of cracking, but not increased proportionally to 
the crack length. Therefore (1,3) resonance mode is sensitive to the early stage of 
crack initiation and can be used for early detection of fatigue cracks of 0.1 mm. 
These nonlinear parameters can be a potential tool for the early detection of 
 micro-cracks or damage of a material.   

   Conclusions 

 A NRUS technique to diagnose the micro-cracks or damage was investigated. Two 
nonlinear parameters, resonance frequency shift and amplitude of normalized reso-
nance patterns were chosen for the evaluation of fatigue cracks. The normalized 
resonance pattern from an intact CT specimen is exactly the same even though the 
driving amplitude varies, which means a linear elastic behaviour. 

 For the cracked specimen, the resonance frequency shifts downward and normal-
ized resonance amplitude decreases as the excitation voltage increases. It means an 

 



530 Y-M. Cheong

acoustic nonlinearity is observed from the cracked specimen. Some resonance mode 
is sensitive to the early stage of crack initiation and can be used for early detection 
of fatigue cracks of 0.1 mm.      
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  Abstract   In various  fi elds of science and engineering, temperature measurement 
has become one of the most fundamental and important issues. For example, in 
industrial materials processing, it is required to measure the temperature gradient 
and its transient variation in the material being processed at high temperatures 
because the temperature state during processing crucially in fl uences the quality of 
 fi nal products. Such temperature measurements are also required for making 
structural health monitoring at high temperature environments. In this work, a 
new ultrasonic method for monitoring temperature gradient of a material being 
heated or cooled is presented. The principle of the method is based on the tem-
perature dependence of the velocity of ultrasonic wave propagating through a 
material. An effective analysis method coupled with a  fi nite difference calculation 
is developed to determine one-dimensional temperature distributions in a heated 
material. To verify the practical feasibility of the method, some experiments have 
been made. A single side of a steel plate of 30 mm thickness is heated by contact-
ing with a heater and subsequently cooled down by water. Ultrasonic pulse-echo 
measurements are performed during heating and cooling, and the measured transit 
time of ultrasound across the steel is used for the analysis to determine the tem-
perature gradient in the steel. Furthermore, rapid heating by contacting with mol-
ten aluminium at 700 degree C and rapid cooling by contacting with an ice are 
evaluated and the transient variations of the temperature gradient in the steel have 
successfully been monitored.  

  Keywords   Heated materials • Internal temperature • Surface temperature • Temperature 
distribution • Ultrasonic thermometry    
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   Introduction 

 Measuring temperature has become one of the most fundamental and important 
issues in the  fi elds of experimental science and engineering. In particular, in mate-
rials development and manufacturing, it is strongly required to monitor the tem-
perature distribution and its transient variation of the material being processed at 
high temperatures because the temperature  fi eld in the material crucially in fl uences 
the quality and productivity of  fi nal products. Thus, in-situ or in-process monitor-
ing technique for the temperature distribution is quite bene fi cial not only for basic 
research of materials but also for developing an effective process control in materi-
als processing. Although a conventional thermocouple technique is widely used for 
temperature measurements, it is not always acceptable for obtaining the spatial 
distribution in measurements because of dif fi culty of installation to materials. In 
addition, the thermocouple may not be appropriate for monitoring a transient varia-
tion of temperature because of its relatively slow time response in measurements. 
Ultrasound is expected to be an alternative for monitoring the internal temperature 
and its gradient in materials because of its capability to probe the interior of mate-
rials and its high sensitivity to temperature  [  1-  6  ] . The advantages of using ultra-
sound are that it provides non-invasive measurements for internal temperatures of 
materials under heating or cooling. It is also attractive that ultrasound provides a 
faster time-response than conventional thermocouple techniques in measurements. 
In our previous works  [  7-  9  ] , effective methods consisting of an ultrasonic pulse-
echo measurement and an inverse analysis were proposed and applied to some 
heated plates to determine the internal temperature distributions. In this work, to 
demonstrate the practicability of the ultrasonic method, this method has been 
applied to the monitoring of transient variations of temperature gradients in steels 
during rapid heating and cooling.  

   Method for Depth Pro fi ling of Temperature 

   Principle of ultrasound thermometry 

 It is known that the velocity of ultrasonic wave propagating through a medium 
changes with the temperature of the medium. The principle of temperature measure-
ment by ultrasound is based on the temperature dependence of the ultrasonic wave 
velocity. Assuming a one-dimensional temperature distribution in a medium, the 
transit time  t  

L
  of an ultrasonic pulse-echo propagating in the direction of the tem-

perature distribution can be given by

     
0

1
2 ,

( )

L

Lt dx
v T

= ò    (1)   
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 where  L  is the thickness of the medium, and  v ( T ) is the ultrasonic velocity which is 
a function of temperature  T . The temperature dependence of velocity depends on 
the material property and may be expressed by a simple equation such as a linear or 
quadratic function for a certain temperature range. In general, the temperature dis-
tribution in a medium being heated can be given as a function of location  x  and time 
 t . Such a temperature distribution  T ( x ,  t ) is subjected to the thermal boundary condi-
tion of the heated medium. Therefore, on the basis of Eqn. ( 1 ), if an appropriate 
inverse analysis with a certain boundary condition is properly used, it could be pos-
sible to determine the temperature distribution from the transit time  t  

 L 
  measured for 

the heated medium. In fact, such ultrasonic determination of temperature distribu-
tion of a heated silicone rubber plate was demonstrated in our previous work  [  7  ] .  

   Ultrasound thermometry combined with fi nite 
difference calculation 

 Figure  1  shows a schematic of an internal temperature gradient in a material whose 
single side is uniformly heated or cooled. To investigate the temperature gradient, a 
one-dimensional unsteady heat conduction with a constant thermal diffusivity is 
considered. Assuming that there is no heat source in the material, the equation of 
heat conduction is given by  [  9  ] 

     

2

2
,

T T

t x
a

¶ ¶
=

¶ ¶    (2)    

 where  T  is temperature,  x  is the distance from the heated or cooled surface,  t  is the 
elapsed time after the heating or cooling starts,   a   is the thermal diffusivity. It is 
known that the temperature distribution can be estimated by solving Eqn. ( 2 ) under 
a certain boundary condition. In actual heating processes, however, the boundary 
condition is not always being held stable and often being changed transiently during 
heating. Such boundary condition is usually dif fi cult to know and even to measure 
it. Because of little knowledge about boundary condition, temperature gradient is 
hardly determined from Eqn. ( 2 ). This kind of problematic situation often occurs when 
a material is heated by contacting with a very hot medium such as a molten metal. 

Temp.

Hot 
medium

Heated
material

A
Distance x

1-D. temperature
distribution

B

Heating

  Fig. 1    Schematic of a 
one-dimensional temperature 
distribution in a material 
whose single side A is heated 
uniformly       
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To overcome the problem mentioned above, an effective method for  evaluating the 
internal temperature distribution was develped  [  8,   9  ] . The method consists of an 
ultrasonic pulse-echo measurement and an inverse analysis coupled with a one-
dimensional  fi nite difference calculation. The advantage of the method is that no 
boundary condition at the heating surface is needed. A one-dimensional  fi nite 
difference model consisting of a large number of small elements and grids is used 
for analyzing heat conduction in a thick material. Using two information, the initial 
temperature distribution and the temperature dependence of the ultrasonic velocity 
of the material to be evaluated, the temperature distribution in the material and its 
temporal variation can successively be obtained as long as the transit time of ultra-
sound propagating in the direction of temperature gradient of the heated material, is 
continuously being measured and the temperature at B is being known. The detailed 
procedure of the method is described in Refs.  [  8,   9  ] .   

   Experiments and Results 

   Slow heating and cooling 

 To verify the feasibility of the proposed method, internal temperature gradients of a 
thick steel plate are evaluated during relatively slow heating and cooling. Figure  2  
shows a schematic diagram of the experimental setup used. This system provides 
not only ultrasonic pulse-echo measurements but also temperature distribution mea-
surements using thermocouples, so that the validity of the ultrasonically determined 
temperature distribution is veri fi ed by comparing with that measured using the 
 thermocouples. A steel plate (JIS type: SKD61) of 30 mm thickness is used as a 
specimen. At  fi rst, the bottom surface of the plate is heated by contacting with a 
heater of 200 °C for a period of about 100 s, and then the surface is cooled by water. 
A longitudinal ultrasonic transducer of 2 MHz is installed on the top surface of the 
steel plate to make pulse-echo measurements for the steel. To obtain a reference 
value of the temperature distribution inside the plate,  fi ve thermocouples, TC1-TC5, 
are inserted into the plate. In addition, an infrared radiation camera is used to mea-
sure the temperature at the top surface of the plate. Ultrasonic pulse-echo measure-
ments are performed during the heating and cooling, and echoes re fl ected from the 
bottom surface and temperatures at each position are continuously acquired every 
0.2 s with a PC based real-time acquisition system. The sampling rate of ultrasonic 
signal is 100 MHz. Signal  fl uctuation due to electrical noise in measurements is 
reduced by taking the average of ten ultrasonic signals. The transit time through the 
plate can precisely be determined from the time delay between the  fi rst and second 
re fl ected echoes, by taking a cross-correlation between them. The transit times 
acquired continuously during the heating and cooling are used for the inverse analy-
sis to determine the temperature distribution and its temporal variation. The esti-
mated temperature distributions are shown in Fig.  3 , where the numbers shown in 
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Figure  3  denotes the elapsed time after the heating starts. It is noted that the tempera-
ture dependence of the ultrasonic velocity,  v ( T ) = - 6.036x10 -4  T  2  - 0.542 T  + 5931.7 
(m/s) and the initial temperature of the steel before heating, 23.3 °C, are used in the 
estimation. It can be seen in Fig.  3  that the temperature distribution estimated ultra-
sonically and its variation almost agree with those measured using thermocouples, 
while there are discrepancies between them in the range of high temperatures. 
Although the reason for the discrepancy is not clear at this moment, It is found that 
the proposed ultrasonic method does work properly. It is noted that it takes about 20 
ms to calculate a temperature distribution at each time step from the measured ultra-
sonic data, which may be fast enough to make a real-time monitoring.    
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  Fig. 2    Schematic of the 
experimental setup       
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   Rapid heating and cooling 

 The proposed method is applied to the internal temperature monitoring of the 
steel during rapid heating or cooling. For rapid heating the bottom of the steel 
plate is heated by contacting with 600 °C molten aluminium during about 100 s. 
For rapid cooling the bottom of the steel is cooled down by contacting with a 
block of ice. The experimental setup used is almost the same as that shown in 
Fig. 2 . Figures  4  and  5  are the estimated results showing the variations in the tem-
perature gradients in the steel during heating and cooling, respectively. In the 
experiment with the molten alminum, the maximum temperatur of the steel sur-
face did not reach the temperature of the molten alminum during the heating 
because of the heat capacity of the steel as well as the limited volume of the mol-
ten aluminum. It can be seen in each results that both temperature distributions 

Distance from heated surface (mm)
0 5 10 15 20 25 30

T
em

pe
ra

tu
re

 (
  
C

)

0

50

100

150

200

250

300 Thermocouple
Ultrasound

1.1s

50.0s

100.0s

6.1s

  Fig. 4    Variations in 
temerature gradients of the 
steel during heating by 
molten aluminum       

Distance from cooled surface (mm)

T
em

pe
ra

tu
re

 (
C

)

0

20

40

60

80

100

120

140

160

180

Thermocouple
Ultrasound

20.0 s

3.0 s

10.0 s

0.3 s
0.2 s

0.1 s

1.0 s

0 s

0 5 10 15 20 25 30

  Fig. 5    Variations in 
temperature gradients of the 
steel during cooling by ice 
block       

 

 



537New Ultrasonic Methodology for Determining Temperature Gradient…

determined by ultrasound and using  thermocouples show a similar tendency. 
Although there are discrepancies between ultrasound and thermocouples in early 
stage, this may be because of relatively slow time-response in the thermocouples 
measurements. The ultrasonic method is consdiered to give appropriate results 
because of its faster time-response to temperature change.     

   Conclusions 

 A new ultrasonic method for measuring internal temperature gradient of a heated 
material is proposed and its practicability is demonstrated through experiments with 
a steel plate under heating or cooling. Although further study is necessary to improve 
the robustness and accuracy in measurement, it is expected that the method will be 
a useful means for in-situ or on-line monitoring of transient temperature variation in 
materials processed at high temperatures.      
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  Abstract   Internal defects detection by ultrasound non destructive testing is widely 
used in industry. Ultrasonic time signal data are dif fi cult to interpret since they 
require continuous signal analysis for each point of the piece. Inverse problem in 
materials analysis puts some challenges because the composition variables are both 
discrete and continuous and because the engineering properties are highly nonlinear 
functions. 

 In this paper we address the non linear features of back scatted ultrasonic waves 
from steel plate, for understanding its micro structural behaviour. The experiments 
show a challenging interface between material properties, calculations and ultra-
sonic wave propagation modelling.  

  Keywords   Multiscale analysis • Structural noise • Ultrasonic NDT/NDE • Wavelet      

   Introduction 

 Due to the exact defect localization, sensitivity to inner  fl aw detection and 
identi fi cation bene fi t, ultrasonic testing is widely used in many material industrial 
inspections as austenitic steel or composite samples. Ultrasonic data are  dif fi cult to 
interpret since they require continuous signal analysis for each point of the inspected 
material. Due to the inherent inhomogeneous and anisotropy nature of these 
 materials, ultrasonic waves undergo high acoustic attenuation and  scattering effect, 
making data interpretation highly complex. Echoes backscattered from the front 
and back surface of specimen, combined with other backscattered  fl aws or micro-
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structures, are often overlapped, making  fl aws identi fi cation dif fi cult. Various de-
noising methods as median  fi ltering, non-linear  fi ltering, adaptive time-frequency 
 fi ltering, correlation technique, split spectrum processing, arti fi cial neural network, 
Wigner-Ville distribution, wavelet, Hilbert-Huang and others are useful, if this noise 
is described as a zero-mean Gaussian white noise. But if the structural noise is time 
invariant and slightly correlated with the signal frequency band; therefore, these 
methods are not very helpful. In this paper we present a new structural noise fea-
tures analysis based on an energy smoothing algorithm. The new de-noising algo-
rithm performs an accurate  signal analysis as well as detection of little defects of 
1mm. The following  experiments obtained from structural noise signal captured 
from a steel plate, will give  signi fi cant insights into the relationship of backscattered 
noise and microstructures which can help to micro structural dimension scales 
understanding  

   Theoretical Backgrounds 

 Estimation of a signal embedded in noise requires taking advantage of any prior 
information about signal and noise. Until recently, signal processing estimation was 
mostly Bayesian and linear. Non-linear smoothing algorithms exist in statistics, but 
these procedures were often ad-hoc and complex. Two statisticians, Donoho and 
Johnstone  [  1  ]  proved that a simple thresholding algorithm in an appropriate basis 
can be a nearly optimal non-linear estimate. When the signal is slice smooth func-
tion, wavelet estimators have optimal properties and much lower risk  [  2  ] . In these 
methods the choice of threshold is a key question. Therefore, optimizing threshold 
and improving the computational performance of threshold estimator were the main 
points of many works. Wavelet theories are the most effective and promising tech-
niques that can withdraw signal non-stable features. However, traditional wavelet 
analysis based attribute extraction, is complex and limited to the extracted charac-
teristic  [  1-  2  ] .  

   Principle of wavelet for signal de-noising 

 If f (x) is bounded over ( b  
 1 
  , b  

 2 
 ), WTf 

 x 
  ( x , a) satis fi es  [  2  ] :

     ( ) a| WT x,a | Kafξ    (1)   

 Then f(x) is uniformly Lipschitz  a  on ( b  
 1 
  , b  

 2 
 ), the constant K is depend on  x  ( x ). 

We can choose  a  = 2   j   , which  implies that:

     ( ) ja| WT X,a | K2f £ξ    (2)   
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 From formula (2), it can be seen that the amplitudes after wavelet transform 
increases with the increase of scale j for a singularity bigger than zero, the ampli-
tudes decreases with the increase of scale j for a singularity lesser than zero, namely 
white noise has negative singularity. However, the coef fi cient of WT has positive 
singularity. The signal singularity and different character of noisy wavelet transform 
property are the main bases discriminated signal and noise among wavelet trans-
form topic  [  3-  4  ] .  

   Wavelet threshold estimator 

 Ultrasonic echo-signal contaminated by noise can be expressed as  [  2  ] :

     ( ) ( ) ( )i iY t f t n t i 1,2,..,Ni = + =
   (3)   

 We consider samples of a function f that is corrupted by gauss white noise of 
variance  s  2 . Y is the measured signal and n =  s z 

i
  denotes an additive noise func-

tion where z 
i
  is a sequence of (0, 1) random variables with  s  >0. WT modulus 

maximum of original signal increases as level increases, so the signal can be dis-
tinguished from noise by the different trend of modulus maximum in the multi-
scale space. 

 In a basis B = g{ m } 
0 £  m  £  n 

 , a diagonal estimator of f from Y = f + n can be writ-
ten  [  2  ] :

     
[ ]( )%

m B m
0 m n 1

F d Y m g
£ £ -

= å
   (4)   

 Where Y 
B
  [m] =  á Y, g 

m
   ñ  and d 

m
  is thresholding functions.  

   Threshold computation 

 Selected threshold T must pass the biggest level of noise. It is proved that the 
biggest amplitudes of noise have a higher probability which is lower than gen-
eral threshold  s  √2log N  where  s  is noise variance. Therefore, threshold  T  = s  
√2log N  is often selected. If signal length is identi fi ed, selecting threshold will 
be changed to estimate noise variance  s . If M 

 x 
  is in the middle position of wave-

let coef fi cient  {<X,  Y   
 i, m 

  >}  
 0<=m<=N/2 

  within the smallest scale of noisy signal 
function X it will be proved that the estimate value of noisy is  s   »   median ( x ) 
/0.6745, where M 

x
  is the middle value of wavelet coef fi cient according to the 

levels instead of the average value. At present, there are three frequently-used 
thresholding methods: hard-thresholding, soft-thresholding and semi-soft-
thresholding functions  
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   New Approach and Algorithm 

 In many sciences, the study of a dynamical system or signal is based on the 
search of the feature scale space to be used as reference for the other system 
measurements. Generally the scaling invariance indicates powerful data organi-
zation prevalence. This is well admitted by the multi-resolution theory, where 
wavelet coef fi cients have signi fi cant incidence for only few locations in the time 
scale space. I.e. the energy is mainly localized in speci fi c frequencies and posi-
tions of the scale space. As each signal de-noising system is considered to be 
complex, the case of the micro structural noise can be expected as a reliable 
scheme of random/complex system sample. So, it can be well adapted to a cha-
otic dynamical system design. In this work, multi-resolution theory and chaotic 
dynamical system philosophy are combined. This pointed to a de-noising strat-
egy which is only energy based method. This new  fi ltering based wavelet and 
smoothing approach used in this work and pointed up in  [  9  ] , allows disabling the 
need of threshold estimator choice; By means of noise analytical functional 
formulation. 

 In fact results denote recurrent signal distortion by discrete analysis  [  7-  8-  9  ]  while 
wavelet packet analysis gives re fi ned signal reconstruction  [  7  ] . As well as dual 
continuous-wavelet packet process, needs extensive data bank experiments  [  8-  9  ] . 
Thus automatic threshold control aim recommends noise features investigation. The 
idea is to make approximation of the noise with a basis function. The algorithm 
in  [  9  ]  enables as well as noise basis function identi fi cation, and  fi ltering process 
without traditional thresholding rules; threshold levels are identi fi ed by wavelet 
energy contents. Noise energy coef fi cients vector is extracted from subtraction of 
the signal maximum energy coef fi cients vector. The process was used on database 
of 65 experimental pure ultrasonic signals.  

   Experiments 

 Steel material used in these experiments is a rich element which can undergo 
quenching and tempering, see chemical analyses in Table  1 . Metallographic inves-
tigations reveal ferrite and pearlite structure (Fig.  1 ). Grain size varies between 40 
and 60 µm and hardness testing gives an average value of 120 HV.   

 Structure noise function extracted by the above algorithm; undergoes computing 
mismatching and correlation process between interpolation and residuals coef fi cients. 
Results point to occurrence of quasi linear energy distribution (Fig.  2 ); which advise 
to apparent energy scales incidence of micro structural acoustic signatures. In (Fig.  3 ) 
residuals display  fi tting indications from  fi rst samples noise data obtained after 
multi-interpolation stages. This must be correlated with ultrasonic frequency band 
and material behavior. (Fig.  4 ) reveal particular residual distributions of Fourier 
transform noise function, after several polynomial interpolations. This will recom-
mend relationship exploration with some material properties.     



   Table 1    XRF Chemical 
analysis   

 Cr  1.36% 

 Ni  0.90% 
 Mn  0.85% 
 Si  0.52% 
 Al  0.45% 
 Cu  0.13% 
 S  0.00218% 
 Mo  0.048% 
 Mg  0.04% 
 Sb  0.02% 
 P  0.01% 
 V  0.01% 
 Fe  balance 
 C  0.126% 

  Fig. 1    Ferrite pearlite structure (X50 & X100)       
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  Fig. 2    Structural noise at different energy scales       
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  Fig. 3    Residuals of the structure noise with different interpolations       
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  Fig. 4    Residuals of the structure noise FFT with different interpolations       
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   Conclusions 

 This research indicate the well established de-noising method developed in this 
work; and provide us for future investigations, support for steel micro structural 
features testing. Experiments developed on steel samples after con fi rmation, could 
be possibly generalized to other material samples; in a prospect of an automated 
ultrasonic data mining system for defects acoustic signatures.      
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  Abstract   This paper summarizes basic experimental results of microstructural 
changes during high cycle fatigue loading of AlMg alloys (EN AW-6082 and EN 
AW-2017). These changes are detected by using of acoustic emission (AE) method. 
The authors targeted the main attention on more exact identi fi cation of causes of 
changes of AE signal activity in the stage of fatigue damage cumulation. The method 
of X-ray diffraction analysis of the structure is used for explanation of this phenom-
enon. The results of presented experimental works indicate the connections between 
changes of acoustic emission signal and cyclical changes of so called “mosaic 
blocks” of the crystal structure identi fi ed by means of X-rays diffraction during 
fatigue loading of material.  

  Keywords   Acoustic emission • Crack • Damage • Fatigue • X-ray    

   Introduction 

 Al alloys present a very important group of construction materials, which are used 
because of their speci fi c properties in many different industrial applications, especially 
in the area of transport engineering. Quite often, products made of these materials must 
satisfy very high requirements during long time periods. Therefore it is a must to get 
detailed information about their mechanical properties and the  regularities of their 
shrinks to defect  [  1  ] . 
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   Table 1    Chemical composition of used Al alloys (wt %)   

 Si  Fe  Cu  Mn  Mg  Cr  Zn  Ti  Al 

 EN AW-2017/T4  0,8  0,7  2,5  0,2  0,25  0,1  0,25  ---  rest 
 EN AW-6082/T6  1,01  0,17  0,067  0,66  0,84  0,16  0,030  0,032  rest 

  Fig. 1    Tested material:  a ) speci fi cation of structure directions,  b ) presentation of  microstructural 
anisotropy       

 Al alloys EN AW-2017/T4 and EN AW-6082/T6 have been used as the 
 experimental materials. Chemical compositions of these alloys are shown in the 
Table  1 . Both materials have been featured by direction structural anisotropy arisen 
due to the extruding technology (see Fig.  1 ).   

 As to the research of fatigue damage principles, the biggest attention is paid to 
the description of crack initiation at this time. As to the material property evalu-
ation it is, however, quite important to follow the processes imminently preceding 
the appearance of the fatigue crack. These changes take place on the micro-
structural level and the current investigation methods identify them only with great 
troubles  [  2  ] . 

 The fatigue tests have been realised with the electroresonance testing device 
RUMUL Cracktronic 8204/160 working on the principle of electromagnetic reso-
nance and loading the specimen with four point symmetric bending (R = -1). The 
resonance frequency of the mentioned specimens moved around 70 Hz.  

   Used NDT Procedures and Instrumentation 

 Acoustic emission method is a very valuable tool for evaluation of damage degree. 
This method enables monitoring of changes of damage processes directly in the 
course of loading cycle, which is its big advantage, compared with other 
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 identi fi cation methods. The main problem of this method is to de fi ne the type of 
signal sources, of course. 

 X-ray diffraction analysis of loaded samples is based on the knowledge that in 
case of loading of wrought materials the redistribution of deformation strengthening 
occurs, which is caused by re-arrangement of dislocations  [  3,   4  ] . Details about this 
regrouping can be obtained by X-ray diffraction and by electron microscopy. The 
wavelength of X-rays used in such investigations is equal to the size of atom. The 
resolving power of X-ray diffraction is therefore much greater than the resolution of 
a light microscope. Due to the large penetrating power of X-rays, the X-ray diffrac-
tion gives information on a material´s volume which is greater than the volume of 
the material, the structure of which is seen under an electron microscope. 

 Acoustic emission brings information on macroscopic volumes of analyzed 
material, which is a big advantage when investigating structurally heterogeneous 
processes that occur under cyclic loading. Combining the results of the observation 
of AE and X-ray diffraction enables to extend our knowledge of fatigue processes. 

 The AE signal was taken with analyser DAKEL XEDO. It concerns 2 and 4 
channel systems with possibility to scan up to 16 free settable energy levels serving 
together with piezoceramic sensors for detection of AE signal in material under 
investigation (app. 100 kHz-2000 kHz). To evaluation as well as to further process-
ing the basic parameters measured samples, was used the software DaeShow© 
which enables all basic procedures of evaluation – ring down counts, AE burst rate, 
summation of AE counts, RMS etc. 

 A part of specimens were subjected to the “interrupted loading” - after  fi xed 
number of loading cycles the fatigue tests were stopped and specimens were sub-
jected to X-ray diffraction analysis of structure of the surface (wavelength disper-
sive X-ray  fl uorescence spectrometer AXS Bruker S4 Explorer).  

   Experimental Results 

 The Fig.  2  shows examples of AE activity entries for both Al alloys. AE counts rate 
(level analysis) is a number of overshoots (counts–cnt) over the preset energy levels 
(16). The cyclic hardening (or softening) stage, rise and development of the  fi rst 
micro-cracks and the course of main crack propagation are registered unambigu-
ously. It is however evident that the AE signal activity changes also in the period 
between these basic phases. Figure  3  shows the changes of basic parameters of AE 
events – peak amplitude, rise time and duration.   

 Classical techniques of optical observation of surface do not provide any obvious 
reason for this phenomenon. On the basis of analogy with other observations it is 
possible to expect that the reason of this AE activity can be for example the accumu-
lation of energy suf fi cient for loosening of dislocations captured in structural obsta-
cles. The reason of increased AE activity during the so called stable mode can be also 
the changes of material substructure – emphasizing of sub-seeds, mutual rotation of 
suitable areas in frame of individual seeds of material etc. can appear  [  4,   5  ] . 
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  Fig. 2    Changes of AE signal parameters during the high cycle fatigue tests:  a ) EN AW-6082 - AE 
counts rate (level analysis), N 

f
  app. 5,4.10 5  cycles,  b ) EN AW-2017 - counts rate, RMS, cumul.of 

AE events - N 
f
  app. 4,3.10 5  cycles       

  Fig. 3    Plot of changes of peak amplitude, rise time and events duration of measured AE events 
during the high cycle fatigue test (EN AW-2017/T4 – specimen from Fig.  2 b)       
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 Examples of X-ray diffraction analysis are shown on Fig.  4  (changes of  azimuth 
pro fi le of the (200) Al diffraction line). Figure  5  shows the records of the X-ray “K 
factor” changes, which were measured during fatigue tests of four samples made 
from EN AW-6082/T6 (with various orientation relative to forming direction) and 
for two samples from EN AW-2017/T4 alloys. K factor is the width of the peak of 
azimuth pro fi le of diffraction line (200) alloy matrix in the half height of this peak; 
this coef fi cient represents the amount of disorientation of mosaic block structure 
 [  3  ] . From Fig.  5  it is seen that the cellular structure changes during the cyclic load-
ing considerably. More detailed description of X-ray diffraction procedure is out of 
scope of this contribution – see  [  3,   4  and  5  ] .   

 By X-ray examination of the aluminum alloy EN AW-6082 (4 specimens with 
different heat treatment) and EN AW-2017 (2 specimens), was found that the micro-
structure, as characterized by the proportion R of the large CSR´s (mosaic blocks, 
structural cells) greater than 10  m m, does change much under repeated stress  [  5  ] . In 
the  fi rst stage of loading, the CSR´s due to the introduced plastic strain disintegrate. 
As a result of this, the boundary surface of the cell aggregate extends, and, conse-
quently, its energy  fi nally increases enough to initiate its coarsening. The energy 
necessary to activate the growing of the larger blocks at the expense of the smaller 

  Fig. 5    Record of real change of X-ray K factor vs time of fatigue loading for EN-AW 6082 and 
EN AW-2017 alloys       

  Fig. 4    Example of X-ray diffraction analysis (EN AW-2017/T4): changes of azimuth pro fi le of the 
(200) Al diffraction line:  a ) test specimen TL2 after 50.000 loading cycles,  b ) results of the same 
test specimen after 60 000 loading cycles       
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ones is supplied by further cycling. But, during this growth, paracrystalline 
 distortions emerge, which gradually accumulate in the interior of the widening cells, 
raising thus their volume energy. After next fatigue loading, the energy increases to 
such degree that the blocks begin disintegrate a new. Due to this disintegration, the 
paracrystalline distortions relax and the alloy energy drops  [  5,   6  ] .  

   Conclusion 

 The acoustic emission method identi fi es changes passing in the material mass dur-
ing the damage accumulation period of the fatigue process. The results of pre-
sented experiments indicate the connections between changes of acoustic emission 
signal and changes of so called mosaic blocks of the crystal structure identi fi ed by 
means of X-rays. If these connections will be demonstrated on broader spectra of 
materials, then it will be possible to evaluate with acoustic emission method the 
scope, intensity and features of the degradation processes in the period of the 
fatigue crack rise as well as in the stage of damage accumulation what there was no 
method here up to date.      
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  Abstract   The ability to characterize hardness pro fi le in induction hardened steel 
part is important from quality inspection point of view. Traditional destructive 
methods such as plotting hardness pro fi le are generally time-consuming. Besides, 
the tests can not provide 100% quality control in a mass production line. Eddy cur-
rent response of steel is sensitive to changes in microstructure of the material under 
investigation. So, the non-destructive method can be used in determining the depth 
of the hardened layer in steel parts due to the change in the microstructure from the 
surface to the core of the hardened part. In the present study, induction hardening 
technique was used to produce different case hardened depths in identical rods of 
CK45 carbon steel. Plotting hardness pro fi le, effective and total case depths were 
determined. In order to investigate the applicability of the eddy current technique, 
relation between effective and total case depth and eddy current outputs (such as 
primary and secondary voltages and normalized impedance) were studied. High 
correlation coef fi cients of these relations indicate an acceptable level of accuracy in 
comparison with destructive method.  

  Keywords   Case depth • Eddy current • Hardness pro fi le • Induction hardening 
• Magnetic properties    

   Introduction 

 The Standard methods for determining case depth of induction hardened parts can 
be devided into following methods. The  fi rst one consists of an optical observation 
of the microstructure in a cross section of a sample. The difference in core 
 microstructure (ferrite-pearlitic) from the martensitic structure at the surface can be 
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used to determine case depth. The second method consists in establishing a micro-
hardness pro fi le in a cross section of the sample after polishing. The two methods 
are destructive and need considerable preparation and so are time-consuming and 
costly. Considering the advantages of non destructive methods in industrial quality 
control, research are focused on Non-Destructive Evaluation (NDE) of the mechanical 
and physical properties of materials as a substitute to destructive method which, in 
return, provides 100% quality control in mass production lines. Among all nonde-
structive methods, Eddy Current is a technique which its high sensitivity to chemical 
composition, microstructure and mechanical properties makes is suitable for mate-
rials characterization  [  1,   2  ] . 

 Recently, several research have been performed to investigate electromagnetic 
properties of induction hardened steels. By determining magnetic hysteresis loss 
values, magnetic Barkhausen Noise effects  [  3-  5  ]  and also electrical resistivity as 
well as magnetic permeability  [  6  ] , it was concluded that there is a difference between 
magnetic properties of hardened layer with the other parts of the sample. This dif-
ference is a potential of eddy current method for case depth characterization of 
induction hardened steel parts. In the present study relations between the eddy cur-
rent equipment outputs (include primary and secondary voltages and normalized 
impedance) and effective and total case depths have been investigated.  

   Experimental Process 

 Nine cylindrical AISI 1045 steel rods of 30mm diameter and 150mm length were 
prepared for the induction hardening process. For all samples, the frequency and the 
power of induction hardening apparatus are  fi xed at 30kHz and 50kw respectively. 
By changing the speed of the sample in the course of passing througth the induction 
coil, different case depths were produced. In order to eliminate residual stresses 
resulting from induction hardening treatment, all samples were put in 250°C for two 
hours. The case depths were determined using the hardness measurement method. 
Finally, the Eddy Current tests were performed on the cylindrical samples. A sche-
matic diagram of the used Eddy Current system is shown in Figure  1 . A sinusoidal 
current with a frequency ranging from 10 to 100Hz was applied to the coil for all 

  Fig. 1    General synopsis of the experimental apparatus  [  7  ]        
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samples. Primary and secondary voltages and input currents were measured and the 
impedance of the coil was calculated.  

 Figure  2  indicates optical microscopic image in a cross section of an induction 
hardened sample at the speed of 12mm/s passing through the induction coil. As it is 
shown, the hardened zone with a martensitic structure at the surface is mainly darker 
than ferrite-pearlitic structure of the core that is not affected by the heat treatment. 
Effective Case Depth (ECD) and Total Case Depth (TCD) values were measured 
according to the International Standard ISO 3754 (Table  1 ).   

   Results and discussion 

 The  fi rst step for evaluation of effective and total case depth (ECD and TCD) is 
determination of optimum frequency. In the present study, optimum frequency has 
been chosen by applied regression analysis between ECD/TCD and eddy current 
outputs  [  1,  2  ]  and relations between eddy current outputs and ECD/TCD in the range 
of 10 to 100Hz were investigated, separately. The best correlation coef fi cient 
between these parameters was obtained at 50Hz for ECD and 25Hz for TCD, 
respectively. As a result, 50 and 25Hz frequencies have been used to evaluate 
effective and total case depth using eddy current method. 

  Fig. 2    Optical microscopic 
image of a microstructure in 
a cross section of an 
induction hardened sample at 
speed of 12mm/s passing 
through the induction coil       

   Table 1    Effective and Total Case Depth estimated from hardness measurment   

 The speed of the sample in the 
course of passing the induction 
coil (mm/s)  12  11  10.5  10  9  8  7.5  7  6.5 

 ECD(mm)  0.7  1.9  2  2.25  2.3  3.2  3.3  3.5  4.1 
 TCD(mm)  1.65  2.2  2.4  2.6  3.2  4  4  4.6  5.6 
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  Fig. 3    Relation between ECD and  a )Vx,  b )Vy at 50Hz       

  Fig. 4    Relation between TCD and  a )Vx,  b )Vy at 25Hz       

 The next step would be establish relations between effective/total case depths and 
eddy current equipment outputs. Figures  3  and  4  show the relationship between primary 
(Vx) and secondary voltage (Vy) with ECD and TCD at 50 and 25Hz frequencies. As 
can be seen, the maximum correlation cof fi cients that express the linear relationship 
were obtained for primary voltage. The R 2  for ECD and TCD were obtained to be 0.92 
and 0.85 respectively. On the other hand, low obtained regression for secondary volt-
age demonstrate unreliable relationships in comparison with the primary voltage.   

 To  fi nd a better relationship, voltage (V) and intensity (I) of the coil were used to 
calculate the impedance (Z) of the coil for all samples using Eqn. ( 1 )  [  1  ] .

     = /Z V I    (1)   

 The calculated impedance (Z) for each sample was divided by the impedance of 
the empty coil (Z 

0
 ) to make a new parameter. This parameter (Z/Z 

0
 ) is called nor-

malized impedance  [  1,   2,   8  ] . 
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 The relationship between ECD and TCD and normalized impedance (Z/Z 
0
 )) is 

shown in Fig.  5 . As it is seen, for determination of TCD, the best correlation coef fi -
cient was obtained for the normalized impedance (R 2  = 0.92) and for determination 
of ECD, maximum correlation coef fi cients were obtained for both the normalized 
impedance (R 2  = 0.93) and the primary voltage (R 2  = 0.92).  

 In the hardened layer, as a result of formation of martensitic microstructure, 
high dislocation density is produced due to the shear deformation of martensitic 
transition. This high dislocation density as well as high distortion due to the inter-
stitial atoms embedding in crystal structure of martensite causes pinning of mag-
netic domain walls. As a result, less mobility of domain walls can be expected in 
comparison with ferrite-pearlite structure with lower dislocation density  [  3,  5  ] . 
That is the reason that the demagnetization of martensite structure is more dif fi cult 
than ferrite-pearlite one  [  9  ] . Thus, more magnetic  fi eld intensity (H) is required to 
overcome the obstacles against aligning the domains, and in return, more coerciv-
ity is needed. Therefore in all samples, by increasing the case depth, or in the other 
word martensite structure, coercivity and hysteresis loss increase and magnetic 
permeability ( m ) decreases. These differences in magnetic properties are the main 
reasons for the difference in obtained responses of eddy current for samples with 
different case depths. 

 Considering Eqn. ( 2 ), it can be concluded that decreasing in  m  results in  decreasing 
of self-induction coef fi cient (L).

     μ= 2 /L N A l    (2)   

 Where  m  is magnetic permeability; N, number of turns round the coil; A, cross 
section area and l, the coil length. Finally, according to the Eqn. ( 3 ), by decreasing 
in magnetic permeability ( m ), induction resistance (X 

l
 ) is decreased. Since in ferro-

  Fig. 5    Relation between normalized impedance(Z/Z 
0
 ) and  a ) ECD at 50 Hz,  b ) TCD at 25Hz       
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magnetic alloys such as steel, the effect of permeability or reactance is stronger than 
the effect of resistance (R), impedance (Z) is decreased too (Eqn. ( 4 )).

     π= 2lX f L    (3)  

     
= + =2 2 /lZ X R V I

   (4)   

 According to Eqn. ( 4 ), the impedance decreases with increasing the hardened 
depth. Decreasing of impedance is the key factor for decreasing of output voltage of 
Eddy Current with increasing of hardened depth (Figs.  3 ,  4  and  5 ).   

   Conclusion 

 Based on magnetic property differences between martensitic microstructure (hard-
ened layer) and ferrite-pearlitic microstructure (core of the sample) the eddy current 
method is capable of measuring effective and total case depth of induction hardened 
steel rods. In order to determine ECD and TCD, relations between case depth and 
eddy current outputs were investigated. High correlation coef fi cient between these 
relations show high success of nondestructive Eddy Current technique in determin-
ing ECD and TCD of induction hardened steel parts.      
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  Abstract   In the carburizing process, it is necessary to control the surface carbon 
content in order to obtain desirable materials properties. Although quantometry is 
the most common method for determination of surface carbon content, being 
destructive, costly and time consuming are some disadvantages of this method. 
Eddy current testing has long been used as a technique for investigation of defects. 
However, determination of surface carbon content in carburized steels is a new 
application for this method which has been studied in this research. Sixteen AISI 
4118 steel samples have been carburized in an enriched carbon gas carburizing 
furnace. Carbon potentials in the furnace were different for each sample; therefore, 
samples with various surface carbon contents were produced. Subsequently, the 
carbon content of all samples was measured using quantometry. Finally, determining 
the optimal frequency, eddy current testing was applied for all samples and the 
relationship between surface carbon content and various parameters such as norma-
lized impedance and phase angle has been established. The study shows a good 
relationship between the carbon percent and phase angle can be established 
(R 2 =0.91) using phase angle. Besides, the effect of temperature on the relationship 
was also investigated using three levels in 0, 30 and 80 °C. The formulas presented, 
shows improvement in corresponding corrections in experimental data.  

  Keywords   Carburizing • Eddy current • Normalized impedance • Phase angle 
• Surface carbon    
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   Introduction 

 Nowadays, application of non destructive methods is not limited to detect defects 
and cracks. Considering the advantages of non destructive methods in industrial 
quality control, in the recent years, several researches have been focused on 
 non-destructive determining the mechanical and physical properties of materials as 
a substitution for destructive method which results in saving time and energy as well 
as providing 100% quality control in mass production lines. 

 Among different methods, non destructive eddy current technique has distinctive 
advantages. Suitable sensitivity to chemical composition, microstructure, mechanical 
properties and residual stress makes it a reliable alternative to conventional destruc-
tive methods  [  1,  2  ] . 

 Recently Konoplyuk  [  3  ]  discovered an appropriate relation between the hardness 
of ductile cast iron and the output voltage of eddy current device. Uchimoto and 
Check  [  4,  5  ]  found the same relation for gray cast iron. Decarburizing depth was 
also studied using harmonic analysis  [  6  ]  and on the base of difference in magnetic 
properties (magnetic relative permeability), between ferrite and pearlite phases  [  7  ] . 
Zergoug  [  8  ]  found relation between mechanical micro-hardness and impedance 
variations. Rumiche et al  [  9  ]  investigated the effect of microstructure on magnetic 
behavior of carbon steels by electromagnetic sensors and the effect of grain size on 
magnetic properties were investigated and proved by other researchers  [  10,  11  ] . 
With the growing demands for nondestructive measuring of physical and mechani-
cal properties of materials in mass production lines, there is a strong potential for 
research on the new applications for the nondestructive eddy current technique. 

 Carburizing has long been used in industry to improve surface hardness and 
fatigue resistance of steel parts while maintaining the toughness of the core. Proper 
control of surface carbon content is a major factor in performing a successful carbur-
izing process and providing essential mechanical properties for the part. Traditionally, 
this has been done using costly chemical analyzing methods such as quantometry. 
The aim of the present research is to establish a relation between surface carbon 
content and the responses of the carburized part to electro–magnetic induction.  

   Experimental Process 

 The present research was conducted on AISI4118 steel. The composition of the 
steel is presented in Table  1 .   

 All the samples were prepared as rod specimens with 2.5 cm in diameter and 15 
cm high and were carburized at 900  o C for 7 hours in a gas carburizing furnace. The 
carbon potentials of the furnace were different for each sample but kept between 0.4 
and 0.9. After carburizing, all samples were cooled in air and normalized using 
induction heating process. Short austenetizing time and, therefore, elimination of 
surface decarburizing was the main reason for choosing the induction heating 
 process. Finally, surface carbon content of all samples were determined using 
 quantometry and are displayed in Table  2 .   
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   Table 1    Chemical composition in weight percentage   

 C  Si  Mn  P  S  Cr  Mo  Ni  Al  Fe 

 0.196  0.25  0.75  0.02  0.008  0.8  0.18  0.06  0.01  Rest 

 A sinusoidal current with a frequency ranging from 650 Hz to 4 kHz was applied to 
the coil for all tests. A schematic representation of the device is shown in Figure  1 .   

 Voltage and current of the coil were measured and the impedance and phase 
angle of the coil were calculated for each sample. 

 In order to calculate the impedance (Z) and phase angle ( f ) of the coil for all samples, 
voltage (V) and intensity (I) of the coil were used using Eq.( 1 ) and ( 2 ), respectively  [  1  ] .

     = /Z V I    (1)  

     ( )360 /tf = D λ    (2)   

 Where Δt is the time difference between two adjacent peaks and  l  is the wave 
length. The calculated impedance (Z) for each sample was divided by the imped-
ance of the empty coil (Z0) to make a new parameter. This parameter (Z/Z0) is 
called normalized impedance  [  1,   2,   13  ] . 

 Apart from carbon content at the surface, the effect of temperature was studied 
using three levels; 0 o  C , 30 o  C  and 80 o  C .  

   Results and Discussion 

 In each frequency ranging from 650 to 4000 Hz, regression analysis was applied 
between percentage of surface carbon content and two parameters (normalized 
impedance and phase angle). Eventually the correlation coef fi cient (R 2 ) was 

   Table 2    Surface carbon content of samples used in the research   

 Sample No.  1  2  3  4  5  6  7  8 
 Surface carbon (%)  0.83  0.45  0.53  0.71  0.81  0.88  0.68  0.65 

 Sample No.  9  10  11  12  13  14  15  16 
 Surface carbon (%)  0.91  0.72  0.88  0.74  0.78  0.44  0.55  0.88 

  Fig. 1    General synopsis of the experimental apparatus       
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calculated for two above-mentioned parameters. The maximum R 2  (0.91) was 
observed in 650Hz frequency which indicates maximum relationship between sur-
face carbon content and two parameters. Thus, 650Hz frequency was selected, as an 
optimum frequency, for all experiments in this research. The relationship between 
surface carbon content and normalized impedance is shown in Fig.  2  which indi-
cates a fairly good relationship (R 2  = 0.82). Figure  2  also shows the best relation-
ship, which is, between surface carbon content and phase angle ( f ). The correlation 
coef fi cient is 0.91 at 650Hz frequency. As can be seen, in Fig.  2 , Z and  f  decrease 
with increase in surface carbon content. This could be due to the increase in pearlite 
percentage with increasing carbon content. The increase in pearlite percentage, in 
turn, causes an increase in the resistance (R) and a decrease in the permeability ( m ) 
 [  2,  12  ] . Keeping the relationship between  m  and X in mind, the reduction of X with 
 m  can be established  [  1,  2  ] .  

 In ferromagnetic alloys such as steel, the effect of permeability or reactance is 
stronger than the effect of resistance  [  12,  2  ] . As a result, the impedance decreases 
with increasing the percentage of carbon. Because of the relationship between the 
phase angle and X/R (tan( f ) =X/R), the phase angle ( f ) also decreases. 

 As magnetic and electrical properties of materials are strongly depend on tem-
perature, the effect of temperature has also been studied. Figure  3  displays the 
in fl uence of temperature on the output of the Eddy current evaluation used for deter-
mining the surface carbon content of the samples. The  fi gure shows variation of 
evaluated carbon content at the surface for temperatures in the range of 0-80°C 
using Eddy current method. An increase in the temperature results in an increase in 
the specimen’s resistance  [  1,  13  ]  but a small increase in the temperature does not 
have a noticeable effect on  m  and X  [  1,  12  ] . Consequently, an increase in temperature 
results in an increase in R without noticeable effect on X, resulting in increasing Z 
and decreasing  f .   

  Fig. 2    Relationship between Phase angle and normalized impedance with percentage of carbon of 
surface at 650Hz       
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 Equation ( 3 ) shows the corresponding temperature corrections for evaluation of 
the surface carbon content. 

     
( ) ( )2 2% 1 05 0.0008 0.0584 0.0008 0.047 3.8282C E T T T T= - - + - + - +ϕ

   (3)   

 As a result, one has to keep in mind the temperature effect of the test and apply 
the corresponding corrections to the results.  

   Conclusion 

 In the present study, normalized impedance and phase angle show a strong relation-
ship (R 2 =0.91) with carbon content at the surface of carburized steel samples. The 
effect of temperature on the relationship was also investigated and the temperature 
related corrections for evaluation of the surface carbon content were calculated.      
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  Abstract   Use of ultrasonic waves is continuously increasing for nondestructive 
evaluation (NDE) and structural health monitoring (SHM) in civil, aerospace, elec-
trical, mechanical and bioengineering applications. Between bulk waves and guided 
waves, the latter is becoming more popular for NDE/SHM applications because the 
guided waves can propagate long distances and reach dif fi cult to access regions. 
Recent advances in the research related to nondestructive testing (NDT) of compos-
ites and metals are discussed in this paper. To analyze the experimental results one 
often needs to understand the mechanics of wave propagation in various structures. 
Unfortunately, only for simple structures, such as homogeneous and layered half-
spaces, plates, rods and pipes, the analytical solutions are available. Complex struc-
tural geometries with internal defects are dif fi cult to solve analytically or numerically 
by the popular  fi nite element method because at high frequencies the size of the 
 fi nite elements becomes prohibitively small. An alternative mesh-free technique 
called the distributed point source method (DPSM) is being developed for solving 
such problems and is discussed here in addition to the experimental results.  

  Keywords   DPSM • Guided waves • NDT • SHM • Ultrasound    

   Introduction 

 Guided ultrasonic waves are very useful in Nondestructive Testing (NDT) applications. 
Their use for material inspection is increasing continuously. The reasons behind its 
increasing popularity are: (1) compared to the bulk waves the guided waves can  propagate 
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longer distances before they are attenuated, (2) both  longitudinal and shear stresses are 
generated by guided waves and thus various types of defects can be detected using the 
combinations of normal and shear stresses, (3) guided waves propagate in different 
modes and by tuning the appropriate mode it is  possible to image hidden defects. 

 Ultrasonic waves for NDT applications are often generated by ultrasonic piezoelec-
tric transducers or piezo-ceramic patches mounted on the specimen. Piezoelectric trans-
ducers and patches are used both as transmitters to generate and as receivers to receive 
ultrasonic waves. Often the specimen is immersed in a  fl uid medium for NDT inspection 
because the  fl uid serves as a good coupling medium for ultrasonic waves. When the 
specimen is immersed in a  fl uid, the ultrasonic waves can easily travel from the trans-
ducer to the specimen through the coupling  fl uid. For better understanding of the experi-
mental results and for correct interpretation of acoustic images a good understanding of 
the interaction between ultrasonic waves and materials is needed. For this reason a good 
modeling of the wave propagation in specimens of various geometry containing internal 
defects is necessary. These problems cannot be solved analytically. Numerical tech-
niques like the  fi nite element method (FEM) and boundary element method (BEM) are 
not very ef fi cient for modeling high frequency ultrasonic wave propagation problems in 
solid structures because the required element size is too small. 

 An ef fi cient semi-analytical technique called DPSM (Distributed Point Source 
Method) has been recently developed for this purpose and is discussed here. This 
technique is useful to model the stress and displacement  fi elds generated by ultrasonic 
transducers of  fi nite dimensions in the vicinity of a solid specimen when both the 
specimen and the transducer are immersed in a  fl uid. Thus DPSM numerically simu-
lates the ultrasonic experiments. In this new era of computer technology, engineers 
and scientists are implementing different numerical and semi-analytical techniques to 
solve almost all engineering and scienti fi c problems using high speed computers to 
reduce the cost and time associated with carrying out actual experiments. The FEM 
has gained popularity in almost all  fi elds of engineering. However, the success of the 
 fi nite element method in high frequency wave propagation problems has been limited 
due to the requirement of extremely small size elements. DPSM can avoid this 
dif fi culty and successfully model the ultrasonic  fi elds in  fl uid and solid structures. 

 DPSM technique for ultrasonic  fi eld modeling was  fi rst developed by Placko and 
Kundu  [  1  ] . They successfully used this technique to model ultrasonic  fi elds in a 
homogeneous  fl uid  [  2  ] , non-homogeneous  fl uid with multiple interfaces  [  3  ] , and 
 fl uid containing a cavity  [  4,  5  ] . It was extended to model phased array transducers 
 [  6  ] . DPSM was then generalized to model stress and displacement  fi elds near a 
 fl uid-solid interface  [  7  ] , in plates with uniform and non-uniform thickness  [  8–  10  ] , 
and near cracks  [  11–  14  ] .  

   Experimental Investigation 

 Experimental results on a composite plate and composite-concrete interface are pre-
sented in this section to prove the superiority of the guided wave imaging technique 
over conventional C-scan technique that uses bulk waves. 
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   Composite plate inspection 

 To compare guided wave and bulk wave generated ultrasonic images, a 
  fi ve-layered composite plate was fabricated with some internal defects  [  15  ] . 
Fibers in the top, bottom and middle layers run in the 0˚ direction while the 
second and fourth layer  fi bers run in the 90˚ direction. Top and bottom layers 
did not have any imperfection but the  fi bers in the middle layer were broken as 
shown in Fig.  1 . Some  fi bers from the fourth layer were missing, see Fig.  1 . 
There are no broken or missing  fi bers in the second layer; however during the 
fabrication process the left half of the second layer was not properly attached to 
its neighboring layer to create a delamination defect. The objective was to detect 
these internal defects (broken  fi bers in the third layer, missing  fi bers in the 
fourth layer, and delamination in the second layer) in otherwise perfect looking 
composite plate specimen by scanning it with the bulk P-wave (Conventional 
C-scan technique) and by different Lamb wave modes. Generated images are 
shown in Fig.  2 . From this  fi gure one can see that bulk wave images can only 
show the delamination defect while different Lamb mode generated images can 

  Fig. 1    Left Image: third layer of the composite plate specimen showing  fi bers running in the 0˚ 
direction are broken; right Image: fourth layer of the specimen showing some of the  fi bers running 
in the 90˚ direction are missing  [  15  ]        

  Fig. 2    Left images are generated by bulk P-waves (conventional C-scan technique); right images 
are generated by different Lamb wave modes  [  15  ]        
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clearly show all three types of defects. Readers are referred to  [  15  ]  for more 
information on this composite plate inspection.    

   Composite-concrete interface inspection 

 A popular technique for strengthening old concrete structures is attaching  composite 
plates on concrete beams and columns. If composite is properly attached then the 
strength of the composite wrapped structure is signi fi cantly increased. However, if 
there is any delamination or lack of attachment between the concrete substrate and 
the composite plate then its strength is reduced signi fi cantly. To compare the quality 
of images generated by bulk waves and guided waves, a specimen was fabricated 
with a debond between composite plate and concrete block as shown by the dotted 
line in Fig.  3 . In conventional C-scan technique the ultrasonic transducer works as 
transmitter as well as receiver for the bulk P-wave and scans the specimen by mov-
ing parallel to the specimen, maintaining a  fi xed distance between the specimen and 
the transducer, as shown in Fig.  3   [  16  ] .   

 Time histories recorded over a perfectly bonded region and over the debonded 
or delaminated region are shown in Fig.  4 . Note that the peak values for both 
signals are the same. This is because the signal re fl ected from the top surface of 
the composite plate is not affected by the presence of the debond. Signal arriv-
ing after the main peak is affected by the debond because the energy re fl ected 
from the interface arrives after the main peak. Ideally, the signals re fl ected from 
the top of the composite plate and from the interface should be clearly sepa-
rated. However, since high frequency ultrasonic signals cannot penetrate deep 
inside thick composite plates that are used for civil structure rehabilitation, 
lower frequency (500 kHz to 1 MHz) signals were used. At this frequency sig-
nals re fl ected from the top and the bottom of the interface are not clearly sepa-
rated as shown in Fig.  4 .  

 Images are generated by plotting the peak signal value in the time window where 
re fl ected signal from the interface arrives but the signal re fl ected from the top of the 
composite plate does not appear. Plotting this peak value as a function of the trans-
ducer position the C-scan image is obtained. Left two images of Fig.  5  are obtained 

  Fig. 3    Schematic of a composite plated concrete specimen with a hidden delamination defect at 
the interface  [  16  ]        
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  Fig. 4    Re fl ected (A-Scan) signals from the perfect region (top) and debonded region (bottom) of 
a composite plated concrete specimen shown in Fig.  3   [  16  ]        

  Fig. 5    Ultrasonic images of the delamination region between concrete and composite. Left two 
images were generated by conventional C-scan technique placing the transducer normal to the spec-
imen as shown in Fig.  3 . Top and bottom images on the left were generated by 500 kHz and 1 MHz, 
respectively. The right image is produced by scanning the specimen by a Lamb wave mode  [  16  ]        
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in this manner using 500 kHz and 1 MHz ultrasonic signals  [  16  ] . In both images the 
debonded region can be seen; however, the quality of the ultrasonic image is 
 signi fi cantly improved in the right image of Fig.  5 . The right image is obtained by 
scanning the specimen by a guided wave mode instead of the bulk P-wave. For 
guided wave  scanning two transducers are placed in pitch-catch arrangement. The 
guided wave mode is generated by inclining the transmitter at a critical angle cor-
responding to a guided wave mode and then  fi ne tuning the frequency to produce a 
strong signal at the receiver position. The generated guided wave propagates through 
the specimen for a short distance and then is detected by the receiver. The transmit-
ter-receiver pair then scans the surface of the specimen to generate the acoustic 
image of the interface  [  16  ] .  

 The Lamb wave inspection technique has been also used to inspect large metal 
plates  [  17,   18  ] , metal pipes  [  19–  21  ] , concrete beams  [  22,   23  ]  and reinforcing bars 
in concrete  [  24,   25  ] .   

   Modeling 

 In the preceding section it is shown that guided waves are more effective in 
 detecting and imaging internal defects. For accurate determination of their location 
and size it is necessary to understand the interaction between elastic waves and 
internal defects. Unfortunately, only for some simple defect geometries, such as 
circular and elliptical cracks in an in fi nite solid the analytical solution is available. 
For any other problem geometry one needs to depend on numerical or semi-analyt-
ical solutions. Finite element method (FEM) is the most popular numerical tech-
nique in engineering and science. However, in ultrasonic applications the 
advancement of FEM has been relatively slow for the reasons stated in Introduction. 
With the advancement of computation power and development of more sophisti-
cated  fi nite element codes, such as PZFLEX and COMSOL, specialized for han-
dling ultrasonic problems, the FEM is becoming more popular for solving ultrasonic 
problems as well. It should be noted here that the FEM based ultrasonic wave 
propagation analyses available in the literature today are mostly con fi ned to 2D 
problems  [  26–  28  ] . For plane-stress, plane-strain and axi-symmetric problems FEM 
works very well. However, it is dif fi cult to solve a true 3D ultrasonic problem at 
high frequencies by FEM even today  [  5  ] . 

   Semi-analytical DPSM technique 

 The semi-analytical technique called Distributed Point Source Method (DPSM) for 
solving different ultrasonic problems has been discussed in various publications 
 [  1–  14  ] . In DPSM modeling a number of point sources are placed inside the solid 
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transducer slightly behind the transducer face as shown in Fig.  6  to generate the 
acoustic  fi eld in the  fl uid medium in front of the transducer face. This  fi gure shows 
 M  spheres of radius  r  

 s 
  placed behind the transducer face. At the centers of these 

spheres  M  source points are placed. Therefore the point sources are located at a 
distance  r  

 s 
  behind the transducer face.  

 The pressure  fi eld in the  fl uid at point  x  at a distance  r  
 m 
  from the  m -th point 

source of strength  A  
 m 
  is given by  [  5  ] ,

     
( ) ( ) ( )

= =
exp f m

m m m m
m

ik r
p p r A

r
X

   
(1)

   

 By placing the point sources slightly behind the transducer face the need to com-
pute the pressure at  r  

 m 
  = 0 is avoided. If  M  point sources model the transducer, as 

shown in Fig.  6 , then the total pressure at point  x  is obtained from
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 If there is an interface in front of the transducer then additional point sources 
should be placed on two sides of the interface. Point source strengths are 
obtained by satisfying the boundary and continuity conditions on the transducer 
surface and at the interface. Readers are referred to references  [  5  ]  and  [  29  ]  for 
detailed DPSM formulation. DPSM solutions for various ultrasonic problems 
are given below.  
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  Fig. 6     M  point sources, 
placed at the centers of small 
spheres located behind the 
transducer face, model the 
transducer. Field values 
(pressure, velocity etc.) are 
comptued at  N  target points 
in front of the transducer  [  5  ]        
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   Fluid-solid interface     

   Solid fl at plate immersed in fl uid     

  Fig. 8    A solid plate is excited by two identical ultrasonic transducers placed on two sides of the 
plate. Signal frequency and inclination angle of the transducers are adjusted to generate sym-
metric (left) and anti-symmetric (right) Lamb modes. Difference between two normal stresses 
( s  

11
 -  s  

33
 ) is plotted  [  8  ]        

  Fig. 7    An ultrasonic transducer genarating 2.25 MHz beam strikes water-aluminum interface at 
15.4˚ (left), 30.4˚ (middle) and 45.4˚ (right). Note leaky Rayleigh wave generation for Rayleigh 
critical angle in the middle image  [  7  ]        
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   Solid plate containing a crack immersed in fl uid      

   Conclusions 

 In this paper some experimental results and semi-analytical DPSM generated results 
are provided. Experimental results show the advantage of using guided waves for 
internal defect detection. Different computed results demonstrate the  fl exibility of 
DPSM in modelling wave scattering by solid specimens and internal cracks. 
Interested readers are referred to a number of references provided in the text and in 
the  fi gure captions for more detailed discussion and analysis.      

  Fig. 9    A solid plate (middle image) containing a crack near the bottom surface is struck by ultra-
sonic beams from two sides (top and bottom) of the plate  [  11,   12  ]        
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  Abstract   In this paper the theoretical knowledge base required for the  development 
of a reliable structural health monitoring system based on ultrasonic guided waves 
is considered. An exact theory is used for relatively rapid calculation of the PZT 
driven surface motion in a plate recorded in an ultrasonic experiment. The theoretical 
results are compared with those obtained from an explicit  fi nite element code for 
their mutual veri fi cation, showing excellent agreement. To determine the location 
and the severity of a damage with a minimal operator intervention, the ultrasonic 
wave propagation data are analyzed using a damage index approach carefully 
designed to overcome the complexity and variability of the signals in the presence 
of damage as well as the geometric complexity of the structure.  

  Keywords   Composite structures • Damage detection • Guided waves • Ultrasound    

   Introduction 

 Much of Structural Health Monitoring (SHM) research is motivated by the fact that 
damage tolerant and fail-safe design of aircraft, aerospace and civil structures 
requires a substantial amount of inspection and defects-monitoring at regular 
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 intervals. There is a large inventory of aircraft structures in operation throughout 
Europe and the world that are undergoing continuous degradation through aging. 
Moreover, this number is increasing by around 5% every year, resulting in 
signi fi cant negative impact on the economy of many nations. The degradation of 
defects on critical structures is controlled through careful and expensive regularly 
scheduled inspections in an effort to reduce their risk of failure. With the cost of 
scheduled but often unneeded maintenance ever increasing, intelligent, real-time 
monitoring of the condition of these structures is imperative to guarantee their safe 
and affordable continuing operation. 

 The ultrasonic research community has studied guided waves for the nondestruc-
tive evaluation of plate-like structures for several decades. Guided waves are created 
by the constructive interference of the bulk waves re fl ected between the surfaces of 
the plate; these waves have a number of characteristics that are different from those 
of the bulk waves. First, they are, in general, multimodal and dispersive; the particle 
motion (symmetric or extensional and antisymmetric or  fl exural) and the velocity of 
each mode depends upon the thickness and material properties of the plate, as well 
as the frequency of the excitation of the wave. Second, they can propagate a much 
larger distance than the bulk waves without signi fi cant decay in their amplitude. 
Third, and most important, they are extremely sensitive to the presence of disconti-
nuities in their path, and carry information on certain properties of the  fl aws as they 
propagate away from the  fl aws. 

 Finally, it is relatively easy to generate and record the guided waves using (PZT) 
actuators and sensors that require very little power, and are therefore suitable for 
online structural health monitoring. 

 Recently, research on active health monitoring of structural components 
using guided waves has gained considerable interest due to advances in sensor- 
and hardware technologies and the increased usage of composite materials in 
load-carrying structural components, particularly in the aircraft industry. 
However, the optimum use of the favorable properties of guided waves in SHM 
requires a good understanding of their interaction with defects through both 
theoretical simulations and carefully designed experiments. While signi fi cant 
advances in the experimental techniques have been made in recent years, 
advances in the theoretical studies on the interaction problem in composite 
structures have been rather limited. The exact solution of three-dimensional 
problems consisting of undamaged multilayered, angle-ply laminates of  fi nite 
thickness and large lateral dimensions subjected to various types of surface 
loads, has been given in  [  1–  2  ] . 

 The  fi nite element method (FEM) is also a versatile tool to analyze this class of 
problems and a dynamic  fi nite element code has been developed by NIST for the 
calculation of acoustic emission (AE) waveforms in isotropic and anisotropic plates 
 [  3  ] . Commercial  fi nite element packages, e.g. LS DYNA, have been used exten-
sively for large-scale simulation of impact problems in variety of structures. 
Although the FEA can handle complex geometries and has the capability to accom-
modate re fl ections from the lateral boundaries, it is computationally much more 
intensive than the analytical methods discussed above.  
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   Numerical and Experimental Validation 

 In this paper, an exact theory is used for relatively rapid calculation of the PZT 
driven surface motion as recorded in an ultrasonic experiment. The theoretical 
results are compared with those obtained from an explicit  fi nite element commercial 
code (LS DYNA) for their mutual veri fi cation, showing excellent agreement. 
Important characteristics of the ultrasonic signals recorded by the PZT patches in an 
experiment are carefully extracted and modeled to identify the behavior of the PZT 
patches used in the experiment. 

 The PZTs used in the experiment mostly generate and record in-plane motion in 
the frequency range 30÷500 kHz, that can be approximately modeled by using an 
in-plane point force on the surface of the plate as a source and by calculating the 
in-plane surface displacement at the receiver location. The combined modeling and 
simulation techniques of guided waves can be used for ef fi cient and accurate predic-
tions of the wave forms in both near and far  fi elds for complex geometries. 

 The Fig.  1  shows the experimental set-up and the comparison of the results 
obtained from the exact theory, FE simulation and experiment. The tests were con-
ducted on a 6061 T6 aluminum panel (0.8 m x 0.8 m x 0.001 m). Four disc-shaped 
piezo patches ( j  = 10 mm and thickness 0.2 mm) were bonded on one surface of the 
plate. A prede fi ned 4.5 cycle sinusoidal pulse of central frequency at 200 kHz in a 
Gaussian envelope has been used as source signal and generated by a HP/Agilent 
33120A function generator wired to one of the PZTs. The response was measured 
by other surface-mounted PZTs located at distances of 50mm, 100mm and 200mm, 
respectively, from the source, and was downloaded in an HP DSO7014A 100 MHz 
4 channels oscilloscope for processing. The good agreement between the exact the-
ory results and LS DYNA simulations indicates that both methods work well for the 
calculation of the wave forms generated and recorded by the PZT patches in a plate. 
As the three curves have been normalized respect to their maximum values ( fi rst So 
modes), the difference in the amplitudes of the  fi rst Ao experimental and numerical 
modes is due to the sensitivity difference of the piezo patches in catching the sym-
metric and anti-symmetric motions.    
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  Fig. 1    Experimental set-up (left) and time histories of in-plane surface displacement at a distance 
of 100 mm from an in-plane point force (right)       
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   Damage Index 

 To determine the location and the severity of a damage with a minimal operator 
intervention, the ultrasonic wave propagation data are analyzed using a damage 
index approach. The damage index is designed to overcome the complexity and 
variability of the signals in the presence of damage as well as the geometric com-
plexity of the structure. This has been done by calculating at each acquisition point 
an index measuring the difference between the Fourier transforms of the wave 
signals collected in the two conditions (pre- and post-damage). Thus, unless the 
environment undergoes signi fi cant changes between the two sets of measurements 
(which can occur within a very short time frame), noise, in general, will have no 
effect on the results. The damage index vanishes if there is no change in the struc-
ture and its value increases with the severity and proximity of damage to the sensor 
locations. Thus if damage is initiated at a location within or near the sensor array, 
then its location and severity can be determined in real-time by the autonomous 
scheme. More details about damage index can be found in  [  4  ] . 

 To demonstrate the effectiveness of the damage index a comparison between 
experimental data and numerical results is reported. The experiment involved a 
300mm x 200mm x 1mm aluminum plate. A disc shaped piezoelectric patch (diameter 
15.3mm and thickness 0.5m) was used as transmitter and the signal was generated 
by a HP/Agilent 33120A signal generator. A Polytec PSV-400 laser vibrometer was 
employed for the data acquisition. The damage consists of a 20 mm through-the- 
thickness crack at the center of the plate. The experiment was then modeled with an 
explicit  fi nite element code (LS-DYNA). Figures  2  and  3  show a sketch of the 
aluminum plate and the experimental setup. Figures  4  and  5  show the numerical and 
experimental results of the spatial distribution of the damage index over the cracked 
plates. The experimental results locate higher values of the index near the crack 
location, although there is a region where the index reaches values higher than 

  Fig. 2    A sketch 
of the aluminum plate 
( o  acquisition locations 
 O  piezo patch crack __)       
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  Fig. 3    The experimental 
set-up       

  Fig. 4     Numerical (FEA) 
damage index calculation       

  Fig. 5    Experimental damage 
index evaluation       
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those obtained from the numerical calculations. This is probably due to a local 
debonding of the piezo patch from the surface of the plate which may have occurred 
at a certain time during the experiments.       

   Application to Impacted Composite Plates 

 An application to low velocity impact damage localization in a multi-layered com-
posite plate is presented. The applied methodology consists in collecting signals in 
the pre-impact (baseline) and post-impact conditions and then analyzing them to 
identify the presence of hidden defects such as matrix cracks or delaminations. 

 A numerical calculation has been carried out for a 2.5 mm thick CFRP cross ply 
composite panel of dimensions (1m x 1m), for which experimental results were 
available. A square shaped delamination 38mm wide was simulated in the numeri-
cal model and Lamb waves analysis was carried out. The numerical analysis has 
been performed both for the defect free and delaminated con fi gurations in order to 
determine the damage index distribution over the panel. A prede fi ned 4.5 cycle 
sinusoidal pulse of central frequency at 200 kHz in a Gaussian envelope has been 
used as source in order to have a wavelength with the same dimension as the 
damage. 

 Although there is not any visible difference between the undamaged and damaged 
responses (Fig.  6 ), the utilization of the damage index allows a good localization of 
the delaminated area. As expected and shown in Fig.  7 , a large area with high values 
of the damage index is present downstream to the damage with respect to the actuator 
position. The experimental validation of the impact damage localization in compos-
ite plates is currently in progress.     

Undamaged

Damaged

source

38mm x 38mm delamination between the 3th and the 4th ply

t = 7.5 µs t = 52.5 µs t = 112.5 µs t = 127.5 µs t = 150.0 µs

  Fig. 6    Propagation of Lamb waves in damaged and undamaged condition       
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   Conclusions 

 Since the exact theory is computationally less expensive than the LS DYNA 
 simulation, it can be effectively used to understand general characteristics of wave 
motion in simple, undamaged models of structural components. To our knowledge, 
theoretical solution of the class of wave interaction problems in composite 
structures containing hidden defects or other realistic features (e.g., stringers, joints, 
etc) is nonexistent, except for a few highly idealized cases  [  5  ] .LS DYNA has the 
capability to handle models involving complex geometries containing defects 
and other structural anomalies. Therefore, the two methods can be combined for 
ef fi cient and accurate calculation of the waveforms in plates. The applied methodology 
consists in collecting signals in the pre-damage (baseline) and post-damage condi-
tions and then analyzing them to identify the presence of hidden defects in the data 
collected by the transducers. The algorithm developed here is shown to be capable of 
analyzing large amount of high frequency wave propagation to detect and localize 
defects in structural components without extensive manual intervention.      
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  Abstract   Conventional ultrasonic NDT equipment is normally a mono-frequency 
instrument which makes use of the amplitude and phase variations of the input 
signal due to its scattering by defects. The nonlinear approach to ultrasonic NDT 
(NNDT) is concerned with the nonlinear response of defects, which is related to 
extreme frequency changes of the original input signal. These spectral changes are 
caused by a high nonlinearity of micro- and macro-scale defects. In the paper, basic 
mechanisms responsible for frequency conversion by nonlinear defects are dis-
cussed and major features of the nonlinear spectra derived. Experimental method-
ologies of nonlinear scanning laser vibrometry (NSLV) and nonlinear air-coupled 
emission (NACE) are used to study nonlinear elastic wave-defect interactions. 
Applications for defect-selective imaging and NNDT are demonstrated for a series 
of hi-tech materials and industrial components.  

  Keywords   Defect-selective imaging • Nonlinear air-coupled emission • Nonlinear 
laser vibrometry • Ultrasonic nonlinearity      

   Introduction 

 Over the last decades, an intensive world-wide study has been developed on elastic 
wave nonlinear phenomena and their applications in medicine, geophysics, and 
NDT in particular  [  1  ] . The discovery of anomalous nonlinear ultrasonic response of 
medical contrast agents whose local nonlinearity is enhanced due to highly nonlin-
ear vibrations of incorporated gel bubbles made a breakthrough in medical diagnos-
tics  [  2  ] . A two-three order of magnitude increase in local nonlinearity was also 
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revealed for damaged areas in a wide class of solid materials  [  3  ] . A physical reason 
for that is associated with inherently nonlinear vibrations of non-bonded contacts 
(contact acoustic nonlinearity, CAN  [  4  ] ) due to mechanical constraint between the 
fragments of defects. The CAN provides a broad spectral conversion by the nonlinear 
defects: higher harmonics, subharmonics, combination frequencies, etc. which can 
be used as signatures for damage detection and imaging.  

   CAN Mechanisms and Manifestations 

 The basic mechanisms of CAN are concerned with intermittent contacting of the 
defect interfaces caused by an intense ultrasonic wave. This makes vibrations 
strongly nonlinear with a broad nonlinear spectrum localized around the defect. 
An overview of dynamic behaviour (as a function of strain     ε    in the driving wave) 
for nonlinear vibration modes of defects is presented in Fig.  1 .  

   Higher harmonic (HH-) modes 

 The CAN mechanisms of intermittent contact between the defect fragments cause a 
strong time modulation of the local stiffness over the vibration period. For a normal 
driving traction, it causes higher contact stiffness in compression phase and lower in 
tension. Such “clapping” provides distortion of local vibrations in the defects driven 
by a harmonic wave. As a result, the vibration spectrum contains a number of both 
odd and even higher harmonics (HH) of the driving frequency  [  4  ] . A strong stiffness 
modulation in cracked defects makes CAN extremely ef fi cient so that HH-generation 
develops (Fig.  1 ) even at low-strain excitation (    ε   ~10 -7 ). 

 Under shear traction the micro-contact interaction is determined by the nonlin-
earity of the friction forces. In the static friction regime, the contact stiffness 
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  Fig. 1    Schematic diagram of nonlinear dynamics for cracked defects       
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 modulation is caused by the interaction of the surface asperities in shear  (micro-slip) 
which obviously causes a symmetrical distortion (recti fi cation) of the driving vibra-
tions and brings about odd HH generation. If the driving shear traction is beyond the 
static friction force, the contact surfaces start sliding (“rubbing”). The transition 
between stick and slide phases provides nonlinearity in vibrations with a similar 
symmetrical distortion and ef fi cient odd HH generation  [  5  ] .  

   Ultra-subharmonics (USB) and ultra-frequency pairs (UFP) 

 Similar to resonance behaviour of an air bubble in liquid, vibrations of a certain area 
of material around a cracked defect are characterized by reduced stiffness which 
de fi nes a speci fi c natural frequency     w    of the nonlinear defect. The quadratic terms 
in defect nonlinearity provide the interaction between the natural defect vibrations 
and those induced by the driving wave (frequency     n   ) to create the combination 
frequencies (    n w±   ). If     2n w=   , the difference frequency component     n w w- =    is in 
resonance and the output is a sub-harmonic vibration at a half of the input fre-
quency:     / 2w n=   . Similarly, the higher-order nonlinear terms produce the spectral 
components of frequencies  n (    / 2n   ) (ultra-sub-harmonics). 

 The spectra of nonlinear resonance are modi fi ed for driven vibrations of a more 
complex cracked defect represented as a set of coupled nonlinear oscillators. The 
lower-order nonlinear response of the two oscillators (normal frequencies     1w   ,     2w   ) 
for     1 2n w w» +    contains the combination frequencies     1 2n w w- »    and     2 1n w w- »   , 
respectively that provide resonance excitation of the frequency pair     2w    and     1w   . The 
higher-order nonlinear terms result in generation of a line spectrum which com-
prises multiple ultra-frequency-pair (UFP) side-lobes around ultra-harmonics  [  6  ] . 
For high-amplitude excitation, the UFP bring the system to a quasi-continuous 
spectrum which indicates a build-up of chaotic vibrations.   

   Defect-Selective Imaging via NSLV 

 To observe the vibration spectra of defects the laser scanning vibrometry was 
adapted for nonlinear measurements. A piezo-stack transducer connected to CW 
high-power Branson PG generator was used for generation of intense  fl exural waves 
(frequencies 20 and 40 kHz, strain amplitudes up to ~10 -3 ); the out-of-plane particle 
velocity induces frequency modulation of the laser light re fl ected from the surface 
of the specimen. After demodulation in the controller of Polytec scanning vibrometer 
PSV 300 and A/D conversion, the spectrum of the vibrations (particle velocity 
output) is obtained over 1 MHz bandwidth by FFT in the PC-unit. 

 An example demonstrating the defect-selective character of the nonlinear 
 imaging is shown in Fig.  2 . The fundamental frequency (20 kHz) NSLV image of 
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the damaged area in fabric carbon-kevlar  fi bre-reinforced composite (left) reveals a 
pronounced standing wave pattern in the specimen with no indication of damage. 
The higher harmonic image (Fig.  2 , right) selectively indicates the point impact 
damage. The signal-to-noise ratio of the nonlinear image in Fig.  2  is about 20 dB.  

 Due to a relatively moderate input power required, a  fl exible operation in the 
HH-mode can be achieved even for large industrial parts by using portable ultrasonic 
transducers. The example in Fig.  3  shows nonlinear imaging of a fatigue crack in a 
riveted aviation component. The 20-kHz excitation was implemented with “dry-con-
tact” portable piezoelectric transducers attached to the specimen by vacuum suction. 
The use of a pair of transducers enabled to obtain a more homogeneous driving ultra-
sonic  fi eld and thus to reduce the in fl uence of the standing waves.  

 Figure  4  displays an example of NNDE of defects in an advanced material for 
aircraft industry: glass  fi bre reinforced aluminium laminate (Glare®). It shows the 
USB-NSLV images of a Glare® plate with two inserted circular Te fl on-foils to 
 simulate local delaminations. In the images, the defect can be recognized fairly 
well, and the quality is enhanced for the higher orders of the USB.  

  Fig. 2    Linear (left) and third harmonic (right) NSLV-images of a point impact damage in carbon-
kevlar composite       

  Fig. 3    Higher harmonic imaging of a fatigue crack in aviation component (left) by using excita-
tion with portable ultrasonic transducers (right)       
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 Two examples of nonlinear monitoring of macro-defects in constructional 
materials are shown in Fig.  5  for a slab of GFR-concrete (15x30x1.5cm). 
Production technology of this material often suffers from cracks and internal 
delaminations induced by  fi bre-matrix debonding. Due to a grainy structure of 
the fragile material, these defects include multi-contact interfaces which are 
highly nonlinear. The USB image in Fig.  5 , left clearly visualizes a vertical sur-
face crack. 

 A few cm delamination areas in the material should be considered as compli-
cated defects with a set of characteristic frequencies. Accordingly, an ef fi cient multiple 
UFP generation was measured in these areas for intense 20 kHz excitation; the 30.5 
kHz UFP component image clearly indicates the delaminations (Fig.  5 , right).   

   Imaging of Defects via NACE 

 Our experiments also reveal that planar defects as localized sources of nonlinear 
vibrations ef fi ciently radiate nonlinear ultrasound  [  7  ]  in air. This radiation can be 
used for detection and visualization of defects. A practical version of the NACE 
includes a high-frequency air-coupled (AC) transducer as a receiver of the nonlinear 
ultrasound activated by a low-frequency excitation. The FFT of the output signal is 
then applied for computer imaging of distribution of nonlinear frequency compo-
nents over a specimen surface (Fig.  6 ).  

 In the experiments, the piezo-stack transducer and high-power supply (Branson 
Ultrasonics) provided an intense low-frequency (around 20 and 40 kHz) excitation 
with     ³   10 -6  strain amplitude in the source. The focused (focus spot ~2-3 mm, focus 

  Fig. 4    USB-images of a pair of arti fi cial delaminations in a Glare® plate       

  Fig. 5    NSLV imaging in GFR-concrete: USB-image of a crack (left) and UFP (30.5 kHz)-image 
of delamination area (dark) in GFR-concrete slab (right)       
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distance 40 mm) AC-transducer with frequency responses centred at ~450 kHz 
(3 dB-bandwidth of ~20 kHz) was used as a receiver in the C-scan mode. 

 The NACE NDT-application was found to be particularly bene fi cial in metallic 
components where low acoustic damping facilitates the formation of standing waves 
which produce a strong spurious background in the NSLV. In particular, the image 
in Fig.  7  shows that the NACE pattern reproduces well a quality of the laser weld-
line between two steel components.  

 The high NACE sensitivity to surface cracked defects is illustrated in Fig.  8  for 
sub- mm  wide inter-ply cracking in a massive C/C/SiC-ceramic specimen (left). The 
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  Fig. 6    Experimental set-up for imaging of defects via NACE       

  Fig. 8    NACE imaging (right) of inter-ply cracking (left) in a C/C/Si composite       

  Fig. 7    Photo (left) and NACE image (right) of laser weld-line between steel plates       
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NACE image (right) reproduces a discrete structure of the edge cracking and thus 
demonstrates a good (mm-scale) spatial resolution.  

 Unlike NSLV, which analyzes the light re fl ected from the specimen, the NACE-
imaging relies on the direct nonlinear acoustic radiation by the defects. For the 
weakly-focused AC-transducers with  cm -range focus depth, the receiver is insensi-
tive to medium scale variations of the surface pro fi le. Our experiments show that the 
NACE operates well in various constructional materials (wood, concrete, metals) 
with raw surfaces and rugged defects in components.  

   Conclusions 

 The nonlinear vibration spectra are produced locally in the damaged area while an 
intact part of material outside the defects vibrates linearly, i.e. with no frequency 
variation in the output spectrum. This makes nonlinearity a defect-selective indica-
tor of damage presence and development. This feature of localized nonlinearity 
enables 2D-imaging of the nonlinear excitations con fi ned inside the fractured defect 
areas. Fortunately, this group of  fl aws includes the most malignant defects for mate-
rial strength: micro- and macro-cracks, delaminations, debondings, impact and 
fatigue damages.

A number of case studies prove the applicability of nonlinear NDT and defect-
selective imaging in various materials by using NSLV and NACE. Particularly suc-
cessful examples include hi-tech and constructional materials: impact damage and 
delaminations in  fi bre-reinforced plastics, fatigue micro-cracking and cold work in 
metals, delaminations in laminates and  fi bre-reinforced concrete. 

Unlike conventional ultrasonic testing, the NNDT provides abundant multi- 
frequency information on properties and location of defects. This suggests an oppor-
tunity for application of advanced data and image fusion algorithms to result in 
higher sensitivity and accuracy of inspection, higher reliability and quality of NDT.      
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  Abstract   This study introduces a new approach to evaluate material degradation 
caused by thermal fatigue in composite laminates by using nonlinear Lamb waves. 
The correlation between normalized nonlinear parameters and degradation states is 
studied. S1 Lamb mode which has phase and group matching features is chosen for 
the practical generation of nonlinear Lamb wave. The measured acoustics normal-
ized nonlinearity is directly related to material degradation. It could be concluded 
that it is possible to use nonlinear Lamb waves to evaluate composite laminates 
degradation.    

  Keywords   Composite laminates • Material degradation • Nonlinear lamb waves 
• Phase matching • Thermal fatigue    

   Introduction 

 Experimental research and theoretical study of Lamb wave application in composite 
has been addressed since the late 1980s, the exploration of Lamb wave applied in 
composite laminates got increasingly concern for the usually relatively small thickness 
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compared with length of laminate-structures  [  1  ] . Material degradation is always 
accompanied with a certain nonlinear behavior of material properties, and ultra-
sonic propagation in media is directly related material properties, so nonlinear ultra-
sonic measurements are proposed a potential tool to characterize material degradation 
 [  2–  3  ] . Deng and C. Pruell recently characterized the micro-structure change due to 
fatigue  [  4  ]  or derived plasticity  [  5  ]  by using nonlinear Lamb wave in metallic mate-
rial. For composite laminates, the most common defects happened in the material 
are transverse matrix cracks, debonding and delamination, all these defects size are 
microscopic. Nonlinear Lamb wave should have greater potential for application in 
this material. 

 In this paper, a second harmonic generation measurement during Lamb wave 
propagation in composite laminates is used to evaluate the material degradation. In 
 fi rst section, it introduces specimens and experimental system. After testing all 
specimens under different thermal cycles, the correlation between material degrada-
tion degree and nonlinear parameter is found.  

   Specimens and Experimental System 

 Specimens used in this study were unidirectional and symmetric quasi-isotropic 
laminates, were made of carbon/epoxy laminates with stacking sequences [0] 

6
 . All 

specimens’ thickness is 1.0 mm, the dimensions were 40 mm × 40 mm as shown in 
Fig.  1 . Thermal fatigue was imposed on specimens to fabricate degradation. The 
maximum and minimum temperatures of thermal cycle were respectively of 70°C 
and -55°C with constant cooling and heating time of 15 min. Tested specimens in 
this study were conducted under 0, 100, 200, 1000 thermal cycles.  

 Measurement of second harmonic amplitude is the goal of nonlinear ultrasonic 
test. Second harmonic is the wave that contains components at double frequency of 
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the incident wave. A high voltage tone burst signal of 10 cycles at frequency of 2.25 
MHz generated by the RAM-RITEC ultrasonic measurement system. A  fi xed pres-
sure was loaded in the transducers through holders. The transducers are coupled to 
the specimen with light lubrication oil. The waveform was digitally processed using 
Short Time Fourier Transformation [STFT] in order to obtain the spectrogram 
(energy density) to represent     1A    at fundamental frequency and     2A    at the double 
frequency  [  6  ] .  

   Lamb Wave Nonlinearity Measurement 

 S1 Lamb mode at frequency of 2.25MHz is generated. In this spectrum, at the 
wave velocity is 9.67km/s, (the incident angle is     016.6   ), the possible wave modes 
are S1 mode and A1 mode. In the experimental work, as shown in  fi gure  2(b) , the 
group velocity of S1mode is quite different from A1mode, so after a certain prop-
agation distance, wave-packs of S1and A1 will separate  fi nally. Through analysis, 
the S1 mode will separate singularly after 15cm propagation distance in this 
investigation. A singular mode S1 is selected and its higher harmonic analysis 
were made after 15cm.  

   Result and Discussion 

 Measured time-domain signal is processed in time–frequency domain with the 
short time Fourier transform(STFT) to get its spectrogram. In Fig.  3 , a time domain 
Lamb signal includes fundamental Lamb wave(FLM) and second harmonic Lamb 
wave(SHLM) was processed with STFT, FLM and SHLM almost have the same 
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time in the spectrogram after a certain propagation distance, which means that 
fundamental wave and second harmonic has the same wave speed, it certi fi es the 
“phase matching” characterize of this lamb mode.  

 It could be found that the measured nonlinearity parameters have accumulative 
effect, the ratios of second harmonic amplitude and fundamental wave grow with 
the propagation distance as shown in Fig.  4 .  

 The correlation of thermal cycles and normalized nonlinear parameters is studied 
as shown in Fig.  5 , thermal fatigue will case micro-damage, As the thermal cycles 
increasing, the material degradation degree will become more and more serious. 
During the initial stage of thermal fatigue, the normalized nonlinear parameters 
increasing is rapid from 0 cycles to 100 cycles or 200 cycles, but much more slowly 
from 1000 cycles. This result has a good agreement with previous study testing 
metallic material using nonlinear ultrasonic. It also proves that nonlinear ultrasonic 
has great potential for characterizing material degradation state of composite mate-
rial, especially for early stage degradation.    
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   Conclusions 

 The generation of second harmonic in Lamb wave propagation is considered to 
assess thermal fatigue damage in composite laminates. A phase matching of funda-
mental wave and second harmonic is required for generating accumulative second 
harmonic, the fundamental Lamb mode chosen in this study satis fi es phase and 
group velocity matching, moreover, its phase velocity and group velocity are similar 
which has the same characterize as bulk wave. Multi-modes of wave-packet were 
effectively separated by group velocity delay method. It also minimized the nonlin-
earity from instructional system. The correlation between measured acoustics nor-
malized nonlinearity using lamb and composite laminates thermal degradation stats 
shown that it is possible to use nonlinear Lamb wave to evaluate composite lami-
nates degradation. This study develops a practical approach for applying Lamb 
wave to assess early degradation in composite laminates by higher harmonic gen-
eration technique.

The nonlinear vibration spectra are produced locally in the damaged area while 
an intact part of material outside the defects vibrates linearly, i.e. with no frequency 
variation in the output spectrum. This makes nonlinearity a defect-selective indica-
tor of damage presence and development. This feature of localized nonlinearity 
enables 2D-imaging of the nonlinear excitations con fi ned inside the fractured defect 
areas. Fortunately, this group of  fl aws includes the most malignant defects for mate-
rial strength: micro- and macro-cracks, delaminations, debondings, impact and 
fatigue damages.
A number of case studies prove the applicability of nonlinear NDT and defect-
selective imaging in various materials by using NSLV and NACE. Particularly suc-
cessful examples include hi-tech and constructional materials: impact damage and 
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delaminations in  fi bre-reinforced plastics, fatigue micro-cracking and cold work in 
metals, delaminations in laminates and  fi bre-reinforced concrete. 
Unlike conventional ultrasonic testing, the NNDT provides abundant multi- frequency 
information on properties and location of defects. This suggests an opportunity for 
application of advanced data and image fusion algorithms to result in higher sensitiv-
ity and accuracy of inspection, higher reliability and quality of NDT.      
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  Abstract   Two new ultrasonic approaches to NDT of in-plane stiffness anisotropy 
have been developed and applied to various composite materials. The  fi rst approach 
is based on polarization measurements of ultrasonic shear waves which manifest 
birefringence due to asymmetry of in-plane stiffness. Birefringence is applied for 
monitoring of  fi bre orientation and evaluation of in-plane stiffness anisotropy in 
various composites and multi-ply composite laminates. The other approach uses 
mode conversion of air-coupled ultrasound to zero-order plate waves for remote 
NDT of the in-plane stiffness anisotropy. A non-contact ultrasonic evaluation of 
the in-plane anisotropy of Young`s modulus is based on air-coupled measurements 
of the     0a   -wave dispersion extrapolated to a “static” case. Depth-resolved measure-
ments of stiffness anisotropy are demonstrated in multiple composite laminates. 
The methods and instrumentation developed are capable of detecting improper ply 
positions and orientation in composite laminates in production phase, variation 
in stiffness anisotropy due to material aging or damage progression in operation.  

  Keywords   Air-coupled ultrasound • Composite materials • Stiffness anisotropy 
• Ultrasonic birefringence      

   Introduction 

 A particular bene fi t of  fi bre-reinforced composites is concerned with  fl exibility in a smart 
material design whose elastic performance meets requirements of mechanical or thermal 
loading. For continuous  fi bre pre-preg materials, the required stiffness anisotropy and 
thermal expansion are obtained by a suitable orientation of  fi bre plies and a choice of their 
stacking pattern. In injection moulded short- fi bre composites,  fi bre orientation is less 
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controllable but determined by a streamline  fl ow direction which is quite dif fi cult to 
 predict or/and calculate. The recognition of  fi bre directions in a stack of plies, character-
ization of stiffness anisotropy of the ply lay-up, and monitoring of local degree of  fi bre 
orientation are the high priority tasks for composite manufacturing and applications.  

   Ultrasonic Birefringence for NDT of Stiffness Anisotropy 

 Similar to optics, the in-plane stiffness anisotropy causes an acoustic shear wave to be 
birefringent: to decompose into a pair of (partial) waves with different polarizations 
and propagation velocities  [  1  ] . The maximum wave velocity is expected when the 
polarization coincides with the direction of maximum stiffness. The latter can be 
related to  fi bre alignment in composites, molecular orientation in plastics, manufac-
turing or processing reinforcement in metals, etc. and can be identi fi ed by measuring 
the shear wave velocity as a function of polarization angle. 

 In our experiments, the 4-MHz shear wave pulses were generated and received in 
re fl ection with a piezo-transducer attached to the surface of the specimens. The wave 
velocity was measured as a function of polarization which was changed by azimuth 
rotation of the transducer. The direction of polarization corresponding to the maximum 
velocity reveals the predominant local orientation of reinforcement. 

 An example of mapping the  fi bre orientation in  fi bre-reinforced composites is 
shown in Fig.  1 . The specimen measured is a short-glass- fi bre reinforced polyurethane 
plate (300x200x4 mm) manufactured by the injection moulding technique. 
The injection direction is shown by the bold arrows on the right; the rest of the 
arrows indicate the local reinforcement directions measured around the group of 
circular obstacles in the mould. From Fig.  1 , the  fi bre alignment is in a reasonable 
agreement with the expected streamline directions as one would assume for the 
injection moulding methodology.  

  Fig. 1    Birefringence measurements of  fi bre orientation in an injection moulded polyurethane 
specimen (300x200mm)       
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 The partial wave approach was also applied to analysis of shear wave pola rization 
in both transmission and re fl ection in composite laminates. As an example, in a 
(0°/+45°/-45°/-90°) laminate, the two partial waves in the external (0°) laminate 
acquire a phase shift and are converted into a four-partial wave  fi eld in the (+45°/-
45°) layers which the 90° -ply splits into eight partial wave  fi eld. Its polarization is 
probed by a shear wave transducer and is shown to depend on the phase difference 
acquired by the partial waves in cross-plied  fi bre patterns. That provides a high 
sensitivity to any deviation from the symmetry caused either by extra plies or by the 
change in their alignment. 

 As an example, Fig.  2 , left shows the results of calculations of output amplitude 
variations for the (0°/-90°) section of the lay-up “unbalanced” by 30° phase shift. 
For the birefringence in a UD-CFRP composite at low-MHz frequencies  [  1  ] , this 
phase difference corresponds to an offset in thickness of     »    60  m m between the 0° 
and 90° layers. Such an imbalance of about a half-ply thickness is readily revealed 
in the deviation of the amplitude curve (Fig.  2 , left).  

 In a similar way, a minor asymmetry in the (+45°-45°) section of the lay-up can 
be detected readily on the background of a symmetrical 0°-90° structure (Fig.  2 , 
right). The     ±   45° rotational turn of the amplitude curve indicates the source of the 
offset. The phase velocity measurements enable to quantify the inaccuracy; the 
“fast” polarization direction of the transducer speci fi es particular orientation of an 
extra (faulty) ply (+45° or -45°).  

   Remote NDT of Stiffness Anisotropy via Air-Coupled 
(AC)-Ultrasound 

 It is well-known that re fl ection-transmission of elastic waves at oblique incidence 
on a solid interface results in producing new types of waves (mode conversion). 
For plate-like materials in slanted AC-con fi gurations, the mode conversion leads 
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to ef fi cient excitation of  fl exural (    -0a   ) waves under phase matching conditions: 
    θ =

0
sin /air av v   , where     airv   is the sound velocity in air and     

0av   is the velocity of 
    -0a    mode. By measuring the “resonance” angle of incidence     θ   , the  fl exural wave 
velocities can be determined for various propagation directions in composites  [  2  ] . 

 In the experiments, the 50 kHz-air-coupled transducers were used to excite and 
receive  fl exural waves in the 2.5-mm UD-CFRP. The bandwidth of the transducers was 
broad enough to observe signal transmission in  f= (40 – 90) kHz frequency range. For 
each 10 kHz-frequency step, the     θ   -measurements were made and the dispersion curves 
of     0a   -modes obtained for 0°-,     ±   45°- and 90°-propagation directions (Fig.  3 , left). The 
dispersion curves like those obtained, are typical for the     0a   -modes in both isotropic and 
anisotropic materials with phase velocity increase from zero to the asymptotic value of 
the surface wave velocity at high frequencies. However, the contribution of elastic 
moduli into such behaviour is too complicated to be traced analytically so that to quan-
tify material stiffness anisotropy from the     0a   -velocities in general is hardly possible.  

 A simpli fi ed experimental approach to evaluation of the in-plane (    1 2x x   ) anisotropy 
can be based on the dispersion relation for     0a   -modes  [  3  ]  valid for     ® 0f   :

     
= -

0

1/2 1/4
1 1 12 21( ) ( ) ( / 3 (1 ))av Df Ep r n n

  
 (1)   

 Here,  D  is the thickness,     ρ   is the density of the material, and the in-plane com-
ponents of Young`s modulus  E  and Poisson`s ratios     ν   are involved. 

 For CFRP, the product of     ν   in (1) is     << 1     [  4  ] , so that Young`s modulus can be 
found as:

     ®
»

0

2 2 4 2

0
lim[(3 / )( / )]af

E D fr p n
   (2)   

 Figure  3 , right shows the results of  E  evaluation from the velocity data in Fig.  3 , 
left. A linear interpolation of the data to the “static” area     ® 0f   yields the following 
values of  E  moduli:     ° »(0 ) 100E GPa   ;     ° »(90 ) 10E GPa   ;     ° »(45 ) 25E GPa   . The com-
pliance with the literature data is mixed:     ° »(0 ) 135E GPa  ;     ° »(90 ) 10E GPa    [  5  ] . 

 For more precise evaluation, the velocity measurements were carried out in a 
wider frequency range by using the wave front imaging (WIM) methodology  [  6  ] . 
In the experiment, the 7mm diameter wide-band piezo-transducer (HVA B100/2, 
isi-sys) was attached to the surface of the 34x24x0.25 cm CFRP plate. A continuous 
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wave input signal of ~50  V  amplitude provided ef fi cient excitation of the     0a   -mode 
over the frequency range (20 – 250) kHz. A Doppler-shift scanning laser vibrometer 
(Polytec) was used for imaging of the wave  fi eld and measurements of the wave length 
(and hence the wave velocity) along and across the  fi bre directions. The dispersion 
curves obtained are shown in Fig.  4 , left along with the AC-data.  

 The results of evaluation of  E  moduli from these velocity data are given in Fig.  4 , 
right. The calculations of velocities (using Disperse software) and estimations of  E  
were also made for isotropic material (2.5 mm thick fused silica) and presented in 
Fig.  4 . In this case, it was possible to acquire precise velocity data in a close vicinity 
of the zero point (down to frequency 5 kHz). The calculations showed that the ultimate 
precision in determining  E  by using relation (2) can be     »    (1-2)%. The results in 
Fig.  4  show that for     °90   - direction the frequency dependence is close to a linear one 
typical for isotropic materials. Therefore a linear interpolation is justi fi able in this 
case and can yield the values of  E  within 5-10% of error provided thorough velocity 
measurements. Along the  fi bre direction (    °0   ), the transition to the “static“ case 
(    ® 0f   ) is strongly nonlinear. A linear interpolation of the results obtained in 
narrow band measurements results in 30-40% error (    ° »(0 ) 100E GPa    from Fig.  3 , 
right against     ° » ±(0 ) (135 5)E GPa    from Fig.  4 , right). This conclusion seems to be 
also valid for the     °45   -direction:     ° »(45 ) 35E GPa     [  7  ] . 

 A physical reason of  E  modulus to be responsible for the low-frequency velocity 
of the     0a   -modes is concerned with particular wave  fi eld structure of this mode. 
At low frequencies, the axial strain dominates and runs through the whole thickness 
of the specimen. Such a strain naturally activates  E  modulus which determines 
the (static) bending stiffness of a plate. As the frequency increases, the wave  fi eld 
is “pushed out” from the interior of the material and the axial strain is diminished 
while the out-of-plane shear strain enhances. Material stiffness activated by the 
high-frequency wave is therefore close to the out-of-plane shear modulus. 

 Due to anti-symmetrical depth distribution of the axial strain for  fl exural waves in 
multi-ply composites, the maximum contribution to stiffness is expected from the sur-
face plies while the role of the inner plies is diminished. This provides an opportunity for 
depth-resolved measurements of stiffness anisotropy in laminate composite materials. 

 This effect is demonstrated below for two specimens of CFRP laminates of 
quasi-isotropic symmetrical lay-ups (0/45/-45/90)s and (0/60/-60)s. The weighted 
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averaging of axial stiffness with the emphasis on the outer plies (    °0   ) is expected for 
the  fl exural wave propagation. The AC-measurement results (Fig.  5 ) con fi rm notice-
able velocity anisotropy for both laminates. In both cases the maximum velocity is 
obtained for propagation along the outer     °0   –plies. The in-plane velocity anisotropy 
is 12% in the (0/45/-45/90)s and 14% in the (0/60/-60)s laminate.   

   Conclusions 

 A simple experimental technique, which is based on ultrasonic birefringence and 
uses standard ultrasonic NDT equipment is developed and applied for mapping of 
 fi bre orientation in composite materials. Remote NDT of stiffness anisotropy is 
demonstrated by using air-coupled ultrasound. It is shown that measurements of 
Young’s modulus anisotropy by means of  fl exural waves are based on the wave 
structure with axial strain domination that requires different frequencies in various 
azimuthal directions. Inhomogeneous depth distribution of axial strain in  fl exural 
waves enables depth-resolved NDT of stiffness anisotropy in composite laminates.      
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  Abstract   Dispersive behavior of plate waves in composite [±45] 
S
  Gl/Ep specimens 

is studied through acousto-ultrasonic measurements. Aiming to associate material 
damage, in this case being matrix cracking, with the propagating wave mode char-
acteristics, acousto-ultrasonic, AU, tests are conducted in the as-received state and 
repeated after imposing tensile constant-amplitude cyclic loading, interrupted well 
before failure. Propagating plate waves are captured at several distances from the 
source and then processed, using two spectral techniques, in order to reconstruct 
segments of the dispersion curves of the orthotropic medium. Although experimen-
tal dispersion curves are in good agreement with theoretical predictions, quantita-
tive damage assessment cannot be achieved. Limitations of the experimental 
procedure, as well as of the respective data processing, are commented upon. 
Additional tests, conducted on an isotropic aluminum specimen, are presented to 
enhance understanding of the complicated phenomenon.  

  Keywords   Acousto-ultrasonics  •  Composites  •  Dispersion  •  Matrix cracking  
•  Residual strength      

   Introduction 

 Propagation in waveguides is dispersive, even in non-dispersive materials. Since 
their laminated nature promotes their use in plate and shell structures, composites 
are used in a vast range of high-performance applications, including aerospace com-
ponents, pipes, pressure vessels and wind turbine rotor blades. 

 Substantial research has been conducted on plate wave propagation, i.e.  [  1–  3  ] . 
Wave propagation characteristics depend, among other factors, also on the elastic 
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properties of the material. For instance, elastic moduli are proved to reduce with 
damage accumulation. Thus, mode propagation could provide a useful descriptor 
regarding strength degradation. 

 Measuring group and phase velocities, C 
g
  and C 

p
 , in the time domain is a ques-

tionable practice: for C g  estimation, a good reference point is the centroid of the 
pulse  [  4  ] , whereas for C 

p
  measurements an appropriate “phase point” should be 

selected. This could be e.g. the n th  peak of the waveform or the n th  zero-crossing. 
However, this method is susceptible to errors  [  5  ] , and such problems could result in 
erroneous  fl aw location, for instance  [  2  ] . Therefore, spectral techniques are consid-
ered more appropriate for accurate C 

g
  and C 

p
  assessment. 

 Two methods are used herein to extract experimental dispersion curves. To 
implement the former, the propagating wave is captured at two separate distances 
from the source using two identical receiving sensors. The method, as suggested in 
 [  6  ] , then uses the phase spectra of the waveforms and the distance between sensors 
to derive dispersion curves. The second approach is temporal localization of the 
signal spectral components using a time-frequency representation, TFR  [  7  ] .  

   Experimental Procedure 

   Signature of propagating waves 

 To gain some insight on plate wave propagation in the 250x25x3.52 [±45] 
S
  speci-

men (dimensions in mm), a couple of identical receiving sensors were placed on 
opposites sides of a virgin specimen (positions R 

2
  and R 

2B
 ,  Fig. 1 ). Receivers were 

broadband, PAC Pico 200–750 kHz, while a Panametrics V133-RM 2.25-MHz 
transducer served as pulser. Transducers were strapped on the specimens using elas-
tic tape, with grease as coupling agent. Captured signals were ampli fi ed using PAC 
in-line pre-ampli fi ers, with a gain of 40 dB and 32–1100 kHz band-pass  fi lters. The 
excitation was broadband, resembling a Dirac spike, and was applied using a PAC 
pulse generator model C-101-HV.   

  Fig. 1    Experimental set-up used either to de fi ne the signature of propagating waves (receivers R 
2
  

and R 
2B

  placed on opposite sides) or to capture a signal at two locations (receivers R 
1
  and R 

2
  placed 

on the same side of the [±45] 
S
  specimen)       
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   Dispersion measurements 

 To extract experimental dispersion curves using the method proposed in  [  6  ] , the 
same signal is captured at two locations of known spacing (see  Fig. 1 , positions R 

1
  

and R 
2
 ). Instead, no more than one waveform is required for TFR processing  [  8  ] , the 

one used herein corresponding to location R 
2
 . All AU measurements were con-

ducted on virgin and then, on damaged material, using the equipment described 
above. More details on the entire procedure can be found in  [  9  ] .   

   Results and Discussion 

   Signature of propagating waves 

 For a propagation distance of 120 mm, i.e. between the pulser and positions R 
2
  and 

R 
2B

 , measurements are shown in  Fig. 2 . Due to dispersion, there is clear separation 
of an S and an A-mode. The S-mode travels faster and thus occupies the earliest 
portion of the signal whereas the A-mode is encountered at subsequent arrival times: 
“long” wavepaths lead to clearer separation between the propagating modes.  

 On the other hand, attenuation in composites is quite intense: this is seen in e.g. 
 [  2,   8  ] , comparing signals recorded in aluminum and in composite plates. Indeed, 
also in the work herein, a lap from 40 to 120 mm in wavepath length proved to cause 
a signal amplitude reduction of more than threefold. For the S-mode in particular, 
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being of lower amplitude per se, this poses obvious limitations in the maximum 
propagation length, i.e. the location of the sensors. Therefore, although long wave-
paths could cover larger areas, thus promoting rapid inspection, the respective 
S-mode might no longer be usable or even detectable.  

   Dispersion measurements in the composite 

   Using the phase spectra.   In  Fig. 3 , indicative experimental dispersion curves from 
a specimen in the virgin and damaged state are presented. Theoretical dispersion 
curves, determined using in-house-developed code  [  10  ] , are also demonstrated. Up 
to 1000 kHz·mm, the method was able to reconstruct segments of the S 

0
  and A 

0
  

modes. To achieve this for each mode, particular portions of the captured signals 
were used: for S 

0
 , the method was applied to the 1 st  oscillation of the R 

1
 -R 

2
  signals 

(see  Fig. 2 ), whereas for A 
0
  to the 1 st  “large-amplitude” oscillation. As expected, C 

P
  

in the damaged state is decreased. However, although this experiment is representa-
tive of a total of 16 specimens tested (see  [  9  ] ), this trend could not be quanti fi ed.   

   Using TFR processing.   Part of the S 
0
 -mode curve could be visualised using TFR 

processing on the earliest arriving, low-amplitude, portion of the signals. For the 
waveforms captured using the R 

2
  sensor, 120 mm from the source, this can be seen 

in  Fig. 4 . For comparison purposes, the signals used in  Figs. 3  and  4  are the same. 
As a result of damage, there is a slight shift downwards and to the right in the TFR 
of  Fig. 4 b, compared with the one of  Fig. 4a , see arrow. Again, in the sample of 16 
specimens tested in  [  9  ] , no solid descriptors could be de fi ned.    

  Fig. 3    Theoretical and experimental dispersion curves for a [±45] 
S
  specimen       
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   Investigation of TFR processing potential: Measurements 
in aluminum plate 

   Simulation.   As seen in the above, dispersion measurement in inhomogeneous and 
anisotropic media, such as composites, is a complicated task. To elaborate on a 
simpler phenomenon, the same experimental set-up was used on a 260x25x2.9 
aluminum specimen (dimensions in mm). 

 To validate the results, wave propagation was then simulated using CyberLogic 
“Wave2000 ®  Pro”, a commercial package for computational ultrasonics in iso-
tropic media  [  11  ] . Results are demonstrated in  Fig. 5 a for the model and  Fig. 5 b 
for the experiment. In the top sub-plot of  Fig. 5 a, the simulated response of both 
the upper and the bottom specimen surface is presented. Besides the cross-terms 
obscuring the TF representation, even in the simulated response, propagating 
modes are in tolerable agreement with the theoretical dispersion curves.  

 However, several issues arise regarding experimental dispersion measurements 
 [  9  ] . Material variation in the composite is, for example, a standard source of scat-
ter: in a sample of 16 identical virgin specimens, the calculated C 

P
  for mode S 

0
  

spanned in a range as large as 500 m/sec. Second, the band-pass  fi ltering imposed 
through the equipment, e.g. sensors and pre-ampli fi ers, limits the potential of the 
spectral techniques. The material per se also behaves as a low-pass  fi lter. Third, for 
the method proposed in  [  6  ]  in particular, minimum errors in distance measurement, 
i.e. the wavepath length, prove critical. In addition, as stated above, intense attenu-
ation in the composite poses limitations regarding transducer location: with the 
signal reaching the remote sensor undergoing severe attenuation, there is a risk that 
the two waveform portions used in the implementation of  [  6  ]  might not belong to 
the same mode.    
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   Conclusions 

 Wave propagation in a [±45] 
S
  laminate was studied. Experimental results indicated 

the presence of S and A plate wave modes. Comparison of the experimental disper-
sion curves with the respective theoretical predictions revealed the fundamental S 

0
  

and A 
0
  modes. Changes in the dispersion behavior, due to damage, were presented 

and studied. However, although a qualitative correlation was indeed observed 
between damage and modal characteristics, no appropriate descriptors could be 
de fi ned: this indicated that wave propagation in anisotropic materials is perhaps 
too complicated. To address a simpler problem, an isotropic homogeneous material 
was then studied and modelled. An aluminum sheet of similar dimensions as the 
[±45] 

S
  specimen was used. Experimental and model response were compared, sug-

gesting possible limitations of the acousto-ultrasonic technique in as simple as 
isotropic materials.      

   References 

    [1]    Nayfeh, A. and Chimenti, D. (1989),  J. Appl. Mech. , vol. 56, pp. 881–886.  
    [2]    Gorman, M. (1991),  J. Acoust. Soc. Am. , vol. 90, n. 1, pp. 358–364.  
    [3]    Prosser, W. and Gorman, M. (1994),  J. Acoust. Soc. Am. , vol. 96, n. 2, pp. 902–907.  
    [4]    Wear, K. (2000),  Ultrasound Med. Biol. , vol. 26, n. 4, pp. 641–646.  
    [5]   Ragozzino, M. (1981),  Ultrasonics , pp. 135–138.  
    [6]    Sachse, W. and Pao, Y. (1978),  J. Appl. Phys. , vol. 49, n. 8, pp. 4320–4327.  
    [7]    Prosser, W., Seale, D. and Smith, B. (1999),  J. Acoust. Soc. Am. , vol. 105, n. 5, pp. 

2669–2676.  

Time (µsec) Time (µsec)

-0.1

0

0.1

V
ol

ts

a
 f (

M
H

z)

0 10 20 30 4
0

0.2

0.4

0.6

0.8

b

0 10 20 30 4

  Fig. 5    TFR processing and theoretical dispersion curves for wave propagation in an aluminum 
specimen, (a) modelling and (b) experiment       

 



611Plate Wave Propagation as Damage Indicator in FRP Composites

    [8]    Prosser, W., Gorman, M. and Humes, D. (1998),  J. Acoust. Emission , vol. 17, pp. 29–36.  
    [9]   Assimakopoulou, T. (2009),  Damage assessment in laminated composite structures using 

acoustic methods , PhD Thesis,   http://nemertes.lis.upatras.gr      
    [10]   Antoniou, A., Assimakopoulou, T. and Philippidis, T. (2004),  In Proceedings of ECCM , 

Rhodes, Greece.  
    [11]   CyberLogic, inc. About Wave2000 ® ,   http://www.cyberlogic.org/about2000.html    .      

http://nemertes.lis.upatras.gr
http://www.cyberlogic.org/about2000.html


613O. Büyüköztürk et al. (eds.), Nondestructive Testing of Materials and Structures, 
RILEM Bookseries 6, DOI 10.1007/978-94-007-0723-8_87, © RILEM 2013

  Abstract   Acoustic emission (AE) is suitable for monitoring the evolution of 
degradation in structural components as well as for localizing damage. In the 
present study acoustic emission is employed for the location and identi fi cation of 
the service induced damage in cross ply laminates. The sequence of the different 
failure mechanisms, i.e. transverse matrix cracking and the subsequent delamina-
tion propagation at the 0°/90° interface is followed closely by advanced indices 
which quantify the attributes of the received AE waveforms. The AE activity can 
be successfully correlated to the damage accumulation of the cross ply laminates, 
while speci fi c acoustic emission indices proved sensitive to the various modes that 
evolve during loading.  

  Keywords   Acoustic emission  •  Cross-ply laminates  •  Delamination  •  Transverse 
cracking      

   Introduction 

 Multidirectional composites are prone to various forms of damage when they are 
subjected to mechanical loading. This damage is different in nature to damage 
observed in isotropic materials in that  fi brous composites inherently possess macro-
scopic anisotropy which, at the lamina scale is manifested as a steep property 
change. The typical failure behaviour of cross-ply laminates initiates with the 
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 premature failure of the plies containing  fi bres oriented transversely to the loading 
axis, which is commonly known as transverse or interlaminar cracking. This failure 
creates the shear discontinuity at the lamina scale and the respective stress 
magni fi cation which triggers all other damage mechanisms. Numerous studies have 
been performed to study the initiation, interaction and propagation of all involved 
mechanisms, and how they accumulate leading to the global failure of the compos-
ite  [  1  ] . 

 In general,  transverse cracking  of the 90° creates a stress concentration at the 
neighbouring 0° plies. Depending on the interlaminar strength, the crack may be 
de fl ected to the 0°/90° interlaminar surface causing  delamination , or altrantively cause 
longitudinal  fi bre failure of the 0° ply. Transverse cracking is typical of a mode I crack 
or a tensile crack, whereas delamination is typical of a mode II crack or a shear crack 
 [  2  ] . As is well known, there is a trade off between low interlaminar strength that 
favours a damage tolerant structure and high interlaminar strength that maximizes the 
reinforcing ability of all ply orientations. From the above postulations, it is obvious 
that a good knowledge of the initiation and propagation of the distinct damage mecha-
nisms will provide an insight into the strengthening mechanisms and aid the designer 
towards the optimization of the interlaminar/ interfacial properties. 

 The Acoustic Emission (AE) technique has been employed in numerous applica-
tions for damage characterization on composite materials  [  3–  6  ] . Suitable sensors 
are placed on the surface in order to record the transient waves (hits) generated by 
damage initiation and propagation inside the material. Moreover, AE has been suc-
cessfully applied in cross ply composites in order to separate the acoustic activity of 
various damage modes in a cross ply composite  [  3  ] . 

 Further study of the waveforms may provide in depth insight of the fracture process. 
The source of the AE activity is closely connected to the mode of fracture  [  7  ] . If the 
failure sequence is determined, it is possible to tailor the properties of the constituent 
phases and their interface. This may be acheived by using proper design or materials so 
as to optimise the resistance against the speci fi c failure mode. As has already been 
mentioned, this optimisation does not necessarily coincide with maximum strength. 

 In the engineering  fi eld, the attributes of the AE waveforms are reported to be 
characteristic of the fracture mode. Shear events are characterized by longer Rise 
Time (RT, time delay between the  fi rst threshold crossing and the maximum peak) and 
usually lower peak amplitude (A, voltage of the largest cycle) than tensile events  [  8,  9  ] . 
This is examined by the RA value which is de fi ned as the ratio of the RT (expressed 
in  m s) to the waveform Amplitude, A (expressed in V, see Fig.  1 )  [  10  ] . It has been 
shown that lower RA values, indicate tensile nature of fracture events  [  8,  9  ] .   

   Experimental Process 

 The cross-ply laminates were fabricated by hand layup with a sequence [0°4/90°4]s, 
resulting in a number of 16 plies with total specimen thickness of 2 mm. The UD 
220 g/m2 (Aero) unidirectional glass  fi bre fabric was impregnated using the HT2 
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epoxy resin/ hardener matrix system (mixing ratio 100:48) manufactured by R&G 
Faserverbundwerkstoffe GmbH Composite Technology. A 250x250 mm 2  laminate 
was manufactured and was allowed to cure for 24 h at room temperature. Tensile 
specimens were subsequently cut according to the ASTM D3039 standard, at a 
width of 20 mm each. 

 The tensile specimens were loaded in load controlled tension, in a step loading 
mode. The loading spectrum was a saw-tooth spectrum formed from a sequence of 
triangular loading/unloading steps. A rate 5 kN/min was employed for both loading 
and unloading, as seen in Fig.  2a . The maximum load was incremented by 4 kN at 
each consecutive step. The step loading continued until the tensile failure of the 
specimen. All tensile tests were performed using an Instron Universal Testing 
Machine equipped with hydraulic gripping system, under load control, at controlled 
environmental conditions of 25 °C and 70% relative humidity. 

 For the purpose of the AE monitoring, two wide band AE sensors (Pico, Physical 
Acoustics Corp., PAC) were attached on the same side of the specimen. Electron 
wax as applied between the sensor and the specimen to enhance acoustic coupling, 
while it offered the necessary support to the sensors during the experiment. The 

  Fig. 1    Typical AE waveform 
with basic parameters       
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speci fi c sensors were chosen over other AE transducers mainly due to their spectral 
response. They are sensitive to frequencies from 100 kHz up to approximately 800 
kHz, with maximum sensitivity at 500 kHz. Therefore, they can capture a wide 
range of different sources. The distance between the two receivers was 70 mm. A 
snapshot during the experiment is seen in Fig.  2b    

   AE Results 

 The AE results are presented together with the load data for reference. As was 
expected, the RA value shift to higher levels as the load increases. This effect is 
pronounced as the number of steps is increasing together with the loading level. 
Some typical cases are presented below. Fig.  3 a depicts the loading history of the 6 th  
step corresponding roughly to the time span 2900 s to 3500 s of a single experiment. 
This loading step increases linearly with time until the maximum value of 24 kN 
and subsequently decreases linearly with the opposite rate. 

 On the same  fi gure, the RA history (as a moving average of 500 values) is 
depicted. The  fi rst hits are recorded shortly after the application of load. Signi fi cant 
increase in the RA value is exhibited after a load threshold of approximately 15 kN 
(after 3100 s). The maximum RA value is recorded (500  m s/V) almost coinciden-
tally with the maximum load. As the load starts to decrease, the RA rapidly falls to 
the initial low values of less than 1000  m s/V. 

 The RA for the last step until failure is shown in Fig.  3b . The RA increases in a 
similar way and reaches its peak value at the moment of failure. The maximum RA 
value of this step is distinctly higher than that of the previous step indicating that, at 
that point, shear failure dominates the process, or else mechanisms that relate to 
delamination. This behaviour is consistent for subsequent steps for all specimens 
studied. It may therefore be concluded that the RA value can be  potentially used to 
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study the tensile to shear mode conversion in composite systems in order to tailor the 
interlaminar properties of the material for maximum performance.   

   Correlation with Mechanical Data 

 As the load increases, transverse matrix cracks accumulate leading to a distinct 
stiffness loss which is attributed to the loss of load bearing capability of the 90° 
plies. The transverse cracks reach the 0° ply and trigger delaminations or longitu-
dinal  fi bre failures which also deteriorate the stiffness of the system. In the case 
of the system under investigation, the decrease is continuous for the successive 
steps reaching approximately 60% of the modulus measured at the  fi rst step. This 
degradation trend is very well correlated with the total number of AE activity 
recorded during each step, as seen in Fig.  4a  where the measured modulus of each 
step E normalised by the initial modulus E 

0
  is depicted as a function of the total 

AE activity. 
 This shows that each deterioration incident which contributes to the degradation 

of the modulus (crack or delamination) is also recorded as a part of the total AE 
activity, and the number of the AE hits may be used to estimate the modulus deg-
radation or the general condition of the laminate. It is characteristic that the emis-
sions are close to zero when the material is intact but increase to several thousands 
when the material has severely deteriorated. Apart from the total AE activity, 
speci fi c trends are observed concerning the qualitative shape parameters of the 
waveforms. An example is shown in Fig.  4b  which shows the correlation between 
the RA value and the applied load. As the load increases, matrix cracking becomes 
saturated and delaminations become more dominant. This is manifested by the 
increase of RA and shows strong correlation with the maximum applied load dur-
ing each cycle.   
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   Conclusion 

 In this study the acoustic emission behaviour of cross-ply composite laminates is 
examined under triangular step loading. AE parameters like are found to follow to 
the damage initiation and accumulation. This is shown by the consistent increase of 
the RA value as the dominant failure mode changes from transverse cracking to 
delamination. Therefore, such parameters can act as indices associated to the dam-
age mode conversion in composites with increasing load. Additionally AE activity 
and AE indices are well correlated to the modulus at each step, showing potential to 
estimate mechanical properties using real time AE monitoring.      
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  Abstract   This paper studies the failure modes of Glare grades under tensile load-
ing by means of Acoustic Emission (AE). AE transients produced by various 
types of microdamage, such as yielding, matrix crack initiation, matrix- fi ber 
debonding, matrix cracking and  fi ber fracture, were recorded as functions of strain 
for various Glares and  fi ber orientations. Experiments showed that different 
microdamage mechanisms produced characteristically different AE signals which 
can be classi fi ed into categories based on peak amplitude and total counts param-
eter ranges. Moreover, it was observed that AE percent count rate is a function of 
the normalized strain and metal volume fraction (MVF) in similar Glare lay-ups. 
In addition, AE pro fi les were found to exhibit exponential growth behavior in the 
initial region of the pro fi le and a power growth behavior after the knee point.  

  Keywords   Acoustic emission • Failure • Fiber-metal laminates • Glare • Glass/
epoxy prepreg • Tensile testing • Knee point • Metal volume fraction (MVF) 
• Microdamage • Stress-strain behavior         

   Introduction 

 Glass  fi ber reinforced laminate (Glare) is a second generation Fiber Metal 
Laminate (FML) developed by TU Delft team in Delft University of Technology, 
Netherlands in the early 1990s  [  1  ] . 
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 Numerous investigators have explored the bene fi ts of Acoustic Emissions 
(AE) as a tool of non destructive testing (NDT) in composite material research 
 [  2–  4  ] . AE cumulative pro fi les, usually of counts, hits, or energy parameters, 
provide a useful way to correlate AE activity to material and mechanical defor-
mation parameters during testing  [  5–  6  ] . This study attempts to classify AE tran-
sients of Glare, a  fi ber-metal laminate, based on two or more signal parameters 
and quantitatively relate AE damage pro fi les to material properties and mechan-
ical deformation.  

   Material Description and Testing Procedure 

 Five kinds of Glare grade FML’s are used in this study, which are made of  continuous 
S-glass  fi ber reinforced epoxy laminae interleaved with aluminum alloy 2024-T3 
sheets. The GFR epoxy laminae are made of unidirectional glass  fi bers embedded 
with FM 94 adhesive with a nominal  fi ber volume fraction of 59%. This prepreg is 
laid up in different orientations in between the aluminum alloy sheet, resulting in 
the different standard Glare grades as given in  Table 1 .  

 In  Table 1 , each individual aluminum sheet thickness in all Glare grades is 
0.3mm (0.012in). The  fi ber orientation angles given in the prepreg stack sequence 
column are with respect to the loading direction. And the  m/n  con fi guration notation 
represents  n  number of  fi ber-reinforced epoxy laminas interleaved within  m  number 
of aluminum alloy layers. Metal volume fraction (MVF), which represents the relative 
aluminum contribution in the FML, is de fi ned as a ratio of the sum of the aluminum 
layer thicknesses to the total thickness of the laminate. 

 Tensile tests were performed on Glares and aluminum 2024-T3 specimens 
using an MTS 810 universal testing machine. Displacement controlled mono-
tonic tensile testings conducted with constant crosshead displacement rate of 
2mm/min, consistent with ASTM D3039. Tests were conducted in an environ-
mental chamber lined with acoustical foam absorber at room temperature. 
Rectangular specimens cut from Glare panel stock were 254mm long and 
25.4mm wide. Aluminum tabs were used at the 50.8mm length gripped ends of 
the specimen. 

   Table 1    Glare grade con fi gurations (thicknesses in mm (inches))   

 GLARE 
Type  Con fi g. (m/n) 

 Prepreg Plies & 
Orientation  Prepreg Thickness  Total Thickness  MVF 

 2  3/2  [0 o  
2
 ]  0.3 (0.012)  1.4 (0.056)  0.643 

 2  3/2  [90 o  
2
 ]  0.3 (0.012)  1.4 (0.056)  0.643 

 3  3/2  [0 o /90 o ]  0.3 (0.012)  1.4 (0.056)  0.643 
 5  2/1  [0 o /90 o /90 o /0 o ]  0.6 (0.024)  1.1 (0.044)  0.545 
 5  3/2  [0 o /90 o /90 o /0 o ]  0.6 (0.024)  1.9 (0.076)  0.474 
 5  4/3  [0 o /90 o /90 o /0 o ]  0.6 (0.024)  2.7 (0.108)  0.444 
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 Acoustic emission system manufactured by Physical Acoustics Corp. (PAC) 
with two wideband differential transducers (WD sensors), 100–1000 kHz band-
width, were mounted on the specimen. For signal conditioning a PAC model 2/4/6 
preampli fi er was set to 40 dB gain and a differential input. Four-channel PAC PCI-
DSP data acquisition board was used to collect AE data with a sampling rate of 10 
MHz. The raw AE data was pre-processed using the AEwinPost software and 
MatLAB. The waveform de fi nition parameters and standard hardware settings for 
both sensors were; 45dB Threshold, 40dB Pre-Amp Gain, 100kHz Lower Filter, 
1000kHz Upper Filter, 10MPS Sampling Rate, 25.6msec Pre-Trigger, 204.8msec 
Length, 50msec PDT, 150msec HDT, 300msec HLT. The characteristic waveform 
parameters; peak amplitude, signal risetime, counts, signal duration, absolute 
energy, hits were collected during testing.  

   Experimental Results and Observations 

   Cumulative counts 

 Counts parameter is used to quantify acoustic emissions due to its sensitivity to 
signal length and change, thus making it a good measure of AE activity  [  7  ] . From 
the mechanical behavior and acoustic emission response of Glare 2 3/2 [0˚ 

2
 ] ( Fig.1 ) 

and those of other Glare grades (not shown), it is observed that AE damage pro fi le 

PANEL 2L: GLARE 2 3/2 [0/0]
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in Glare panels, can be divided into four sections, with the exception of Glare 2 3/2 
[90˚ 

2
 ]. The initial region A has minimal and mostly linear AE activity followed by 

region B, which is exponential in nature and can be represented by     Nc Bebe=    
where,  Nc  represents normalized cumulative counts and  B  and   b   are constants par-
ticular to the panel under consideration. Region B initiates around the yield stress 
and terminates with the knee point in the AE activity. In Section C, AE pro fi le initi-
ates at the knee point and proceeds to within 90%-95% of fracture strain, exhibiting 
power growth behavior, which can be successfully modeled by the power law 
    ANc ae=    where  A  and   a   are constants particular to the panel under consideration. 
The last region D, spans the  fi nal 5%-10% of fracture strain, is characterized by 
linear growth with a steep slope preceding the  fi nal failure of the material. During 
this stage the AE activity is generated by the propagation of large cracks and  fi ber 
pullout in large sections along with matrix disintegration. However, after inspecting 
the damaged specimen delamination was not observed. The adhesion between the 
metal layer and the matrix is very high and remains in tact, while the matrix disin-
tegrates in Glares  [  6,  8  ] .  

 The knee point may be de fi ned as the location on the normalized cumulative counts 
pro fi le where the exponential and power curves intersect. This point in the AE 
activity is signi fi cant, since, it is believed, it speci fi es the change from micro to macro 
damage modes in the material. Before the knee point the material is experiencing 
micro-damage mechanisms; matrix cracking, individual  fi ber fracture, matrix/ fi ber 
debonding and yielding. However, at the knee point the damage localizes and 
changes modes. Now relatively large sections of  fi bers are breaking, there is  fi ber 
pullout, and large cracks are propagating simultaneously disintegrating the matrix 
around the localized region. These macro-damage modes are responsible for the 
power growth evolution in AE activity. 

 Constant multiplier A shows a signi fi cant degree of scatter throughout the expo-
nential regions of AE activity; constant B is close to unity ( » 0.88) in most Glare 
grades. While, the constant multipliers appear not to be related to Glare 5 grades. 
Exponential growth exponent,  b , linearly increase, while the power growth expo-
nent,  a , exhibits a linear decrease with decreasing MVF in all Glare 5 grades. An 
increase in the amount of prepreg laminate present in the material should increase 
the rate of crack initiation and growth in an exponential manner, consistent with the 
theory of matrix crack saturation. Power exponent, on the other hand, decreases 
with increasing  fi ber volume present in Glare grades.  

   AE characteristics 

 The source identi fi cation and characterization of AE signals in higher Glare grades 
are based on aluminum and Glare 2 specimens. Counts, amplitude, and duration 
were chosen for classi fi cation purposes within the recorded AE parameters. 

 In the aluminum tests, 88% of the AE activity registered 1 count above threshold 
with signal duration of 1 m s and a peak amplitude range between 45–50 dB which is 
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attributed to the yielding micro damage mechanism. In literature, tensile testing on 
aluminum alloy specimens produced similar AE pro fi les  [  7–  9  ] . 

 It is known that the damage evolution in brittle-matrix composites consists of the 
matrix crack initiation followed by crack propagation and matrix- fi ber debonding 
which ultimately leads to  fi ber fractures and  fi nal failure  [  10  ] . This proposed dam-
age evolution is, by no means, clear cut and observations have shown that micro-
damage modes overlap throughout the damage pro fi le. 

 In examining Glare 2(3/2) [90˚ 
2
 ] tests, comparing with aluminum, 1 count & 

45–50 dB AE category signals appear just before the proportional limit and there 
is much more AE in that category then can be generated by yielding in the alumi-
num layers alone. Of note, 1 count & 45–50 dB category signals generated by 
aluminum were predominantly 1  m s in duration, while Glare 2(3/2) [90˚ 

2
 ] pro-

duces the same signals with two distinct durations: 1  m s and 3–4  m s, thus signaling 
the presence of a new micro damage mechanism. Examining the location of 1 
count & 45–50dB category signal initiation along the stress pro fi le reveals that at 
this early stage of the pro fi le the two dominant damage mechanisms are yielding 
and matrix crack initiation. Furthermore, signals with 2–5 counts & 45–50 dB 
characteristics have increased from 2 to 19% percent with an addition of 21% 
percent signals with 2–15 counts & 51–55dB characteristics. Based on these 
observations it can be speculated that 2–15 counts & 45–55dB signals are gener-
ated by matrix- fi ber debonding. 

 In Glare 2 (3/2) [0˚ 
2
 ] shown in  Fig. 2 , the AE characteristics for yielding and 

matrix crack initiation deduced from the previous tests are already observed. Signals 

1 count & 45-50 dB Amplitude range, 37.6%
1 count & 51-55 dB Amplitude range, 1%
2-5 counts & 45-50 dB Amplitude range, 17.7%
2-20 counts & 51-55 dB Amplitude range, 20.1%
<25 counts & 56-70 dB Amplitude range, 11.6%
26-800 counts & 56-99 dB Amplitude range, 12%

Knee Point

Stress

1200

1000

800

600

400

200

0

100

90

80

70

60

50

A
E

 A
m

pl
itu

de
 (

dB
)

S
tr

es
s 

(M
P

a)

0 0.01 0.02 0.03 0.04 0.05
Strain

  Fig. 2    Typical AE signal distribution and stress with respect to strain with average signal 
characteristic percent distributions of Glare 2 2/1 [0˚ 

2
 ]       

 



624 R. Kuznetsova et al.

category registering 0–25 counts&56–70dB amplitudes with durations of 10–120 
 m s is attributed to  fi ber fracture, which is consistent with earlier observations in 
similar materials. An acoustic emission study conducted on unidirectional E-glass 
 fi ber reinforced plastic composites attributes signals with 70  m s or lower durations 
to individual  fi ber fracture  [  6  ] . The category of 2–15 counts & 45–50 dB signals 
produced by matrix- fi ber debonding can be readily observed in  Fig.2  with 2–20 
counts. Also, it can be speculated that the matrix cracking micro damage mecha-
nism, which should appear in both Glare 2(3/2) tests, takes place in the same cate-
gory next to matrix- fi ber debonding.  

 The category percent and pro fi le distributions are similar for all higher Glare 
grades, except that the amount of AE increases. The identi fi ed categories of AE 
signal characteristics, based on counts, amplitude, and duration, of primary micro-
damage mechanisms are summarized in  Table 2 .    

   Conclusion and Discussion 

 Different microdamage mechanisms in Glares produced characteristically different 
AE signals which can be classi fi ed into categories based on peak amplitude, total 
counts, and duration parameter ranges. It was observed that AE percent count rate 
is a function of the normalized strain and metal volume fraction (MVF) in similar 
Glare lay-ups. AE pro fi les were found to exhibit exponential growth behavior in the 
initial region of the pro fi le and a power growth behavior after the knee point. This 
alteration in growth behavior is attributed to the change in damage modes from 
micro to macro after strain localization.      
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  Abstract   Conventional thermography provides colourful images of surface 
 temperature  fi elds. If the temperature on a solid surface is periodically modulated, 
the temperature  fi eld propagates into the inspected object as a “thermal wave”. 
Internal re fl ections at thermal boundaries are superposed to the original thermal 
wave. They affect the signal and thereby provide information on thermal features 
hidden underneath the surface. This information is derived from a stack of thermo-
graphic images that are recorded when the sample is periodically excited: Along 
each pixel of the stack a Fourier transformation is performed of the time dependent 
signal at the modulation frequency. This way the information content is  fi nally com-
pressed into just two images one of which is the local phase shift between excitation 
and local thermal modulated response. 

 The information of such images depends both on the kind of excitation and on 
modulation frequency: With remote optical excitation, such images display thermal 
features in a depth that depends on modulation frequency. With excitation by ultra-
sound, the heating mechanism is local conversion of elastic energy into heat by 
mechanical losses, e.g. by the relative motion of boundaries in a crack. This way a 
crack is turned into a thermal wave transmitter. As intact material and boundaries 
are largely suppressed in such an image, it displays selectively defects. Data fusion 
of images taken at different frequencies or with different kinds of excitation allows 
for feature extraction and for additional information on the kind of the defects. 

 The techniques and their applications will be illustrated by examples that were 
obtained on various industry-relevant components.  
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   Lockin Thermography Methods 

   Optically activated lockin-thermography 

 Modulated deposition of heat is achieved e.g. by illuminating the inspected 
 component with halogen lamps whose intensity is slowly modulated (typically at 
0.1 Hz). At the same time a thermography camera records continuously images of 
the sample surface over several excitation periods (Fig.  1 ). This stack of images 
contains information on local phase changes and hence on thermal boundaries 
within the sample from which thermal waves are re fl ected back to the surface. This 
information is retrieved by applying a Fourier transformation at the frequency of 
modulated illumination (“lockin frequency”) at each pixel to  fi nd phase and ampli-
tude of local modulation. This way  fi nally an amplitude and a phase image are 
obtained  [  1–  5  ] . The Fourier transformation corresponds to a narrow band  fi ltering 
with a corresponding improvement in S/N ratio. Besides the robustness of phase 
another advantage of Lockin-Thermography is the adjustable depth range given by 
the thermal diffusion length which depends on thermal diffusivity of the material 
and on lockin frequency. The depth range can therefore be increased by decreasing 
the lockin frequency.  

 Optically activated lockin thermography does not only reveal hidden defects but 
as well all other thermal features within the thermal depth range. This reduces the 

  Fig. 1    Basic setup of optically activated lockin-thermography (OLT)       
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probability of defect detection (POD) in the presence of complicated thermal 
 structures like in CFRP stringer panels.  

   Ultrasound activated lockin-thermography (ULT) 

 Heat can also be generated directly in damaged areas when they are exposed to 
powerful ultrasound excitation. Elastic energy is converted into heat mostly in 
areas of stress concentration and defects like cracks or delaminations  [  6,   7  ] . These 
heat sources can be detected by an infrared camera even in the presence of com-
plicated intact features. Ultrasound activated thermography („ultrasound attenua-
tion mapping“) is a defect selective “dark  fi eld” NDT-technique as only defects 
produce a signal. 

 The setup for ultrasound activated lockin thermography (ULT) is similar to the 
one above except that the lamps are replaced by an ultrasound transducer attached 
to the sample. The elastic waves launched into the inspected component are ampli-
tude modulated (again at about 0.1Hz while the carrier frequency is a couple of 
kHz). This results in periodical heat generation so that the defects are pulsating at 
the modulation (lockin) frequency and thereby emitting thermal waves  [  8,   9  ] . 

 Ultrasound activated thermography with a  fi xed carrier frequency close to a reso-
nance frequency of the sample can lead to a strong standing wave pattern which 
might appear as a superposed temperature pattern hiding defects. Ultrasound fre-
quency modulation in addition to the amplitude modulation can solve this problem 
 [  10  ] . The frequencies causing the standing wave pattern are reduced and a more 
homogeneous phase image with an improved signal-to-noise ratio is achieved. 
Another version is burst phase ultrasound thermography (UBP) which is basically 
multi-frequency ULT  [  11  ] . The method is useful to detect e.g. fatigue cracks or 
loose rivets in structures  [  12  ] .   

   Examples for Applications 

 The lockin thermography methods described above are well applicable in situations 
where the detection of boundaries or their changes due to damage development or 
processing are of interest, like in aerospace structures  [  13  ] . 

 One example is the wing of an aircraft where the bond between the spar and the 
skin had to be inspected. The thin skin is made of glass  fi bre reinforeced plastics 
(GFRP). The phase angle image of OLT (Fig.  2 ) reveals clearly an area where bond-
ing (black region) is insuf fi cient. As the straight lines indicate, the bonding seam 
should be about 5cm wide.  

 Another example of technical relevance is an investigation aiming at the change 
of defect-induced boundaries in carbon  fi bre reinforced polymer (CFRP) that is 
afterwards transformed by heat treatment into carbon/carbon (C/C) material which 
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is used for high temperature applications. Such a sample (sized about 20x30 cm 2 ) 
was provided with thin quadratic Te fl on insert sheets in different depths of the lami-
nate in order to simulate delaminations. The simulated defects stand out clearly in 
the OLT phase angle image taken in transmission at 0.1 Hz (Fig.  3 ). They are sur-
prisingly still visible - though more diffuse- after heat treatment where only carbon 
is left of the organic material.  

 Another area of applications is monitoring the failure behaviour of components 
while they are being exposed to loads: Failure is always accompanied or initiated by 
boundaries, therefore their early identi fi cation and process of development is essential 
to understand failure processes and also as a feedback to simulation results  [  14,   15  ] . 

  Fig. 2    OLT: Suf fi cient (left) and insuf fi cient (right) bond seam in an aircraft wing (wing 
supplied by Sport fl iegergruppe Waiblingen)       

  Fig. 3    OLT in transmission on CFRP and C/C-material. Sample kindly provided by Schunk 
Kohlenstofftechnik GmbH       
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 The last example (Fig.  4 ) relates to the identi fi cation of loose rivets which reveal 
themselves when inspected with UBP due to boundary friction resulting in heat.   

   Conclusions 

 Nondestructive testing using lockin thermography is a fast and reliable method for 
imaging of subsurface thermal features, e.g. boundaries in all kinds of materials. As 
depth range is variable via modulation frequency, three dimensional information is 
obtained much faster than conventional methods.      
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  Abstract   The paper presents issues related to detection of very thin defects in 
multi-layer composite materials based on carbon  fi bres. Defects that may occur in 
this type of multi-layer composite materials include delaminations and incomplete 
bonding of composite layers. Thermal non-destructive tests (NDT) have been rec-
ognised as an effective method of defect detection in multi-layer materials.  

  Keywords   Carbon  •  Defect detection  •  Infrared thermography  •  Layered 
composites      

   Introduction 

 More and more often composite materials are used for fabrication of light-
weight ballistic covers. An interest in these covers results from threats which 
troops participating in stabilisation missions are exposed to. Usually these 
troops use motor vehicles exposed to small-arms  fi re and mine explosions. 
Therefore it is necessary to provide an effective protection for these vehicles 
that assures an adequate safety level for their crews  [  1  ] . Composite materials 
feature excellent mechanical and strength-related properties, combined with a 
low speci fi c weight. This combination of features actually occurs only in com-
posites and this is the reason why their application in design of light ballistic 
covers, where these features are of a paramount importance, has been recently 
growing rapidly. One of the basic groups of reinforcement materials in 
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 composites are carbon  fi bres discovered back in 19 th  century. They have many 
technical applications including light ballistic covers where they are most often 
used as multi-layer composite materials constituting a structure made of several 
interconnected layers or many layers of carbon  fi bres, or in combination with 
other materials. Given the fact that light ballistic covers are usually several to 
10-20 mm thick and are made of materials with thermo-physical properties 
de fi nitely different from those of potential defects occurring in these materials, 
non-destructive tests using thermography methods may be an effective tool for 
detection of these defects.  

   Test Method 

 One of the main methods of active thermography - Pulsed Thermography (PT) 
 [  2  ]  was used to check the effectiveness of defect detection in multi-layer carbon 
composites. PT is currently one of the most popular methods used in non-
destructive tests of composite materials. Tests of this kind consist in use of a 
lamp, laser, etc. to generate a thermal exciting pulse (or series of pulses) that lasts 
from several milliseconds for high thermal conductivity materials (e.g. metals) 
to several seconds for low conductivity materials. Also a pulse that cools down 
the surface of the object being tested can be used (e.g. liquid nitrogen, etc.). PT 
can be use in both re fl ective and transmission method. A sequence of images 
(thermograms) is recorded at constant intervals between the images. Having 
switched the radiation source off the object under test is cooled down to the 
ambient temperature. In the cooling phase a temperature distribution across the 
surface of the object is determined and analysed. Depending on thermal proper-
ties of the material tested and defects hidden under its surface, areas of a higher 
or lower temperature will indicate zones where material defects might occur. 
Often special thermogram processing techniques need to be used to identify the 
defect areas. Use of the most popular optical heating (e.g. a heating lamp) is also 
accompanied by drawbacks of this warming mode including: 1) non-uniform 
heating; 2) low temperature contrast resulting from the fact that both defect areas 
and those not containing any defects are heated up 3) dif fi culties with detection 
of deeper defects that require larger thermal energy; however, this may result in 
overheating of the sample and its damage. In order to reduce effects of these 
shortcomings, a thermal stimulation by means of ultrasonic sound began to be 
used  [  3,   4  ] . First of all, ultrasounds cause a temperature increase in the fault area 
that signi fi cantly affects an increase of the temperature contrast value. In order 
to compare a possibility of increasing the probability of defect detection in 
multi-layer carbon composites, tests were conducted using the pulsed ther-
mography method by means of both a heating lamp and an ultrasonic source. 
Figure  1  presents the set-up used for thermographic tests with ultrasonic thermal 
stimulation.  
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   Experimental Tests 

 Two samples of a multi-layer carbon- fi bre composite were tested in the experimental 
tests. Four discs of various diameters (1 to 8 mm), made of 0.1-mm thick Te fl on  fi lm, 
simulating delamination defects (D1 to D4 at 0.6 mm depth), were introduced into the 
 fi rst sample that was 1 mm thick. This sample was used for comparison tests of sam-
ple thermal stimulation by means of an optical and ultrasonic pulse. A  fl ash lamp was 
used as the source of the optical pulse that provided a thermal pulse (Dirac pulse) of a 
3 kJ output power and duration of 1 ms. A ultrasonic pulse of frequency of 20 kHz and 
300 W output power was generated by the ultrasonic generator shown in Fig.1. The 
ThermaCAM P65 camera ( m bolometer, 320x240 pixels, 70 mK) was used for record-
ing the changes of temperature  fi eld on the sample surface; the camera was recording 
sequences of thermograms (400 images in a sequence) at 25 Hz frequency.  

 In order to compare the defect-detection ef fi ciency with use of various image 
processing algorithms used in thermographic tests, trials of another composite sam-
ple of dimensions of 100x100 mm and 5- mm thick, made of 4 layers of carbon-
 fi bre fabric, connected with epoxy resin, were conducted. Six defects (D5 to D10) 
of dimensions of 5x5 mm, 10x10 mm and 10x20 mm, made of 0.1 mm thick Te fl on 
 fi lm and simulating delaminations of the composite, were placed between the fabric 
layers at different depths (1.2 mm, 2.5 mm and 3.8 mm). The sample was tested by 
means of pulsed thermography, and the heat source was a  fl ash lamp providing a 
thermal pulse (Dirac pulse) of 3 kJ output power and 2.7 ms duration. The Agema 
900 LW IR camera (detector MCT, 272x136 pixels, 80 mK) was used for recording 
temperature changes on the sample surface.  

   Test Results 

 Several algorithms (such as Fourier transformation, normalisation, polynomial 
adjustment, pulsed phase thermography, principal components analysis, correlation 
analysis and dynamic thermal tomography) were used for analysis of the results. 

1

2

3

  Fig. 1    Set-up of a stand 
for thermographic tests 
with ultrasonic sample 
stimulation: 1 – sample, 
2 – ultrasonic 
stimulator, 3- IR camera       
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These algorithms are used in thermography non-destructive testing designed for 
separation of signal change areas against the background of interference. Signal to 
noise ratio (S)  [  1  ]  was used as a comparison criterion in estimation of the image 
processing algorithms used. Basing on the signal to noise ratio it can be estimated 
which algorithm is more effective in identi fi cation of areas where defects are located 
 [  5  ] . The signal to noise ratio is calculated basing on the following formula: 

     σ
-

= d nd

nd

T T
S

   
(1)

   

where:     dT   ,     ndT    - correspondingly, average temperatures of a defected and defect-

less zone;  s  
nd

  – standard temperature deviation in defectless zone. 

 Figure  2  presents the results obtained from the comparison or optical and ultra-
sonic pulse stimulation of the  fi rst sample. The thermogram made by means of the 
optical pulse shows thermal „traces” of three defects while that obtained by means of 
ultrasonic pulse shows the two largest defects. Use of image processing algorithms, 
both the Fourier transformation and analysis of principal components, allows for 
locating the fourth defect (D4) with the optical stimulation of the sample (Fig.  3 ). 
Processing of thermograms obtained through ultrasonic stimulation does not allow 
for detection of the D3 and D4 defects by means of these algorithms (Fig.  4 ). Within 
the testing of the second sample a sequence of 400 thermograms was recorded at 
frequency of 25 Hz. The tests were conducted by means of both the pulse single-side 
pulse method (camera and stimulation source are on the same side of the sample 
being tested) and double-side one (camera and source are located on opposite sides 
of the sample). Figure  5  presents selected results obtained from the single-side 
method that turned out to be more effective in detection of defects in this sample. It 
is clearly visible that the pulsed-phased thermography method (phasogram Fig.  5b ) 
and principal components analysis (Fig.  5c ) allow for detection of all defects.   
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  Fig. 2    Comparison of optical and ultrasonic stimulation of a 1-mm thick sample of a  multi-layer 
carbon composite (defects are simulated by 4 Te fl one inserts between the composite layers) 
 a – optical stimulation (maximum signal above D1defect = 1.16°C, average surplus of sample 
temperature 2.2°C, signal to noise ratio 18.6, temperature contrast 53%); 
 b – ultrasonic stimulation (maximum signal above D1 defect = 2.1°C, average surplus of sample 
temperature 0.6°C, signal to noise ratio 32.0, temperature contrast 580%)       
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   Conclusions 

     1)    The comparison of the  fi rst sample stimulation by means of the optical and 
 ultrasonic method has shown that:

   For detected defects a value of the signal to noise ratio is higher with ultra- –
sonic stimulation;  
  Value of the sample surface temperature in areas without any defects is much  –
lower with the ultrasonic stimulation;  
  No small-area defects were detected by means of the ultrasonic stimulation;  –
perhaps this was caused by a wrong selection of ultrasonic frequencies used 
for stimulation (this method has not been suf fi ciently tested yet);  
  Probably the ultrasonic stimulation can provide better results in detection of  –
material cracks, perpendicular to its surface;  
  So far optical stimulation is more effective in delamination detecting.        –

  Fig. 3    Effectiveness of thermogram processing with optical sample stimulation: a - image of the 
Fourier transformation phase (signal to noise ratio S = 33, f=0.125 Hz) b – PCA (signal to noise 
ratio S = 24.6)       

  Fig. 4    Effectiveness of thermogram processing with ultrasonic stimulation: a - image of the 
Fourier transformation phase ( signal to noise ratio S = 11.8, f=0.63 Hz) b – PCA (signal to noise 
ratio S = 31.7)       
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    2)    The tests of both samples shown that currently there are technical possibilities of 
detecting very thin defects in subsur fi cial layers of carbon- fi bre multi-layer 
composites by means of IR thermography methods.  

    3)    Temperature changes on composite surface above a defect may be relatively 
small; this requires use of advanced data processing methods such as pulsed 
phased thermography (PPT), principal component analysis (PCA) and thermal 
tomography.  

    4)    Stimulation of a composite with ultrasonic pulse is a prospective method but it 
requires both improvement of the ultrasonic stimulator’s performance (increase 
of output power and frequency band extension) and series of experimental efforts 
allowing for gaining more extensive knowledge on this.  

  Fig. 5    Results of a carbon- fi bre composite test used the pulsed thermography method (single-side 
method)       

 



639Detection of Very Thin Defects in Multi-Layer Composites Made of CFRP with IRT

    5)    The missing D3 and D4 in the results of ultrasonic excitation may result from 
area/position of energy input, which results in a local heating, masking the small 
signal amplitudes of the defects. Thus an increase of power could not solve the 
problem and might lead to a destruction of the sample.           
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  Abstract   The main goal of this research is to compare capabilities of two different 
Non-Destructive Testing (NDT) methods, thermosonics and digital shearography 
(DISH), to recognize and image back drilled hole defects. Thermosonics was opti-
mized by varying magnitude of the heat  fl ux, the excitation frequency, the number of 
excitation cycles, acquisition time, frame rate etc. DISH was optimized by investigat-
ing the test objects by dynamic loading approach in order to identify per each defect 
the (0 1) mode shape and the corresponding resonance frequency. In this way, whilst 
thermosonics provided the initial infrared imaging of the panel for a pass/fail test, 
DISH has been performed to provide the delamination quantitative assessment.  

  Keywords   Delamination  •  Flaws assessment  •  Nondestructive evaluation  
•  Shearography  •  Thermosonics      

   Introduction 

 In this work we report the result of thermosonics inspection and DISH optimization 
based on an intensive experimental study carried out by investigating two back 
drilled composite test plates. The optimization of thermosonics was experimentally 
undertaken by taking into account the period of excitation, the frequency frame rate, 
the position of the horn tip on the inspected surface etc. DISH methodology was 
used to complement thermosonics damage recognition for the assessment of both 
size and depth of the defects. The quantitative  fl aws assessment was ascertained by 
combining the experimental results with an optimization algorithm. Then, a new 
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method was undertaken to predict the range of natural frequencies to be applied for 
detecting defects having either variable size or depth.  

   Materials and Methods 

    M aterials 

 Two composite  fi bre reinforced polymer (CFRP) test plates,  Fig. 1 , were manufactured 
with the stacking sequence (0, ±45, 90) 

s
  with total thickness equal to four (4) mm. In the 

 fi rst one,  Fig. 1a , four cylindrical holes (D 
n
 ) were made at around two (2) mm of depth 

with size (d) from 40.0 mm to 15.0 mm. For the second specimen,  Fig. 1b , four cylindri-
cal defects were created with constant size, d = 40 mm, however located at different 
depth (z) from 1.7 mm to 3.2 mm.   

    M ethods 

    T hermosonics 

 The system employed in this work,  Fig. 2a , comprises an ultrasonic welding horn, 
driven at 35 KHz, pressed against the surface of the tested object, and the small 
Omega TM  infrared camera, used to reveal the local increase of temperature due to the 
rubbing between both faces of a crack when subjected to a cyclic stress induced 
externally  [  1,  2  ] . An experimental parameter called “heating index” (HI) has been 
suggested as a measure of the total heating released around a crack during the period 
of excitation, this index is worked out by

     
-= ò ( )

0
( ) ( )tHI e EI t dt

t t tt    (1)  

   Where  t  is the time of integration,  k  is a decay constant estimated from the temporal 
decay of heating, when the excitation is switched off, and (EI) is the energy index 
used to weight all vibrational modes excited during the excitation burst, from the 
earlier to the total heating at time ( t )  [  3  ] . The experimental solution was found by 

  Fig. 1    CFRP laminates (a) CFRP 
1
  and (b) CFRP 

2
  made with  fl at bottom holes       
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monitoring the HI in order to verify if its value exceeds the threshold experimentally 
evaluated suf fi cient to identify the presence of cracks by a thermal image as output. 
The thermosonics compact system,  Fig. 2a , was designed for full  fi eld inspection of 
the parts. Therefore, the structural response acquisition was  provided by using a high 
frequency microphone. In the end, the short-time Fourier transform algorithm was 
used to analyze the vibration spectra throughout the excitation phase and from these 
passages the heating indices were obtained in the way indicated above.  

    D igital  S hearography 

 Shearography involves the difference,  Fig. 2b , of two speckle patterns, collected 
one before and another after the sample is deformed. Standard shearography 
measurements were taken for the quantitative assessment of the defect size. 
Therefore, the depth of the delamination was the only unknown variable. The 
delamination behavior under dynamic load was assumed to respond to the theory of 
elastic plates  [  4  ] . This simple model of circular plate, with radius (r) is basically 
used to simulate the de fl ection out-of-plane of the  fl aws or the bending mode excited 
by DISH. 

 This circular plate with radius (r) and thickness (h),  Fig. 3 , was assumed fully 
clamped at its border, whose dimension and thickness (h) are respectively identical 
to those of the region of perturbed fringe patterns recorded and to the depth (z) at 
which each delamination is placed  [  5  ] . From DISH measurements, the dynamic 
response was analyzed by recognizing for each defect the (0 1) mode shape and the 
corresponding resonance frequency. The numerical difference, Eqn. (2), between 
experimental (f 

exp
 ) and theoretical resonant frequencies, calculated for a circular 

plate clamped and free at its border, Eqn. (3), (f 
n
 ) was handled by an unconstrained

     exp 0 0[ ( , )];n nF f f E h= -    (2)  
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  Fig. 2     (a) Thermosonics system. (b) Interpretation of shearographic results        
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optimization algorithm written in Matlab language and based on Levenberg-Marquard 
coupled with the line search method  [  6  ] .

     42
n

n

k Dg
f

p wt
=    (3)  

   Where  w  is the uniform load per unit area including its own weight, r is the radius 
of the circular plate, k 

n
  is a constant correlated to both resonance mode and nodal 

diameter  [  7  ] . This methodology of optimization involved an initial guess expressed 
for the unknown variables (E 

0
 , h 

0
 ) in order to produce a sequence of improving 

approximations to the minimum point. The corresponding data of density, Poisson’s 
ratio and the initial guess for Young’s modulus were taken from literature  [  8  ] .    

   NDT Results and Discussion 

    T hermosonics 

 The thermal image, related to the thermosonics inspection of the composite test 
plate CFRP 

2
 , is shown in the  Fig. 4a . The generation of heat at the defective areas 

was monitored for 200 frames, with a video-frame rate equal to 25 frames per sec-
ond. In particular, the thermal images were collected, on the site CFRP 

2
  (d 

2
 ), for an 

initial pre–pulse period of excitation ranging from 0 th  to 50 th  frames, for the entire 
period of excitation ranging from 50 th  to 150 th  frame and during the thermal decay 
from 150th to 200th frames. The HI assessment was ascertained after  fi ve (5) tests 
and established around 3000 units hence recognized as the minimum threshold of 
heat for damage detection.   

   Digital shearography: Numerical optimization 

 The analysis of the obtained results,  Table 1 , proved, as expected, that the resonance 
frequency increases with the defect depths (z) or with the decrease of the defect sizes 
(d). In the  Table 1 , NDT details of the test condition on composite laminates are 

q

r
h

delaminationCircular plate

o

  Fig. 3    Clamped circular 
plate under dynamic 
load (q)       
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reported, particularly, the defect CFRP 
1
  (d 

1
 ) was undetected. An average of the evalu-

ated defect sizes, taken over ten observations, was compared with the real  fl at bottom 
hole sizes,  Table 1 . The error was estimated to be ranging from 5% to 10% for the  fi rst 
sample, CFRP 

1
 , and less than 7% for the other laminate. Then, the  fl aw depths assess-

ment was obtained by minimizing the numerical difference, Eqn. (2), between exper-
imental and theoretical resonant frequencies. Composite test plates have a different 
number of plies, i.e. different bending stiffness and Poisson’s ratio etc. Therefore, 
different values of Young’s Modulus related to the equivalent circular plates approxi-
mation had to be assumed. In this way, from the numerical optimization, two variables 
were used: the  fl aw depth (z), and the Young’s Modulus (E). The results,  Table 1 , for 
clamped and free mode conditions, yielded acceptable estimates of the defect 
depths. In the case of the composite test plate CFRP 

2
 , the actual locations of the  fi rst 

three  fl at bottom holes depths were estimated with a discrepancy less than 8%.  
 The specimen CFRP 

1
  was manufactured with defects having different size not 

accurately placed at the same depth, due to manufacturing tolerance accuracy. The 
difference in depth and size signi fi cantly in fl uenced the depth assessment with an 
error ranging from 9% to 15%. A typical numerical curve of natural frequency (f), 
plotted against the radius (r) of the circular defects and the  fl aw depths (z), is shown 
in the  Fig. 4b . 
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   Table 1    Comparison between experimental size (d 
exp

 ), numerical depth z( 
clamped/free

 ) and both actual 
depths (z) and size (d), expressed in mm, for CFRP test plates   

 Specimen  D 
n
   f(KHz)  z  d  d 

exp
   z 

Clamped
   z 

Free
   E(GPa) 

 CFRP 
1
   D 

4
   6.85  1.70  40.0  42.0  1.40  1.80  30.00 

 D 
3
   9.10  2.00  35.0  38.0  1.60  1.80  30.00 

 D 
2
   32.63  2.00  20.0  22.0  1.70  1.90  37.00 

 CFRP 
2
   D 

1
   8.17  1.70  40.0  39.5  1.50  1.72  30.50 

 D 
2
   12.50  2.50  40.0  42.0  2.25  2.70  35.00 

 D 
3
   14.94  3.00  40.0  42.0  2.75  3.20  35.50 

 D 
4
   16.90  3.20  40.0  42.7  3.30  3.60  38.50 
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 The theoretical frequency was calculated (3) by using the defect size experimentally 
evaluated, the Young’s Modulus (E) and the  fl aw depths, produced from the numerical 
optimization, for an equivalent circular plate clamped and free at its border. The value 
of the Young’s Modulus was spanned between 30 GPa and 38 GPa, for circular defects 
with size (d) and depth (z) respectively ranging from 20 mm to 40 mm and from 1.5 
mm to 3.5 mm. The experimental resonance frequencies, measured with shearography 
performed on the CFRP 

2
  test plate, were compared,  Table 2 , to those calculated for 

circular defects (P 
n
 ) with comparable depths and dimensions.  

 As shown in the  Table 2 , the experimental resonant frequencies (f 
exp

 ) were proved 
to be ranging from those computed assuming clamped (f) and free (f * ) mode condi-
tions. In this way, the validity of the present methodology was demonstrated.   

   Conclusions 

 This paper presents two novel procedure, i.e. thermosonics and DISH. Thermosonics 
is used to provide the initial infrared imaging of  fl at bottom holes produced in a 
composite test plate. DISH is combined with a developed optimization process in 
order to obtain the knowledge of both size and depth of the defects. The results 
showed that the boundaries of the  fl at bottom holes, for composite test plates, can be 
estimated quantitatively with an accuracy of more than 90%, the error in the assess-
ment of the  fl aw depths was generally less than 9%. In conclusion, Thermosonics is 
an intrinsically fast method of inspection. However, the technique does not offer the 
possibility to estimate the defect depths but provides a pass/fail test.      
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  Abstract   Fiber composites often consist of several layers with different  fi ber orien-
tations and are formed in a three-dimensional shape. For non-destructive testing of 
these components industrial computed tomography (CT) can be used to analyze the 
internal structures and to detect inhomogeneities or defects. A set of several hun-
dred X-ray projection images is acquired from which the local attenuation 
coef fi cients of the components are reconstructed to a three-dimensional volume. 
Dif fi culties arise when the three-dimensional volume representation of a laminar 
component is visualized. Often these components are curved and thus it is dif fi cult 
to analyze the individual layers of the laminate by scrolling through the slices of the 
Cartesian volume. 

 This presentation describes a method for the extraction of laminate layers from 
CT data and their subsequent evaluation. The surface of the component is described 
by Bézier-patches. Shifting and sampling of this surface description allows the cal-
culation of a virtually “planar” volume. The laminate layers are aligned in parallel 
planes in the resulting volume and can be analyzed and visualized layer by layer. 
With the help of subsequent image analysis applied to each layer irregularities in the 
 fi ber layout like undulations or defects like pores and voids can be detected. The 
application of this method is demonstrated on a typical example.  

  Keywords   Computed tomography  •  Fiber reinforced polymers  •  Free form surface  
•  Image analysis  •  Laminate      
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   Introduction 

 Fiber composite parts are often made up of several layers of woven or non-crimp fabrics 
consisting of glass- or carbon- fi bers. By cutting, sewing and draping a three-dimensional 
shape is laid out made of several two-dimensional preform patches. In the following 
step, this three-dimensional shape is impregnated with a liquid resin that hardens during 
the so called curing step under the in fl uence of temperature and pressure. 

 For purpose of quality control, non-destructive testing methods have to be applied 
to  fi nd possible defects. Typical defects are pores and voids on the matrix-side and 
undulations, broken  fi bers,  fi ber misplacements, etc on the  fi ber-side. 

 Due to the advent of  fl at panel detectors and increased computing speed computed 
tomography (CT), which is well-known as a tool in medical diagnostics, is used as a 
non-destructive testing method to detect these inhomogeneities and defects. Recent 
developments provide the possibility to use CT also as an inline testing method. This 
is referred to as “Inline-CT”  [  1  ] . The fast data-acquisition speed demands for an 
equally fast evaluation of the scanned objects. Therefore, automatic defect detection 
algorithms have to be used to  fi nd possible defects inside the object. 

 In general, the cross-sectional CT-views do not represent the object’s fabric lay-
ers, thus it very dif fi cult to analyze the object’s internal structure. To solve this 
problem, image processing algorithms were developed  [  2  ] , which offer the possibil-
ity to successively extract shape- fi tted layers from the 3D volumes. Those algo-
rithms are used in this paper as a starting point to analyze the laminar structures of 
 fi ber composites. After their application, other 2D-image processing algorithms are 
applied slice by slice to detect defects and inhomogeneities within individual fabric 
layers. 

 First we give a short outline of the algorithms for the extraction of shape- fi tted 
layers. Afterwards we demonstrate the application of 2D image processing algorithms 
to  fi nd defects in the extracted layers. This method is shown on a CT-scan of a CFRP-
clip, which is a part used for structure connecting purposes in modern aircrafts.  

   Extraction of the Shape Fitted Layers 

 Several steps are necessary for the extraction. First of all we apply binarization 
operators to distinguish between object and background voxels. Afterwards we 
detect the object’s outer surface which serves as a reference layer for the extraction. 
Next, we sample this outer surface to determine a net of Bézier-patches  [  3  ]  that 
mathematically describes the surface of the object. Afterwards, we evaluate the 
Bézier-patches to calculate the coordinates of the layer points. By subsequently 
sampling and shifting these layer points relatively to the reference surface along 
their surface normals we extract the shape- fi tted layers and store them in an output 
volume. The best results can be achieved if the volume contains fabric layers that 
are parallel to the surface. 
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 Figure 1 sketches this procedure on a three dimensional reconstructed volume of 
a tube section. On the surface of that section the net of Bézier-patches is drawn 
using the control points of the Bézier-patches and connecting lines between them. 
The red arrows indicate the directions of the normals along which the sampled 
points are moved for extracting the next object layers. Further information about 
this method and implementation details can be found in  [  2  ] .   

   Analysis of the Extracted Layers 

 One main advantage of the extraction is that now in most cases it is possible to  fi nd 
defects and other inhomogeneities in the object layers by applying 2D image pro-
cessing algorithms slice by slice. Without the extraction more complicated 3D 
image processing algorithms would have to be applied. 

 For the analysis of the slices we implemented two methods:

    1.    Calculation of statistical values of each slice  
    2.    Defect detection using threshold binarization and median  fi ltering     

 The  fi rst method provides us with statistical values which can be used to deter-
mine parameter values for detecting larger defects in each slice (e.g. by threshold 
binarization) whereas the second method is used to detect smaller defects which are 
re fl ected in slight grey value differences to the surrounding area. Those defects are 
dif fi cult to  fi nd by simple threshold binarization. 

   Calculation of statistical values of each slice 

 Here, we calculate the mean-, the minimum-, the maximum-grey value as well as 
the standard deviation and the variance for each slice along an arbitrary direction. 
Normally, the slices have quite the same statistical values. But if there are some 
slices with defects like higher attenuating inclusions or lower attenuating pores and 
voids, in consequence these defects have an in fl uence on the statistical values. By 
comparing the statistical values of slices with defects to slices without defects, those 
slices should be easily detectable.  

  Fig. 1    Tube section with a net of Bézier-patches drawn on the object’s surface       
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   Defect detection using threshold binarization and median  fi ltering 

 The median  fi lter is an image processing operation which is often applied to remove 
noise in images. In our case we use the median  fi lter to  fi nd smaller defects inside the 
object layers. Therefore we apply the median  fi lter with a disc-shaped  fi lter mask to 
blur the potential defect voxels. In a next step we calculate the absolute difference 
between the original and the  fi ltered volume. In the resulting volume the grey value of 
each voxel is an indicator for the probability that this voxel can be classi fi ed as a 
defect voxel. A threshold can be applied to suppress voxels with a lower probability.   

   Example 

 We tested the approach described above on a CT-scan of a clip made of carbon  fi ber 
reinforced polymers (CFRP). The wall thickness of the clip was about 2.1 mm. 
It took 7 minutes to scan the clip with a reconstructed voxel edge length of 101 µm. 
In Fig.  2  a 3D-visualization of this clip is shown.   

   Results 

 The clip consists of several fabric layers and shows slight undulations on the object’s 
surface. We de fi ned a rectangular region where we applied the extraction algorithm 
 fi rst and calculated the statistical values of the extracted layers afterwards. 

 Figure  3  displays some slices of the extracted shape  fi tted layers and in Fig.  4  the 
statistical values for each slice are shown in a diagram. In the slices 1 to 3 some local 
spots with higher absorbing inclusions can be seen. This corresponds to the maximum 

  Fig. 2    3D-visualization of 
a clip made of CFRP       
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values of these slices in the diagram. From slice 4 to 12 the mean, minimum and 
maximum values do not vary very much whereas the variance rises. The variance 
indicates that the grey value differences increase which is in this case mainly caused by 
the structure of the  fi ber layers. Then several slices are visible that show larger areas with 
darker grey values. This is caused by lower X-ray absorption and indicates a locally 
lower matrix content due to voids and pores. In the diagram those areas of lower grey 
values lead to a lower minimum value and to an increased variance but only a slight 
decrease of the mean value. A combination of the minimum and variance values may 
thus help for a reliable detection of layers with lower matrix impregnation.   

 Figures  5  and  6  show the results of the defect detection. In the left image the 
original slice is displayed and in the right image the defect voxels are marked with 
colors ranging from green over yellow to red. The colors indicate the probability 
that a voxel belongs to a defect. In a subsequent step adjacent defect voxels can be 
merged to so called blobs which represent the whole defect. For each blob charac-
teristic features can be calculated like the size, the ratio of the diameters of the 
maximum inscribing sphere and the minimum covering sphere, the contrast to the 
surrounding area, and so on. These values can be displayed in a table and the user 
can  fi lter the blobs by constraining the admissible feature values.    

  Fig. 3    Selected slices of the volume with the extracted shape  fi tted layers. Near the center of slice 3 
a higher absorbing inclusion can be seen. Slice 8 shows a slice with only regular structures and no 
defects. In slice 11 some defects are already visible. Slice 14 displays a large number of defects       
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  Fig. 4    Statistical values of the slices       
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   Conclusion 

 The combination of the shape- fi tted layers extraction algorithms with the 2D image 
processing algorithms offers good possibilities for the detection of defects in 
CT-scans of CFRP parts with multiple fabric layers. It was demonstrated how the 
object layers can be extracted from a 3D volume. Furthermore we have shown that 
defects in the object layers have an in fl uence on the statistical values due to their 
grey value differences compared to regular structures. An example for the applica-
tion of 2D image processing algorithms was given to  fi nd defects in the object struc-
ture. At the moment the best evaluation parameters for a reliable detection of all 
potential defects have to be determined manually. It poses a challenge for the future 
to determine them automatically from the CT-data.       
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  Fig. 6    Slice 17 original (left), detected defects (middle), original with detected defects as overlay 
(right)       

  Fig. 5    Slice 7 original (left), detected defects (middle), original with detected defects as overlay 
(right)       
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  Abstract   In this paper a simple analysis and measurement device in eddy current 
NDE are presented. A Hall probe is associated to a double rectangular Printed 
Circuit Board PCB. The con fi gurations examined involve the double coil in air and 
above aluminum plates, either with or without cracks of various depths. The agree-
ment between experimental and theoretical results is very good, showing that our 
model accurately describes the electromagnetic  fi elds.  

  Keywords   Double coil  •  Eddy current  •  Hall probe  •  Magnetic  fi eld analysis  •  NDE 
measurement      

   Introduction 

 The early apparatus for Electromagnetic Non Destructive Evaluation (E-NDE) 
consisted of a circular probe coil whose impedance was measured all over the sur-
face of the metal sheets to be examined  [  1–  4  ] . One suggested improvement is to 
replace the impedance value by the resulting magnetic  fi eld as the basic signal. 

 Since the SQUID (Superconducting Quantum Interference Device  [  5–  6  ] ) is a 
very attractive sensor of magnetic  fi eld intensity, it has been attempted to introduce 
it in the vicinity of the probe coil  [  5–  7  ] . But, since it is subject to saturation, inves-
tigators replaced the circular coil by a double D. In an excellent paper, Poulakis and 
Theodoulidis  [  8  ]  have simpli fi ed the equipment by using a double rectangular 
printed circuit board coil and a SQUID. They have presented such a system, and 
given expanded analysis which is reported in  [  9  ] . 
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 In what follows, we present an experimental set up including a double rectangular 
coil where the SQUID is replaced by a Hall probe which is less sensitive, but may be 
installed very close to the area to be examined. And we give a simpli fi ed analytical 
model which is simpler than the above quoted one, without loss of accuracy.  

   Analysis of the Coil Field 

 The set up is described in Fig.  1 . In Fig.  1a , a double rectangular coil printed circuit 
is shown. In Fig.  1b , we show a conducting plate of thickness  c , and the printed 
circuit above it; a Hall probe is attached as shown.  

  Fig. 1    (a) Top view of the rectangular double printed coil with arrows shown the current direction; 
(b) Side view of this coil above an aluminum plate       
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  Fig. 2    (a) Differential element for application of Biot and Savart law; (b) Magnetic  fi eld evaluation 
and measurement for the excitation coil in air for different values of altitude z       
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 We  fi rst analyze the electromagnetic  fi eld created, in free space, by a current of 
1.7 A   fl owing in the double D coil. This may be done by integrating the Biot and 
Savart formula (Fig.  2a ) at a point  M , where  P  is varied along the two rectangles. As 
for  M , for the purpose of this paper, it will be varied in the plane normal to
(Fig.  2b ) and including  Oy . We considered that, if (    2

L

l
³   ), it is enough to evaluate 

the  fi eld as if  L  was in fi nite (in  [  10  ] , the authors make an analogous remark but 

adopt     4
L

l
³   ).  

 Therefore, the calculation of the coil  fi eld is reduced to a fourfold application of the 
Biot and Savart law for in fi nitely long conductors  [  11  ] . 

 Those approximations have been carefully checked. In   Fi g. 2b , the value of 
the normal component of the double rectangular coil  fi eld, is described for three 
values (2, 8, 22 mm ) of the vertical distance from the double rectangular plane 
(current intensity being 7.7  A ). This  fi eld is also measured with a Hall  sensor. 
There is no signi fi cant difference between experimental and theoretical values.  

   Analysis of the Currents Induced in a Plate and of the  B  z  Field 

   Flawless plate 

 Assume now that the plate in Fig.  1b  has a resistivity equal to 5.82 * 10 -8   W . m  
(Aluminum  AG 3 at 20° C ); its dimensions in the directions  Ox, Oy, Oz  are 110, 100, 
and 5 mm  respectively. The current in the double rectangular coil is 1.7  A  (as above) 
and its frequency is 180 Hz . The corresponding skin depth is 9.1 mm , much larger 
than the plate thickness. 

 Clearly, this means that the magnetic  fi eld of the currents induced in the plate is 
totally negligible in comparison to the exciting  fi eld. Therefore, the plate can be 
viewed as shown in Fig.  3 .  

 The vector potential is parallel to  Ox , and its origin may be chosen arbitrarily. If 
we take this origin inside the plate, just below the geometrical center of the double 
rectangular coil, the  emf ’s shown in Fig.  3  will be clearly de fi ned. Indeed, in Fig.  4 , 
the plate is divided into  M  ×  N  small elements of resistance  R  

 ij 
 , easy to evaluate. Let 

us call  V  the potential difference between the two sides of the plate

An  emf      = - ij
ij

dA
E

dt
  is created along element ( i, j ),  Aij  being the potential vector

created by the double rectangular coil along this element.  
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 The sum of the currents in the individual conductors must be zero; therefore, if 
the current in element ( i, j ) is  l  

 ij 
 , we have  M  *  N  + 1 equations (Eqn. (1)):

     

ì
-ï

ï Wí
ï
ïî

å

ij ij ij

ij
i, j

E R I = V

I

*

= 0
   (1)  

 which determine  V  and the  I  
 ij 
 ’s.  

   A plate with a calibrated fl aw 

 Consider now two plates similar to the above one, but with a calibrated crack 
(  Fi g. 5 ). The width of the crack is  w  = 1 mm , and the depths are 0.5 and 1 mm  respec-
tively. The induced currents are described as explained in   Fi g. 5a ,  b .  

 The Hall effect probe has been made by “ITRAN, France”. Its surface is a 

few mm 2 , its volume is 0.001mm 3 . The white magnetic  fi eld noise is:     10pT

Hz
  .  

  Fig. 4.    (a) Division of a  fl awless plate into elements; (b) electrical model of one element.       

  Fig. 3    Model for the evaluation of emf and currents induced inside the  fl awless conducting plate       
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  Fig. 5    Same view as in Fig.  4 , but there is a calibrated crack       
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  Fig. 6    Comparison of theory (a) and measurement (b) in the center of a  fl awless plate for y = 0       

A synchronous detection set-up is used, in order to distinguish the very small signal 
created by the eddy currents from the much larger excitation  fi eld. Its sensitivity

is    5mV

Tm
   [  12  ] , the Hall probe sensitivity is much smaller than the SQUIDsensitivity, 

but it can operate very near to the center of the double rectangular coil. The active 
part of a SQUID is usually in a distant of more than 1cm of the same point because 
of the cooling dewar thickness. 

 At the center of the  fl awless plate, the theoretical and experimental values are 
given in Fig.  6 .  

 When there is a calibrated crack at the center of the plate, the predicted  fi eld  Bz  is 
described in Fig.  7a  for a width  w  = 1 mm  and for four different depths ( depth  = 0.5, 1, 2 
and 3 mm) . The corresponding measured values are described in Fig.  7b .    

   Conclusion 

 In this paper, we describe the development of a simple, but accurate, theoretical 
treatment of eddy current analysis of planar samples with and without  fl aws. We have 
carefully tested the computation technique by eddy current scanning experiments 
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using a Hall probe. The agreement between experimental and theoretical results is 
very good, showing that our novel model-based calculations describe well the signals 
obtained when using a double rectangular excitation coil and a Hall effect probe.      
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  Fig. 7    Comparison of theory (a) and measurement (b) in the case of a crack in the center, for four 
different values of the crack depth (w = 1mm)       
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  Abstract   With the rapid increase of composite usage on aircraft primary structures, 
the damage of composite laminate and its nondestructive testing are of high interest to 
the aerospace industry. Composite laminates, typically without reinforcement in the 
out-of-plane direction, are prone to impact damage. While the characteristics and the 
NDT of impact-induced delaminations are well known, the precursor to failure has 
not attracted equal attention. In this paper, we report an investigation of microcracks 
and delaminations in carbon composite and glass composite laminates fabricated from 
unidirectional and woven prepregs. Microcracks were induced by low energy impact 
and by thermal cycling to cryogenic temperature. The density, distribution and orien-
tation of the microcracks caused by impact were mapped out in detail by photomicro-
graphs. Specimens containing microcracks were then fatigued to observe the initiation 
and development of delaminations. With before-and-after micrographs, the changes 
of individual microcracks were followed and documented. The delaminations grown 
from microcracks in a woven glass laminate during fatigue were found to be localized, 
short, and tight. These “micro-delaminations” are characteristically different from the 
“macro-delaminations” caused by impact energy above the delamination threshold. 
Unlike macro-delaminations, the ultrasonic detection of micro-delamination zone has 
proven more challenging.  

  Keywords   Composites  •  Delamination  •  Fatigue  •  Impact  •  Microcracks  
•  Photomicrographs  •  Thermal cycling      
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   Introduction 

 The behavior of impact-induced delaminations in composite solid laminates and 
their nondestructive detection are well documented in the literatures. Their mor-
phology has been modeled and experimentally veri fi ed  [  1,  2  ]  and their presence can 
be detected and imaged with ultrasonic scan  [  3  ] . The emphasis of this work is on the 
precursor to delamination failure, generally considered the microcrcaks of the resin 
matrix. The goal is to study the change of the damage morphology as the impact 
energy increases and exceeds the threshold for delamination. In addition, samples 
containing microcracks are also subjected to fatigue test to observe the evolution of 
the damage and the initiation of delaminations. 

 Experimentally, microcracks were produced in two different ways. A zone of 
matrix microcracking was induced by a low energy impact on a composite solid 
laminate. The damage zone was sectioned through the center and the edge was pol-
ished to reveal the microcracks. The sample, with one polished edge, was then 
fatigued to observe the changes before it failed. Microcracks were also produced by 
cycling the sample in and out of a cryogenic  fl uid (liquid nitrogen). Similarly the 
microcracked sample was also cut, polished, micrographed, and then fatigue tested 
to failure. Ultrasonic tests were carried out over the impact damage zone at different 
stage of the microcracking and delamination.  

   Results in Woven GFRP Laminate 

 The glass composite sample used in the experiment was a laminate of 24 woven 
plies. The specimen was 5.67 mm thick. The impact damage was induced by drop-
ping a weight of 3.42 Kg with a 50 mm diameter tup from various heights. The drop 
tests were carried out on an Instron Dynatup 8200 impact tester, with the specimen 
placed on the platform over a 76mm (3”) diameter hole. The threshold incident 
energy (mgh) for producing delamination in the specimen was approximately 11 
Joules. Impacts were made at 9, 10, 11, 12, and 16 Joules and the specimen was 
sectioned, polished, and micrographed to document the morphology, density, and 
spatial distribution of the microcracks. 

   Microcrack density and spatial distribution 

 The spatial distribution of the crack density produced by impact energy of 9, 10, and 
11J is shown in Fig.  1 , where the numbers in the squares represent the number of 
cracks per square millimeter and each square in the  fi gure was 1 mm x 1 mm. The 
results showed that most of the cracks were located near the back surface and 
slightly away from the impact point.   
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   Microcrack morphology 

 The microcracks produced by impact were generally tilted. Those located to the left 
of the impact point tilted to the right (toward the impact point) and those located to 
the right of the impact point tilted to the left. This behavior was also observed in 
impact damage above the delamination threshold where both delaminations and 
microcracks were present. Figure  2  shows the tilting of the microcracks in an 11J 
impact site.   

   Fatigue test of specimen with microcracks 

 The specimens containing microcracks induced by low energy impact were fatigued 
to study the evolution and development of the damage. During the fatigue test, many 
of the microcracks were found to grow and continue in the horizontal direction to 
produce “micro-delaminations”. The fatigue was done using a short beam shear test 
 fi xture on a MTS machine. Figure  3  shows the comparison of a small region of a 10 
Joule impact zone before and after fatigue. (The printed resolution does not allow the 
display of large images.) The microcracks in the two images were identical, except 
that some short and tight delaminations appeared after 1000 cycles of fatigue. These 
“micro” delaminations were much tighter and shorter than the interlaminar “macro” 
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  Fig. 1    Spatial distribution of microcrack density produced by impact energies of 9, 10, and 
11 Joules       
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delaminations caused by high energy impact. The former attenuates an ultrasonic 
beam only slightly, whereas the latter can ef fi ciently block an ultrasonic beam. In a 
woven composite, many of the delaminations between  fi ber tows remain localized 
since their propagation became thwarted by other  fi ber tows. However, when the 
fatigue test of the sample containing the micro-delaminations continued to a higher 
load, the sample eventually failed after producing numerous macro-delaminations at 
the ply interfaces. In a laminate fabricated with unidirectional prepregs, the growth 
of inter-laminar delaminations during fatigue tended to propagate unimpeded.    

   Results in Unidirectional CFRP Laminates 

 In the study of carbon composite laminates, two specimens were used. A 24-ply [0/90] 
12

  
layup was impacted at different energy to determine the delamination threshold. 
Another laminate with a layup of [0 

4
 /90 

4
 ] 

s
  was cycled between room temperature and 

liquid nitrogen temperature to produce microcracks. The thermally cycled specimen 
was cut, polished, and micrographed to record the microcracks. The specimens with 
one polished edge were then fatigued to observe the development of the damage. 

  Fig. 3    Microcracks develop into short, tight delaminations after fatigue       

  Fig. 2    Microcracks in woven GFRP produced by an impact with 10 Joules of incident energy. 
Optical micrographs show that the microcracks (faint short  fi ne lines) tilt toward the impact point       
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   Delamination threshold in CFRP laminate 

 Using the same Instron impact tester, the onset of delamination of the 24-ply 
[0/90] 

12
  laminate occurred at approximately 18.5 Joules. The specimen was 

impacted at 15, 17, 18, 18.5, 19, and 20 Joules of incident energy and the damages 
were examined with contact mode ultrasonic testing and with immersion C-scan. 
At the energy corresponding to the onset of delamination, the changes were quite 
distinct. Below this energy, the damage zone was small (10 mm or less) and their 
effect on an ultrasonic beam was quite minimal. The back wall echo amplitude was 
attenuated by approximately 10%. Above the threshold energy, the diameter of the 
damage zone became typically 25 mm or larger and the delaminations completely 
blocked the back wall echo. Figure  4  shows the time-of- fl ight, 5 MHz pulse-echo 
scan image of damage below the delamination threshold (17 Joule) and damage 
above the threshold (18.5 Joule).   

   Thermally induced microcracks and fatigue test results 

 The 16-ply, [0 
4
 /90 

4
 ] 

s
  CFRP laminate fabricated with unidirectional prepregs was cut 

into four 25mm x 140 mm strips and thermally cycled to liquid nitrogen tempera-
ture. Three of the samples produced less than 10 microcracks while one sample 
produced more than 50 cracks. This was consistent with the reported high variabil-
ity of thermally induced cracking of CFRP  [  4  ] . On a polished edge showing the 
0-degree plies on the outside, the cracks occurred in the 90-degree plies and went 
through the entire thickness of the stack. 

  Fig. 4    Time of  fl ight 
immersion C-scan image 
of an impact damage with 
almost no delamination 
(left, at 17 Joule) and 
one with extensive 
delamination (right, 
at 18.5 Joule)       

 



666 D.K. Hsu et al.

 When the samples with the thermally induced cracks were fatigue tested, they all 
failed catastrophically without observable precursors. Micrographs of the polished 
edge showed that the failure usually began under the center roller of the three-point 
bending test  fi xture as a delamination at the upper 0/90 ply interface. The delamina-
tion propagated in one direction, encountered a crack in the 90-degree plies, fol-
lowed it for a short distance and then branched off at 45 o  and continued to propagate 
at the lower 0/90 interface. Figure  5  shows an example of the fatigue failure of a 
thermally cycled CFEP sample. This behavior of the cracks is as expected. As the 
crack approaches the mid-plane, the shear stresses develop and the crack propagates 
at 45 o  angle.  

 The fatigue behavior of the microcracks in CFRP differed greatly from that of 
the GFRP laminate. There were several reasons for the difference. First, the GFRP 
laminate consisted of woven plies while the CFRP laminate was fabricated using 
unidirectional prepregs. The simpler geometry of the unidirectional laminate pre-
vented the formation of the micro-delamination precursors. Once the delamination 
started propagating along the 0/90 interface, there were no structural features to stop 
it. Secondly, the microcracks in [0 

4
 /90 

4
 ] 

s
  were longer (through all the 90-degree 

plies) and were not localized like impact-induced microcracks. As this work contin-
ues, the pre-delamination impact damage in the unidirectional CFRP will be fatigued 
to study the evolution of the microcracks.   

   Conclusions 

 This study showed that impact damages in composite laminates were characteristi-
cally different for energies below and above the threshold for delamination. It further 
showed that microcracks in a woven laminate, when subjected to fatigue, led to local-
ized micro-delaminations. Interlaminar macro-delaminations are readily detected by 
ultrasound, but the effect of micro-delaminations on ultrasound was more subtle.      

  Acknowledgement   This work was supported in part by the NSF Industry/University Cooperative 
Research Center for NDE at Iowa State University, and in part by the Federal Aviation 
Administration.  

  Fig. 5    Fatigue failure of a region of [0 
4
 /90 

4
 ] 

s
  CFRP containing thermally induced microcracks 

(a, b, c, d). Left roller for three-point bend test is off the  fi gure       
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  Abstract   A novel robotic high-speed 3D scanner has been developed to demonstrate 
the capability of rapidly inspecting the surface of the entire Crew Exploration Vehicle 
(CEV) heat shield (5 meters in diameter), and its individual components. The scanner 
is used to measure defects (cracks, holes) in the heat shield and to see if the shield was 
constructed within acceptable geometrical tolerances from the design. A patented 
NASA 3D laser sensor is mounted onto a six-axis robot arm. The sensor uses the 
principle of laser triangulation and projects a laser line onto the target surface while 
the robot arm moves the sensor over the surface. Because of the sensor’s very high 3D 
point generation capability and the robot arm’s precise position control, scanning the 
entire heat shield at high-resolution takes about one hour rather than the many hours 
or days required by existing 3D scanning technologies.

Keywords 3D laser scanner • Heat shield • High-speed • Robot • Space craft      

   Introduction and Background 

 Successful performance of the large, hemispherical shaped heat shield on NASA’s 
Crew Exploration Vehicle (CEV) Fig.  1  is critical for crew and vehicle survival 
when re-entering into the earth’s atmosphere. Small surface defects such as cracks 
and holes, as well as out of tolerance errors in the geometrical shape generated 
during manufacturing can negatively affect heat shield performance. Therefore, 
detection, measurement, and characterization of heat shield  fl aws prior to  fi nal 
assembly and  fl ight are critical in remediation of problems. 

 To meet these critical needs, a large area high-resolution 3D surface scanner has 
been developed as a proof of concept by NASA Ames engineers to inspect the entire 
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 fi ve-meter diameter heat shield at high resolution. The scanner uses an Adept 850 
Viper Robot to guide a patented NASA 3D laser sensor weighing only. 68 Kg over 
the heat shield at speeds of up to 150 mm/sec. It is able to achieve rapid scans with 
x, y, z resolutions down to .127mm because of the 3D sensor’s high 3D point gen-
eration capability – 640,000 3D surface points/second. The exceptional speed and 
resolution of the robot scanner will enable the engineers to scan an entire heat shield 
at high resolution in a couple of hours rather than days. 

 The 3D laser sensor technology used was originally developed at NASA Ames 
for the hand-held Mold Impression Laser Tool (MILT)  [  1  ]  to inspect space shuttle 
tiles, and to be used on planetary rovers to aid in navigation  [  2  ] . 

 Software for controlling the robot, displaying and patching 3D scans in real time, 
zooming into and measuring defect dimensions, and providing “recession” and 
other kinds of analysis have been developed. or adapted from the MILT project. 

 This paper will begin by presenting the overall system architecture and design, 
then describe the essential hardware components – the robot and 3D laser sensor, fol-
lowed by the PC control and analysis software, and some examples of robot scanner 
performance results.  

   System Architecture and Design 

 Figure  2  shows the basic components that make up the Robot Scanner and how they 
interact. The high-speed NASA 3D laser sensor is mounted onto a commercial six-
axis robot arm – an Adept technologies Viper 850. The 3D sensor works on the 
principle of laser triangulation  [  3  ]  with a video camera and laser line projector, and 
is connected to a PC via gig-ethernet. The PC initiates the 3D sensor operation 
through a command sequence, and receives a 3D data packet from the sensor at each 
camera frame during a scan. So scans consists of the control computer simultane-
ously commanding the robot to move over a predetermined trajectory at a given 

  Fig. 1    CEV crew capsule       
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velocity while the 3D sensor begins to take frames at a set rate. During the scan, 
every third camera frame synch signal (214 Hz) is sent to the robot controller to latch 
the robot’s six-axis (x, y, z, yaw, pitch, and roll) position information at that frame 
into the controller’s memory. Using Adept’s robot programming language, the posi-
tion information is then sent from the robot controller box to the PC where it is 
matched up with the correct 3D frame data to generate a 3D surface. The custom 
written C++ main program running from the PC thus initiates the scan through com-
mands to both the 3D sensor and robot, receives both 3D data from the sensor and 
position information from the robot, and combines 3D data and position information 
into a 3D image displayed on the PC monitor. Extensive display and data analysis 
software already written for the 3D sensor for other NASA applications has been 
changed and adapted for this project. A GUI (Graphical User interface) allows the 
user to setup both the 3D sensor and robot for a scan, initiate a scan, view the scan 
results in 3D, and select 3D data analysis functions to perform on the scan taken.    

   Hardware 

   High-speed 3D sensor 

 Components of the sensor shown in Fig.  3  include a high-speed (642 frames/sec) 
digital camera, a c-mount camera lens, a laser diode line generator (670nm), an 
electronic 3D processing subsystem, and an Ethernet communication subsystem. 

  Fig. 2    System architecture       
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As the sensor moves over the target, the camera takes frames (pictures) at constant 
distance intervals of the laser line re fl ected off of the surface. The resulting position 
of the laser line projected onto the sensor array determines the depth of the surface 
at each point along that cross section of the target. The electronics processing sec-
tion processes laser line data into 3D data in real time, controls the laser and user 
interface and data I/O communications between the sensor and PC. During a scan, 
the processed data is transmitted from the instrument over gig-Ethernet or wireless 
802.11g standard to the host PC. 

 The PC software further processes this data to create and display 3D images with 
range points, and calculates the depth and volume of the surface automatically.  

   The robot 

 The Robot is an Adept technologies Viper s850 model. It was chosen because of its 
combination of excellent position repeatability (0.030mm), good reach (854mm), 
the ability to read its six high-accuracy encoders a high rate (214Hz), relatively 
small size, and low cost. Although the robot cannot reach the  fi ve meters required to 
scan the entire CEV heat shield, it was intended that this system demonstrate a proof 
of concept for a larger system.  

   C++ Software 

 The scanner software consists of three main modules: the API (Application 
Programming Interface), the GUI (Graphical User Interface) shown in Fig.  4 , and the 
MATLAB library. Our particular API is a collection of custom written classes with 
functions that greatly facilitate communication between the user interface GUI and 
the scanner hardware – the 3D sensor and Robot. There are also some data analysis 
functions that are packaged into a MATLAB library that the GUI also calls as 
appropriate. 

 A central function of the software are the 3D triangulation calculations, which 
use data from the 3D sensor and position data from the robot encoders to determine 

  Fig. 3    Left - 3D sensor architecture drawing. Right- Photograph of sensor       
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the 3D points of the target. Since the controller sends encoder data only at every 
third 3D sensor frame, the position data is interpolated for two of every three 3D 
data points. The triangulated surface point is calculated by applying a simple trans-
lation and tool offset for each of x, y, and z coordinate, followed by the appropriate 
combination of rotation matrices. 

 Another important software function is defect detection and analysis. A brief 
description of this function follows. For more detailed information on the principles 
and methodology of this function please see reference  [  4  ] . This function takes an 
input surface from the triangulated 3D points de fi ned on an evenly spaced domain, 
and determines where the defects are located based on an input threshold level set 
by the user. Points below this threshold level are then run through a 5x5 point median 
 fi lter to soften unwanted noise on the defect surfaces. A morphological operation 
then creates a binary map that represents each defect perimeter. This defect binary 
map is then sorted into individual defects by largest area/volume, and they are 
labeled. Finally, the maximum depth, area, width, and length of the defects are cal-
culated and displayed in a chart with defects labeled on the 3D image. 

 A GUI submenu allows the user to program the robot path for the scan. Presently, 
this is limited to linear scans where the robot moves in a straight line over the target. 
However, multiple passes over the target (up to 4) can be programmed where the 3D 
sensor angle relative to the target can be changed. In this way targets with odd shaped 
holes or  fl aws at different angles to the surface can be accurately imaged and measured. 

  Fig. 4    Robot Scanner GUI       
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The defect measurement software is written in a compiled version of MatLab and can 
be called from the GUI. Lastly, the software has a calibration function called from 
the GUI to assist the user in scanner calibration. It must be re-calibrated when chang-
ing robot scan height or scan Field of View.   

   Scan Results and Conclusion 

 To date only portions of the CEV heat shield have been scanned for test purposes 
using a large KSC robot at their facility. The Adept Robot Scanner has successfully 
been used to measure defects and recession in several tested Thermal Protection 
System (TPS) material samples (called coupons) up to eighteen inches in diameter 
as shown in Fig.  5 . Damage and recession measurements have been taken down 
to .127mm resolution with robot speeds of 75mm/sec.         
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  Fig. 5    Left- scanning 18-inch TPS test coupon. Right top- 3D scan results. Right bottom- Scanning 
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  Abstract   Guided Ultrasonic Waves (GUWs) are increasingly considered in the 
nondestructive testing of engineering systems. This paper shows a non-contact 
laser/immersion transducer system for the detection of damage in submerged struc-
tures. A pulsed laser was used to generate stress waves in an aluminium plate 
immersed in water; a pair of immersion transducers was used to detect the signals. 
The waveforms were processed using wavelets to extract information about the 
attenuation of the propagating modes. Damage was simulated by devising a notch 
and a circle on the face of the plate exposed to the probing system.

Keywords Gabor Wavelet Transform • Guided ultrasonic waves • Structural health 
monitoring • Submerged structures      

   Introduction 

 Many underwater structures are made of thin-walled metallic parts that are exposed 
to accidental impacts, humid and corrosive environments, or natural extremes. In 
recent years, the use of guided ultrasonic waves (GUWs) was proven ef fi cient for 
the nondestructive testing (NDT) of waveguides. The advantage of GUW inspection 
is the ability to probe long lengths of waveguides, locating cracks and notches from 
few monitoring points, while providing full coverage of the cross section. Finally, 
they can travel relatively large distances with little attenuation  [  1–  5  ] . Few studies 
presented the use of GUWs for underwater structures. Na and Kundu  [  6  ]  devised 
an innovative transducer holder to activate  fl exural cylindrical waves for damage 
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detection in underwater pipes. Mijarez et al.  [  7  ]  developed a waterproof transmitter 
and a seawater-activated battery package to monitor the tubular cross-beam members 
of offshore steel structures. 

 In this paper, the ability to inspect immersed structures by means of laser-induced 
GUWs is discussed. We propose to exploit the optical transparency of water to 
induce stress waves in waveguides by means of laser pulses. The effect of water 
temperature on the signal-to-noise ratio (SNR) is investigated  fi rst. Then, the capa-
bility to detect damage in an immersed aluminium plate is described. 

 This study can put the basis for the development of a non-contact NDT system to 
probe large diameter pipelines that are the backbone of freshwater network, or to 
inspect underwater structures.  

   Effect of Water Temperature and Column 

 To investigate the effect of water on the SNR of the laser-induced stress waves two 
tests were performed using the setup shown in Fig.  1 . A plastic pipe was bonded on 
the surface of an aluminium block. In the  fi rst experiment the pipe was  fi lled with 
water at ambient temperature (17 °C). The water level was raised from 12.7 mm to 
215.9 mm at 12.7 mm increment. For the second experiment the pipe was  fi lled up 
to 50.4 mm with hot (65 °C) water and measurements were taken until the water 
reached the ambient temperature. The experiment then was continued by replacing 
the existing water with cold (6 °C) water. For both experiments, a conventional 
ultrasonic transducer was attached on the opposite surface of the block such as to 
detecting the bulk longitudinal and shear waves generated by laser pulses from a 
Q-switched Nd:YAG pulsed laser operating at 1064 nm.  

 The maximum amplitude of the time-waveforms were computed and plotted as a 
function of the water level (Fig.  2 a) and water temperature (Fig.  2 b). As the water 

  Fig. 1    Effect of water on the SNR ratio of laser-induced waves. Set-up       
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level increases, the maximum amplitude of the laser-induced longitudinal bulk wave 
decreases exponentially. This is due to light absorption in water. By observing Fig.  2 b 
it seems that the water temperature has little or no effect on the ultrasonic energy 
transmitted through the bulk material.   

   Damage Detection 

 The same laser was used to illuminate the surface of a 1200 x 900 x 1.5875 mm 
aluminium plate immersed in water. A pair of immersion transducers (Panametrics 
10 MHz/0.5in) was used as sensors. Two defects were machined on the plate. The 
 fi rst defect consisted of a rectangular 30 x 1.0 x 1.0 mm notch while the second 
defect consisted of a 4 mm diameter and 1 mm deep hole. The points on the plate 
were illuminated by laser pulses. The position of these points with respect to the 
defects and the position of the immersion transducers are schematized in Fig.  3a ,  b . 
The circular defect was aligned along the direction of point 8-sensors’ pair. To 
increase the statistical population of the experimental data, the stress waves at each 
point were generated  fi ve times. A total of 50 measurements were analyzed.  

 Typical sensed waveforms when the laser beam was directed onto point 1 are 
shown in Fig.  4a ,  b  and the corresponding scalograms extracted from the Gabor 
wavelet transform  [  8–  9  ]  are presented in Fig.  c ,  d . Three modes are visible. The 
fastest mode is the  fi rst symmetric leaky Lamb wave  S  

 0 
 . The mode detected at about 

57 microsec by transducer 1 and above 100 microsec by transducer 2 is dispersive 
below 400 kHz (Fig.  2 d), slightly dispersive between 500 kHz and 800 kHz, and 
nondispersive above 800 kHz. This is the  fi rst anti-symmetric leaky Lamb wave 
mode A 

0
 . Finally, the third mode, which has the largest detected amplitude, is dis-

persive below 600 kHz and nondispersive above 600 kHz. This mode is the quasi-
Scholte mode  [  10  ] . 

 From the scalograms’ peaks amplitude, the energy transmission coef fi cient spec-
tra were computed using the following equation: 
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  Fig. 2    Effect of the water level and water temperature on the laser-induces bulk longitudinal 
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  Fig. 3    (a) Location of the points illuminated by the laser beam with respect to the position of the 
defects. (b) Schematized side view of the plate. Dimensions in mm       

  Fig. 4     Laser generated waveform along point 1. ( a ) Time waveform from immersion transducer 1, ( b ) 
Time waveform from immersion transducer 2. ( c ) GWT scalogram of the signal ( a ). ( d ) GWT 
scalogram of the signal ( b )       

 

 



679Inspection of Underwater Metallic Plates by means of Laser Ultrasound

where T 
1-2

  is the overall transmission coef fi cient as a function of the frequency  f  
from transducer 1 to transducer 2, and E 

2
  and E 

1
  are the value of the scalograms’ 

amplitudes associated with transducer 2 and transducer 1, respectively. Dividing the 
transmission coef fi cient by the distance between the two transducers, the linear 
attenuation in [dB/m] can be obtained.  

 The transmission coef fi cients as a function of the propagating frequencies for 
modes  S  

 0 
 , and q-S when the waves propagated along path 1, 4, and 8 are presented 

in Fig.  5 . Comparisons are made in terms of different path conditions, i.e. the state 
of damage in the plate. These differences indicate the sensitivity of an NDT strategy 
aimed at discriminating among the distinct cases based on transmission strength 
measurements. With the exception of the symmetric mode, a drop in the transmitted 
energy is observed when the wave propagates along the damaged path. Surprisingly, 
the circular defect caused larger attenuation than the notch. 

 By observing Fig.  5 , however, it can be seen that differences in transmission 
strength are not uniform along the frequency spectrum considered. For instance, by 
looking at the outcomes from the  A  

 0 
  mode, the frequency bandwidth 500-700 kHz 

shows a difference in transmission strength in the order of 20 dB. This difference is 
higher than the 5 dB difference observed in the range 300-350 kHz. When observing 
the response from the q-S mode a good candidate bandwidth for an ultrasonic inspec-
tion aimed at discriminating between damaged and undamaged state is 450 – 700 
kHz, where the transmission differences are in the order of 10 dB. It should also be 
acknowledged that the differences in the ultrasonic energy transmission between 
path 1 and path 4 are more uniform in the case of the q-S mode. A more detailed 
discussion about the results can be found in  [  11  ] .   

   Conclusions 

 This paper represents the experimental phase of a project aimed at developing a new 
NDE technology for the inspection of immersed metallic structures. We proved that 
the amount of water interposed between the laser pulse and the specimen inspected 

-20

-15

-10

-5

0

5

10

15

20

300 400 500 600 700 800 900 1000 1100
Frequency (kHz)

T
ra

ns
m

is
si
on

 c
oe

ff
ic

ie
nt

A0 - Point 1
A0 - Point 4
A0 - Point 8

-20

-15

-10

-5

0

5

10

15

300 400 500 600 700 800 900 1000 1100
Frequency (kHz)

T
ra

ns
m

is
si
on

 c
oe

ff
ic

ie
nt

A1 - Point 1
A1 - Point 4
A1 - Point 8

ba

  Fig. 5    Transmission coef fi cient at three scanning points associated with. ( a ) Anti-symmetric A
0
 

mode. ( b ) q-S mode. The notation A
1
 in the legend here indicates the quasi-Scholte mode       

 



680 P. Rizzo et al.

strongly affects the energy of the generated ultrasounds. In fact, we found that for a 
1064nm wavelength, the amplitude of the signal quasi-exponentially decreases as 
the water level increases. Another important outcome is that the proposed method-
ology is sensitive to the presence of defects. In particular, we devised a notch and a 
circular hole in a submerged aluminium plate and a pair of immersion transducers 
was used to detect the signals. We investigated the transmission of the lowest-order, 
antisymmetric, symmetric leaky Lamb modes and the quasi-Scholte wave. In terms 
of “overall” transmission coef fi cients, we found that the observed modes are affected 
by the presence of defects because a signi fi cant drop is present in the frequency 
spectrum considered. 

 Future studies will compare the experimental results with theoretical results. 
First, the times of arrival presented in this paper will be compared to the values 
obtained from dispersion curves. Second, a numerical model will be implemented 
in order to validate the effectiveness of the proposed methodology.      
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  Abstract   Researchers have been trying to develop techniques for early forecasting 
of the degradation process in pipe networks. Different Non Destructive Testing 
Techniques are used for detecting damages in a variety of materials and structures. 
Guided wave technique is a suitable non-destructive technique which can be used 
for pipe inspection by generating cylindrical guided waves. In this research, steel 
pipes are inspected using cylindrical guided waves. The purpose of this paper is to 
investigate the in fl uence of  fl owing water through the pipe on the guided wave prop-
agation in the pipe wall. Investigations are also carried out when the pipes are in 
open air which gives the traction-free boundary condition. It is also investigated 
whether the direction of the  fl ow in fl uences the propagation of the guided waves. 
Experimental V(f) curves are extracted from the received signals for defect free and 
defective pipe specimens and compared to study the effect of water  fl ow on the 
strength and other characteristics of various guided wave modes.

Keywords Damage detection • Guided waves • NDT • Pipe networks • Ultrasound      

   Introduction 

 Early forecasting of the degradation process caused by adverse environmental effects 
or mechanical damages in pipe network systems can save many catastrophic acci-
dents. Pipes can be severely damaged and develop cracks due to natural forces like 
strong ground motion caused by earthquakes, underground soil and water pressure or 
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degradation to chemical reaction. In the United States there are more than 2.0 million 
miles of pipelines, transporting water, oil, natural gas, hazardous materials, sewage 
and other hydrocarbons. According to surveys conducted by the National Safety 
Board and the Of fi ce of Pipeline Safety and United States Department of Transportation 
(US DOT), over 30 cases of fatalities and over 50 cases of injuries have occurred 
from 1998 to 2008 in accidents related to pipeline failures  [  14  ] . Around 166 million 
dollars worth of property had been damaged due to these pipeline explosions  [  14  ] . 

 Many investigators  [  3,   13  ]  used guided wave modes for detecting wall thinning 
defects in cylindrical pipes. Rose and coworkers  [  11,   12  ]  designed a special probe 
which can be used both as a transmitter and a receiver during the pipe inspection. 
Kundu and Maslov  [  8  ]  successfully used guided waves to investigate the defects in 
composite materials. They developed a set of ultrasonic non-destructive testing instru-
mentation and software. Ghosh and Kundu  [  4,   5  ]  developed a transducer holder mech-
anism for ef fi cient generation and reception of Lamb waves in large plates. Guo and 
Kundu  [  6,   7  ]  designed a new transducer holder mechanism for pipe inspection using 
cylindrical guided waves. Na  et al .  [  9,   10  ]  experimentally generated cylindrical guided 
waves for detecting delaminations between steel bars and concrete interface. Ahmad 
and Kundu  [  1–  2  ]  investigated integrity of underground steel pipes using cylindrical 
guided waves. Ahmad developed a wavelet analysis based technique. Piezo-electric 
transducers were used for generating cylindrical guided waves in steel pipe walls.  

   Experiments 

 The primary objective of this paper is to investigate how cylindrical guided waves 
can be used effectively to detect defects in steel pipes. Another objective is to  fi nd 
out how the guided waves behave when the pipes are in use i.e. when water  fl ows 
throgh the pipes. Experimental v(f) (voltage amplitude vs. frequency) curves are 
analyzed to investigate the effect of  fl ow on the propagating modes. A specimen set, 
consisting of three steel pipes were fabricated. One pipe was defect-free and the 
other two had mechanical defects - a gouge and a dent that were arti fi cially fabri-
cated on the pipe. The defect covered a complete (360 o ) revolution.  Table 1  gives all 
dimensions of the pipes and the defects.  Table 2  shows the acoustic properties of 
steel – the pipe material.   Figure 1   shows the schematic experimental setup including 
the direction of water  fl ow through the pipes.     

   Table 1    Different types of pipe defects and their dimensions   

 Type 
 Pipe Length 
(mm) 

 Diameter 

 Thickness 
(mm) 

 Damage Dimension 

 Outer 
(mm) 

 Inner 
(mm) 

 Depth (mm) 
(% of thickness) 

 Width/
Diameter 
(mm) 

 Defect Free 
(Pipe A) 

 1200  21.4  15.6  2.9  -  - 

 Gouge (Pipe B)  1200  21.4  15.6  2.9  1.26 (43.4%)  5.92 
 Dent (Pipe C)  1200  21.4  15.6  2.9  1.41 (48.6%)  5.21 
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   Results 

 Guided waves are generated by piezo-electric transducers in a pitch-catch 
arrangement shown in  Fig. 1 . The purpose of this investigation is to study the 
effect of  fl owing water through the pipes on the propagating guided waves modes. 
It is known that generation of guided waves in pipes is very sensitive to the inci-
dent angle of the transducers. The  fi rst challenge is to  fi nd the appropriate incident 
angles for which strong guided waves can be generated. The incident angles of the 
transmitter were adjusted on trial basis to obtain strong signals. The incident 
angles at 28 o  and 57 o  were found to produce strong signals. V(f) curves were con-
structed from the received signals.  Figure 2a ,  b  show the experimental V(f) curves 
for incident angles of 57 o  and 28 o , respectively when the pipes were kept in air 
with traction-free boundary condition. Similarly,  Fig. 2c ,  d  show the V(f) curves 
for incident angles of 57 o  and 28 o , respectively when water  fl ows through the 
pipes. From  Fig. 2a ,  b  it can be observed that the existence of defects affects 
strongly the wave propagation when the waves are generated with striking angle 
of 57 o . The strength of the signals for the gouge and dent pipes are considerably 
reduced compared to the defect free pipe. In other words, the existence of defects 
(gouge and dent) can be easily detected when the incident angle is 57 o  for pipes 
with traction-free boundary conditions. For 28 o  incident angle, the dented pipe 
produces the strongest signal compared to the defect free and the gouged pipes. 
Similar V(f) curves were generated when the guided waves were produced with 
57 o  and 28 o  incident angles as water was  fl owing through the pipes [ Fig. 2c ,  d ]. 
In general, the signal strengths, when water  fl ows through the pipes, are weaker 
than the case when water is not  fl owing for all pipes (defective and defect-free). 
 Figure 3a ,  b ,  c  show comparisons of signal strengths for the conditions when the 
pipes are not carrying water and when water  fl ows through it. It is interesting to 
see that for 28 o  inclination the defective pipes show stronger signals [ Fig. 2b–  d ].   

   Table 2    Acoustic properties of steel   

 P-wave speed (km/s)  S-wave speed (km/s)  Density (gm/cc) 

 5.96  3.26  7.932 

 
Receiver

Transmitter 

Forward Flow Reverse Flow
1200 mm

φ

  Fig. 1    Experimental setup with  fl ow direction       
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  Fig. 2    Experimental V(f) curves for defect-free and defective pipes: (a) 57 o  incident angle (with-
out water  fl ow), (b) 28 o  incident angle (without water  fl ow), (c) 57 o  incident angle (with water 
 fl ow), (d) 28 o  incident angle (with water  fl ow)       
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 In order to identify the propagating modes through the defective and defect-free 
pipes, phase velocities are calculated from the peaks obtained in the V(f) curves 
( Fig. 2 ) for different incident angles. Snell’s law [ v  

 ph 
  =  v  

 c 
   /  Sin(  q ) ] is used to calcu-

late phase velocities, where,  v  
 ph 

  is the velocity for the wave modes and  v  
 c 
  is the 

longitudinal wave speed in the coupling medium between the transducer and the 
steel pipe (for plexiglass,  v  

 c 
  = 2.77 km/s). From  Fig. 4a ,  b  it can be seen that F(1,2) 

is the only possible mode for an incident angle of 57 o . For 28 o  incident angle, F(1,3), 
F(1,4), L(0,3), L(0,4), F(1,5) and F(1,6) are strong candidates for being as propagat-
ing modes in both conditions (with or without water  fl ow).  Figure 4c ,  d  show a 
comparison of strengths of the propagating modes. These  fi gures show the differ-
ence of strength in percentile for defective pipes (gouge and dent) compared to the 
defect-free pipe for both without  fl ow and with  fl ow conditions. It can be observed 
that for without  fl ow condition, F(1,4), L(0,4) and F(1,6) modes show strong propa-
gation in a gouged pipe compared to a defect-free pipe. When water  fl ows through 
the pipes, F(1,4) is the strongest mode to propagate in a gouged pipe.  Figure 4c ,  d  
can help us in the selection of propagating modes for detecting defects under water-
 fl ow and no water- fl ow conditions.   

   Effect of fl ow direction on guided wave propagation 

 In another investigation, a comparison of the signal strengths for different  fl uid 
 fl ow directions has been studied. Both forward  fl ow and reverse  fl ow (shown in 
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 Fig. 5 ) directions are considered. In this case the incident angle was kept at 38 o  
where considerable deviations of the strength of the V(f) curves can be observed. 
It can be seen that for defect free and the gouged pipes, reverse  fl ow gives stronger 
signals where as for the dent pipe forward  fl ow gives stronger signal.   

   Conclusion 

 This paper investigates the effect of water  fl ow through the pipes on the guided 
wave propagation. It is shown how to select and generate an appropriate propagat-
ing guided wave mode which is effective in detecting defects in pipes.      

  Acknowledgement   This research was  fi nancially supported from the National Science 
Foundation, Grant No. CMS-9901221 and CMMI-0530991, Program Manager – S. C. Liu.  

   References 

    [1]    Ahmad, R., S. Banerjee and T. Kundu (2009) “Pipe Wall Damage Detection in Buried Pipes 
Using Guided Waves”, ASME Journal of Pressure Vessel Technology, Vol. 131(1), pp. 
011501-1 to 8.  

0

10

20

30

40

50

60

300 600 900 1200 1500 1800

Forward Flow
Reverse Flow

Forward Flow
Reverse Flow

0

20

40

60

80

100

120

140
Forward Flow
Reverse Flow

0

20

40

60

80

100

120

Frequency
300 600 900 1200 1500 1800

Frequency

300 600 900 1200 1500 1800

A
m

pl
it
ud

e

A
m

pl
it
ud

e

a b

c

A
m

pl
it
ud

e

  Fig. 5    Comparison of V(f) curves between the forward  fl ow and reverse  fl ow conditions for 38 o  
incident angle for (a) defect-free, (b) gouged and (c) dented pipes.       

 



687Infl uence of Water Flow through Pipe Networks for Damage Detection…

    [2]    Ahmad, R. and Kundu, T. (2007) “Effect of Flow Through Soil Embedded Pipes for Damage 
Detection using Guided Wave Techniques and Short Time Fourier Transform”, Proceedings 
of the 6 th Int. Workshop on Structural Health Monitoring, Stanford Univ., CA, USA, Sept., 
2007, Pub. DEStech Inc., Lancaster, PA, USA, Vol. 2, pp. 1676–1684.  

    [3]    Brook, M., Ngoc, T.D.K. and Eder, J., (1990) “Ultrasonic Inspection of Stem generator 
Tubing by Chemical Guided Waves”, Review of Progress in QNDE, Vol. 9, eds. D.O. 
Thomson and D.E. Chimenti, Plenum Press, New York, pp. 243–249.  

    [4]    Ghosh, T., and Kundu, T., (1998) “A New Transducer Holder Mechanism For Ef fi cient 
Generation and Reception of Lamb Modes in Large Plates”, Journal of Acoustical Society of 
America, Vol.104(3), Pt.1, pp.1498–1502.  

    [5]    Ghosh, T., Kundu T. and karpur, P., (1998)“ Ef fi cient Use of Lamb Modes for Detecting 
Defects in Large Plates”, Ultrasonics, Vol. 36, pp. 791–801.  

    [6]    Guo, D. and Kundu, T., (2000) “A New Sensor for Pipe Inspection by Lamb Waves”, 
Materials Evaluation, Vol. 58(8), pp. 991–994.  

    [7]    Guo, D. and Kundu, T., (2001) “A New Transducer Holder Mechanism for Pipe Inspection”, 
Journal of the Acoustical Society of America, Vol. 110 (1), pp. 305–309.  

    [8]    Kundu T., Maslov K., Karpur P., Matikas T. E. and Nicolauo P.D., “ A Lamb Wave Scanning 
Approach for the Mapping of Defects in [0/9] Titanium Matrix Composites”, Ultrasonics, 
Vol. 34, 1996, pp. 43–49.  

    [9]    Na, W.B., and Kundu, T. (2002) “Underwater Pipe Inspection using Guided Waves”, ASME 
Journal of Pressure Vessel Technology, Vol. 124(2), pp.196–200.  

    [10]     Na, W.B., Kundu, T. and Ehsani, M.R., (2003) “Lamb Waves for Detecting Delamination 
Between Steel Bars and Concrete”, Journal of Computer Aided Civil and Infrastructure 
Engineering, Vol. 18, pp. 57–62.  

    [11]     Rose, J.L., Ditri, J.J., Pilarski, A., Rajana K. and Carr, F., (1994) “A Guided Wave Inspection 
Technique for Nuclear Steam Generator Tubing”, NDT & E International, Vol. 27(6), 
pp. 307–316.  

    [12]    Rose, J.L., Rajana K.M. and Carr, F.T., (1994) “Ultrasonic Guided Wave Inspection Concepts 
for Steam Generator Tubing”, Materials Evaluation, pp. 307–316.  

    [13]    Silk, M.G. and Bainton, K.F., (1979) “ The Propagation in Metal Tubing of Ultrasonic Wave 
Modes Equivalent to Lamb Waves”, Ultrasonics, pp.11–19.  

    [14]    Title: Pipeline Accident Brief: Explosion, release, and ignition of natural gas, Rancho 
Cordova, California, December 24, 2008, NTSB Report Number: PAB-10-01, adopted on 
5/18/2010.      



689O. Büyüköztürk et al. (eds.), Nondestructive Testing of Materials and Structures, 
RILEM Bookseries 6, DOI 10.1007/978-94-007-0723-8_98, © RILEM 2013

  Abstract   Hydrogen build-up and release in steel microstructure is of considerable 
interest in studying the mechanical performance of the material. L 

CR
  ultrasonic waves 

are a potential research tool that will enable the nondestructive evaluation of this 
reversible hydrogen buildup since their speed is affected by stress and their travel path 
is through affected layer just below the surface. The present study used three blocks 
of 4140 steel cut from a longer sample. Frequency spectrum data also were collected. 
The assumed model was of hydrogen occupying the vacancies in the steel block dur-
ing the high temperature high-pressure period in the autoclave, and then being purged 
upon removal as the block contracted, creating a residual tensile stress in the surface 
area of the block. As the hydrogen is purged, the tensile stress should decrease. The 
L 

CR
  results con fi rmed this trend, although it was more strongly seen for the 11.7 MPa 

(1691 psia) block. Photomicrographs con fi rmed no cracks in the surfaces, although 
there was considerable decarburization. Frequency analysis showed that the decarbur-
ization did affect the frequency spectrum but did not affect the L 

CR
  wave speed.

Keywords Frequency spectrum • Hydrogen release • Photomicrographs • Steel 
• Ultrasound      

   Overview of Hydrogen Attack and Detection 

 The phenomenon of hydrogen induced cracking in steel components has been a seri-
ous problem in the chemical, chemical processing, hydrogen and transportation 
industries for a number of years. Reversible hydrogen build-up describes the initial 
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intrusion of hydrogen in the atomic structure of the metal, before any permanent 
distortion or cracking. This build-up increases the tensile stresses in the metal, which, 
unabated, leads to the onset of cracking, the effects of which cannot be reversed. 
Detection of hydrogen attack in this early stage could reduce failures by identifying 
the affected components, enabling the removal of the hydrogen and allowing the 
components to be returned to service. Smith et al. describes an application of an opti-
cal based electronic sensor for analyzing the hydrogen content in steels  [  1  ] . 

 Imanaka and Suetsugu  [  2  ]  studied hydrogen movement in plain carbon steel 
using cylindrical samples that were normalized and tempered and placed in an auto-
clave at temperatures 500 and 550 ºC and at pressures from 19.6 MPa to 29 MPa. 
Application of these results would be dif fi cult since a through transmission path 
often is not possible in most structures.  

   Principles of L cr  Ultrasonic Technique 

 The L 
CR

  technique as described by Bray  [  3  ]  releases a longitudinal wave travelling just 
beneath the surface, as shown in Fig.  1 . An incident longitudinal wave is launched at 
transmitter T to excite the L 

CR
  wave. The wave is launched at just past the  fi rst critical 

angle ( Q ), calculated according to Snell’s Law; and received at (R 
1
 ). Stress change 

may be measured by L 
CR

  velocity change in this upper layer of the material. This layer 
is approximately equal to one wavelength ( l ) where  l = C/f with C = wave speed 
(5900 m/s) and f = frequency (5 MHz). Wavelength here is typically 1.2 mm.  

 The L 
CR

  technique is idealy suited for research in hydrogen movement, either 
into or out of a material, since it investigates only the surface layer and the depth of 
interrogation may be changed with frequency choice.  

   Test Procedure 

 Blocks 1, 2 and 3 shown in Fig.  2  were cut from a long 4140 steel bar, 25 mm thick, 
and 75 mm wide. They were run separately in the autoclave. Two of the blocks were 
subjected to hydrogen environment (48 hours at 454  o C (850  0 F) and 11.7 and 14.2 MPa 

T
Θ Θ

λ

d

LCR

R1

  Fig. 1    Schematic for L 
CR

  
wave       
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(1691 and 2061 psia), respectively). The third block was held as a control block. After 
removal and cooling at 37.8 o C (100 0 F)/hour, the blocks were analyzed using L 

CR
  

velocity measurements over an 80-day period. Velocities were obtained perpendicular 
to the rolling direction in order to have a travel path suf fi ciently long for the probe. 
Probe frequency was 5 MHz giving a wavelength of approximately 1.2 mm.  

 The hydrogen build-up in the samples was estimated using Fick’s Second Law. 
Permeability of the hydrogen  fl owing into the blocks for our test conditions is 
obtained from Warren  [  4  ] . The volume of hydrogen absorption for the test condi-
tions is estimated to be 8.64 (10) 3  mm 3 . With this, the penetration depth of the 
hydrogen is estimated to be 0.33 mm. While this is less than the wavelength of the 
L 

CR
  wave, it is expected that the stress in the hydrogen buildup will be suf fi ciently felt. 
 Figure  3  shows the decarburized surface for the top side of block 2.   

  Fig. 2    Test blocks 1, 2 and 3, respectively       

  Fig. 3     Photomicrograph of top side of Block 2        
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   Results 

   Velocity 

 Velocity results are summarized from Bray and Grif fi n  [  5  ] . L 
CR

  travel time data were 
taken over a two-month period with sample 2 starting 20 days after being removed 
from the chamber and sample 3 at 14 days after being removed. Velocities shown in 
Figs.  4  are differences in the velocity observed in the hydrogen-affected block and 
the control block (No. 1), which was never placed in a hydrogen environment. Data 
from block number 1 was obtained in each round of testing, assuring that all of the 
blocks were at the same temperature. Note that an increase in velocity difference 
indicates a more compressive (less tensile) change in the stress  fi eld. Typical experi-
mental error is 0.05% or +/- 3 m/s.  

 The top of the block shows a de fi nite positive trend with time, consistent with the 
hydrogen leaking out of the block over time, releasing the internal pressure and 
causing the surface stresses to become more compressive. 

 Block 3 velocities were approximately 20 m/s higher than those of Block 2. The 
trends are similar although the velocity change for block 3 was noticeable less than 
for block 2. It is notable that there are signi fi cant differences in the velocities of the 
two sides of each block. In all cases, the top side shows higher velocity change with 
time than the bottom side. This effect is attributed to a texture difference in the two 
sides, as reported by Pinault  [  6  ] .  

  Fig. 4    Velocity difference for blocks 1 and 2       
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   Frequency analysis 

 While photomicrographs of the surfaces of the samples showed no hydrogen induced 
cracking, the outer 0.2 mm did show signi fi cant decarburization. Due to the thin nature 
of this layer, relative to the wavelength, and the fact that the remaining material is still 
ferrite, there was felt to be a small likelihood that the decarburization had signi fi cant 
effect on the velocity. Changes in the frequency characteristics of a propagating pulse 
are often useful in characterizing material structure changes, as might be caused by 
decarburization in this case. Frequency analyses are shown in Fig.  5a–c .  

 As expected, very little frequency variation occurs in the three components for 
the control block. In general, the “after autoclave” frequencies for Blocks 2 and 3 
were lower for the control block, although the changes were small. No signi fi cant 
trend of frequency change occurred during the ultrasonic data collection, indicating 
no change in the properties of the blocks with time. The most signi fi cant trend was 
that the peak frequencies for Blocks 2 and 3 were lower, compared to the control 
block. Note that data from day 6 is omitted due to an apparent error. Day 7 data fell 
right in line with the expected trend. The conclusion here indicates a small but 
noticeable effect due to the different environments.   

   Conclusions 

 Information on the movement of hydrogen in and out of 4140 steel has been obtained 
using the L 

CR
  technique. Greater movement in the early data has been observed, as 

well as differences in the two sides, which is related to texture. Time related effects 
in frequency due to decarburization were observed. The method may be useful in 
research studies on hydrogen and steels.      
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  Abstract   Computer modelling of non-destructive testing methods has come a 
long way from the beginnings in the mid 90s to today. Radiographic modelling for 
components with higher wall thicknesses, as they are typical for nuclear applica-
tions, must include precise predictions of scattered radiation and its impact in 
terms of contrast reduction. Dedicated or general purpose Monte Carlo methods 
with the ability to calculate higher order scattering events are the state of the art 
for these applications. Aerospace applications, on the other hand, have stronger 
requirements on the modelling code’s capabilities to import complex CAD geom-
etries, and can bene fi t from faster analytical scatter models, limited to  fi rst or 
second order scattering events. Similar distinctions can be made for the various 
approaches proposed to accurately model geometrical and  fi lm unsharpness,  fi lm 
granularity,  fi lm responses,  fi lm/foil cartridges and photon noise. This article 
presents a state-of-the-art review of radiographic modelling from the perspective 
of two important application domains with very different requirements, nuclear 
and aerospace.
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   Introduction 

 The origins of computer modelling of radiographic inspections date back to the early 
90s, with the advent of the  fi rst commercial simulation packages capable to take a 
real part geometry into account, and were at  fi rst limited to straight line attenuation. 
Since this approach neglects scattered radiation, applications were at  fi rst limited to 
rather thin components, as they are common in the aerospace industry.  

   A Radiographic Modelling Code Blueprint 

 A typical radiographic modelling code consists of the following components:

   a source model to generate the spectra of x-ray tubes and isotopic sources   –
  a ray-tracing engine able to determine ray paths in complex geometries   –
  a material data base containing cross section data   –
  a straight line attenuation model to determine the contribution of direct radiation,  –
a scatter model, and a post-processor combining both contributions  
  a  fi lm model converting radiation to an optical density     –

 What follows is a review of the components and a discussion of the state of the 
art and the respective challenges in simulating the physical effects mentioned. 
Depending on the application domain, not all effects are equally important.  

   Source Modelling 

 The radiographic source is characterized in terms of its spectrum, activity and size/
shape. For isotopic sources, the discrete spectrum is known, and the initial activity 
at the time of purchase is usually provided. Some modelling codes provide means to 
determine current activity from radioactive decay data, which is especially important 
for short-lived sources like Ytterbium. 

 Determining spectrum and activity for x-ray tubes is considerably more complex. 
The coupled electrons and photons diffusion equations used to model the X-ray 
source are often computed using the Monte Carlo method. Instead, for the sake of 
simplicity and computer time saving, and at the expense of a lack of generality, one can 
prefer to use semi-empirical models. For instance, in SINDBAD  [  1  ]  and CIVA  [  2  ] , 
different semi-empirical models like the classical Kramer’s model as well as the more 
recent ones described by Birch and Marshall and Tucker have been implemented, 
accounting for anode angle and composition, the inherent and additional  fi ltration 
and the exit angle. aRTist  [  3  ]  includes a model based on the angular dependent 
bremsstrahlung generation and the self absorption in the target. The target material 
can be chosen from a wide range of elemental substances and different angular 
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relations between target, election beam, and X-rays can be considered. The X-ray 
spectra model has been veri fi ed by spectral measurements in the 100 to 300 kV 
range and showed uncertainties less than 15%.  

   Geometry Representation 

 The ray-tracing engine’s purpose is to represent the geometry, and to extract ray path 
and material information for the physical modelling. While nuclear applications with 
their rather simple geometries do not stress CAD import capabilities, an interface to 
a CAD system is a necessity in aerospace applications. The radiographic modelling 
program CIVA incorporates a CAD engine which allows seamless import of a number 
of commonly used CAD formats. MODERATO  [  4  ]  targets the simpler nuclear 
applications with a library of a few parametric geometry models, from which more 
complex – but still rather limited - models can be constructed without particular 
CAD knowledge.  

   Scattered Radiation Models 

 The traditional approach to scatter modelling considers the physics of radiographic 
imaging as a particle transport problem, and determines the paths of a large number 
of photons at their propagation across the inspected part, taking due account of 
absorption and scattering events. The associated Monte Carlo modelling would 
in principle allow a complete simulation for scattered and direct radiation, but in 
practice is too computational expensive to be feasible for realistic con fi gurations. 
Instead, the Monte-Carlo model is usually used to predict only the scattered radiation’s 
contribution to the  fi nal image, for which a reasonable statistics can be obtained 
for a considerably reduced number of particles. This is possible since the scattered 
radiation is not sensitive to small thickness variations, allowing a computation with 
a coarse resolution and/or a smoothing interpolation to remove remaining noise in 
the image. This approach is not practicable for the direct radiation image, which 
must take small variations in part thickness into account, and therefore has far stricter 
requirements on the statistics of the Monte Carlo calculation. 

 Radiographic modelling codes either rely on an available general purpose Monte 
Carlo N-Particle solver – like Sindbad using EGS  [  1  ] , or develop a customized 
Monte Carlo model, which is usually faster due to a tighter interface to a CAD 
engine. A particularly advanced example is McRay  [  5  ] , which also implements pair 
production for high energy applications. 

 An alternative to the lengthy Monte Carlo calculations has been proposed 
by several authors  [  6  ]  [  7  ]  in terms of an analytical scatter model for  fi rst order 
scattering or semi-analytical scatter model for higher order scattering. The  fi rst order 
analy tical models are of particular interest for aerospace and other applications where 
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intermediate wall thicknesses do not allow to neglect scattering altogether, but where 
low order scattered events dominate. Virtual X-Ray Imaging  [  8  ]  (VXI, developed 
by INSA-CNDRI) integrates both analytical semi-analytical scatter models. 

 Computing analytical scattered radiation consists in calculate on the detector the 
contribution of scattering points inside the tested object, according to the physics 
laws driven by the interaction process. To perform in practice such a calculation, the 
algorithm is divided in two parts. 

 The  fi rst and crucial step of the computation is the 3D sampling of the scattering 
objects. Different sampling methods can be used. The geometry-based methods 
take into account the shape of the object only and are based on a random uniform 
sampling or a shape-adaptative sampling for the more sophisticated. These methods 
allow computing the  fi rst order only. The physics-geometric coupled methods use a 
simpli fi ed Monte-Carlo algorithm to provide the scattering points. This method 
allows computing nth order scattering. 

 The second step of the calculation consists in calculating the photon number 
arriving on each pixel of the detector after scattering from each point of the object, 
i.e. the 3D sampling. This step is done combining a ray-tracing algorithm and physical 
laws describing these phenomena. From a computing time point of view, comparing 
deterministic and probabilistic methods, the analytical approach allows reducing 
the computing duration to a few hours where Monte Carlo codes need several days, 
under the same conditions of noise. 

 Finally, one must mention the most straightforward approach of tabulated 
build-up factors, which are suf fi cient for parts with constant wall thickness, and 
can also be applied to parts with known wall thickness pro fi les by interpolation. 
A variation of the build-up factor approach has been implemented for central tube 
penetrations in aRTist. For the standard setup of tangential wall thickness measure-
ments on tubes there is characteristic shape of distribution of scattered radiation, 
which can be easily parameterised. The necessary parameters have been tabulated 
in advance for a range of geometrical variations with the help of Monte Carlo 
calculations.  

   Combining Scattered and Direct Radiation Results 

 If direct and scattered radiation contributions to the radiographic image are calcu-
lated separately, a combination is necessary. In SINDBAD  [  9  ]  and CIVA, this step 
is performed on absorbed energy images, before detector response consideration, 
and assumes that scattered radiation contributes only to the low frequency details of 
the image. Thus, the fusion involves a low pass  fi ltering of the scattered radiation to 
eliminate remaining noise from the calculation with a considerably reduced number 
of photons, scaling to the requested exposure time, addition of both images, as well 
as the random generation of a realistic photon noise.  
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   Modelling Speci fi c Features: Image Unsharpness 

 Radiographic modelling has to deal with two contributions to unsharpness. 
Geometrical unsharpness is due to the  fi nite size of the source, and as such can easily 
be taken into account by discretizing the source and adding a number of point source 
projections. A faster alternative consists in an analytical convolution, where a  fi rst 
image is simulated under the assumption of a point source, and then convolved with 
a X-ray spot size dependent kernel. 

 Intrinsical unsharpness in traditional silver  fi lm is due to electrons generated 
in an intensifying screen or in the  fi lm layer and propagating a small distance 
within the  fi lm, activating grains along their path. The distance traveled by an 
electron depends on its energy, which in turn depends on the incident photon’s 
energy which produced the electron during a photoelectric absorption or a 
compton scattering event. As such, intrinsical unsharpness depends mainly on the 
source energy, and unsharpness values are tabulated for typical radiographic sources. 
It is customary to model intrinsical unsharpness by applying a blurring  fi lter to the 
 fi nal image.  

   Detector Models 

 The last step in radiographic modelling concerns the conversion of the incoming 
radiation to an optical density value, or a grey value for digital detector systems. 
The most straightforward approach consists in providing a calibration curve, 
obtained experimentally for a given con fi guration. Moderato attempts to dispense 
the user of the burden of obtaining the calibration curve by deriving a 2nd order 
sensitivity curve from the  fi lm characterization according to the EN584 standard 
 [  10  ] . In this model, the  fi lm response is described by the gradient at two optical 
density values, and the exposure required to obtain optical density 2 above fog. 
A fourth parameter describes the  fi lm granularity. While this approach is convenient 
and allows quick comparisons between  fi lms, it implies a number of simplifying 
assumptions, since the characterization is obtained for an X-ray source with 220keV 
and standard lead screens, and cannot be easily transposed to different sources or 
different intensifying screen con fi guration. 

 As in SINDBAD  [  9  ] , detector modelling can be envisaged in a more general way 
with a cascaded linear system model. In this model, the user builds its own detector 
by cumulating several linear processes such as ampli fi cation process, blurring 
process, noise process for each physical phenomenon involved in the detection. 
Thus, this model can be used for any kind of detector, especially for  fl at panel 
detectors, but it requires either a very good knowledge of the detector or a set of 
calibration measurements (MTF, electronic noise, etc.).  
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   Conclusion 

 In order to obtain realistic and thus industrially usable images, particular attention 
has to be paid to each element of the imaging chain, in particular source size and 
spectrum, the different photon/matter interactions within the part to calculate 
scattered radiation, and the detector response, as the internal physics of the detector 
is often complex and determines the quality of the result. 

 A parametric modelling, based on the intrinsic characteristics of the detector, is 
often preferable in terms of processing time than a full featured Monte-Carlo simu-
lation of the detector. Nevertheless, this approach supposes that the experimental or 
numerical calibrations are available to parameterize the model correctly. 

 State-of-the-art radiography simulators have a broad application range from 
training of inspection personnel to feasibility studies and optimization of testing 
procedures. Finally, it is important to mention the use of modelling in the scope of 
quali fi cation and reliability prediction of inspection systems. Here the concept 
of simulation supported Probability of Detection (POD)  [  11  ]  is based on recent 
developments in NDT modelling.      
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  Abstract   The focus of this paper is implementation of backpropagation algorithm 
as a solution for the inverse source problem for microwave imaging of plain 
and reinforced concrete targets for nondestructive evaluation (NDE). The data 
used in imaging was obtained from numerical simulation of microwave scattering 
by concrete targets using a  fi nite difference-time domain (FD-TD) technique. 
Electromagnetic (EM) properties of concrete were obtained from previous experi-
mental research. Simulations were performed using a Gaussian pulse wave excita-
tion for dry concrete cylinders with and without a rebar at the center. Images 
reconstructed using the backpropagation algorithm showed the potential of the 
method for concrete NDE while drawing attention to its limitations mainly due to 
the linearizing assumptions in the algorithm’s formulation.

Keywords Concrete • FD-TD • Inversion • Microwave scattering • RC • Simulation      

   Introduction 

 Microwave imaging involves reconstruction of the target’s representation in terms 
of its EM properties using the scattered  fi elds either in transmission or re fl ection 
mode, obtained by illuminating the object from many directions or along a synthetic 
aperture. This is generally achieved through appropriate inversion methods which 
are referred to as inverse scattering methods or identi fi cation methods  [  1–  3  ] . Image 
reconstruction can be performed using either iterative algorithms or  transform-based 
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algorithms  [  4  ] . The main shortcoming of iterative algorithms is that they do not 
 consider diffraction which can be de fi ned as the interference effects giving rise to 
illumination beyond the geometrical shadow  [  5  ] . Diffraction becomes important 
when the dimensions of the inhomogeneities are comparable to the wavelength of 
the radiation which is generally the case for microwave NDE of concrete. Transform-
based methods involve processing of the scattered data partially or completely in the 
Fourier domain depending on the algorithm. After coherently superposing multi-
frequency and/or multidimensional measurement data, the object is reconstructed by 
an inverse Fourier transform. The advantage of transform-based algorithms is that 
diffraction effects can be taken into consideration. Possible disadvantages include 
large computation and memory requirements, dif fi culty in incorporating a priori infor-
mation into reconstruction, and the requirement for linearizing approximations  [  4  ] .  

   Electromagnetic Properties of Concrete 

 Application of microwave imaging to concrete structures requires an in depth under-
standing of the EM properties of concrete and how these properties affect its inter-
action with the EM waves. In this research, modeling of concrete targets was based 
on the measured EM properties of concrete by Rhim and Buyukozturk  [  6  ] . 

   Dielectric constant and loss factor 

 The complex permittivity of concrete can be expressed in a dimensionless form as:

     r r rje e e¢ ¢¢= -    (1)  

where the subscript  r  means relative to the free space permittivity. The real and 
imaginary parts of the relative permittivity are referred to as the dielectric constant 
and the loss factor, respectively. The dielectric constant provides a physical indica-
tion of how polarizable a medium is, or alternatively, how much energy is stored the 
medium when subjected to an electric  fi eld, while the loss factor is a measure of 
how lossy or dissipative a medium is to an external electric  fi eld.  

   Conductivity and loss tangent 

 The conductivity and loss tangent for concrete, classi fi ed as the derived EM proper-
ties, can be obtained from the dielectric constant and loss factor. The expression for 
conductivity,  s , is given by  [  7  ] :

     s we ¢¢=    (2)  
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where  w  is the angular frequency of the wave. The ratio between the imaginary and real 
parts of the complex permittivity is called the loss tangent, tan  d , of the medium which 
is a measure of how successfully the medium conducts in a dimensionless form:

     
tan

e s
d

e we

¢¢

¢ ¢= =
   

(3)
   

 Mathematically, a medium is called a good conductor if     tan 1d >>    and a good 

insulator if the reverse is true.   

   Simulation of EM Wave Propagation and Scattering 

 Simulation of the interaction of electromagnetic waves with a target that has known 
geometric and material properties is called the forward problem. A numerical simu-
lation scheme called the  fi nite difference-time domain (FD-TD) technique was 
implemented in 2-D to solve the forward problem  [  8,  9  ] . FD-TD technique involves 
numerical solution of the Maxwell’s time dependent curl equations. The constitu-
tive relations provide the additional relationships needed between  fi eld quantities to 
obtain a solution. Incorporating the electromagnetic properties of the target and 
applying the appropriate initial and boundary conditions that satisfy Maxwell’s 
divergence equations  [  7  ] , a unique solution of the forward problem can be obtained 
using Maxwell’s curl equations for a given excitation source. 

   Excitation source 

 A Gaussian pulse plane wave excitation was used as the incident  fi eld in the simula-
tions. The advantage of using a Gaussian pulse is the ability to perform multi-frequency 
experiments simultaneously in one time domain simulation. The Gaussian pulse used 
in the simulations is shown in Fig.  1  in both time and frequency domains. A pulse 
width     = -0.5 9 (s)T e    was chosen for the excitation source which corresponds to a 
maximum frequency of 1.5 GHz as shown in Fig.  1b . This frequency range is chosen 
for the reason that it is representative of the currently used frequency range in Civil 
Engineering NDE applications. A narrower pulse can be used to increase the frequency 
content of the incident  fi eld and the information content of the scattered  fi elds.    

   Geometry and EM Properties of Concrete Targets 

 The concrete targets were modeled as cylindrical concrete specimens with and with-
out a rebar at the center, assumed to be in fi nite in the  z  direction, allowing circular 
models in 2-D plane. The diameter of the concrete cylinder and the rebar were 
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 chosen as 15 cm and 2.5 cm, respectively. The geometry and dimensions of the 
targets are shown in Fig.  2a . Only the results for dry condition are presented in this 
paper, the properties of which are shown in Fig.  2b .  

   FD-TD simulation results 

 The results of the simulations are shown in Fig.  3 . It can be seen from the  fi gure that 
the transmitted and re fl ected  fi elds measured over a line form hyperbolic arcs as 
expected. Presence of rebar is clearly indicated by additional arcs.   

   Image Reconstruction Using Backpropagation Algorithm 

 The backpropagation algorithm is a solution to the inverse source problem that 
attempts to determine the source (target) from its radiated  fi elds. It is based on the 
inhomogeneous scalar wave (Helmholtz) equation and Huygen’s secondary sources 
principle linearized by weak scatterer approximations  [  1,  5  ] . The algorithm involves 
backpropagation of the scattered  fi elds measured along a measurement line (planar 
surface in 3-D) towards the scatterer at incremental depths to obtain an image. 

  Fig. 1    The Gaussian pulse excitation in time and frequency domain       
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  Fig. 2    Geometry and EM properties of the targets       

 

 



707Microwave Imaging of Plain and Reinforced Concrete…

For the case of multi-frequency experiments, the procedure can be repeated for each 
temporal frequency (or wavelength) and superimposed since the procedure is linear. 
The  fi nal image is obtained by taking the inverse Fourier transforms of the superim-
posed  fi elds at each depth. 

 Images reconstructed from the scattered  fi elds shown in Fig.  3  by implementing 
the bacpropagation algorithm are shown in Fig.  4 . As can be seen from the  fi gures, 
the backpropagation algorithm essentially collapses the hyperbolic arcs that appear 
in the images of the scattered data shown in Fig.  3 . A comparison of the images 
shows that transmission mode experiments generally result in more accurate images. 
Both images show the concrete cylinder. The size of the cylinder, however, generally 
appears larger than the actual model. The presence of the rebar resulted in a dis-
torted image in Fig.  4b , which was expected since the rebar severely violates the 
linarizing (weak scatterer) approximation used in the algorithm’s formulation. All 
the transmission images appear to be relatively insensitive to the presence of a rebar 
in concrete which is most probably due to the large pulse width of the incident wave 
resulting in low range and cross-range resolution.    

  Fig. 3    Scattered  fi elds by the dry concrete cylinders with and without a rebar       
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   Conclusions 

 Based on the results of imaging applications, the following conclusions were 
drawn:

    1.    The imaging applications performed on concrete cylinders in this research were 
moderately successful in reconstructing the geometry of the concrete target. 
The reconstructed images are easier to interpret than the raw scattered data, 
although the size of the reconstructed image appears generally larger than the 
target size. In addition, presence of reinforcement in concrete may result in 
distortions in the reconstructed image. These limitations can be attributed to the 
limitations of the algorithm such as the linearizing approximations in its formu-
lation, partial processing in the Fourier domain, and the frequency content of 
the source excitation.  

    2.    The frequency content of the excitation pulse used in the simulations is represen-
tative of the frequency range currently used in civil engineering NDE applica-
tions. The imaging results show that the frequency content of the incident  fi eld 
must be increased in order to improve the resolution.          

  Fig. 4    Reconstructed images of dry concrete cylinders with and without a rebar       
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  Abstract   Potential mapping is a widely used inspection method for detection of 
ongoing corrosion in reinforced concrete structures. Usually based on the results 
from potential mappings, further inspection strategies and repair actions are sched-
uled. Unfortunately the probability of detection (PoD) of the method is an unknown 
factor. To obtain values for the PoD of potential mapping, it is necessary to compare 
potential measurements of reinforced structures with their true corrosion condition 
state. The true corrosion condition state is only identi fi able by replacement of con-
crete cover. In general, owners will not agree to open a whole structure for evaluat-
ing the accuracy of an inspection method. Therefore, in this research, an approach 
based on numerical models with known condition state is pursued.

Keywords Numerical simulation • Potential mapping • Probability of detection 
• Qualitative inspection method       

   Introduction 

 The good quality of test results are essential for making correct decisions on main-
tenance planning, so their reliability for condition control methods has to be 
considered. 

   Potential mapping 

 Potential mapping is an effective inspection method for detecting the probability of 
active corroding areas in reinforced concrete structures. During potential mapping 
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potential differences are measured between an external reference electrode and the 
reinforcement (  Fig. 1    left ). With grid-like displacement of the reference electrode 
potential differences of a whole structural element can be gathered. The detection of 
corroding areas is possible due to the fact that passive and active surfaces of rein-
forcement are different electrodes, which vary in free corrosion potential and polari-
sability. If conductivity and oxygen level in concrete is suf fi ciently high, 
active-passive elements will be developed and their potential differences can be 
measured at the concrete surface.  

 The aim of the evaluation of potentials is to distinguish between active and pas-
sive areas. The potentials can be divided into two probability distributions; one for 
active and one for passive reinforcement, with the help of frequency plot (  Fig. 1   
 right ). Then a threshold potential has to be de fi ned. The values that a more negative 
than the threshold are assumed to belong to the corroding area.  

   Evaluation of the accuracy of qualitative test methods 

 The potential mapping measurement is a qualitative test method. This kind of mea-
surement delivers statements with “yes” or “no” answers to the question raised: is 
the reinforcement corroding? The characterizing parameter to describe the accuracy 
of these so-called defect detection measurements is the probability of detection 
(PoD). Commonly, a POD curve describes the rate of detecting a defect with given 
defect size s (here anode area), PoD(s). 

 For empirical applications, the performance demonstration is suitable for 
evaluating the accuracy of qualitative test results. In its simplest form the 
approach involves the use of material samples containing known defects as a 
basis for studying its effects on detectability or on factors such as calibration, 
changes in inspection equipment or inspector training programs  [  1  ] . Primarily 
an unknown defect situation will be measured and afterwards the test results 
will be compared with the actual/real situation. Basically there are four possible 
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  Fig. 1    Principle (left) and evaluation (right) of potential mapping       
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indications behind such a defect detection test. These situations are explained 
in  Fig. 2 .  

 The probability of detection will be calculated as follows (Eqn.( 1 )):

     
P(positive detected/true positive)Number of true positive TP

PoD
Number of true positive Number of false negative TP FN

= =
+ +    (1)   

 The higher the PoD value, the higher is the reliability of achieved satisfactory 
condition control. However, in order to establish a probability of detection for a 
special qualitative measurement under selected conditions, a large number of mea-
surement results are needed. Not only the measurement result, but also the true 
value, has to be known. This is the reason, why it is costly to obtain a suf fi ciently 
accurate PoD. 

 Corrosion processes and the resulting potential distribution in reinforced con-
crete structures can be simulated numerically  [  2  ] . The advantage of such an approach 
is that the true corrosion condition state in the numerical model is known and the 
true condition state can be compared with potential distribution at the structural 
surface. Furthermore, other in fl uencing factors besides anode size, such as defect 
orientation, environmental conditions and inspection performance, can be excluded 
or investigated separately.   

   Numerical Investigation 

 The present investigation has the purpose to simulate typical potential distribution 
of macro cell corrosion in reinforced concrete structures. The chosen numerical 
model has a geometry, which can be found in a lot of structures. The presented 
numerical calculations are realized with the Boundary Element Method software 
BEASY  [  3  ] . This simulation software is validated in  [  4  ] . 

 
TP: “true positive” indication = present defect correctly indicated (hit) 
FN: “false negative” indication = present defect not indicated (miss) 
TN: “true negative” indication = not present defect correctly indicated 
FP: “false positive” indication = not present defect indicated (false alarm) 

  Fig. 2    The four possible indications of a defect detection measurement system       
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   Numerical model 

 The numerical model is a section of reinforced concrete plate. The plate dimension 
has to be bigger than the expansion of the macro cell element, so that at the model 
boundary no corrosion current takes place. 

 The quadratic model has a side length of 2 m. The plate contains four reinforce-
ment layers with a diameter of 10 mm and a rod distance of 200 mm. The concrete 
cover is 30 mm. It is modelled only a quarter of the plate to take the advantage of 
the model symmetry. The numerical model is shown in   Fig. 3    (left) .  

 The anode area (A1 = 3cm²; A2 = 11cm²; A3 = 24 cm²; A4 = 50cm²) is varied as 
well as the resistivity (R = 100, 250, 400, 550 and 700 W m) of the concrete and the 
grid size (5 x 5; 15 x 15; 20 x20 cm) to analyse their in fl uence of the PoD of poten-
tial mapping. In the evaluation of the grid size 20 x 20 cm the anodic area is situated 
as far as possible from the grid. 

 The resistivity values were chosen according to  [  5  ] . Polarization curves were 
taken from literature  [  6  ] . The polarization curves were determined potentiodynami-
cally with a velocity of 1 mV/s. According to the climate of exposed structures the 
anodic polarization curves of 76 % relative humidity and 10°C were chosen. The 
cathodic polarization is dependent on the oxygen availability at the reinforcement 
and the oxygen availability is correlated to the humidity. Concrete is not a homog-
enous electrolyte and the humidity changes from place to place. So four different 
cathodic polarization curves (100 %, 93 %, 76 %, 66 %RH) were distributed over 
the numerical model. The mean driving potential averages 400 mV according to  [  7  ] . 
A typical solution of the numerical model is shown in   Fig. 3    (right) .  

   Probability of detection 

 The parameter study was evaluated as follows. The elements from the surface of the 
model, which are situated directly above the anode, were de fi ned as indicators of cor-
rosion. Then the potentials from the surface was analyzed like shown in   Fig. 1    (right)  
and a threshold potential U 

threshold
  was determined (  Fig. 4  ). Based on the numerical 

  Fig. 3    Numerical model (left), numerical model with potential  fi eld (right)       
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results three different U 
threshold

 .(−180, −200, −220 mV 
SCE

 ) are selected. Then the deci-
sion of the threshold potential was compared to the true state of the model. This com-
parison was made with each surface element depending on the chosen grid size.  

 Figure  5  summarises the PoD values in dependence of U 
threshold

  (−180, −200 
and −220 mV 

SCE
 ), grid size (5 x 5; 15 x 15; 20 x20 cm) and resistivity (R = 100, 250, 

400, 550 and 700 W m).  
 The PoD values strongly depend on the U 

threshold
  and the grid size. The resistivity 

of the concrete has not such a big in fl uence. With smaller grid size the PoD values 
increase. It is not sure to indicate anodes with a grid size of 20 x 20 cm². The guide-
line B3 of potential mapping recommends a standard grid size of 25 x 0.25 cm² and 
at most a grid size of 50 x 50 cm². In the technical bulletin of SIA grid sizes are 
between 15 x 15 cm² and 25 x 25 cm² for  fi eld measurements. RILEM states grid 
sizes of 15 x 15 cm². The results from this numerical parameter study show, that a 
grid size of 15 x 15 cm is reliable to detect anodic areas under the chosen boundary 
conditions like concrete cover 30 mm. 

 The highest PoD values are reached with the lowest U 
threshold

 . But a low U 
threshold

  
coincide with a high probability of false alarm. If U 

threshold
  is set too high, non-

corroding areas would be repaired unnecessarily and if U 
threshold

  is set too negative, 
corroding areas would be overlooked. The U 

threshold
  has to be determined in consid-

eration of the required safety level and economical aspects.   

   Conclusion 

 This paper presents a  fi rst approach to evaluate numerically the probability of detec-
tion of potential mapping in dependence of the resistivity, grid size and U 

threshold
 . One 

important result is that a grid size of 15 x 15 cm is reliable to  fi nd corroding rein-
forcement. A grid size of 20 x 20 cm can be too large to detect small anodes. Besides 
U 

threshold
 , grid size and resistivity a lot of other factors have to be investigated like the 

concrete cover, the rod distance, geometries (columns, walls) or carbonated layers. 
In the next step the PoD values has to be validated at existing concrete structures. 
The aim is to describe the PoD mathematically in dependence of their most 
in fl uencing parameters.      
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  Abstract   Half-cell potential mapping is a non-destructive technique that helps 
 predict the probability of steel corrosion in concrete. A major shortfall of this tech-
nique is that it does not give insight into the rate and the nature of corrosion. In the 
case of localized corrosion, the predictions of half-cell measurements can even 
lead to wrong interpretations of the severity of corrosion. This paper presents an 
inverse numerical tool that can be used to better interpret the results of half-cell 
potential measurements. This tool quantitatively relates the potential readings on 
the surface of the concrete to the rate of probable localized reinforcement corro-
sion, allowing engineers to gain supplementary information from half-cell tests. 
Numerical experiments demonstrate the potential bene fi ts of the proposed approach 
when typical half-cell measurements may not be able to predict the localized cor-
rosion mechanism.

Keywords Corrosion • Inversion • Modeling • Potential mapping • Reinforced 
concrete • Simulation      

   Background 

 Half-cell potential mapping is a standardized  [  1  ]  non-destructive technique that is 
used to predict the probability of steel corrosion in reinforced concrete members. In 
this method, the potential difference between an external electrode located at the 
surface of concrete and the embedded reinforcement is measured with a high imped-
ance voltmeter, as illustrated in Fig.  1 . ASTM C876  [  1  ]  state that the more negative 
the measured surface potential, the greater probability of corrosion: half-cell 
 potential measurement less than −350 mV with respect copper/copper sulfate 
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 electrode (CSE) corresponds to 90% probability. When the measurement is greater 
than −200 mV (CSE) the probability is less than 10%  [  1  ] . 

 The interpretation of the half-cell potential mapping results is a major challenge 
for engineers because the test results do not give any insight to the rate and type of 
corrosion. In the case of uniform corrosion, the potential readings at the surface of 
concrete are generally close to the potential at the interface of steel and concrete; 
however, in the case of localized pitting corrosion the measured potentials at the 
surface of concrete can be substantially different from those of the steel/concrete 
interface. This potential difference is a function of cover thickness and concrete 
resistivity, and increases with both. 

 In a recent study  [  2  ] , it was shown that while carrying out half-cell measure-
ments, potential readings should be interpreted in accordance with the resistiv-
ity of the system; otherwise, the results can be misleading. For the same 
corrosion rate, one can measure different potentials at the surface of concrete, 
corresponding to different values of resistivity, and thus have more than one 
probability for the same state of corrosion. The same study also showed that 
when the average potential at the surface of concrete is a large value (i.e. more 
positive) the probability of the corrosion is low as per ASTM C-876; however 
the rate of such a corrosion, if occurs in the form of localized corrosion, can be 
very high. On the other hand, if the average potential at the surface of concrete 
is a small value (i.e. more negative), the probability of the corrosion is higher, 
but such corrosion may proceed more uniformly. Accurate detection of local-
ized corrosion, in which anode-to-cathode ratio can be small, may not be fea-
sible with half-cell potential measurement method unless supplementary 
information is provided.  

  Fig. 1    Half-cell potential measurements on the surface of concrete       
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 The main objective of this paper is to overcome these dif fi culties associated with 
half-cell mapping by presenting an inverse modelling approach that quantitatively 
relates the potential readings on the surface of the concrete to the rate of  reinforcement 
corrosion, allowing the engineers to gain supplementary information from the half-
cell tests, especially when localized corrosion that cannot be detected by half-cell 
measurements is the main mechanism of corrosion.  

   Forward Problem 

 Electrical potential distribution,   f  , in concrete due to a corroding rebar can be deter-
mined using  fi nite element method by solving the Laplace’s equation  [  3  ] 

     
2 0fÑ =    (1)   

 with the following boundary conditions de fi ned on the anodic and cathodic surfaces 
of rebar:

     
alog ona

a Fe a
a

i

i
f f b°

°

= + G
   

(2)  
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log log onc L
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oc c L c

i iRT
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f f b°= + - G

-    
(3)

   

 where     standard equilibriumFef ° =    potential for the oxidation of iron [volts]; 
    

2
standard equilibriumOf ° =    potential for the reduction of oxygen [volts]; 

    anodicab =    Tafel slope [V/dec];     cathodiccb =    Tafel slope [V/dec];  i  
 a 
  = anodic 

current density [A/m 2 ];  i  
 c 
  = cathodic current density [A/m 2 ];  i  

 oa 
  = anodic exchange 

current density [A/m 2 ];  i  
 oc 

  = cathodic exchange current density [A/m 2 ];  R  = uni-
versal gas constant [ »  8.314 J/mol.K],  F =  Faraday’s constant [ »  96500 C/mole], 
 z  

 c 
  = number of electrons in the reaction,  T  = temperature [K];  i  

 L 
  = limiting current 

density [A/m 2 ]. Other boundaries ( G  
ct
  +  G  

cs,1
  +  G  

cs,2
 ) are have zero current  fl uxes 

shown in Fig.  2 .  
 Current density at anodic and cathodic surfaces are calculated locally at every 

discretization node on the steel surface by applying the Ohm’s law:

     

1
i

n

f
r

¶
= -

¶    
(4)

   

 where  i =  current density [A/m 2 ];     electricalr =    resistivity of concrete [ W -m];  n  = 
direction normal to the equipotential lines. The dependence of the boundary condi-
tions ( 2 ) and ( 3 ) on Eqn. ( 4 ) requires a non-linear solution algorithm, which is 
described in detail in elsewhere  [  2,   3  ] .  
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   Inverse Problem 

 Inverse problem is described by the identi fi cation of the anodic and cathodic 
 boundary conditions on the rebar surface ( G  

a
  +  G  

c
 ) from half-cell potential measure-

ments on the concrete surface ( G  
ct
 ). The inverse model requires the minimization of 

the cost function,  J , between the measurements,   f   
obs

 , and the predictions,   f   
s
 , on the 

surface of the concrete such that:

     
( )2

ct
1

( ) on
sN

k k
obs s

k

J f f f
=

= - Gå
   

(5)  

where  N  
 s 
  is the number of surface nodes and k is the index for counting. Here the 

conjugate gradient method is used for minimization  [  4  ] . The conjugate gradient 
method requires the determination of the gradient of the cost function, which can be 
used for detecting the direction of the steepest descent towards the minimum. The 
gradient of the cost function is calculated as:

     i

 
sN k
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i k

i k i s

J J
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(6)
  

where      fi
  
  is the nodal potentials on the rebar surface. The     /k

s if f¶ ¶    term in Eqn. 
( 6 ) represent the sensitivity of the potentials on the concrete surface to the 
changes on the rebar surface, and can be calculated by applying perturbations on 
the nodes on the steel surface.     / k

sJ f¶ ¶    can be obtained by taking the derivative 
of Eqn. ( 5 ). 

 The conjugate gradient method  fi nds the potentials on the rebar surface,      fi
  
 , 

by incrementally minimizing the cost function following the steepest descent 
path via: 

     
1n n n n

i i df f a+ = +    (7)   

 where n is the iteration step,  a  
 n 
  is the step size and  d   n   is the direction of the steepest 

descent. The details of the calculation of the step size and the direction of the steepest 
descent are not provided here, but more information can be obtained from  [  4  ] .  
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  Fig. 2    Boundary conditions for the forward problem       
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   Numerical Experiment 

 An identical twin experiment is presented here to demonstrate the accuracy and the 
ef fi ciency of the developed inverse algorithm. The experiment involves the use of 
surface potentials obtained form the forward solution of a single-anode problem as 
observed data and  fi nding the boundary conditions on the steel surface. The param-
eters for solving the forward problem are provided in Table  1 . The single anode was 
placed in the middle of the rebar with an anode-to-cathode length ratio of 0.1, which 
represents localized pitting corrosion. The domain was rectangular such that the 
longitudinal direction to the rebar was 1200 mm and the cover of concrete was 80 
mm. The domain was discretized into 20 x 2m mm square elements. The concrete 
resistivity was selected as 150 ohm-m. The inverse modelling iterations were car-
ried out until the const function became smaller than 10 -8  V 2 .  

 Figure  3  illustrates the comparison of the inverse solution with the observed 
results that were obtained from the forward solution of the actual system. It is clear 
that inverse modelling algorithm is able to predict the location of the anode very 
accurately. The solution converged to the prediction show in Fig.  1  within 500 
iterations; this shows the ef fi ciency of the algorithm. However, it is expected that 
convergence rate will slow down and the accuracy will deteriorate as the anode-
to-cathode ratio is made smaller or resistivity of the concrete is modi fi ed. Cover 
thickness, the domain size and the presence of multiple anodes will also affect the 
inverse predictions; therefore, further research on the investigation of these param-
eters is required. In particular, regularisation schemes will be required to overcome 
convergence issues and oscillations that may be encountered in the inverse solu-
tions of complex cases.   

   Conclusions 

 An inverse modelling algorithm that quantitatively relates the potential readings on 
the surface of the concrete to the rate of reinforcement corrosion is presented to 
overcome the dif fi culties associated with half-cell mapping. It was demonstrated 

   Table 1    Input parameters of the forward solution   

 Parameter  Value 

 Standard half cell potential of  Fe  (mV ~SCE)  −780 
 Tafel slope of the anode,   b   

 a 
  (mV)  60 

 Anodic exchange current density,  i  
 oa 

  (A/mm 2 )  187.5×10 −12  
 Standard half cell potential of oxygen (mV ~SCE)  160 
 Tafel slope of the cathode,   b   

 c 
  (mV)  160 

 Cathodic exchange current density,  i  
 oc 

  (A/mm 2 )  6.25×10 -12  
 Temperature,  T  (K)  298 
 Limiting current density,  i  

 L 
  (A/mm 2 )  1×10 −6  
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though an identical twin experiment that inverse modelling algorithm is able to 
predict the location of the anode very accurately.      
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  Fig. 3    Comparison of the inverse solution with the observed data       
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  Abstract   Application of pre-stress on a structure is a way to reinforce materials with 
low tensile strength like concrete and soil against tensile overload. After years in ser-
vice, the strands may lose the pre-stress due to corrosion or other reasons endangering 
the whole structure. Since the strands inside the structure are not easily accessible, any 
inspection should be conducted on the anchor head. In this study, elastic waves are 
numerically applied on the anchor head. Parameters like the wave amplitude, propaga-
tion time, frequency content and others are in fl uenced by the stress of the strand wires 
which affects the contact between the steel strand, and the surrounding bolt of the 
anchor head in fl uencing the acoustic impedance mis-match on the interfaces. The 
change of contact pressure between the strands and anchor head is simulated by modi-
fying the rigidity of a model interphase material. Therefore, an easy and fast procedure 
for non destructive inspection of the pre-stress load on the strands is discussed.  

  Keywords   Anchor head  •  Non destructive inspection  •  Pre-stress  •  Strand wires  
•  Ultrasound      

   Introduction 

 Millions of ground anchorages have been installed over the past decades with rela-
tively few recorded failures. However, as permanent anchorages in service become 
older, the subject is of growing importance, particularly for anchorages installed 
more than 30 years ago, many of which have been designed with corrosion  protection 
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considered inadequate by today’s standard. Maintenance testing involves visual 
 survey of the physical condition of the structure and the anchorages, measurement 
of the overall deformation and when applicable measurement of the load of selected 
tendons. The method to monitor the load of a tendon is the so called “lift-off” 
method. However, it entails certain dif fi culties as it requires the anchor head to be 
raised by some mm using a hydraulic jack and therefore may jeopardize the safety 
of the structure while only speci fi c tendons can be examined  [  1  ] . A routine, fast and 
easy inspection method which can con fi rm the satisfactory performance can extend 
the service life of anchored structures  [  2  ] . 

 This study focuses on the ultrasonic method to evaluate the axial stress of the 
strands. The applicability of the method is examined numerically and suitable wave 
parameters are sought for in order to yield a robust correlation with the applied 
stress on the tendons. Due to the bolt geometry, as the pre-stress on the strands 
increases, the strand obtains stiffer contact with the bolt material of the anchor. This 
has an effect on the overall rigidity of the bolt. Therefore, longitudinal elastic waves 
are introduced in an anchor head and the time of  fl ight, as well as the amplitude are 
measured for different levels of pre-stress. The experiment is numerically simulated 
by  fi nite difference method software modeling the different pre-stress levels with an 
interphase material of varying elastic constants. A similar study was recently con-
ducted on a different shape of anchor head  [  3  ] . 

 Since there is no accessibility in the interior of the structure, the assessment 
should be conducted through the only area located in the surface, the anchor head. 
Fig.  1a  shows the cross-section of the pre-stress structure. As the tensile load of the 
cables/tendons increases, the contact between the nut and the surrounding hole of 
the bolt becomes stiffer. At the certain cross-section of the head (see Fig.  1b ) the 
ultrasonic monitoring can be applied. Details of the anchor bolt geometry can be 
seen in Fig.  1b .   

  Fig. 1    (a) Schematic representation of pre-stress, (b) wave propagation in vertical direction, 
(c) details of the nut used in the anchor head       
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   Numerical Simulations 

 The fundamental equation governing the two-dimensional propagation of elastic 
waves in a perfectly elastic medium, ignoring viscous losses is seen below:
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 where u=u(x,y,t) is the time-varying displacement vector,  r  is the mass density,  l  
and  m  are the  fi rst and second Lame constants respectively, while t is time. The 
focus, from the engineering point of view is given on simulating the actual cases 
examined experimentally and not on the numerical method itself. However, certain 
prerequisites should be followed in order for the analysis to lead to reliable results. 
The simulations were conducted with commercially available software  [  4  ] . It oper-
ates by solving the above equation based on a method of  fi nite differences. Equation 
 (1)  is solved with respect to the boundary conditions of the object, which include the 
input source that has pre-de fi ned time-dependent displacements at a given location 
and a set of initial conditions. For heterogeneous media like the one studied herein, 
propagation in each distinct homogeneous phase is solved according to eq.  (1) , 
while the continuity conditions for stresses and strains must be satis fi ed on the inter-
faces  [  4  ] . 

 Materials were considered elastic without viscosity components. As the stress 
increases in the strand, the contact at the interface between the bolt and the matrix 
material is enhanced. This condition is simulated by an imaginary interphase mate-
rial with varying stiffness, as has been done for the case of surface cracks with faces 
in partial contact  [  5  ] , see also Fig.  2 . The minimum value for the stiffness is zero 
which simply means no contact between the wedge and the matrix while the maxi-
mum is the stiffness of steel as if there was no interface at all. The mechanical 
properties of the steel matrix, the wedge and the strand wire are equal, with Young’s 
modulus 205 GPa, Poisson’s ratio of 0.3 and density of 7800 kg/m 3  resulting in a 
longitudinal wave velocity, C 

L
 , of 5948 m/s. The interphase material’s velocity was 

set to different values starting from 330 m/s which simulates the case of negligible 

Nut

Tendon

Interphase

Pulser

Receiver

  Fig. 2    Representation of the 
geometric model       
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contact. Then, by adjusting the elastic properties of the interphase, the velocity, C 
L
 , 

was set to the values 1000, 2000, 3000, 4000 and 5000 m/s and 6000 m/s. The last 
value simulates the case in which the interphase is as rigid as the steel material 
itself. The geometry of the model is depicted in Fig.  2 . The thickness of the inter-
phase was 0.5 mm, being a suggestive value. 

 The “pulser” introduced an excitation of 1 cycle of 1 MHz vertical to the surface 
(longitudinal wave). The receiver provided the average vertical displacement on its 
whole length (10 mm).  

 The element size (mesh) was 0.12 mm, while considering the main frequency of 
1 MHz, the wavelength is calculated to about 6 mm. This satis fi es the requirement 
of 10 or 20 nodes per wavelength even for the case of 5 MHz that is also studied and 
results in reasonable accuracy  [  6  ] . The time step was 0.0167  m s, meaning that for 
the frequency of 1 MHz (period of 1  m s) almost 60 points were used to describe one 
cycle, while for the frequency of 5 MHz the number of points was 15 ensuring 
adequate depiction.  

   Results 

 Below one can see typical waveforms for different levels of stiffness of the inter-
phase. The loose interphase (C 

p
 =300 m/s) which corresponds to air exhibits consid-

erably low amplitude, due to the strong scattering of the wavefront by the circular 
interphase, which acts as a hole, see Fig.  3a . As the interphase becomes stiffer, the 
wavefront suffers less scattering and therefore, the arrival of the wave comes with a 
strong peak. For the case of C 

p
 =6000 m/s, there is no scattering because the materials 

(nut, interphase and tendon) are identical with properties of steel. Apart from the  fi rst 
strong peak, it is worth to mention that for a certain level of rigidity the  fi rst re fl ection 
becomes clear, see Fig.  3a . This re fl ection is not identi fi ed when the wavefront is 
scattered on the loose interphase and could also be used as an indicator of good 
 contact along with other descriptors studied herein. The most common measurement 
in ultrasonics is the transit time which was de fi ned by the  fi rst disturbance on the 
simulated waveform of the receiver. The results can be seen in Fig.  3b .  

 The transit time strongly depends on the interphase stiffness, see Fig.  3b . When 
this stiffness is near zero, the short, straight path is not available and the wave propa-
gates on the arc of the inner hole of the nut. As the stiffness increases the straight 
path becomes gradually available and thus the transit time is shortened. This change 
of more than 1  m s, which corresponds roughly to almost 10 % can be certainly cap-
tured by any ultrasonic set up. The frequency of the pulse does not seem very 
in fl uensive, as both 5 MHz and 1 MHz result in quite similar curves. 

 As seen in Fig.  3a  the amplitude of the wave front is stronger for stiff interphase. 
This can be observed for all applied levels of stiffness in Fig.  4a . The amplitude of 
the pulse is much more sensitive to the contact of the interfaces, since it increases 
by more than 5 times for both frequencies.  

 Another parameter that proved very sensitive is the accumulated amplitude line. 
This is calculated after rectifying the waveforms and adding the amplitude of each 
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point to the previous  [  7  ] . It is reasonable that for the stiff interphase, where the  fi rst 
cycle is very strong, the initial inclination of this line is high. On the other hand for 
a severely scattered waveform, the energy is dispersed in a longer period of time, 
reducing the rate of energy at the  fi rst part. This is seen in Fig.  4b  where the incli-
nation of the accumulated amplitude increases from 0.75 V/ m s to 32.61 V/ m s as the 
interphase becomes stiffer. This parameter changes by more than 40 times, being 
another sensitive descriptor to characterize the contact.  

   Conclusions 

 The study presented herein concerns the non destructive evaluation of the stress in 
metal strand tendons. Increased pre-stress enhances the contact of the metal parts 
and this should have an effect on the propagation of elastic waves through the head. 
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Numerical simulations on the exact geometry are conducted using an imaginary 
“interphase” material. Although this interphase does not physically exist, it is a 
reasonable and convenient way to simulate the change in contact between the nut 
and bolt interfaces. Results show a decreasing trend for transit time and an increas-
ing one for the amplitude of the wave front as the contact pressure becomes higher. 
Transit time decreases by 10%, while the maximum amplitude of the received wave-
form increases by 5 times. The inclination of accumulated amplitude line proves 
even more sensitive since it increases by about 40 times. It is seen that several 
parameters of the waveform may be used to characterize the contact. The next step 
is to compare the results with experimental, which are contacted on the same geom-
etry, see Fig.  5 . Concerning simulation, further ideas include the use of shear 
waves which should be more sensitive to the stiffness of the interphase, while they 
would not be strongly affected by possible presence of grease between the nut-rod 
interphase.       
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  Abstract   This paper presents a model that allows us to predict the ultrasonic signal 
received by a focused circular transducer from a side-drilled hole (SDH). In order to 
develop a model for the entire ultrasonic testing system, we  fi rst need to develop 
models for the following three parts of the problem: 1) the ultrasonic beam  fi eld, 2) 
the system function, and 3) the scattered waves from the SDH. To calculate the 
beam  fi eld, we use the multi-Gaussian beam modeling. To model the system func-
tion, the front surface re fl ection signal is used as a reference re fl ector, and to get the 
scattered  fi eld, both Kirchhoff approximation and the separation of variables (SOV) 
method are used. By combining these three subsidiary models, we obtain a com-
plete model for the entire ultrasonic measurement system. Experimental results are 
used to verify the accuracy of the developed model.  

  Keywords   Focused transducer  •  Multi-Gaussian beam  •  Normal mode expansion  
•  Side-drilled hole  •  Ultrasonic modeling      

   Introduction 

 Ultrasonic pulse-echo measurement in an immersion setup is a widely used method 
for testing various materials. To improve the ef fi ciency of the test, measurements 
are usually done by focused ultrasonic transducers. To obtain reliable results from 
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such an ultrasonic measurement system, it is necessary to perform one or more 
 suitable calibration processes on the system. Since side-drilled holes (SDH) are 
often used for calibrating ultrasonic measurement systems, it is useful to obtain a 
model that can predict ultrasonic pulse-echo responses from a side-drilled hole. 
Several ultrasonic measurement models with high computational ef fi ciency such as 
multi-Gaussian beam, boundary diffraction wave, distributed point source, and 
Gauss-Hermite, have been recently developed for solving various ultrasonic NDE 
problems  [  1–  7  ] . In this paper, we use the multi-Gaussian beam technique to calcu-
late the wave pro fi le of focused transducers. This is followed by Kirchhoff approxi-
mation and SOV method to calculate the scattering response of the side-drilled hole. 
We then use reference re fl ectors response for modeling the system function of the 
ultrasonic measurement system. Finally, using these ingredients, a complete model 
that can predict the pulse-echo signals of a focused ultrasonic transducer from a 
side-drilled hole is developed and compared with experiments.  

   Multi-Gaussian Beam Model 

 The multi-Gaussian beam model can describe the ultrasonic wave  fi eld of a 
focused circular piston transducer by superposition of a number of individual 
Gaussian beams with a proper set of weighting factors  [  8,   9  ] . Using an optimiza-
tion method, Wen and Breazeale found ten coef fi cients for obtaining the multi-
Gaussian beam model for a circular planar piston transducer  [  10  ] . For a circular 
piston transducer of radius  a , the normalized velocity  fi eld on the face of the 
transducer is given by  [  8  ] ,
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 n 
  and  B  

 n 
  are Wen and Breazeale 

coef fi cients,   w   is circular frequency and  v  
 0 
  is velocity at the face of transducer. For 

modeling of a spherically focused transducer, the Gaussian beam coef fi cients  B  
 n 
  are 

changed by letting  B  
 n 
 → B  

 n 
  +  iD  

R
 / F , where  F  is the focal length of the transducer  [  8  ] . 

    (0)nM    is a 2×2 complex-valued symmetric matrix and de fi nes phase of the multi-

Gaussian beam on the face of the transducer  [  8  ] ,
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  is longitudinal wave speed in the  fi rst medium.  D  
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  a   2   /2  is the Rayleigh 

distance and  k  
 p1 

  is the longitudinal wave number in the  fi rst medium. Equation  (1)  
de fi nes wave velocity  fi eld on the face of the transducer. To obtain a model to calcu-
late the wave  fi eld at the distance  z  

 1 
  from the transducer face, based on the propaga-

tion laws of Gaussian beams we have  [  8  ] ,
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 Using eqs.  (3)  and  (4) , the wave pro fi le of the radiation  fi eld in water generated 
by a circular focused transducer having a diameter of 12.7 mm, focal length 50.8 
mm and center frequency of 10 MHz has been calculated and is shown in Fig.  1 .  

 The problem we are interested in is calculating the wave  fi eld around a SDH 
located at distance  z  

 2 
  from a  fl uid-solid interface in a homogenous elastic solid 

(steel). Using the transmission laws of Gaussian beams from  fl uid-solid interfaces 
and the propagation laws of Gaussian beams, we have,
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where     pd    is the polarization vector for P-wave,  c  
 p2 

  and  k  
 p2 

  are longitudinal wave 
velocity and wave number in steel, and  T  

 12 
  is the transmission coef fi cient based on 

a velocity ratio for a planar  fl uid-solid interface.     2 2( )n zM    is the phase matrix of 
multi-Gaussian beam at the SDH and can be calculated from,

  Fig. 1    Wave  fi eld of a 12.7 mm diameter focused circular transducer       
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   Scattering Models 

 In this section, both approximate and exact characterizations of scattering 
responses of a SDH are modeled using Kirchhoff approximation and SOV meth-
ods. In using the Kirchhoff approximation for the side-drilled hole, any contribu-
tions from the ends of the SDH will be neglected and only the  fi elds on the curved 
cylindrical surface are considered. The scattering response of a SDH of radius  b  
and length  L  can be calculated by Kirchhoff approximation by using the following 
equation  [  8  ] :
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where  S  
 1 
  and  J  

 1 
  are the Struve and Bessel functions, respectively. Moreover, the 

exact scattering response of a SDH can be calculated by using the separation of 
variables method. In case of a longitudinal wave incidence on the SDH, the exact 
scattering response is given by an in fi nite sum of Hankel functions and complex 
exponential functions as follows  [  8  ] ,
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 Using eqs.  (7)  and  (8)  the approximate and exact response of a 1.5 mm diameter 
SDH is shown in Fig.  2 .   
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   System Function 

 The system function de fi nes the electromechanical and electrical components of the 
ultrasonic measurement system, including cables, transducers, pulser, and receiver. 
In order to calculate the system function, a reference experiment is performed under 
the same system setting as that of the SDH measurement. The re fl ection from the 
front surface of the specimen immersed in water,  V  

 R 
   ref   ( w ) , was regarded as the refer-

ence signal. Using the reference signal and its corresponding reference model, the 
system function can be determined by the following deconvolution procedure  [  8  ] ,
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 Where   e   is a constant which represents the noise level, ( )* denotes the complex-
conjugate, and  t  

 A 
  ( w )  is the acoustic/elastic transfer function obtained from,

     ( )= - ´ -2 2 2
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where the quantity  R  
 12 

  is the plane wave re fl ection coef fi cient at the interface.  

   Prediction of the SDH Signal and Comparison with Experiment 

 Following Ref. 8, in the frequency domain, the received voltage signal for the pulse-
echo immersion setup from a side-drilled hole where the beam variations can be 
neglected over the cross-section of the scatterer can be written as,

  Fig. 2    Scattering response of a 1.5 mm diameter SDH (a) Kirchhoff approximation (b) separation 
of variables method       
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 Three ingredients including the incident wave  fi eld, v 
 SDH 

 / v  
0
 , the system function, 

 s( w ) , and the scattered  fi eld,  A( w ) , were determined in the previous sections using 
multi-Gaussian beam model, the reference re fl ector model, and the Kirchhoff 
approximation, respectively. This general ultrasonic measurement model can pre-
dict ultrasonic signals from a SDH. 

 In order to validate the model, an experiment was carried out on a standard AWS 
calibration block. The longitudinal wave was generated by a 12.7 mm diameter 
focused circular transducer (focal length = 50.8 mm) having a center frequency of 
10 MHz. Figure  3  shows the model predictions and the experimental signal captured 
by the focused circular transducer.  

 The early parts of the modeled signal in Fig.  3a  agree very well with the 
experimental response. However, there are some small trailing creeping waves 
in the experimental signal that are not predicted by this model. This is to be 
expected since this model is based on the Kirchhoff approximation which 
neglects such creeping waves that travel around the  fl aw and return back to the 
receiver. On the other hand, as shown in Fig.  3b , more accurate results are 
obtained by using the SOV model for wave scattering from the SDH. The SOV 
method can model creeping waves and calculate the exact scattering response 
of a SDH. 

 Cross-correlation is used to measure compatibility between the two models and 
the experiment. Correlation coef fi cient between experimental and the signal esti-
mated in Fig.  3a  is 0.9085. This coef fi cient for the exact model estimated by the 
SOV model is 0.9217. This con fi rms the higher accuracy of the SOV technique in 
modeling the ultrasonic signals.  

  Fig. 3    Comparison between model predictions and experimental measurements. (a) Kirchhoff 
approximation and (b) exact separation of variables method for modeling the scattered waves       
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   Conclusion 

 In this paper, we have developed an approach for modeling signals captured by 
focused circular ultrasonic transducers by combining some analytical methods in 
both beam  fi eld and scattering model calculations. The validity of the proposed 
model was veri fi ed by comparing the modeled and experimental signals. The cross-
correlation coef fi cient also con fi rms the good agreement between model predictions 
and experimental measurements conducted on a SDH.      
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  Abstract    Scattering of surface waves by a two-dimensional cavity, which is on the 
free surface of an elastic half-space, is theoretically investigated in the current paper. 
It is shown that the expressions for the scattered  fi eld displacements are derived in 
an elegant approach by using the reciprocity theorem and the decomposition tech-
nique that decomposes the total  fi eld into incident and scattered  fi elds. The dis-
placements of the scattered  fi eld then can be analytically obtained by the reciprocity 
theorem. The achieved solutions are veri fi ed by the Boundary Element Method 
(BEM) modeling of two-dimensional wave propagation in elastic half-spaces that 
applies a truncation of the in fi nite boundary to account for the contribution of the 
omitted part. The comparisons of displacements are graphically displayed and show 
the agreements between analytical and numerical results.  

  Keywords   Surface wave • Cavity • Half-space • Reciprocity theorem • BEM      

   Introduction 

 The studies of Rayleigh wave interaction with defects were motivated by the fact 
that Rayleigh waves have been used extensively in the area of nondestructive testing 
and evaluation to locate and size surface defects. Defects such as cracks, voids, 
cavities and corrosions act as the sources of acoustic scattering when illuminated by 
incident pulses through re fl ection, diffraction, and mode conversion. In the current 
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paper, we present a new theoretical approach to the scattering of surface waves by a 
two-dimensional cavity in an elastic half-space using the reciprocity theorem. 

 A homogeneous, isotropic, linearly elastic solid which occupies the half-space 
    ³ 0z   , contains a 2D cavity on the surface. The total  fi eld generated by interaction 
of the incident surface wave and the cavity can be expressed

     = +t i su u u    (1)  

 where     iu    is the incident  fi eld, and     su    denotes the scattered  fi eld. The total  fi eld in 
the half-space is taken as the superposition of the speci fi ed incident  fi eld in the 
without-cavity half-space whose solution is well-known in several references  [  1  ]  
and the scattered  fi eld in the with-cavity half-space. The scattered  fi elds due to a 
time-harmonic surface wave upon the cavity from far- fi eld are investigated in this 
paper.  

   Rayleigh Waves in an Elastic Half-space 

 The displacements of Rayleigh waves traveling in the positive     x   - direction along 

the free surface of an elastic half-space may be written as follows  [  1  ]   [  2  ] 

     
( )( )R i kx t

xu iAU z e w-=    (2)  

     
( )( )R i kx t

zu AW z e w-=
   (3)  

where

     
- -= +1 2( )R kpz kqzU z d e d e    (4)  

     
- -= -3( )R kpz kqzW z d e e    (5)   

 The corresponding stresses of surface waves can be written as 

     
( )( )R i kx t

xx xxAT z e wt -=    (6)  

     
ωτ τ-= =( )( )R i kx t

xz xz zxiAT z e
   (7)  

     
ωτ -= ( )( )R i kx t

zz zzAT z e
   (8)  

where

     4 5( ) ( )R kpz kqz
xxT z k d e d em - -= +    (9)  
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μ - -= + =6 7( ) ( ) ( )R kpz kqz R

xz zxT z k d e d e T z
   (10)  

     
μ - -= +8 9( ) ( )R kpz kqz

zzT z k d e d e
   (11)   

 Here,     -1 9d d    and     , ,p q m    are constant depending on material property and     k    is 

wavenumber. 
 Consider now the boundary of the virtual cavity in a half-space 

     = ( )z f x    (12)   

 The cavity which is smooth is shown in the Fig.  1 , together with an ele-
ment     dA  .  

 The horizontal and vertical force components are obtained respectively as 
follows

     x x xdQ t d k AQ dxm= =�    (13)  

     z z zdP t d k AP dxm= =�
   (14)  

where

     
( ) ( )( ) ( ) ( ) ( )

4 5 6 7( )kpf x kqf x kpf x kqf x ikx
xQ d e d e f x i d e d e e- - - -é ù= - + + +ë û¢

   (15)  

     
( ) ( )( ) ( ) ( ) ( )

6 7 8 9( )kpf x kqf x kpf x kqf x ikx
zP i d e d e f x d e d e e- - - -é ù= - + + +ë û¢

   (16)    

   Application of Reciprocity Theorem 

 Consider the point loads at     0 0( , )x z    of element     dA   . The region  V  is de fi ned by 

    £ £ ³, 0a x b z    as in Fig.  2 .  

X1 X2
dl

dx

dz

txz
tzx

tzz

txx

Z

X

z=f(x) dA

  Fig. 1    Cavity and stress analysis       
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 For state A, the body forces, including the vertical     zP    and the horizontal     xQ   

given in (13)-(14) but with an opposite sign. The displacements and the stresses are 
given as

     
( ) ( ) ( )0 0 00 0 0( , ) ( ) , ( , ) ( ) , ( , ) ( )ik x x ik x x ik x xx x xA R A R A R

x Sc z Sc xx Sc xxu x z iA U z e u x z A W z e x z A T z et± - ± - ± -= ± = =    (17)  

     
( ) ( ) ( )0 0 00 0 0( , ) ( ) , ( , ) ( ) , ( , ) ( )ik x x ik x x ik x xx x xA R A R A R

zx Sc zx xz Sc xz zz Sc zzx z iA T z e x z iA T z e x z A T z et t t± - ± - ± -= ± = ± =    (18)  

(Here, plus sign for the positive x-direction and minus sign for the negative 
x-direction). 

 For state B, the virtual wave, we select a surface wave in the positive 
x-direction

     
( , ) ( ) , ( , ) ( ) , ( , ) ( )B R ikx B R ikx B R ikx

x z xx xxu x z iBU z e u x z BW z e x z BT z et= = =
   (19)  

     
( , ) ( ) , ( , ) ( ) , ( , ) ( )B R ikx B R ikx B R ikx

zx zx xz xz zz zzx z iBT z e x z iBT z e x z BT z et t t= = =
   (20)   

 Apply the reciprocity relation (see  [  1  ] ) and note that the integrations along 
    = £ < ¥, 0x a z   , and     = £ < ¥, 0x b z   , only yield contributions from counter-prop-
agation waves, we  fi nally have

     ( ) ( )é ù= - +ë û
0

0 0 0 0 0 0 0( , ) ( , )
2

x
R RSc

x z

In

A k
Q x z U z iP x z W z dx

EA    (21)  

 where

     
- + - + +æ ö

= + +ç ÷+è ø
4 1 6 3 4 2 5 1 7 3 6 2 5 7

2 2

d d d d d d d d d d d d d d
E

p p q q    (22)   

  Fig. 2    Half-space subjected to two time-harmonic point loads       

 



743A Theoretical Study on Scattering of Surface Waves by a Cavity…

 We have to integrate Eq.  (21)  over the cavity boundary to obtain the total ratio in 
the positive direction

     
( ) ( )- -é ù= = - +ë ûò ò

0
2 2

0

1 12

x
x xikx R R ikxSc Sc

x zx x
In In

A A k
e Q U z iP W z e dx

A EA    (23)    

   Boundary Element Method 

 The Boundary Element Method (BEM) is used in this paper to obtain numerical results 
for comparison with the analytical solutions. Depending on the idea of Rayleigh wave 
correction ( [  3  ] ,  [  4  ] ), a BEM code has been written in FORTRAN to simulate the two-
dimensional scattering of surface waves by a cavity a half-space. The boundary condi-
tions applying for the scattered  fi eld are the traction values obtained theoretically at the 
positions of the cavity boundary but in the opposite sign. With this idea, the problem has 
been solved numerically by the direct frequency domain boundary element method which 
allows the undammed Rayleigh waves propagating along the in fi nite surface to escape 
the computational domain without producing spurious re fl ections from its limits.  

   Example of Calculation: Scattering by a Circular Cavity 

 A circular cavity which has a depth     D    and a width     = 02l R    is de fi ned by

     = = - -2 2
0( )z f x R x z    (24)   

 By a change of variable from     x    to     =x kx   ,     = = = =0 0 0 0, , ,R kR R kR D kD z kz   , 

we  fi nally obtain the following form

    

( ) ( )

( ) ( )( ) ( ) ( )

2 2
0 0

2 2 2 2
0 0

2

3 8 1 60

2

1 7 2 6 8 3 9 2 7 9

R p R x z
Sc

In

p q R x z q R x z dx

A i
d d d d e

A E

d d d d d d d e d d d e

- - -

- + - - - - -

æ
= -çè

+ - - - + + - ÷-
ö
ø

ò

  
 (25)   

 Keep     =0 / 2R D    while     D   changes from     0   to     0.8  . Presented in Fig.  3 b) is compari-
son between analytical and BEM results that shows good agreement as     £0 1.25kR   . 
Since     2 /k p l=   , then     0 0.20R l£   . Beyond     0 0.20R l»   , the theoretical results start 
deviating signi fi cantly from the exact BEM results. This can be attributed to the 
limitations on the theoretical approach which is valid only for     0,D R    relatively small 
compared with wavelength     l   .   
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   Conclusion 

 Using the reciprocity theorem, the scattering of surface waves by a 2D cavity in a 
half-space could be solved in a much simpler manner to derive the ratios of the 
vertical displacement amplitudes of the scattered to incident surface waves in terms 
of dimensionless quantities     0 andR D  . Comparisons between theoretical and BEM 
results are in good agreement for depth     D    and half of width     0R    relatively small 
compared with wavelength     λ   .      
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  Abstract    This work presents two new wave propagation models for the half-space 
compatible with the thin layer formulation (TLF). The TLF is based on a polyno-
mial expansion in the wave number   k   of the exact matrix of the dynamic stiffness of 
a layer. The advantage of the TLF with respect to the exact model is that it allows 
transforming the soil pro fi le response between wave number and spatial domains in 
analytical form through the decomposition of response in wave propagation modes. 
The expansion in   k   applied to the exact matrix of the half-space does not produce a 
satisfactory approximation for moderate or large values of   k  . Therefore, the TLF in 
its original form only reproduces with good accuracy the response of soil pro fi les 
composed by an assembly of layers over an in fi nitely stiff half-space. The proposed 
models eliminate such shortcomings and adequately represent the half-space stiffness 
in the wave number domain. The techniques used for adjustment of mechanical soil 
pro fi les generally represent the half-space through an assembly of strata with 
increasing thickness in depth. Such approach produces acceptable accuracy in the 
wave propagation velocity of the fundamental mode for normally dispersive pro fi les 
(with increasing stiffness in depth), although it generates spurious modes not related 
with higher propagation modes. The adjustment of mechanical parameters of 
inversely dispersive pro fi les requires an adequate approximation of the half-space 
dynamic behavior given the signi fi cant contribution of the higher propagation modes 
to the response. The proposed models are suitable for the adjustment of soil pro fi les 
with an arbitrary distribution of stiffness in depth and for evaluating the dynamic 
stiffness of foundations. 

   Keywords   Half-space stiffness matrix • Modal analysis • Soil pro fi les • Surface waves 
• Thin layer formulation      
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   Introduction 

 Two new models capable of representing the dynamic behavior of the half-space 
located at the base of soil pro fi les are presented in what follows. These models 
allow the modal description of the spatial response of strati fi ed soil pro fi le through 
the contribution of different wave propagation modes, and are suitable for soil 
pro fi les adjustment based in multiple propagation modes analysis using multiple 
transducers  [  1  ] . These models could be considered a re fi nement of the “thin layers 
formulation” (TLF) presented in works of Kausel and Roësset  [  2–  4  ] . In the pres-
ent work only the  SV – P  wave patterns produced by axi-symmetrical vertical loads 
are analyzed.  

   Modal Description of the Half-space Flexibility 

 The proposed improvement to the wave propagation model is based on an approxi-
mation in two steps of the half-space dynamic  fl exibility through modal parameters 
in the wave number domain that are forced to take on the exact values for the nil wave 
number and, if possible, when the wave number tends to in fi nity. The unbounded 
amplitudes of the  fl exibility components are avoided “discounting” the exact Rayleigh 
wave propagation mode, which in turn is added to the modal model at the end of the 
approximation process. In a  fi rst step, the “remaining”  fl exibility is adjusted with a 
matrix fraction polynomial using the least square criterion. In a second step, a  fi ne 
adjustment of the modal parameters through an iterative process is carried out based 
on gradient techniques. This procedure needs to be repeated for each value of interest 
of the Poisson coef fi cient. The use of generalized coordinates allows obtaining square 
matrices of modal parameters that can be transformed in physical matrices of the 
half-space. These matrices can then be directly assembled with the strata matrices 
derived with the TLF. 

 The dimensionless coef fi cients of the remaining half-space  fl exibility     �F    are 

 fi tted in the dimensionless wave number domain   k   using modal analysis techniques 
 [  5–  6  ] . The formulation may take two alternative forms depending on the application 
in mind, as follows: 

    a)      k   2  model. The  fl exibility is approximated using a fraction polynomial with even 
powers only that produces 2° order eigenvalues:

     
( ) ( )12 2 2

0 2 0 2
n n n

n nF Q Q Q I R R Rk k k k k
-+= + +¼+ + + +¼+�

   (1)    

    b)      k   1  model. The  fl exibility is approximated using a fraction polynomial with an 
arithmetic progression of powers that produces 1° order eigenvalues:

     
( ) ( )11

0 1 0 1
n n n

n nF Q Q Q I R R Rk k k k
-+= + +¼+ + + +¼+� κ

   (2)       
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 The   k   2  model produces half-space stiffness matrices with an identical 
 mathematical structure to the strata matrices of the TLF. This model has as main 
advantage a direct assembly with the strata matrices, and allows obtaining the 
response in the spatial domain through analytical versions of the Hankel transform. 
Its main disadvantage is related with an intrinsic characteristic of the approxima-
tion in   k   2  by which it does not allow to adequately reproduce the response in the 
wave number domain for high values of   k  . This model is suitable for the adjust-
ment of mechanical parameters of strati fi ed soil pro fi les using experimental data 
but is not effective for evaluation of dynamic stiffness of foundations since its 
approximation distorts the response at low frequencies, mainly in zones close to 
the applied loads. 

 The   k   1  model has as main advantage an adequate precision of the  fl exibility in 
the complete range of the wave number domain, and provides a convenient alterna-
tive for the dynamic analysis of foundations, even for low frequencies. Its main 
disadvantage is related to its incapacity to reduce the quadratic eigenvalue problem 
of the complete pro fi le (layers and half-space) into a linear eigenvalue problem as in 
the original TLF. Therefore, it may require to use analytic expressions of the Hankel 
transform, not always available, in order to avoid the use of numerical integration to 
obtain the response in the spatial domain. 

 The half-space dynamic  fl exibility in a vertical plane  XZ  using the   k   1  model is 
expressed in function of 1° order eigenvalues as:

     
[ ]

1 1
1

1 1

( ) ( )

( ) ( )

T T
x x R x x R zT T

R x z T T
z z R x z R z

I K I K
F I K

I K I K

k k
k

k k

- -
-

- -

Y é ùY - Y Y - Yé ù
é ù= - Y Y = ê úê ú ë ûY Y - Y Y - Yë û ë û    

(3)
  

 where  K  
 R 
  is a diagonal matrix with  M  eigenvalues.   Y   

 x 
  and   Y   

 z 
  are row vectors with 

the radial and vertical components, respectively, of the modal shapes. Since the 
modal matrices of the   k   2  model have identical mathematical structure to that of the 
TLF matrices, the dynamic  fl exibility can be expressed in terms of  N  pairs of eigen-
values as:

     

1
0

0

T T
x x R x z

T T
z z R x z

i I K
F

i I K i i

-
é ùé ù é ùY Y - Y Y

= ê úê ú ê úY - Y + Y - Yë ûë û ë û

κ
κ

   
(4)  

which leads to:

     

κ κ κ
κ κ κ

- -

- -

é ùY - Y Y - Y
= ê úY - Y Y - Yë û

2 2 1 2 2 1

2 2 1 2 2 1

( ) ( )
2

( ) ( )

T T
x R R x x R z

T T
z R x z R R z

K I K I K
F

I K K I K
   

(5)
  

     

κ κ κ
κ κ κ

- - -

- - -

é ùF - F F - F
= ê úF - F F - Fë û

2 2 1 1 2 2 1

1 2 2 1 2 2 1

( ) ( )

( ) ( )

T T
x R x x R R z

T T
z R R x z R z

I K K I K
F

K I K I K
   

(6)
  

where the relationship between the modal shapes of both models is in the form:

     
F = Y F = Y1/2 1/22 2x x R z z RK K

   (7)   
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 The form of the coupling terms in Eqn.  (6)  is imposed during the  fi ne adjustment 
step. A quantity of hysteretic material damping can be added to the pro fi le model 
through its eigenvalues prior the transformation to the spatial domain:

     
* / (1 )n n ib= +κ κ    (8)   

 At the same time, the addition of damping to the modal shapes of both models 
allows preserving the exact value of the half-space  fl exibility for   k   = 0.  

   Application Cases of the Half-space Models 

 Some applications of the proposed half-space models are presented in this section. 
The   k   1  model is useful for the calculation of the dynamic stiffness of foundations 
although it presents a high computational cost if the analytical solutions to trans-
form the contribution of each mode to the response are not known (numerical 
Hankel transforms are necessary). On the other hand, the   k   2  model is useful for the 
adjustment of soil pro fi les. Such application does not require the calculation neither 
of quasi-static responses nor of responses near the zone of the applied load. 

   Dynamic response in the half-space surface 

 Figure  1  shows the components of the vertical displacement produced by a vertical 
point load  P  applied on the surface of a homogeneous half-space with Poisson 
coef fi cient  n  = 1/3. The radial coordinate   r   and the vertical displacement  u  

 z 
  are 

converted into dimensionless parameters as follows:

     
3/ · / ( )·S z S zV u V P uw r d wr = =

   (9)  
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  Fig. 1    Vertical displacement in the spatial domain for a vertical point load       
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where   w   is the analysis frequency,  V  
S
  is the propagation velocity of shear waves and 

  d   is the half-space density. It is observed that the   k   2  model does not adequately 
reproduce the response near the applied load, although the agreement signi fi cantly 
improves for radial coordinates greater than 0.4 where both models coincide.  

 Figure  2  shows the vertical dynamic  fl exibility  F  
 zz 
  of a rigid disc of radius  R  over 

a homogeneous half-space with Poisson coef fi cient  n  = 1/3. The ordinates are con-
verted into dimensionless parameters using the static  fl exibility. The dimensionless 
frequency  a  

0
  =  R  /  V  

S
  ·   w   is used. It is observed that the   k   2  model does not have the 

capacity to reproduce the static  fl exibility since the  fl exibility components for high 
values of the wave number (that controls the low frequencies) asymptotically 
decrease with   k   2 . On the other hand, these components in the   k   1  model decrease 
with   k   just like the exact expressions.   

   Mechanical parameters adjustment of strati fi ed soil pro fi les 

 The adjustment of mechanical parameters of strati fi ed soil pro fi les can be carried 
out using the   k   2  model to obtain the response in analytical form in terms of model 
modal parameters. The hypothesis of considering the point vertical load applied on 
the surface during the tests allows calculating the axi-symmetrical vertical spatial 
response as:

     

( )
22 2
, 22

, 02 2
1 1

1
( ) ( ) ( )

4( )

N N
z n

z z z n n
n nn

u u H
i

f
k r f k r

k k= =

= Û =
-å å

  
 (10)  

where  H  
0
  (2) (…) represent the Hankel function of order 0 and type 2. Care should be 

taken in placing the transducers suf fi ciently away of the applied load given that this 
model does not have adequate capacity to represent the response close to the applied 
load. The use of experimental data at low frequencies should be avoided due to the 
incapacity of this model to reproduce the quasi-static response. Nevertheless, this 
restriction does not represent a relevant practical limitation since the experimental 
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  Fig. 2    Vertical dynamic  fl exibility of a rigid disc       
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data presents low coherence values for low frequencies due to the energy needed to 
produce a response with suf fi cient contrast respect to the noises.   

   Conclusions 

 The adjustment of  fl exibility matrix coef fi cients of a homogeneous half-space in the 
wave number domain through modal parameters has led to two alternative models 
for the analysis of the dynamic response of strati fi ed soil pro fi les. Both models can 
be assembled with the strata matrices of the thin layers formulation commonly used 
in practical cases since it allows transforming the response from the wave number 
domain to the spatial domain in analytical closed form. The   k   1  model is suitable for 
use in determining the dynamic stiffness of shallow or embedded foundations. The 
  k   2  model can be used with advantage in adjustment algorithms for mechanical 
parameters of soil pro fi les. 

 The applications presented of the proposed models show the advantages and 
shortcomings of both models. The main advantage of the   k   2  model is its complete 
compatibility with the thin layers formulation to obtain the spatial response without 
more precision losses than those involved in the approximation of the half-space 
 fl exibility coef fi cients. A disadvantage of this model is that it does not have the 
capacity to reproduce the response neither close the load nor for low frequencies of 
analysis. On the other hand, the   k   1  model adapts satisfactorily to the exact values of 
the half-space  fl exibility in the complete range of the wave number domain. 
Nevertheless, the analytical expressions that would allow transforming in closed 
form the contribution of each mode to the response between both domains are not 
always available.      
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  Abstract   Non-Destructive Evaluation (NDE) of structures is complex due to the 
uniqueness of almost all structures and their sizes. A single NDT method typically 
is not suffi cient to meet the testing requirements, which cover different areas, such 
as material and structural properties. Measuring geometrical properties require 
other test methods than e.g. the detection of corrosion. Automation has proven to be 
necessary for aquiring large amounts a of high quality data in a short time. Examples 
of succesful method combinations from different areas of non-destructive testing in 
civil engineering are briefl y described and their application is shown. Some of the 
examples also include automated inspection.  

  Keywords   Civil engineering • NDT • Inspection • Combined methods • Automation      

   Introduction 

 Non-destructive evaluation (NDE) of structures has become a common practice in 
recent years. Progress in sensor development, more powerful data processing and 
the availability of improved software made the application and interpretation of data 
derived from non-destructive testing (NDT) methods easier. This is especially ben-
efi cial at the construction site for the inspection of existing structures. 

 NDE of concrete structures is a complex task, mainly because of the uniqueness 
of almost all structures, the inhomogeniety of the material and the material mix, 
especially in post tensioned (PT) structures. The service life of concrete structures 
typically exceeds the life span of the involved architects and engineers. Drawings 
and other data are often lost over the years. In these cases the structure must be 
assessed down to its last component. 
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 Single testing methods may be very powerful, but combination of methods has 
always been seen as the future of NDT in Civil Engineering (NDT-CE). Also auto-
mation is identifi ed to be necessary because of the size of the structures and the need 
for high quality, reproducible data. 

 There are many examples for successful combination of NDT-CE methods, a few 
are highlighted in this contribution. 

   Visual Inspection and NDT 

 Visual inspection (VI) is the most commonly used inspection technique and it has 
proven its capability and reliability in many cases. Bridge inspection as it is manda-
tory in many countries is based on VI. Qualifi ed inspectors visit the structure and 
follow an established procedure. Typically, there are regular inspections between in-
depth inspections in pre-defi ned intervals (3 years in Germany and the USA)  [  1,  2  ] . 

 For in-depth inspections the inspector appraches the components of the bridge at 
arms length, commonly used instruments are a tapping hammer for concrete sur-
faces. For metal structures, additional instruments may be used, such as ultrasonic 
probes or eddy current to inspect bolts and other metal parts. The inspector assigns 
a condition rating for each bridge. 

 DIN-EN 1076  [  1  ]  in detail describes the inspection for bridges and other struc-
tures on federal roads in Germany. In addition EWB-PRÜF  [  3  ]  provides sample 
cases for individual members of a structure. The overall condition rating of a struc-
ture is determined from ratings of all components of the bridge. 

 There are circumstances where VI is not suffi cient to determine a condition. This 
case is regulated within the Object Oriented Damage Analysis (OSA) as described 
in the corresponding regulation  [  4  ] . This procedure sets a series of actions in place 
which is visualized in Fig.  1 . Detailed studies may be used, preferably non-destruc-
tive ones in addition to VI.  

 This example illustrates, how VI is combined with complementary methods to 
reach a measurement based condition evaluation.  

   Tunnel Inspection (Spacetec) 

 Tunnels are expensive assets of any transportation infrastructure and a vital part of net-
works. Closure times for these bottlenecks are prohibitive under normal circumstances, 
any disruption of traffi c may result in enormous user costs due to detours or waiting 
time. Inspection of tunnels is quite complicated, confi ned space, lighting conditions and 
air quality create a working environment which is unsupportive if not dangerous. 

 Automated tunnel inspection is an established method, carried out using a 
laser scanner to create an image of the tunnel surface with very good resolution 
(Fig.  2 ). At the same time, the profi le of the tunnel is measured. In addition, an 
infrared channel can be used to get subsurface information such as the presence of 
moisture in the tunnel walls  [  5  ] .  
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  Fig. 1     OSA (Object Oriented Damage Analysis) as implemented by BASt [  4  ]        

  Fig. 2    Spacetec tunnel inspection: principle of laser scanner (top) tunnel surface as measured with 
laser (left) thermographic image superimposed (right) [ 5 ,  6 ] (  http://www.spacetec.de    )       

 Virtual tunnel testing can be performed at any time based on the data from the 
scan through the tunnel. Combination of data recorded at different times or using 
complementary channels provide dedicated information to the inspector. Additional 
testing may be necessary if the data base is not suffi cient or the interpretation needs 
additional support. 

 

 

http://www.spacetec.de
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 Advanced technology and computing power has been the basis for the 
 development of this powerful testing system. The data base which is created at 
each scan of a tunnel enables the tunnel operator to call timely action for mainte-
nance or rehabilitation. It also releases the inspectors largely from spending time 
in a unhealthy or even dangerous environment.  

   Tendon Duct Inspection with Ground Penetrating Radar (GPR) 
and Ultrasound 

 Post tensioned concrete structures form a large part of the infrastructure. The 
 combination of steel and concrete has been a very successful development to meet 
the requirements of modern architecture and the needs of users. 

 The durability of PT concrete structures largely depends on the prevention of 
corrosion of the strands, which carry the load of the structure. Typically, the strands 
are inside a metallic duct, the space completely fi lled with cementitious material. 
The high pH value completely protects the steel from corrosion, any voids in the 
duct injection are a potential hazard. Identifying voids in tendon ducts therefore is a 
quality control measure to ensure the durability of the structure. 

 This testing task proved to be quite complex, due to the material of the compo-
nents and precision required. A combination of GPR and ultrasound provides 
 reliable results to locate ducts and closely examine the fi lling of the duct  [  7  ] . The 
use of a scanner is mandatory, to establish a precise coordinate system and to create 
high quality data for the large number of measurements being necessary. Figure  3  
shows the result of such testing on a bridge in Vienna, where this concept was 
demonstrated.  

 GPR is used to locate the ducts, it is ideally suited for that task, because radar 
waves are fully refl ected by metal. Acoustic waves can penetrate through the metal, 
the refl ection carries properties of the material inside the duct. Recently, the phase 
of the acoustic waves refl ected from the ducts is used to characterize the material 
interface  [  8  ] .  

  Fig. 3     Result of tendon duct inspection with GPR and Ultrasound using a scanner for automated 
measurements [  7  ]        
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   GPR and Covermeter 

 Locating rebars is one of the most common testing tasks in civil engineering. There 
are a number of devices available for this task, from simple handheld devices to 
multi-probe units, some have scanning capabilities to visualize the rebars. 

 The testing task is to locate the rebar in its lateral position, and to determine its 
diameter and concrete cover. Additional layers of reinforcement may complicate 
this task. In such situations, the combination of GPR and a covermeter has proven 
to be successful. The additional information given by the covermeter supports the 
identifi cation of lower lying tendom ducts  [  9  ].   

   Autonomous Multisensor NDT (Betoscan) 

 For the condition assessment of park decks, a multi sensor platform has been devel-
oped (Fig.  4 ). The basis is a self navigating robot, which can navigate on horizontal 
surfaces around obstacles within the area to be investigated. Within the  Betoscan  
project, combinations of various testing systems have been tested and verifi ed  [  10  ] . 

 The assessment of a park deck needs complementary information about corro-
sion, cracks, reinforcement location, moisture, thickness of coating, chlorine con-
tent, thickness of a deck. All these parameters cannot be tested with a single probe, 
a variety of testing methods needs to be combined. Some of the methods require a 
very dense measurement grid, both for continous or point wise measurements. 

 The autonomous robot is equipped with a laser scanner and ultrasound sensors to 
identify its position and pose. Dedicated software allows to collect data from many 
different sensors simultaneously or in sequence.  

  Fig. 4     Betoscan Multisensor Platform (left), result from ultrasonic thickness measurements 
(bottom right), and US probe lifted and in measurement position (top right)        
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 In principle, the concept of  Betoscan  can be transferred to other horizontal 
 surfaces, such as fl oors or bridge decks. It would be especially interesting for 
quality control after construction, to collect baseline data for subsequent 
assessments. 

 The system is especially suitable for specialized service providers offering high 
quality NDE. The high costs for the complete system are justifi ed by its versatility 
and the large area it can test within one working day.  

   Scanner for Concrete Surfaces (OSSCAR) 

 Detailled inspection of reinforced concrete is a complex and challenging task. Best 
resuts have been obtained by a combination of three NDT devices: covermeter, GPR 
and ultrasound pulse echo. These three methods address different properties and 
depth ranges of the concrete under investigation. 

 The covermeter is best suited to locate rebars near the surface, radar can 
locate deeper lying reinforcement, such as tendon ducts. Ultrasound can pen-
etrate through the metal duct and gets information about its grouting 
condition. 

 In the OSSCAR project  [  11  ]  a scanner system was developed which can be used 
on all fl at concrete surfaces (Fig.  5 ). Three vacuum attached legs hold a frame in 
place, the scanner can cover up to 0.8 m² at one position. The three sensors can be 
mounted very easily, and the surface can be scanned in a predefi ned grid. The data 
from all sensors can then be visualized together. This system is now comercially 
available and has already proven its capabilities in demonstration projects.   

  Fig. 5    OSSCAR Scanner: depth range of sensors (left), scanner mounted on bridge (right)   [  11  ]        
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   Identifi cation of Reinforcement Breaks with Magnetic Flux 
Leakage (MFL) 

 The breakage of a strand in a post- or pre-tensioned concrete structure can be a very 
serious threat to its safety. A non-destructive tesing solution has been found for this 
testing task, magnetic fl ux leackage  [  12, 13  ] . This method may identify any fi ssures 
of strands under certain conditions. Being very sensitive, this method needs to be 
applied with care and a good knowledge of the underlying principles. 

 Even early applications were based on automated measurements. Rails were 
used to position the magnet and the sensors to conduct the measurement. In order to 
be able to follow the reinforcement with the magnet, its position has to be deter-
mined. GPR is the natural choice for this task. 

 The power of combining two methods becomes apparent with MFL, because the 
localisation of tendons would otherwise be very time consuming, if not impossible. 
The MFL also benefi ts from the GPR measurements, the magnet can be guided 
precisely along the tendon, avoiding any disturbance that might originate from 
nearby other metallic elements. 

 Using a vary large magnet and a sensor scanner, MFL measurements can be done 
over large areas in very short times. Figure  6  shows the magnetic image of a bridge 
deck, generated from such tests.   

   Conclusions 

 Combination of NDT methods is a successful strategy to master testing tasks for 
NDT in civil engineering. A number of cases has been shown, where the combina-
tion has been justifi ed and positive. 

  Fig. 6     Magnetic image of a bridge deck with breack detection [  12  ]        
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 Examples for automation are less frequent, but there are many projects emerging 
from research with this focus. The technology becomes available and more exam-
ples can be expected in the near future.       
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  Abstract   The tunnel and bridge assets on the Japanese expressways constitute a 
very large sum of investment. These tunnes and bridges deteriorate quickly due to 
various factors such as aging,environmental exposure, and mechanical effects. The 
cracking of pavements constitutes serious maintenance item. Proper inspection and 
investigation are essential to evaluate the condition of structures and ef fi cient non-
destructive test methods are important for improved asset management. This paper 
presents a pavement crack investigation technology adopted automatic image pro-
cessing, a damage evaluation technology for steel bridge paint which adopted anal-
ysis of digitized photos, and a crack investigation technology on tunnel concrete 
lining adopted laser measurement equipment which is mounted on high speed 
vehicles.  

  Keywords   Flyingspot method • Genetic programming • Image processing • 
Japanese expressway • Morphology method      

   Forward 

 East, Central, and West Nippon Expressway Companies operate about 8,700km of 
toll expressways all over Japan. About two third of the expressways runs mountain 
sites, and the tunnel(1550tubes, 1450km) and bridge (13500bridges, 1250km) assets 
constitute a very large sum of investment. The assets deteriorate quickly due to vari-
ous factors such as aging, environmental exposure, and mechanical effects. The 
cracking of pavement constitutes serious maintenance item. 
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 In such condition, catching the condition of structures and pavements precisely 
is essential for improved asset management, and the adoption of ef fi cient, economical 
inspection and investigation methods is needed. The development of non-destructive 
test methods in line with modi fi cation of inspection method is in progress. This paper 
presents a pavement crack investigation technology which adopted automatic image 
processing, a damage evaluation technology of steel bridge paint which adopted 
analysis of digitized photos, and a crack investigation technology on tunnel concrete 
lining which adopted laser measurement equipment on high speed vehicles.  

   Automatic Image Processing Technology for Pavement Cracking 

 The traditional methods to detect pavement cracking are visual investigation directly 
on the pavement surface or on the image taken from pictures. They are time and cost 
consuming works by skilled engineers. In order to improve this situation, the auto-
matic image processing technology to detect and evaluate pavement cracking was 
developed. 

 The image processing method to extract cracking is as follows. 
 Pavements are classi fi ed into asphalt pavements and concrete pavements, and the 

complex image  fi lters are designed to extract cracking on different type of pavement 
effectively. The tree structure of basic image processing  fi lters is used to obtain the 
target image and the Genetic Programming (GP)  [  1  ]  is adopted to search the proper 
combination of  fi lters shown in Fig.  1 .  

 Each grid with arbitrarily scale is divided into small areas on the image of pave-
ment surface and the complex image  fi lter is adopted in each area. Since the bright-
ness on pavement surface image varies due to the distance from lights, the tone 
value of pavement surface image needs to be adjusted. When the noise in the pave-
ment image is removed, subtle cracks are also removed and partially removed cracks 
are recovered by adoption of double resolution on the pavement images. 

 Since the area inside lane marking must be distinguished to adopt the image 
 fi lter, the average value and standard deviation of tone value distribution on pave-
ment images are uni fi ed in the pavement image with large difference between lane 
marking and pavement surface. The binarization and labeling process make lane 
marking distinguished from pavement surface. 

 The crack detection method for asphalt pavement and concrete pavement is sepa-
rated and type of pavements must be identi fi ed to adopt the complex image  fi lters. 
The difference of brightness on the pavement images between asphalt pavement and 
concrete pavement, and grooving on the concrete surface are important factors to 
classify the type of pavement. Therefore, two feature values, the average tone value 
and horizontal direction differential value are introduced to detect the type of pavement 
automatically shown in Fig.  2  and 99.5% of pavements are classi fi ed successfully 
based on the values.  

 The image processing methods described above are integrated and the automatic 
processing system including extraction of cracking and automatic calculation of 
crack ratio was developed. 
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 Pavement type in the target area was detected and the image  fi lters are adopted 
to the divided grids after the evaluation area of pavement surface inside lane mark-
ings is automatically designated. Then, the crack ratio in the each grid is calculated 
as follows. 

 First, the number of pixels with detected cracks is obtained and the ratio between 
the number and the total pixels is calculated in each grid. 

 Second,when the ratio exceeds the threshold value, statistically meaningful 
cracks exist in the grid and the grid is evaluated as “a damaged grid”. The threshold 
value is the value with minimized difference of average error between the crack 
ratios obtained by the traditional method and developed method. 

 Third,crack ratio which the number of damaged grids is divived by total grid 
number in the pavement image is calculated. 

 By adopting the developed parallel image  fi lter search system, the cracking is 
detected automatically in short time and the transaction time is about 180 seconds 
for asphalt pavement and about 100 seconds for concrete pavement. 

 Based on the comparison between the traditional method and developed method, 
the accuracy to detect cracks is 93% for asphalt pavement and 97% for concrete 
pavement.  
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  Fig. 1    Image  fi lter with tree structure generated by GP       
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  Fig. 2    Relation between pavement type and two feature values       
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   Steel Bridge Paint Damage Diagnosis System (Paint View) 

 The repair timing of paint on steel bridges is decided by the result of visual investigation 
traditionally and the method causes wide distribution of the damage evaluation by 
inspectors and inef fi cient works. Therefore, the Paint View was developed for the 
ef fi cient investigation and ojective evaluation of damage. 

 System outline is as follows. First, about 10 pictures of steel bridge paint rust 
condition are taken by digital camera. Then, the rust part is automatically detected 
by the image processing in a personal computer and the rust is coverted into numerical 
value to evaluate the damage objectively and quantitatively. The gray-scale morpho-
logy method is used in the image processing. The gray-scale morphology method 
detects relatively dark part comparing with other area like shown in Figure  3 . This 
method enables to detect damage part precisely without being affected by weather 
during taking photoes and brightness of the images.  

 Evaluation method of damage degree is as follows. First, the diameter of rust 
appeared on the surface is classi fi ed and then, the damage degree is evaluated by 
giving weight to each classi fi ed size of rust. This idea is based on that the rust depth 
and area is in proportion to the size of rust on the surface. Table 1 describes the 
threshold value to evaluate paint damage degree on each rust diameter. This thresh-
old value referred to “Standard Method of Evaluating Degree of Rusting on Painted 
Steel Surface” in ASTM  [  2  ]  and was amended by digital image data of steel bridges 
in Japan.  

 The Paint View has been already introduced in the diagnosis of steel bridge paint 
damage and is veri fi ed to contribute the reduction of labor and time drastically. 

 The system also enables to judge the proper timing of paint repair and that leads 
to one year longer paint repair cycle compared with the result obtained by 
traditional visual investigation.  

  Fig. 3    Processing result of Gray-scale morphology method       
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   Crack Investigation Technology on Tunnel Concrete Lining 

 The traditional investigation for tunnel concrete lining is visual and sound inspection 
which need labor under constraints of traf fi c safety and cause wide distribution of 
the result. The argon laser-based investigation equipment on high speed vehicle 
show in Picture1 was developed to measure surface of concrete lining ef fi ciently 
and store objective data. [  3  ]  

 The measurement principle of laser-based crack investigation is called the 
Flyingspot method. The laser scanner on the vehicle shoots laser beams to the tunnel 
lining and subtle variances in luminance level of the beams re fl ected on the lining 
are detected by light sensors. The crack width is obtained after the image contrast 
of every beemspot is converted into numerical value and compared with standard 
crack width. 

 Printouts of images including damage part are prepared to grasp cracking condi-
tion on the concrete lining in short time. After the distortion is adjusted along with 
the tunnel section size and the data volume is compressed to print out the image 
data, cracks on the sequential images are detected by engineers and converted into 
electric data. 

 Speci fi cation of the laser-based equipment is as follows, measurement speed of 
vehicle: 60km/h, type of laser: argon laser, laser shooting speed: 21000 rpm, shoot-
ing angle: 120degree, number of lasers: 6, measurement interval: transverse 0.5, 
1-9mm(arbitrary), longitudinal 1-9mm(arbitrary) 

 The accuracy of laser-based investigation is better than the traditional visual 
investigation judging from the result of crack density. The repeatability is also good 
since the error among plural measurement is about 1% at the same section.   

   Table 1    Threshold value to evaluate paint damage degree on each rust 
diameter                     
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   Summary 

 This paper presents image-based methods for the investigation on expressway 
structures and pavements, and they contribute ef fi cient investigation in practice. 
The development of those technologies needs time, cost, and cooperation among 
wide range of knowledge area. Even so, huge assets in the expressways require 
further development of reliable non-destructive test methods for improved asset 
management.      
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  Picture 1    Measurement 
by laser-based investigation 
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  Abstract   Condition assessment and serviceability of existing reinforced concrete 
(RC) buildings becomes a major issue especially when substandard material and 
workmanship quality are used. Low quality construction materials and methods accel-
erate especially the corrosion of the steel reinforcement and decrease the service life 
of RC structures, which should maintain a service life of at least 50 years according to 
the EN standards. Several 40-year-old RC buildings were investigated and their ser-
viceability condition was determined based on non-destructive testing in conjunction 
with semi-destructive in-situ tests. Cores were taken from the structures to determine 
the mechanical strength and unit weight of in-situ concrete. Microstructural studies 
were performed on the thin sections and plane sections to evaluate the quality of mate-
rials and methods used in the construction. Non-destructive tests such as; Schmidt 
hammer, impact-echo and magnetic signals were used to determine the surface hard-
ness of concrete members, cracks and voids within the concrete, location and size of 
steel reinforcement throughout the structure. Extensive carbonation and high level of 
chlorides were measured from the cores taken. Impact-echo measurements indicated 
high level of deterioration of concrete and damage.   It has been shown that impact-
echo method could provide valuable information for the in-situ condition assess-
ment of structures coupled with other experimental laboratory techniques.  

  Keywords   Condition assessment • Impact-echo method • Non-destructive tests 
• RC structures • Serviceability     
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    Introduction 

 Under certain circumstances, strategic structures such as; high-rise RC structures, 
marine structures, bridges, tunnels and historic structures that could not withstand 
the effects of impact and/or vibrational forces such as earthquakes, explosions or 
 fl oods. The loss of adhesion between the reinforcing steel and the surrounding 
 concrete, because of these dynamic forces, is one of the major reasons. Loss of 
adhesion occurs slowly in time, or it never happens at the  fi rst place because of poor 
compaction of concrete. Segregation of concrete and/or corrosion of the reinforcing 
steel are among the reasons for the loss of adhesion between the steel and the 
 surrounding concrete. 

 Discontinuties in concrete members, such as segregation and steel corrosion, 
could be detected by non-destructive tests such as impact-echo, which uses low 
frequency (up to 80 kHz) sound waves  [  1  ] . Impact-echo technique is based on the 
use of impact-generated stress waves that propagate through the structure and are 
re fl ected by internal  fl aws, voids, cracks and external surfaces. Impact-echo could 
be used to determine the location and extent of  fl aws such as cracks, delamina-
tions, voids, honeycombing and debonding in plain, reinforced and post-tensioned 
concrete structures, slabs, columns and beams. It could locate voids in the sub-
grade directly beneath slabs and pavements  [  2,   3  ]  and also be used to locate 
cracks, voids and other defects in masonry structures where the brick or block 
units are bonded together with mortar. Thus, the structures in critical condition 
can be identi fi ed before failure, and prevention measures such as retro fi tting and 
strengthening can be taken.  

   Experimental Study 

 Impact-echo method has been applied to existing reinforced concrete struc-
tures to assess the concrete and steel quality. For this reason, four RC buildings 
of 35-41 years old have been examined. During the investigations, in addition 
to performing non-destructive impact-echo testing, concrete cores have been 
taken to examine the mechanical and microstructural properties. For the assess-
ment of mechanical properties, compressive strength tests have been performed, 
where microstructural properties were examined with a microscope. By means 
of non-destructive magnetic waves, the diameter and number of reinforced 
steel bars were examined. The diameter of steel bars were also measured by a 
calliper, where possible. Thus, it was possible to assess the quality of the mate-
rials used in the construction. The semi-destructive and non-destructive test 
results and analysis of a 41-year-old structure in Fatih, a district of Istanbul, is 
given below. 

 According to architectural and static design projects, the design concrete class is 
B160 (C14) and the class of steel is St I. 
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   Semi-destructive methods 

 Five concrete cores were taken, in order to evaluate the material properties, from the 
structural elements which represent the structural load-bearing system. Three of 
these cores were used for assessing the compressive strength of the in-situ concrete 
and two of them were cut and polished for thin section and plane section analysis 
for microstructural observations. The average compressive strength of the three 
cores were measured as 13 MPa, where the average unit weight of the concrete was 
measured as 2050 kg/m 3 . 

 The microstructure of the hardened concrete was examined with a stereo-optical 
microscope up to x63 magni fi cation and a polarizing microscope with a UV-light 
unit up to x200 magni fi cation. 

 According to the visual and microstructural observations, unwashed and 
unsieved sea sand was used, no particle size distribution analysis was made which 
caused large gaps between aggregates. Due to inadequate cement content and high 
water to cement ratio, concrete microstructure contained large gaps and air voids. 
Thus, the quality and thickness of the concrete cover was insu fi cient for corrosion 
protection. The aggregates were not fully covered with cement paste, so the bond 
was low and the interface was highly porous. The cement paste contained a non-
uniform and heterogenous, interconnected pore system. Capillary pore system was 
not exhibit same quality thoughout the cross-section. High volume of capillary 
porosity and large gaps between the cement particles indicated that the water to 
cement ratio was high. Agglomerated and undispersed cement particles indicate 
the poor quality of mixing. 

 It could be concluded that concrete was not properly compacted because of the 
existance of high amount of entrapped air voids in the concrete. The inspections on 
the plane sections indicated that the entrapped air void diameters can be up to 1 cm 
and entrapped air void volume is around 3.1%. 

 These microstructural investigations indicate that the quality of the aggregates, 
mixing, placing and compaction of concrete was not up to the standards and 
speci fi cations.  

   Non-destructive methods 

  Investigations related to steel bar quality.  Within the scope of investigation of the 
in-situ steel bar quality, some of the  fi rst basement  fl oor columns were scanned with 
Ferroscan device (Fig.  1 ). Number and diameter of the steel bars were measured 
and compared with the design project. At certain locations, concrete cover was 
removed and measurements were also taken with a calliper.  

 Investigations showed that stirrups were not placed properly. Only 6 mm-diameter 
stirrups were placed with 40 cm of spacing. No information was provided regarding 
the stirrups in the design project. The diameter of the steel bars were also different 
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from the design project at certain locations. 10 mm-diameter steel bars were used 
instead of 14 mm as per the design project. 

 The loss in the cross-section of the steel bars due to corrosion was measured with 
a calliper at the  fi rst basement  fl oor, where the corroded bars in the beams were 
exposed. Although, the original diameter of the lateral reinforcement was 12 mm, it 
was measured as 7.5 mm. The 8 mm-diameter stirrup was measured as 6.7 mm. The 
loss in the cross-sections of the steel bars in the columns was up to 4 mm. The loss 
in the stirrup diameters in the columns was up to 2 mm. 

 An aggresive environment for corrosion exists due to highly porous concrete 
cover, result of unwashed and unsieved sea sand, containing shell fragments, exis-
tence of highly carbonated zone and moisture. The examination on the thin sections 
indicated that the depth of carbonation was up to 4.5 cm, from the top surface. 

 Investigations performed at the second basement  fl oor, which was under water 
 fl ood, indicated that the concrete cover was spalled, the reinforcement of the col-
umns were exposed and subjected to severe corrosion. At certain locations, steel 
bars lost their continuity, and some stirrups were completely disappeared. 

  Investigations with the Impact-Echo Method.  The following calculations were per-
formed within the scope of in-situ impact-echo testing: 

 First basement level, for 25 cm x 25 cm column: 
 Lateral reinforcement: 4 F 14; Stirrup:  F 8/250. 

 As  D/B  = 1;   b   = 0.87 and  Cp  = 3350 m/s therefore the calculated mode frequen-
cies of the square column were  f  

 1 
 =5.8 kHz,  f  

 2 
  = 8.2 kHz;  f  

 3 
  = 11 kHz;  f  

 4 
  = 14.2 kHz; 

 f  
 5 
  = 16.4 kHz;  f  

 6 
  = 13.6 kHz. The calculated thickness frequency was 5.8 kHz. 

 The calculated reinforcement bar frequencies: Lateral bar frequency at the front 
side was 33.9 kHz and stirrup frequency at the front side was 52.5 kHz. Stirrup 
frequency at the back side could not be determined due to the fact that  D/t  < 0.3. 

 In case of corrosion, the expected frequency from the lateral bars at the front side 
was 48.4 kHz and from the stirrup at the front side was 72.5 kHz, where, lateral 
reinforcement at the back side was 6.6 kHz, stirrup at the back side was 6.3 kHz. 

  Fig. 1    Rebar Detection 
at Reinforced Elements       
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 Representative test results are given in Fig.  2 . The measured thickness fre-
quency with all different size steel balls corresponded to the expected calculated 
value of 5.8 kHz. It was observed that when the diameter of the steel ball used in 
the Impact-echo testing, was large, the frequency range decreased and made it 
impossible to determine the higher frequency range of reinforcement bars. 
However the thickness frequency could be clearly observed with the largest ball 
size (Fig.  2a ). 

 As the size of the ball decreased, the frequencies from the reinforcement bars 
became more visible (Fig.  2b ). 

 In Fig.  2c , a more complex spectrum, which contained more number of higher 
frequencies, could be observed. When zoomed in, the reinforcement bar frequen-
cies between 19-25 kHz could be clearly seen in Fig.  2d .    

   Conclusions 

 The investigations on the building proved that the materials and methods used in the 
construction were not according to the design project. Signi fi cant loss of steel bar 
cross section was observed, especially at the basement level, due to corrosion. Since 
the in-situ concrete was of poor quality, it was dif fi cult to carry out impact-echo 
tests, where calculation assumptions had to be modi fi ed. 

 For sound elements, one dominant, single peak of P-wave was observed on the 
frequency spectrum, corresponding to the thickness of the element. It was possible 
to determine the location of the steel bars depending on the diameter of the steel ball 
used during the impact-echo testing. In case of damage and cracks due to the corro-
sion, peaks at various frequencies, due to the re fl ections from the cracked surfaces, 
were measured. A dominant frequency was not identi fi ed for damaged elements. 
Thus, it was possible to qualify the elements as either sound or damaged elements. 
The microcracked microstructure of the reinforced element caused divergence and 
attenuation of the elastic wave. Consequently, various frequencies with low ampli-
tude and low energy were observed on the spectrum. 

 During the Impact-echo testing, it has been observed that as the steel ball diam-
eter increased, the accuracy decreased and the contact time increased. Thus, it might 
be concluded that high-energy impacts could raise dif fi culties to identify  frequencies 

  Fig. 2    Column S6 – a) 14 mm steel ball, b) 12 mm steel ball, c) 8 mm steel ball, d) 8 mm steel 
ball, narrowed frequency range       

 



772 A.A. Ozbora et al.

related to reinforcement bars and corrosion. When the contact time is long, 
 reinforcement bar frequencies could not be observed on the spectrum and it is not 
possible to determine high-range mode frequencies. 

 It has been proved that impact-echo method can provide valuable information for 
the in-situ condition assessment of structures when combined with other semi-
destructive test methods.      
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  Abstract   This paper studies the application of the Schmidt Rebound Hammer and 
colorimetry as tool to assess the  fi re damage of concrete structures. Firstly, experi-
mental data is acquired under laboratory conditions on small specimens. Secondly, 
this information is used to evaluate the damage of a case study consisting of a girder 
exposed to a real  fi re. Both techniques show to be very useful in evaluating the  fi re 
damage and can provide the necessary information for a calculation of the residual 
load bearing capacity.  

  Keywords   Colorimetry • Fire • Remaining load bearing capacity • Schmidt 
rebound hammer • UPV      

   Introduction 

 During a  fi re, concrete structures behave in most cases very well  [  1  ] . It could 
therefore be of economic interest to repair the damaged structures, as costs for 
demolition and rebuilding can be avoided and the building can be reused faster. 
Different assessment techniques are possible to detect the internal damage  [  2  ] . In 
this paper the Schmidt Rebound Hammer and colorimetry are applied both at the 
laboratory level and in a real  fi re case.  
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   Concrete Mix 

 In this paper a traditional vibrated concrete with siliceous aggregates and ordinary 
Portland cement (TC) is studied. For 1 m³, it is composed of 640 kg sand, 525 kg 
gravel 2-8 mm, 700 kg gravel 8-16 mm, 350 kg cement and 165 liter water. Cubes 
with size 150 mm are cast and cured for 4 weeks in an air-conditioned room (RH 
>90%, 20±1°C), after which they are stored at 60% RH and 20±1°C for drying until 
further testing. The mean compressive strength at 28 days is 56.5 N/mm².  

   Colorimetery 

 At an age of 3 months, cores are drilled out of the cubes, sawn in 6 discs, polished 
and dried till testing time for at least two weeks at 60°C. Since this was repeated 
for another cube cast at a later time, a total of 24 discs were obtained. Two discs 
(belonging to different mixes) were heated without mechanical load at a heating 
rate of 30°C/min to the target temperature (till 1160°C), which was kept constant 
for 1h. The discs were slowly cooled in the oven, after which they were immedi-
ately tested for colour. 

 The colour is measured with an X-rite SP60 spectrophotometer according to 
the CIE Lab-colour space. In this colour system ‘L*’ is the lightness with values 
between 0 (black) and 100 (white), while ‘a*’ is spread between magenta (posi-
tive values) and green (negative values) and ‘b*’ is positioned between yellow 
(positive values) and blue (negative values). The coarse aggregates were masked 
with black ink to minimize the effect of the colourful aggregates. During heat-
ing the colour describes a path in the a*b*-colour space (Fig.  1 ), changing from 
grey at 20°C to red-pink at 300-600°C, to whitish grey at 600-900°C and buff at 
900-1000°C.  
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  Fig. 1    Colour evolution of traditional concrete with masked aggregates       
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 Similar colour paths can be found from cores drilled out of a heavily heated 
structure and cut in discs parallel to the  fi re exposed surface. Comparing the 
shape of these paths with Figure  1  results in the detection of different isotherms, 
such as ~300°C, ~600°C, ~800°C, ~1000°C. On the other hand, the core can also 
be sawn in halves along its longitudinal axis. Study of the colour changes along this 
longitudinal axis would only result in the detection of the 300°C isotherm, since the 
temperature gradient is steep at the surface layers. Based on the found isotherms, 
the residual load bearing capacity can be calculated with the methods given in EN 
1992-1-2:2004.  

   Schmidt Rebound Hammer 

 The in fl uence of the temperature and storage conditions after  fi re are tested on half 
TC cubes heated till uniform temperatures of up to 600°C. The specimens are 
allowed to cool slowly in the furnace, after which they were stored for 28 days in 
water or in air (60% R.H., 20±1°C). Figure  2  depicts the relative rebound index 
(RRI) tested immediately after cooling (0d) and after 28 days of storage, as well as 
the compressive strength loss measured on an additional series of heated cubes. RRI 
is calculated as the percentage of the rebound belonging to a target temperature after 
a storage period (RI 

T
 ) divided by the rebound of an unheated reference sample at the 

beginning of the storage period (RI 
20°C

 ).  
 It appears that the results at 0 days after heating are close to EN 1992-1-2:2004 

and the compressive strength decay of TC cubes (except for the strength drop at 
about 100°C). Differences in the evolution of the surface hardness between 
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  Fig. 2    Decrease of Rebound Index as function of temperature and storage conditions for tradi-
tional siliceous concrete       
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storage in water and in air are clearly visible. Below 400°C, a higher loss of 
Rebound Index is noticed for storage in water than in air. On the other hand, 
beyond 400°C, the surface hardness recovers strongly for specimens stored in 
water and a further decay is found for air storage. Due to atmospheric effects such 
as rain and sun, measurements on in-situ structures will be between the extremes 
as given on the graph. 

 Based on these results, the following criteria are formulated for the interpretation 
of the relative rebound index (RI 

T
 /RI 

20°C
 ):  

 RI 
T
 /RI 

20°C
   ³  0.85   : concrete element is super fi cially damaged only 

 0.85  ³  RI 
T
 /RI 

20°C
    : concrete element should be further investigated 

 The Schmidt Rebound Hammer can be used as a valuable tool to have a  fi rst 
attempt of the  fi re damage of concrete elements. Due to its penetration depth of 
about 30 mm, the degradation of the concrete cover is tested. This degradation is 
strongly related to the remaining load bearing capacity, since it protects the rein-
forcement from heating. 

 Case Study:  Fi re Damage of a Girder from an Industrial Hall 

   Description 

 In 2010 an industrial hall in Belgium consisting of pretensioned roof girders with a 
span length of 21 meters has burnt out. The  fi re started in the archive located at a 
mezzanine, just beneath the girders. 

 Figure  3  shows the damage to one of the roof girders. Considering the colour 
change of the concrete surface, the surface temperature must have been around 900-
1000°C. The roof consists of a composite concrete-steel slab, which has bent 
towards the  fi re. The concrete of the girder has spalled over a few centimetres. 
However, the strands are still covered with concrete and were not directly exposed 

  Fig. 3    Fire damage of roof 
girder       
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   Table 1    Schmidt Rebound Hammer measurements   

  Test location  
 Direction of 
measurement  Average  Standard deviation  RI 

T
 /RI 

20°C
  [-] 

 Reference girder  web  side  45.6  2.0  1.00 
  fl ange  side  44.3  2.5  1.00 
  fl ange  bottom  50.9  1.0  1.00 

 Location 1  web  side 1  36.8  1.8  0.81 
 web  side 2  41.2  1.1  0.90 
  fl ange  side 1  30.8  2.3  0.70 
  fl ange  bottom  44.8  1.1  0.88 

 Location 2  web  side 2  38.0  1.4  0.83 
  fl ange  side 2  30.0  5.7  0.59 
  fl ange  bottom  3w9.6  1.7  0.78 

 Location 3  web  side 1  41.0  2.4  0.90 
  fl ange  side 2  44.6  1.3  0.98 
  fl ange  bottom  47.8  4.1  0.94 

to the  fi re. Therefore, it is investigated to which extent the  fi re damaged has reached 
the reinforcement. This information is necessary for a calculation of the residual 
load bearing capacity of the girder. 

 The concrete cover of a reference girder is 36-40 mm for the stirrups and 45-50 
mm for the strands when measured from the side faces. From the bottom, the cover 
is 39-40 mm for the strands.   

   Results schmidt rebound hammer 

 Surface hardness readings are performed along the length of the girder, as presented 
in Table  1 . Locations 1 and 2 are situated at half span length and in the zone with 
severe  fi re damage, while location 3 is at 2.5 m of the supports and approximately 4 
m from the  fi re. The relative rebound index is calculated by means of the measure-
ment of a reference girder found in the neighbouring construction with similar prop-
erties. It is clear that the  fi re has in fl uenced the surface hardness (RI 

T
 /RI 

20°C
  < 0.85) 

at locations 1 and 2, while location 3 is not affected.   

   Results colorimetry 

 To know the depth of the  fi re damage inside the concrete, a core is drilled through 
the web of the exposed girder in the heavily damaged zone. The core has been 
exposed to  fi re from both sides. Damage is observed with the naked eye till a 
depth of 12 mm from one side and 10 mm from the other side. Based on these 
 fi ndings, the zone between 50 and 70 mm is assumed to be not affected by the heat 
and is taken as reference. From recordings with the spectrophotometer, a  fi re dam-
aged zone of 25 mm from the  fi rst side and 13 mm from the other side can be 
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detected (Fig.  4 ). The values near to the surface can be related to temperatures of 
about 300-600°C (based on Fig.  1 ). These depths of  fi re damage are below the 
measured concrete cover thicknesses. Therefore, the reinforcement has not been 
heated to critical temperatures and the load bearing capacity of the girder should 
be adequate.    

   Conclusions 

    With increasing temperature, the concrete colour describes a colour path in the  –
a*b* colour space.  
  Experimental laboratory work results in a critical relative rebound index of 0.85  –
for siliceous concrete.  
  Both techniques proved to be useful to detect the extent of  fi re damage of a con- –
crete girder exposed to a natural  fi re.  
  Although a pretensioned girder was exposed to high temperatures, the remaining  –
bearing capacity is assumed to be suf fi cient since the strands are not heated.         
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  Abstract   Fiber Reinforced Polymer (FRP) composites are today widely used for 
the strengthening and seismic retro fi tting of structures. The ef fi ciency of this tech-
nology is strongly dependent on the correct positioning and bonding of the  fi bers on 
the surface of the structure to be reinforced. The connection between the surface of 
the substrate (concrete, masonry or steel) and the  fi bers is assured by the adhesives. 
The control of the application may be performed with different Non Destructive 
Evaluation (NDE) techniques but presently there are no standard procedures to 
assess the quality of the applications in civil engineering structures. Infrared ther-
mography represents a valid tool for the detection and measurement of bonding 
defects or damage in the composite strips and can be used even for the de fi nition of 
possible damage progression. The paper presents a series of results obtained using 
infrared thermography on masonry walls and concrete beams.  

  Keywords   Carbon  fi bres • Concrete retro fi tting • FRP reinforcement • NDT • 
Thermovision        

   Introduction 

 Fiber reinforced polymers (FRP) composites are now considered an ef fi cient method 
in the strengthening of civil structures. Most of the FRP systems are applied using a 
wet lay-up method in which the  fi bers are impregnated on site. For this reasons the 
system can contain air voids or non uniform distributions of the epoxy resin. The 
performance of these applications is due not only to the quality of the materials but 
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mainly to the accuracy of the application and therefore to the experience of the 
workers. Therefore the inspection and monitoring of these applications is essential. 
Some national guidelines  [  1-  3  ]  report speci fi c indications and acceptance criteria to 
assess the mechanical properties of the components of the composites (i.e.  fi bers 
and adhesives) and of the reinforcing system. Defects are an important issue that is 
examined by some guidelines  [  3,   4  ]  that give the allowable defect size in proportion 
to the strengthened area. The  fi rst inspection at the end of the installation process is 
of primary importance for the acceptance of the strengthening. The surveyor can 
use different types of inspections mainly based on non-destructive evaluation (NDE) 
 [  5 -10]. All the guidelines recognize that Infrared Thermography (IRT) is a possible 
NDE technique. IRT reveals the intensity of the infrared radiations emitted from 
heated surfaces at a certain time. Different materials, after heating, present different 
temperatures due to their different capability in transmitting and holding warmth. 
For this reason IRT is an effective technique for the detection of bonding defects, 
voids and damages and the characterization of the surface layers without a direct 
contact between the device and the observed area. On the other hand, in the guide-
lines no clear indications are given about the inspection procedure. 

 The present work wants to be a contribution in the de fi nition of speci fi cations for 
the use of IRT providing additional experimental data. Active thermography was 
applied to concrete and masonry samples while different FRP thicknesses were 
studied to control the ef fi ciency of the method. In particular, debonded areas were 
detected from a qualitative point of view while arti fi cial defects location and sizing 
were quantitatively assessed.  

   Experimental Tests 

 A series of thermographic tests was performed to verify the capabilities of IRT 
technique to estimate the presence of defects, their location and size. 

 Active IRT is based on the application of heat to a surface to generate a thermal 
front into the material. In this case, the heating source was applied for a period from 
5 to 15 seconds using an infrared lamp positioned at a distance of about 30-40 cm 
from the specimen. The electric power of the lamp was 1.5 kW and the surface was 
equal to 0.29 ×0.14 m 2 . 

 After external heating, the temperature of the sample surface during the cooling 
phase was recorded in real time by using a thermographic camera positioned at a 
distance of about 30-40 cm from the specimen. The IR camera produces images of 
320×240 pixels composed of Vanadium Oxide microbolometer detectors allowing 
to visualize temperatures in a range from - 40°C to 500°C. The distance between the 
camera and the specimen was of 1.40 m, that is the standard distance used for on site 
tests. In the specimen, the dimension of the area analyzed by IRT was chosen to 
ensure an adequate image resolution for the detection of the defects. 

 After removal of the heating device the temperature changes, can indicate near 
surface inhomogeneities and the presence of defects in the structure if they give 
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rise to measurable temperature differences. The results are images recorded during 
the cooling down phase; a thermal image of the object is obtained on the basis of a 
color scale or a gray scale.  

   Description of the Specimens 

 The masonry-CFRP specimen consisted of a masonry wall (25×52×102 cm 3 ) rein-
forced using unidirectional CFRP wraps. The dimensions of solid clay bricks used 
for the masonry wall were 250×120×55 mm 3 . CFRP reinforcements were bonded 
on a side of the masonry wall using a thixotropic epoxy resin. The mixing ratio of 
the epoxy was 1:4, i.e. four parts of component A (resin) to one part of component 
B (hardener) by volume. Lack of bonding of the FRP to the masonry substrate was 
simulated by the interposition of double Te fl on foils with different dimensions and 
geometric shapes as reported in Fig.  1 . The detection of the defects was performed 
with 1, 2 or 3 layers of FRPs for both the specimens (Fig.  1 ).  
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FRP layer 2

FRP layer 3

Legend

defect 1: A= 23.5 cm2
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defect 4: A= 10.6 cm2
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  Fig. 1    Specimens and defect geometries       
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 The concrete-CFRP specimen consisted of a C25/30 concrete block (150×150×
600 mm 3 ) reinforced using CFRP wraps. This specimen was prepared using the 
same materials and procedure used in the masonry specimen. 

 The procedure consisted in two subsequent time periods: t 
1
 , the heating inter-

val and t 
2
  the waiting time to shoot the picture. After calibration the optimal t 

1
  

times, reported in Table  1 , were de fi ned after calibration while the t 
2
  times were 

obtained at the beginning of the cooling phase (from 3 to 15 s after the removal of 
the IR lamp). 

 Temperature differences have peaks at the defect zone after heating, and they 
represent a valuable parameter for the location and sizing of the defects.   

   Experimental Results 

 The thermographic tests, carried out on brickwall and concrete samples presenting 
one single FRP layer provided a reasonable estimate of the presence of the arti fi cial 
defects. Reliable results were also obtained in specimens reinforced with two FRP 
layers, except for a very limited area on the bottom of the masonry sample. In such 
area the position and the shape of the arti fi cial defects were not clearly recognizable 
due to debonding between the  fi rst and second FRP layer. Thermal images of this 
area, taken at different times after the end of the heating stage show that the highest 
temperatures are maintained for longer periods in the debonded area. More 
dif fi culties were encountered in detecting the defects on the masonry specimen after 
the application of the third FRP layer, i.e., if the defect is far from the external sur-
face, identi fi cation is more troublesome.   

 As shown in the thermal images reported in Figs.  2  and  3 , the data elaboration 
permitted to optimise the temperature differences for the best identi fi cation of the 
position and shape of the arti fi cial defects. During the cooling phase, the estimation of 
the defect dimension presented some differences from the beginning to the end of the 
test. The in fl uence of the FRP thickness is evident from Fig.  3 : as the number of 
layers increases, the differences in terms of measured defect dimensions are higher. 
Table  2  shows, for example, the differences between the estimated areas of 4 categories 
of arti fi cial defects and the original one (see Figs.  2  and  3 ).  

 In the estimation of the defects, the error is in fl uenced by the image resolution 
and by the accuracy of the operator in recognizing the borders of the defects. 
Besides this operation is actually time-consuming and partially in fl uenced by the 
interpretation of the thermal image on the surface of the sample. To improve the 

   Table 1    Heating times used to carry out the thermographic tests in 
 relation with the number of the FRP layers   

 Specimen  1 FRP layer  2 FRP layer  3 FRP layer 

 brickwork  5 seconds  10 seconds  15 seconds 
 concrete  5 seconds   5 seconds  5-10 seconds 
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  Fig. 2    Comparison between the results obtained by thermographic tests carried out on the central 
area of the brickwork sample with 1, 2 and 3 FRP layers       
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  Fig. 3    Comparison between the results obtained by thermographic tests carried out on the concrete 
sample with 1, 2 and 3 FRP layers       

   Table 2    Defect areas estimation on both specimens   

 Defect  Real  Real area  Area - 1 layer  Area - 2 layer  Area - 3 layer 
 no.  shape  (cm 2 )  (%)  (%)  (%) 

 masonry 
specimen 

 1  Circle A  23.5  -3.4  +8.9  +10.6 
 2  Square  10.3  -5.8  -25.6  +23.3 
 3  Circle B  11.0 -13.6  +3.5  +22.7 
 4  Rectangle  10.6 -6.6  -5.0  +33.0 

 concrete 
specimen 

 1  Circle A  23.5 -10.6  -10.3  -4.3 
 2  Square  10.3 -4.9  +18.3  +28.2 
 3  Circle B  11.0  +2.7  +11.3  +16.4 
 4  Rectangle  10.6  +17.0  +24.3  +34.0 

 

 



784 L. Cantini et al.

research, authors are actually working with other routine in order to set an  algorithm 
for the analysis of the thermographic sequence of images recorded after the test. 
This is based on a technique, also referred as Thermographic Signal Reconstruction 
(TSR). The aim is to detect during the cooling phase the best thermal image for 
observing the appearance of the defects and to automatically identify the shape and 
the area of each defect.      
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  Abstract   Active thermography is sensitive to inhomogeneities at and below the 
surface of objects investigated. Thus, it should be useful for detecting plaster delam-
inations on concrete. In this paper, the results of  fi eld and laboratory investigations 
into plaster-covered concrete were compared. For evaluating the bonding state of 
the plaster it is not suf fi cient to study only the thermal contrasts at the surface of the 
investigated objects. The experimental results suggest that the overall thermal 
behaviour has to be considered.  

  Keywords   Active thermography • Bonding problems • Concrete • Plaster      

   Introduction 

 Passive thermography has been successfully established as a standard quality  control 
in civil engineering  [  1  ] . The advantages are obvious: the method is contactless, fast 
and easy to document. The thermographic investigation of an object during and 
after a heating process is called active thermography. It has much more potential 
than conventional passive thermography. However, up to now it is only used in a few 
 fi elds of application such as aerospace and automotive industries. As a matter of 
principle, active thermography is very well suited to investigate quality problems in 
civil engineering such as delamination between different construction materials or 
inhomogeneities within a construction material. Especially in civil engineering, lab-
based research investigations are mainly described  [  2,   3,   4  ] . Due to the fact that 
thermal properties of air strongly differ from those of usual building materials, 
thermal effects are easy to observe under laboratory conditions. 
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 The paper describes the results of thermographic investigations under  fi eld 
 conditions and their comparison to laboratory data. Data analysis and interpretation 
are critically discussed.  

   Investigations at a Real Building Site 

 Sudden delaminations of plaster within the room ceilings occurred in an of fi ce 
building built in the 1960s during and after renovation. In some cases bigger pieces 
of plaster abruptly dropped. Thus, the of fi ce’s owner wanted to know the scope of 
risks and the extent of the repair required. 

 The building is a reinforced concrete structure where the concrete surface was 
covered with cement rendering. Four room ceilings in different parts of the building 
have been selected for active thermography. The ceilings were heated by IR radia-
tors or fan heaters for 10 min. This thermal activation led to an increase of the sur-
face temperature in a range of 3 to 6 K. The thermographic recording of the 
cooling-down was performed over a 15-min time period. As early as during the 
heating phase clear temperature contrasts were observed. Fig.  1  shows a typical 
temperature distribution immediately after the heating. The rectangular structures 
visible in the upper and lower edge are the ceiling lights. The surface to be investi-
gated is located between the lamp boxes. Similar typical pattern of increased tem-
perature regions appeared on all investigated areas:

     (i)    long and line-shaped structure vertically to the lamp boxes (D1 includes a 
section of this structure)  

      (ii)    point-shaped hot spot (marked with an arrow)  
    (iii)    not clearly restricted areas (e.g. D2), often halo-shaped around the lines       

  Fig. 1    Thermogram of a 
room ceiling (wide-angle 
lens), as the variation with 
respect to the initial state 
black = 2 K temperature 
increase white = 6 K 
temperature increase       
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 All of these structures emerge from a background showing a smaller temperature 
rise (3.5 K in comparison to 4.5 K at region D2). Type (ii) is probably due to small 
inclusions near the surface which cannot generally in fl uence the bonding state of the 
plaster. Therefore, those structures will not be considered in the following. In order 
to evaluate the measurement data the temperature decays in different regions of the 
ceiling were compared with each other (Fig.  2 ). The shapes of curves D1 and D2 are 
similar and are converging with increasing time. However, the temperature at R 
reached a lower level, and decreases to a lesser extent. Assuming that R is a  fi xed 
bonded plaster area, the regions D1 and D2 could be interpreted as detached parts 
of plaster. However, there is no proof for such presumptions. In order to support the 
interpretation of the investigation results it was attempted to reproduce the whole 
measurement procedure under laboratory conditions.  

   Investigation Results Under Laboratory Conditions 

 To reproduce the thermal behaviour as precisely as possible test items have been 
built up using parts of the dropped pieces of plaster. The test item PAB1, shown 
in Fig.  3 , consists of a concrete plate (30 x 30 x 5 cm), on which 4 pieces of 
plaster were arranged like a jigsaw puzzle. These pieces were  fi xed by 4 mm thick 
fresh mortar.   

 Nearly square-shaped cavities of different sizes were assembled directly below 
the original plaster. The remaining gaps and grooves between the pieces were  fi lled 
up and smoothed with additional mortar. Finally, the surface was covered with 
white paint. 

 Figure  4  shows the obtained thermogram of the PAB1 after 10 min heating by a 
fan heater. The temperature increase reached was slightly smaller than on the room 
ceiling. Regions of increased temperature have emerged above the cavities and also 
on the outside edges. The cavity D1 with a lateral length of 5 cm caused an easy 
detectable thermal contour. In contrast, the cavity D2 has a side length of only 2.5 

  Fig. 2    Temperature decay at 
the different regions indicated 
left, just after 10 min of 
heating       
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cm which corresponds approximately with the plaster thickness. This geometrical 
alignment is related with the well known detection limit of thermography. Therefore, 
the thermal contrast above D2 was rather small. Additionally to the cavities, the 
edges of the pieces of plaster could be observed. 

 By analogy with the previously described evaluation the temperature decays at 
two cavities are compared with that measured at a reference region R where the 

  Fig. 3    Test item PAB1, the 
quadrangles indicate size and 
location of the covered 
cavities       

  Fig. 4    Thermogram of the 
PAB1 after 10 min heating, 
displayed as variation with 
respect to the [black = 2.1 K 
temperature increase, white = 
2.8 K temperature increase 
(temperature range saturated 
for contrast enhancement)]       

 

 



789Thermographic Investigation of Delaminated Plaster on Concrete

plaster piece is bonded very well. The curves in Fig.  5  are fairly similar to those 
given in Fig.  2 . This means, in principle, that the  fi eld measurement has been recon-
structed under laboratory conditions.    

   Discussion 

 A thorough inspection of the long-term region (t > 400 s) reveals an interesting 
detail (see Fig.  6 ). The temperature at the region R of the room ceiling, which was 
assumed to be a  fi xed bonded plaster area, decreases to a lesser extent in comparison 
to the region R of the test item with a known state of bonding. The temperature 
reduction is even slower than at the known cavity D1 of the test item. Thus, heat 
dissipation at the room ceiling had to be constrained which led to the observed 
retarded temperature decay. In order to  fi gure out this effect the following possible 
heat loss processes has to be considered:

     i.    Lateral heat conduction into unheated parts of the surface  
     ii.    Thermal radiation of the surface  
    iii.    Convection at the surface  
     iv.    Transversal heat conduction into the concrete body.     

 Due to the large temperature gradient between surface and bulk material and the 
high heat conductivity of plaster in comparison to that of air, process (iv) is expected 
to have a major in fl uence on the cooling-down behaviour. If this assumption is true 
for the case considered, heat conduction from the room ceiling into the concrete 
structure was here disturbed. This led to a slower temperature decay compared to 
that observed at the test item. The reason for this disturbance could be a wide-area 
delamination between plaster and concrete or delaminations inside the plaster if it 
consists of two or more sublayers. Applying these considerations to the problem of 

  Fig. 5    Temperature decays 
at the test item PAB1 (ROIs 
indicated in Figure  4 ) 
compared with the data 
obtained under  fi eld 
conditions at a room ceiling       
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a sudden drop of delaminated plaster, thermographic data have to be evaluated for 
an early detection of critical delaminations in the following way:

     i.    Observable local thermal contrasts during or after the heating phase are due to 
local limited inhomogeneities inside the investigated area. This may be for 
example cable channels, plastered holes, local damage on the concrete surface 
etc. A statement concerning the stability of the plaster-concrete bond cannot be 
obtained in this way.  

    ii.    Measuring the cooling-down process of the entire measurement area provides 
information on the dynamics of the averaged temperature decay which is mainly 
in fl uenced by the degree of bond losses within the investigated area. The worse 
the bonding between plaster and concrete background, the slower the cooling-
down of the plaster surface takes place.     

 To verify these  fi ndings, the long term behaviour of further room ceiling areas 
was compared, the result is shown in the following Fig.  7 . The upper curve cor-
responds to the data shown before. Variations in the decay behaviour can clearly 
be seen. Unfortunately, there is no information about the actual bonding state of 

  Fig. 7    Long-term 
temperature decay at the test 
sample PAB1 compared with 
the data of different room 
ceilings (only the  fi ts are 
shown for clarity)       

  Fig. 6    Long-term 
temperature decays at the test 
sample PAB1 compared with 
the data of the region R at a 
room ceiling, dashed lines 
result from a single 
exponential  fi t       
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the different investigated room ceilings. Therefore, new test items with large 
 delaminations for non-destructive and destructive testing have to be developed. 
They will help to verify the  fi ndings of the paper.  

   Conclusions 

 Active thermography has been applied to non-destructive testing of the bonding 
state of plaster on concrete. Clearly detectable thermal signs at different room 
ceilings were observed, but the evaluation of the data remained ambiguous. In order 
to support data evaluation the  fi eld measurements were reproduced under laboratory 
conditions. These investigations have been carried out on test items which included 
original pieces of plaster. Arti fi cial defects inside the test item were easy to detect. 
A direct comparison of  fi eld and laboratory measurements indicates that heat trans-
fer at the room ceiling was reduced in one case. In view of the similar boundary 
conditions during all experiments it is assumed that the long term temperature decay 
is directly in fl uenced by the bonding state of plaster on the concrete body.       
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  Abstract   A new mobile microwave scanner was developed for moisture mapping 
on large areas with high lateral resolution, working like a multidimensional micro-
wave camera. The readings are taken position dependent in one track for three depth 
layers. The scan image can already be visualized with the scanner, making possible 
detection of moisture, water paths or similar water inclusions right at the place of 
measurement. Large area buildings like basement garages, indoor pools or  fl at roofs 
can be investigated quickly, simply and most of all complete.  

  Keywords   Moisture • Microwaves • Multilayer • Non-destructive • Scanner      

   Basics of Microwave Moisture Measurement 

 Microwave moisture measurement belongs to the dielectric methods  [  1  ] , that are 
based on the outstanding dielectric properties of water. The relative permittivity of 
water is about 80, for most solids like building materials it is between 3 and 6. In the 
microwave region the distinctive polarizability of water molecules is accompanied 
by strong dielectric losses, caused by bonds of water molecules under themselves. 
On this basis even small amounts of water can be detected well. 

 In addition at microwave frequencies it is possible to construct microwave anten-
nas small enough to be handled easily, but still good focussing microwave radiation. 
The focussing allows penetration depths in the decimeter range, making possible 
true volume measurements. Such volume measurements can be combined with sur-
face measurements using open resonators for example. This way non-destructive 
measurements of different depth layers of a building become feasible. Referencing 
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the microwave readings to standard oven drying calibration curves for absolute 
moisture content measurements can be won. 

 Single point measurements at buildings are not representative for the moisture 
status of the whole object. That´s why the method of moisture mapping was devel-
opped, where moisture values are taken systematically point by point. Throughout 
the last years microwave moisture mapping has proven to be an appropriate and 
simply usable tool for taking moisture distributions in buildings. 

 The moisture mapping ensures the statistical relevance of the results by the large 
number of moisture readings. Moisture maps are much more representative and 
meaningful than single destructive measurements, even if they are more accurate at 
the single point of measurement. Otherwise moisture maps deliver very descriptive 
moisture distributions, that help to evaluate the moisture status quite well. 

 The combination of surface and volume sensors gives a rough depth resolution 
and helps to detect moisture transport direction. Microwave sensors can be 
designed with different  fi eld geometries ( Fi g.  1 ), corresponding to different micro-
wave applicators. These microwave applicators can be used in microwave sensors 
for different penetration depths. This leads to an expansion of the moisture map-
ping principle towards tomographic investigations. Currently microwave sensors 
for layer depths up to 3 cm, 6 cm, 10 cm, 25 cm and 80 cm are available. With 
these sensors a depth gradation in totally 5 steps can be carried out, whereas 4 
depth steps are in the order of penetration depths that are typical for civil engi-
neering applications.  

 Applications on large areas had shown that moisture mapping carried out manually 
is limited in terms of area size measurable and lateral resolution, leading to the 

  Fig. 1    Depth gradation 
of different microwave 
moisture sensors       
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desire for an improved measuring technology with high measurement speed and 
enhanced lateral resolution.  

   Microwave Scanner 

 Taking position dependent moisture mappings automatically leads to a new 
 quality and a big improvement especially for measurements at large areas or with 
high lateral resolution  [  2  ] . For such applications the new mobile microwave scan-
ner can be used in terms of a multidimensionally working microwave camera. It 
contains an equipment carrier module as basic platform, that can work with mois-
ture sensors of different penetration depths simultaneously, and sensors for the 
acquisition of position data. Up to three microwave sensors can be mounted at the 
scanner device. 

 New fast moisture probes were developped for the fast execution of microwave 
scans, able to guarantee a good lateral resolution even while moving the scanner. 
The visualization and pre-processing of scan data are carried out in the control unit, 
containing touchpanel and menu navigation. This makes the handling of the scanner 
very simple. The driving speed is very high, up to 1 m/s, making the measurement 
extremely fast. Even large areas of thousands of square meters are scannable in 
short time. The lateral resolution can be chosen between 5 cm and 200 cm. 

 The high lateral resolution has essential advantages. Structure details can be 
resolved much  fi ner. Outliers become more articulate or can be better repressed, like 
reinforcement bars or single voids for example. Structure barriers in the building 
material can be identi fi ed much better. The in fl uence of layer boundaries can be 
reduced, moisture distributions in different depths can be better identi fi ed. For the 
 fi rst time it`s possible to get investigations completely covering large building areas 
non-destructively, not possible until now with any other method.  

   Applications 

 Applications can be in all types of horizontal areas in concrete buildings or at  fl at 
roofs. Microwave scans are an excellent tool for the acquisiton of moisture distribu-
tions in large concrete buildings  [  3  ] . Using the scan data a well-de fi ned classi fi cation 
of the contained images of moisture or other disturbances of the underground can be 
realized, as can be seen from the following two examples. 

   Moisture scans for leakage detection in indoor pools 

 Microwave scanner can be well applied in indoors swimming pools ( Fi g.  2 ). Often 
there are small leakages at large areas to detect, that can be buried in the  underground. 
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To  fi nd such leakages was very dif fi cult until today. Before, the only ways were 
opening the construction or partial investigation of single components.    

 In this application, the surface should be dry for the measurement, but it is 
suf fi cient to whipe it dry before the measurement. The microwave scan can be car-
ried out parallel to normal operation of the swimming pool without any problem, 
only the area to be measured has to be closed off before starting. 

 Different moisture distributions can be clearly seen from the analysis in the three 
depth layers surface layer (directly under the tiles), medium depth layer (down to 
approximately 8 cm depth) and volume layer (down to approximately 15 - 20 cm 
depth) Fig.  3 . The surface scan with MOIST R2S Fig.  4a  shows wet areas with 
increased moisture directly under the tiles and above the sealing. This is the normal 
and permissible situation in an indoor pool. The scan of mean volume layer with 
MOIST DS Fig.  4b  shows an emerging water leakage from left to right in the 
middle. The scan of volume layer with MOIST PS is con fi rming and highlighting 
the water ingress from left to right in the middle section (highlighted).  

   Highways and streets – search for water ingress 
in gaps between deck slabs 

 Moisture scans were conducted on a German freeway with the aim to detect  possible 
water ingresses near the gap crossings. The demand for this results from the con-
struction of several sections of the freeway, where the interaction of stones used for 

 Fig. 2  Microwave scanning of large area in an indoor pool
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  Fig. 4     Moisture scan on decking slabs of a freeway – 3 depth layers        

  Fig. 3    Moisture scan in an 
indoor pool – tomographic 
image of 3 depth layers       
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the construction, de-icing salts used in winter and included moisture load leads to 
the so called Alkali-Silica reaction destroying the gaps. 

 Moisture load is an important parameter and could be seen with the scan mea-
surement for the  fi rst time. As an example the scan of one section of the decking is 
shown here. Surface scan and volume scan show only weekly changing moisture 
distributions near the gaps. In contrast the scan of the middle layer is distinctive, it 
shows clearly shaped zones of higher moisture around the gap crossings and the 
transverse joints (highlighted). The moisture load in the middle layer is highest in 
the whole structure. The scan data can also be assigned to absolute moisture content 
using a special calibration curve for decking concrete.   

   Conclusion 

 MOIST SCAN is a new, very powerful instrument for fast acquisition of moisture 
distributions in building objects. Owing to high lateral resolution and measurement 
speed moisture measurements are possible in a new quality. MOIST SCAN is 
working comparable to a multidimensional camera and detects moisture information 
from different depth layers.     
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  Abstract   A relatively rare type of subsurface radar – holographic radar – is 
described in this paper as a tool for non-destructive testing (NDT) of construction 
materials and structures. Its principle of operation, advantages and disadvantages 
are considered. Holographic subsurface radar, operating several discrete frequen-
cies, is used to illuminate a suf fi ciently extensive area of a surface of opaque dialec-
tical medium to be inspected to register interference between re fl ected from objects 
and reference waves. In a lossy media with low level of microwaves attenuation, 
reconstruction algorithms could be applied for obtaining the subsurface image in 
such a manner as in optical holography. An attempt is made to highlight signi fi cant 
application areas and problem cases where this type of radar could potentially be 
applied as a device for NDT of construction materials and structures. The paper 
describes results of different building surveying including objects of historical heri-
tage. Space shuttle thermal protection system tiles were investigated in some other 
experiments. Each application area is illustrated by relevant data acquired in labora-
tory experiments or  fi eld tests.  

  Keywords   Building surveying • Holographic subsurface radar • Inspection • Non-
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   Introduction 

 Nowadays infrared, acoustics or X-ray devices are most common in use for NDT 
diagnostics. These technologies have many advantages and  fi nd broad applications 
in different  fi elds of industry  [  1  ] . Usage of one of the technology listed above 
depends on speci fi c conditions of technological processes and materials. 

 However, demand for new NDT technologies is urgent because of progress in the 
industry. One of emerging technologies that is accessible now is holographic 
subsurface radars of the RASCAN type that are produced in lots  [  2  ] . Holographic 
subsurface radar, operating at one or several discrete frequencies in microwave 
range, is used to illuminate a suf fi cient area of a surface to be inspected to register 
the amplitude distribution of interference between signal re fl ected from objects 
beneath the surface and the reference signal. Obtained in such a manner, the dataset 
can be used to mathematically synthesize an effective aperture, and eventually 
reconstruct the subsurface image by methods analogous to those used in optical 
holography  [  3-  5  ] . It should be noted that for many years this type of subsurface 
radar has been characterized as not capable of  fi nding signi fi cant applications due to 
strong signal attenuation in many typical media  [  6  ] . The high attenuation also limits 
possibility to use reconstruction algorithm  [  7  ] . However, in the rest of this paper, an 
attempt is made to highlight signi fi cant application areas and problem cases where 
this type of radar could be used to resolve the NDT tasks. 

 The existing methods of non-destructive testing of structural and building mate-
rials or components have a number of disadvantages. X-ray devices, for example, 
require two-way approach to the observed detail. This is complicated sometimes 
and more often even impossible. X-ray devices are widely used in medicine, for 
hand-luggage control in airports and in technological processes where two-way 
approach to the object to be examined has no problems as a rule. Ultrasonic equip-
ment has proved to be ineffective in media containing a great number of micro 
cracks and heterogeneities. Its main application is the examination of relatively 
homogeneous media with few defects and inclusions, for example, metal details of 
relatively large dimensions. 

 From this point of view, the microwave devices are the most promising in build-
ing diagnostics as they make possible the use of re fl ective sounding, i.e. transmis-
sion and reception of electromagnetic waves is performed from one side of the 
sounded surface. It enables to examine walls, ceilings and decorative elements and 
so on in ready-for-service buildings. Thus, it is possible to control the quality of 
their construction and repair. When using a specially designed antenna, the pro-
posed method also makes it possible to examine corners between walls. This is 
hardly possible otherwise. Another advantage of radar sounding is a relatively large 
wavelength  l , about a few centimeters, in the used microwave range, at which there 
is no re fl ection from minor natural heterogeneities of media under investigation, for 
example, by cracks and small (compared to  l ) technological hollows in bricks and 
other construction and composite materials. It is worth mentioning that subsurface 
radars of the RASCAN type have very low level of emission, less than 10mW that 
is absolutely safe for the operator. 
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 However, taking into account that water has a very high permittivity of 80, cracks 
and spots  fi lled with moisture have high contrast in microwave band  [  2,   7  ] . This 
effect can be used in practice. While constructing and reconstructing, concrete 
structures or their parts, which are under the level of the construction site ground, 
have to be sealed to prevent water intrusion. This type of structures includes under-
ground garages, automobile parking places, underground pedestrian crossings, etc. 
This problem becomes especially actual in spring and autumn when the soil water 
level is high. Any crack in structures or in joints between them results in in fi ltration 
of soil water into the underground part of the construction making it un fi t for ser-
vice. Things become worse when the external manifestation of the in fi ltrated water 
onto the structure surface does not often coincide with the real location of the crack 
through which water enters the underground part of the construction. Moreover, 
such manifestations may be revealed after uncertain time. It makes repair and crack 
sealing more dif fi cult, increases the cost and reduces the quality of work. Holographic 
radar may resolve some problems in this case  [  2  ] .  

   Inspection of Construction Details and Buildings 

 The former Senate building, Saint-Petersburg, was being re fi tted for using it by the 
Russian Federation Constitutional court. The building was constructed by the out-
standing architect Rossi in 1829–1834 and has great value for Russian culture, Fig.  1 a.  

 In process of building’s repairing, heating tubes, electricity and communication 
cables were fastened to metal mesh with cell of 15 by 15 cm and were laid under 

  Fig. 1    a) the former Senate building under reconstruction b)  fl oor inspection c) results of the 
inspection that were re fl ected by chalk on the  fl oor surface d) radar image recorded by 
RASCAN-4/2000       
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concrete  fl oor. At the next step, plywood had to be nailed to the surface of the 
 fl oor. There was danger to damage the tubes and cables by nails. RASCAN-4/2000 
subsurface radar that operates in frequency range of 1.6 - 2.0 GHz was used to 
determine exact position of tubes and communications, Fig.  1 b  – d . To enhance the 
contrast of the heating tubes and cables and to reduce contrast of the metal mesh 
some algorithms of  fi ltration were proposed  [  8  ] . 

 Other examples of microwave images recorded by RASCAN-4/4000 oper-
ated in higher frequency range of 3.6 – 4.0 GHz are presented in Fig.  2 a  – c . The 
radar images depict fragments of walls that made from traditional for Russia 
constructional materials: a) reinforced concrete; b) hollow slag concrete blocks 
and c) bricks.  

 The reinforced concrete wall was cast in place in process of construction. Its 
metal bars were also welded in place. It is evident that a bar in the upper left cor-
ner for some uncertain reason was welded below of the bar’s knot, Fig.  2 a. Dark 
spots on Fig.  2 b are hollows in slag concrete blocks. Each block has two hollows 
inside it. The last image represents brick wall covered by plaster of 1 cm thick-
ness. It is possible to distinguish in the image the stretcher and outbond layers of 
bricks and grout between them. External appearance of all three walls doesn’t 
give opportunity to form an opinion about their structure and composition because 
of the plaster covering. However, using RASCAN gives such possibility non-
destructively.  

   NDT of Composite Materials 

 Composite materials are widespread especially in aerospace industry. Demand 
for new methods of diagnostics of heat protection material and tiles of space-
crafts arose after the disastrous loss of space shuttle Columbia  [  9  ] . Concerns 
emerged not only for diagnostics of insulation foam of hydrogen tank of the 
shuttle but also checking of adhesion quality of heat protection tiles that are 
made from quartz  fi bre covered by erosion-resistant coating of black or white 

  Fig. 2    Radar images of walls that made of a) reinforced concrete b) hollow slag concrete blocks 
c) brick wall covered by plaster       

 



803Holographic Subsurface Radar as a Device for NDT of Construction Materials…

color. Jointly with NASA JPL, some experiments related to tile diagnostics were 
performed earlier  [  10  ] . The purpose of the experiments was to determine 
whether it is possible to detect different types of de-bonding of the tiles from 
the underlying aluminium sheet. To verify this, parts of the sheet surface were 
intentionally left without glue in two round spots, Fig.  3 a. Spot No. 1 did not 
have any  fi ller. But spot No. 2 was  fi lled with several drops of water that imi-
tated the case of water in fi ltration under a tile at the open launching pad. 
Recorded images of spots without glue are distinguished from round form 
because of their distortion at pressing the tile into the glue, and the water. Water-
 fi lled spot No. 2 has higher contrast in comparison with spot No. 1 that is 
explained by water high dielectric permittivity, 80. This quality may be used for 
determining of water and humidity in fi ltration in any composite constructions 
even if they are laid over metallic base plate.  

 In media with low attenuation, it is possible to use reconstruction algorithms of 
recorded holograms. This improves quality of recorded images and gives possibil-
ity to measure the depth of an object under the surface  [  3,   4  ] . However, implemen-
tation of reconstruction algorithms is restricted to low attenuation media  [  7  ] . In 
media with high level of attenuation, radar records images that resemble shadow 
pictures, not holograms themselves. In this case the hologram reconstruction has 
no sense at all.  

   Conclusions 

 It was shown that microwave imaging by holographic subsurface radar of 
RASCAN-4 type may produce high resolution images of dielectric construction 
materials that permit to reveal the internal structure and defects. Main advantage of 
holographic radar is possibility to survey details with one side access in opposition 
to X-ray devices. The radar can be also used for diagnostics of heterogeneous media 
with cracks and small voids that are impossible to survey by acoustics devices. 
Further improvements of radar design and using higher frequency range of 15-20 
GHz will give better resolution and extend  fi elds of applications.      

  Fig. 3    a) aluminium plate with glue b) heat protection tiles scanning by RASCAN-4/4000 c) 
image of tile recorded by subsurface radar       
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  Abstract   The cost of constructing roo fi ng systems is high as they must be designed 
with water-proo fi ng capability and must form thermal barriers for  buildings. The 
traditional and inverted roof systems are typically used in Kuwait. Occasionally, due 
to faulty practices, incorrect materials and/or improper design, roofs fail to be water-
tight and let moisture penetrated into the roo fi ng layers causing water leakage, 
degradation of the roo fi ng materials and other damages. Moisture problems in roof 
systems require quick action and maintenance. It is prevalent to rip off the roo fi ng 
layers to detect the location and extent of damage that has been caused by moisture 
penetration. This method could be very costly and impractical. This paper looks into 
the use of Infrared Thermography as a non-destructive technique for determining 
water leakage in roo fi ng systems. An experimental building unit (EBU) was con-
structed with six different models of roof sections on the top. For each roof section, 
controlled injection of moisture was performed at certain points between the roof 
layers to simulate the leakage process. Infrared imaging studies have shown that the 
technique is reasonably successful in detecting roof moisture although further eval-
uation and improvement of the technique was deemed necessary due to the heavy 
roof construction types and weather conditions in Kuwait.  

  Keywords   Imaging • Infrared thermography • Moisture • NDT • Roof systems  

       Introduction 

 Ef fi cient roo fi ng systems are costly to install in most countries. They must be 
designed with a water-proo fi ng capability to protect buildings and their contents as 
well as behaving as a thermal barrier for the comfort of the occupants and for 
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conserving energy. In addition, roo fi ng systems require mechanical strength to resist 
high wind conditions and in the case of  fl at roofs (predominant in Kuwait), to sup-
port pedestrian traf fi c and services. Finally, they must have an acceptable surface 
 fi nish to maintain good appearance and serviceability functions of the building  [  1  ] . 

 Several techniques are commonly used to detect undesired penetrated moisture in 
roo fi ng systems  [  2,   3  ] . However, most of these could not be classi fi ed as  non-destructive 
detection methods as they rely on probing at speci fi c locations or ripping off roo fi ng 
layers. On the other hand, infrared thermographic imaging has been successfully 
used as a non-destructive technique for moisture detection in roo fi ng systems  [  4-  6  ] . 

 Construction methods and materials (including roo fi ng designs) vary among 
countries due to changes in the environment, weather conditions and construction 
techniques. For ef fi cient implementation of the technique, procedures for applying 
infrared technology for detection of moisture in roo fi ng systems require advance 
investigation and assessment in each individual country. In this study, the main objec-
tives are to determine the effectiveness of implementing infrared theromographic 
imaging as a non destructive method for moisture detection in  fl at roof systems and 
to identify its application appropriateness for the roo fi ng systems used in Kuwait. 

 To properly assess the technique, experimental and analytical works were carried 
out in this study. The experimental work that is presented in this paper included 
construction of an experimental building unit (EBU) for simulating a typical room 
in a building. The roof of the EBU consisted of six different scaled size roof sections 
representing typical roo fi ng sections used in Kuwait. Pre-determined and controlled 
injection thin pipes to deliver water between the roof layers were installed to simu-
late the leaking process into the scaled size roof sections. 

 The roof sections represent the typical arrangements used as roo fi ng systems in 
Kuwait. Thermocouple probes were  fi xed between the different layers and were 
connected to a data acquisition system for a long term thermal monitoring. In the 
theoretical work, the thermocouples readings and measurements were used to pro-
duce data to be analyzed using the  fi nite element analyses (FEA). The outcome of 
the FEA was used to evaluate the detrimental effect of water penetration on the 
thermal properties of the roo fi ng systems.  

   Methodology 

 To achieve the objectives, an experimental and analytical work was conducted 
 utilizing data from the experimental building unit (EBU) that was designed and 
constructed in an exposed location to direct natural environment (solar radiation, 
wind, ambient temperatures). The internal dimension of the EUB was 3 x 4.5 x 3 m 
and simulates a typical room in a building. Its roof was divided into six different 
scaled size isolated roof sections representing roo fi ng systems typically used in 
Kuwait. For this purpose, six small size reinforced concrete roof slabs were pre-
casted for each roo fi ng system. Two of the most common types of roo fi ng sections 
in Kuwait were installed. Type I, which is referred to the conventional system 
 commonly used in hot weather area, was installed on roof sections 1, 2 and 5. Type 
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  Fig. 1    Installation of the six roof slab sections on the top of the EBU       

  Fig.  2    Installation of roof layers       

II, which is referred to the inverted system commonly used in cold areas, was 
installed on roof sections 3, 4 and 6. Figures  1  and  2  show the installation of the six 
different sections of slabs placed on the EUB roof as each slab represents a com-
plete roo fi ng system. Ef fi cient thermal insulation materials were installed between 
the  boundaries of the six sections to prevent heat transfer among the sections.   

 Pre-determined and controlled injection points for moisture were  fi xed between 
the different roof layers to simulate the leaking process into the layers of the roof 
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  Fig. 3    Sample images taken from the EBU showing temperature variation due to water leakage       

sections. From the sides of the EBU roof, a 5mm diameter pipes were embedded 
into the six roof systems for water injection in order to simulate water leakage by 
controlling the moisture location and quantity. Thermocouple probes were  fi xed 
between the layers and were connected to a data acquisition system for monitoring 
the thermal performance between roof layers. In the theoretical work, the thermo-
couples measurements were used in the  fi nite element analyses (FEA).  

   Results and Discussions 

 Once the construction of the EBU was completed and the roof sections were 
installed, controlled water quantities were injected to the middle of the roof sections 
and between the layers to simulate water leakage. The study was divided into two 
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folds, the  fi rst was to assess the capability of the infrared imagery technique to 
locate and detect the distribution of moisture and its intensity due to temperature 
variations within the roof layers due to water leakage. The second was to measure 
the detrimental effect of moisture on the thermal properties of the roo fi ng system. 

 In this paper, the results of the images obtained from the experiments showed 
that the accuracy of the thermal imaging is affected by the number of layers of the 
roof sections. The accuracy is reduced as the layers and thickness of the roof section 
increases. The thermal anomalies were more obvious as the difference between the 
inside and the outside temperature increased. Figure  3  shows sample images taken 
from the inside and outside of the EBU showing the temperature variation due to 
water leakage. Images 3a to 3c show moisture detected in the slabs taken from the 
EBU inside, while images 3d to 3f taken from the outside.  

 By comparing the surface temperature between dry and wet areas of the roof sec-
tions, the rate of temperature change respond of wet areas is slower than dry areas. 
Also, wet areas store more thermal energy than dry areas. In order to ef fi ciently apply 
the infrared imaging for detecting moisture of roo fi ng systems, it is recommended to 
be applied in the morning or evening periods of the day as the thermal insulation is 
minimal. The development of infrared cameras and image processing software and 
algorithms may be more accurate and ef fi cient for application in the future.      
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  Abstract   Determining the condition of an existing structure is a common task for 
engineering  fi rms concerned with planning and consulting. In the case that rein-
forced concrete structures need to be repaired, the actual state must  fi rst be deter-
mined according “Instandsetzungsrichtlinie DAfStb Rili-SIB 2001”. In the course 
of renovations and conversions, the condition of the structure must be known, which 
is often not the case due to a lack of planning documents. Also in many cases doubts 
exist as to whether the work contracted was actually carried out in full. In all of 
these cases one should aim to perform the tests as accurately as possible, but with 
minimum effort and the least possible damage to the building and inconvenience to 
its users. Through the development of ultrasonic echo and impulse radar methods, 
numerous inspection tasks have become possible, which were previously only 
achievable with a much larger effort and through destructive testing methods. In the 
following article, examples of structural investigations that were carried out using 
the ultrasonic echo method, the impulse radar method, or a combination of both 
methods, are presented and explained.  

  Keywords   Impulse radar • Inspection • Reinforced concrete • Structural 
 condition assessment • Ultrasonic echo       

   Introduction 

 Non-destructive testing methods (NDT methods) have been successfully used for 
decades in the building industry. These methods enable the survey of a structure’s 
condition, without causing further destruction. However destructive testing methods 
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are impossible to avoid altogether. But based on the results of previously conducted 
non-destructive testing methods, the destructive testing methods can be 
 implemented at speci fi c targets and therefore limit the damage to only the necessary 
amount, which is better for both the property owner as well as the structure. The 
low-frequency ultrasonic echo method and the impulse radar make it possible today 
to answer questions in the assessment of concrete structures and reinforced concrete 
structures, which with previous NDT methods were not solvable or only solvable 
with restrictions. These are relevant issues in structures, which will be rebuilt, 
converted or repaired. Only through accurate knowledge of the current state of 
the existing structure and the causes of possible damage can an expert repair plan 
be carried out. Typical issues are  fi nding  fl aws and hollow sections, determining the 
amount of the reinforcement and the concrete cover of deep laying reinforcement, 
 fi nding the location of tendons, determining the thickness of structural components 
(decks,  fl oor slabs, screeds), identifying the dimensions of inaccessible components 
(foundations, earth banked walls) and generally identifying the layout of the struc-
ture when plans are not available. 

 Ultrasonic and impulse radar are also used for controls in the context of structure 
monitoring and quality control for example in the acceptance of structures. Situations 
where these methods have been used are determining the thickness of  fl oor slabs 
and screeds, foundations and tunnel linings  [  1  ] . 

 In recent years such great success has been made in the research and develop-
ment of ground-penetrating radar and ultrasonic-echo methods in terms of applica-
tion, the combination of several methods and visualization that the term “transparent 
concrete” has been applied  [  2  ] . For an engineer it is of importance to what extent the 
progress of this research will migrate into daily operations and if commonly asked 
questions can be answered with an easily visible test and evaluation effort. The 
theoretical basics of measurements using ultrasound and ground-penetrating radar 
as well as their interpretation have been explained in detail in many technical papers, 
 [  3  ] ,  [  4  ] , therefore the subsequent discussion of the measurement principles only 
goes so far as is necessary to understand the application examples.  

   Low-Frequency Ultrasonic Echo Technique 

   Measurement principle and multi-array test instrument 

 The ultrasonic echo method utilizes the fact that ultrasonic waves are re fl ected at the 
interface of discontinuities in an otherwise homogeneous material. From the elapsed time 
of the re fl ected pulse, the distance of the inhomogeneity from the probe can be deter-
mined and through scanning generally their extent can also be concluded (see Fig.  1 ).  

 Since the late 1990s, ultrasonic probes have been available which can be con-
nected to concrete surfaces without any coupling agent. They are thus suitable for 
the ultrasonic echo technique, and are available as both longitudinal wave probes 
(pressure waves) as well as shear wave probes (transverse waves). Based on these 
probes a meter with probes in an array arrangement was designed, with which an 
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examination of concrete structures up to a thickness of approx. 0.7 m is possible. 
With its small, robust, dust and moisture resistant design, this device is intended for 
construction sites. The device consists of a transmitter-receiver unit with 24 point-
contact probes, which are assembled in a transmitting section and a receiving sec-
tion each with 12 probes, Fig.  1  right. The battery operated control unit generates 
the transmission pulse and receives and stores the re fl ected pulses and displays them 
as images with their depth in millimetres on a small monochrome LCD screen. The 
data can be further evaluated on the PC in different scan ways. 

 With this instrument it is possible to solve numerous inspection tasks, which 
could otherwise not be solved with previous NDT methods or only at signi fi cantly 
higher costs. All of the following examples were conducted with the above-men-
tioned ultrasonic device:

   Thickness measurements of e.g. Industrial  fl oors, screeds, ceiling systems   –
  Verifying the integrity of tunnel linings (lining test, see the follow practical  –
example)  
  Detecting honeycombing, voids e.g. in the base of triple walls   –
  Locating installation components and reinforcement elements such as central  –
expansion joints, shear studs, conduits, hollow bodies  
  Determining the location and coverage of tendons   –
  Under certain conditions: Investigating the grouting condition of ducts   –
  Given a known component thickness: Using the wave velocity to determine the  –
E-Modulus and the compressive strength of the concrete.     

   Determining the thickness of a screed 

   Measuring task and procedure 

 As a result of a local screed opening in a new construction the construction manager 
contested that the thickness of the built in industry screed corresponds to the desired 

  Fig. 1    left. Low-frequency Ultrasonic Echo Technique: Function principle; right: Measurement 
device with 24 point contact probes       
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thickness. As part of a court opinion, therefore, the thickness of the screed had to be 
determined everywhere. The screed was planned to be 150 mm thick. This thickness 
was required to avoid damage derived from the high point loading of the high rise 
racks. In the course of previous studies, random samples of destructive cores and sample 
plates were taken. At these locations the existing thickness of the concrete was known 
and thus the calibration of the wave velocity of the ultrasonic unit was possible. The 
calibration resulted in an average wave velocity of the screed of v = 2320 m / s.  

   Results 

 Based on the ultrasonic measurements, areas of the base plate could be detected 
where the thickness of the screed had fallen signi fi cantly under the target thickness 
of 150 mm. Using the ultrasonic method, locations with a thickness of approx. 110 
mm were detected. A total of 100 individual measurements were carried out within 
one day. The measurement error of the process, determined through subsequent 
drilling, was less than 5%. The following  fi gure (Fig.  2 ) shows the representation of 
corresponding A-scans (as an envelope of the signal) with a recognizable second 
re fl ection of the signal (caused by the fact that some of the transmitted signal was 
also re fl ected at the top of the screed).    

   Tunnel interior shell testing 

   Measurement task and procedure 

 Tunnels in Germany are primarily  fi nished in a double wall construction with a 
reinforced tunnel interior shell lining in front of a plastic liner sheet. Therefore it is 

  Fig. 2    Ultra-Sonic-Echo single-measurement for determining the thickness of an industrial screed; 
A-scan       
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essential for the durability of the structures constructed in this manor that the 
intended strength of tunnel interior shell is strictly adhered to in the tunnel roof 
(because the risk of defects is greatest here), otherwise the seal can lay directly on 
the reinforcement and (e.g. under water pressure) be perforated. So under the scope 
of quality protection of newly constructed traf fi c tunnels for federal roads, the 
inspection of the interior shell with a non-destructive testing method is therefore 
mandatory. The directive “RI-ZFP-TU”  [  1  ]  of the Federal Highway Research 
Institute BASt regulates the implementation, documentation, evaluation and repre-
sentation of non-destructive testing. The service provider must demonstrate their 
competence to the Federal Highway Research Institute (BASt) by testing and assess-
ing a test specimen which is representing a part of a tunnel segment. Through this 
procedure, the rare cases where defects occur during concreting can be detected 
(Fig.  3 ) in order to avoid consequential damage in the tunnel sealing. The time for 
testing and assessing of one tunnel segment without damages is about 5 hours.     

   Impulse Radar Method 

   Measurement principle and areas of use 

 The radar method is based on the pulse-echo principle: for civil engineering applica-
tions a pulse generator is used to construct a very short electrical pulse (FWHM<1 ns) 
which is then radiated from the transmitting antenna into the material to be tested. 
This electromagnetic pulse is re fl ected at interfaces, where the dielectric character-
istics of the material change, and afterwards detected by the receiving antenna. 
Re fl ections occur particularly at the surface and the back of the structures to be 
examined as well as at inhomogeneities in the material. 

 Over the last few years in the construction industry, pulse radar has become an 
established technique for examining road surfaces, locating reinforcement in con-
crete structures and particularly tendons in bridges and its use in these areas 
 continues to grow  [  2,   3,   4  ] . The technique can also be used for detecting cavities, 

  Fig. 3    Thickness distribution for one tested tunnel block (developed view)       
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but it is not as successful since the measurements for example in concrete are 
strongly in fl uenced by the location of the existing reinforcement. In the  fi eld of 
moisture measurement, radar is well suited for rapid and extensive tracking of 
moistened areas  [  4  ] ; the possibilities of quantitative moisture measurements are, 
however, currently limited.  

   Location of Tendons 

   Structure’s situation and measurement task 

 A common task while strengthening and repairing structures is to locate the tendons. 
Figure  4  (top left) shows a typical example of strengthening a bridge panel with 
anchored concrete topping. In order to drill the anchors without injuring the existing 
transverse and longitudinal prestressing, the exact location of the tendons needs to 
be determined. Figure  4  (top right) shows a portion of the construction plan showing 
the longitudinal tendons. The longitudinal tendons were built into the bridge with an 
intended coverage of 13 cm. After removing the top layer of concrete with hydro 
jetting, the designated anchors extended to the nominal depth of the longitudinal 
tendons. For this reason, the exact location of the tendons was determined with 
impulse radar.   

   Approach and results 

 Figure  4  (bottom left) shows an exemplary radar diagram marking the location 
of the longitudinal tendons. Overall, the positions of the longitudinal tendons 
were determined on 2,⋅18 line scans in the transverse direction. The locating 
of the approximately 600 transverse tendons was carried out along the bridge 
 lengthwise in four long line scans. Once the instrument settings were optimized, the 

  Fig. 4    Strengthening with anchored structural concrete topping       
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tendons could be accurately found. The position of the tendons was charted directly 
onto the bridge deck. Throughout the entire work on the bridge, neither a longitudinal 
tendon nor one of the 600 transverse tendons was drilled. Under good conditions it 
is possible to measure a 100 m line scan in one day.    

   Conclusion 

 New ultrasonic echo and impulse radar devices offer numerous inspection tasks 
which were previously only achievable with destructive testing methods. Among 
others typical situations where these methods can be used are determining the 
thickness of  fl oor slabs, foundations and tunnel linings, the detection of installation 
elements and defects like delamination, hollow zones and honeycombing.   
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  Abstract   The two suspension bridges over the Bosphorus Strait, namely Bosphorus 
Bridge and Fatih Sultan Mehmet (FSM) Bridge form a vitally important link for the 
economy of Istanbul, Turkey and the Eastern European region. On the Bosphorus 
Bridge, the majority of its traf fi c is light vehicles and over 100.000 vehicles pass a 
day in each direction; heavy goods vehicles were wisely banned in the 1990s follow-
ing the opening of the Fatih Sultan Mehmet Bridge. This restriction on Bosphorus 
Bridge is intended to be maintained in future. This situation strengthens the impor-
tance of Fatih Sultan Mehmet Bridge for Turkish economy until the third bridge is 
constructed. The indispensable roles of these bridges necessitate safe operation 
throughout their lifetimes. To investigate the needs for safeguarding these long  
form the behaviour analysis along with general and local surveys of these structures. 
In the content of the studies, a variety of NDT tests were targeted at different parts of 
the bridge elements, and have been conducted as part of a major investigation into the 
bridges. The NDT tests performed included; Magnetic Flux Leakage Tests and 
Radiographic Tests at hanger sockets and Dye Penetrant Testing / Magnetic Particle 
Testing of the welding, non destructive testing on the concrete parts in anchorage 
rooms comprised of Schmidt Hammer Tests and Carbonation Depth Tests of  concrete. 
The  fi ndings of these NDT tests have been also evaluated to be used in determination 
of remaining life of the structures together with other studies performed.  
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     General Directorate of Highways - 17 th  Division ,   İstanbul ,  Turkey  

      D.  K.   MacKenzie  
     Flint and Neill ,   London ,  United Kingdom  

      O.  Z.   Akkol   (*)
     Orient Research Consulting Engineers ,   İstanbul ,  Turkey   
 e-mail:  orkunakkol@orientresearch.com   

      Non-Destructive Testing of Bosphorus Bridges       

       Y.   Dost   ,    N.   Apaydın   ,    E.   Dedeoğlu   ,    D.  K.   MacKenzie    and    O.  Z.   Akkol      

O. Büyüköztürk et al. (eds.), Nondestructive Testing of Materials and Structures, 
RILEM Bookseries 6, DOI 10.1007/978-94-007-0723-8_117, © RILEM 2013



820 Y. Dost et al.

  Keywords   Bosphorus bridges • Carbonation • Magnetic  fl ux leakage • Magnetic 
particle • Radiographic test • Schmidt hammer      

   Introduction 

 In March 2007 Flint & Neill, in partnership with Orient Research, was contracted 
by the Turkish Highway General Directorate (KGM) to undertake a detailed inspec-
tion, survey and behaviour assessment of the Bosphorus and Fatih Sultan Mehmet 
Bridges in Istanbul [ 1 ]. The bridges are among the heaviest traf fi cked in the world 
and any further local failure might result in long term closure of one of the struc-
tures, therefore it was imperative to inspect all parts of the bridge and to use these 
data, along with detailed survey information, to assess the state of the bridges. A 
number of state of the art surveys were carried out using non destructive testing 
where possible to gain the greatest amount of information on the bridge. This paper 
details the methods used in each case.  

   Hanger Inspections 

 The hangers on the Bosphorus Bridge comprise a single 58 mm nominal diameter 
spiral strand, made from 168 individual wires. Each wire is a high strength, cold 
drawn steel element of up to 4 mm diameter. The hangers terminate in a cast socket, 
with a white metal or zinc socketing medium. The factory protection of the strand 
was to  fi ll the strand with a bitumen based blocking compound. This was intended 
to prevent water and oxygen from getting into the inner lays of the hanger. Each 
wire was galvanised to a thickness of 200 g/m 2 . For the Fatih Sultan Mehmet Bridge, 
the hanger wires are encased in a hard plastic sheath. This meant that visual inspec-
tion methods were not satisfactory and other non-destructive methods were needed. 
The authors were very reluctant to use intrusive methods that required the removal 
of the sheath as the reinstatement of the sheath later would not be able to be com-
pleted to the same standard as the factory installed sheath. Thus, the act of inspec-
tion to assess the state of the sheath would have been detrimental to the sheath so 
NDT methods were extremely important. 

 In order to inspect the hangers, inspection methods needed to be found that could 
investigate the condition of the wires both externally and internally. External inspec-
tions are relatively simple and can be conducted by eye or by remote camera; inter-
nal inspections are much more demanding. Two methods were selected; magnetic 
 fl ux and X-ray. 

 Magnetic  fl ux methods are used extensively in the inspection of cable sys-
tems. The system works by use of an instrument that quantitatively measures the 
loss of metallic cross-section area (LMA) and detects discontinuities such as 
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broken wires or localized changes in rope structure (localized faults - LF). LMA 
is a relative measure of the amount of ferrous material loss from a location along 
a wire rope and is measured through comparing readings in a current point and 
the reference point on the rope that represents nominal metallic cross-sectional 
area, as measured with an instrument. LF is a discontinuity in a rope, such as a 
broken or damaged wire, a corrosion pit on a wire, a groove worn into a wire, or 
any other mechanical discontinuities that degrades the integrity of the rope, both 
on surface and inside the rope under test. The instrument utilizes the magnetic 
principle of operation. Magnetic heads magnetically saturates sections of a rope 
under test. Any changes in rope cross-sectional area as well as discontinuities, 
such as broken wires or strands, pits of corrosion etc., cause changes in leakage 
 fl ux of magnetic  fi eld. These changes are detected by magnetosensitive sensors 
(Hall-sensors), which are placed close to the rope midway between the pole 
pieces of magnetic head (Fig.  1 ). Signals from sensors supply the basic unit 
where they are processed and displayed. Special software allows the transfer of 
this information to a computer through a serial interface which also processes the 
information into a readable form.   

 This method of inspection provides a good indication of the presence of wire 
breaks and loss of metallic cross sectional area, two important criteria within the 
assessment of the residual capacity of the hangers (Fig.  2 ). The results of the 

  Fig. 2    Inspection record       

  Fig. 1     Magnetic Flux Leakage  Method       
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inspection showed that a number of hangers on the older Bosphorus Bridge had 
wire breaks and that there was some metal loss in a number of the hangers. These 
 fi ndings demonstrate that the hangers are approaching the end of their service life 
and will need replacing soon. The life span of these hangers is commensurate with 
hangers of similar construction on other suspension bridges. For the newer Fatih 
Sultan Mehmet Bridge, there was no evidence of any loss of metallic cross section, 
nor of any wire breaks. This demonstrated that the decision to use sheathed cables 
was appropriate and has provided very good protection of the cables. 

 The draw back of this method is that the instrument cannot inspect the sockets 
closely. It is not possible to pass the equipment across the hanger and the signi fi cant 
variation in cross section shape would render any readings obtained as uninterpre-
table. An alternative method of X-raying the hangers was tried to determine if wire 
breaks could be observed directly on the  fi lm. As a trial, the equipment was set up 
at a position of a known broken wire to calibrate the equipment. The trial was not 
successful in that there was simply too much material for the X-rays to penetrate 
using safe radiation dosages. The sockets were even harder to X-ray owing to the 
thickness of the socket obscuring most of the detail. It is the author’s experience from 
carrying out destructive testing of similar strands from a number of other bridge 
projects that the broken wires tend to form on the outside lays  fi rst, giving a clear 
indication of hanger deterioration. This, allied with knowledge gained from the 
magnetic  fl ux close to the hanger, provides suf fi cient con fi dence in the assessment 
of the strand deterioration at the socket, although it would be bene fi cial to have an 
improved method of inspection. 

 There is an alternative to magnetic  fl ux inspections that has been developed and 
is starting to  fi nd favour in bridge inspections. The technology, known as magneto-
striction, is simpler to set up on a suspension bridge as it does not require the 
magnetic head to be pulled up and down the cable, as is the case with the magnetic 
 fl ux method. The technology differs in that it does not use magnetic  fl ux principles; 
rather it generates a guided acoustic pulse that travels up and down the strand. 
Where there is a defect in the rope resulting from corrosion or fatigue damage, a 
portion of the pulse is re fl ected back to the source. These re fl ections can be mea-
sured and quanti fi ed to determine the relative size and location of corrosion or 
fatigue damage on a suspender rope. The system is similarly limited in its ability 
to detect anomalies in the socket region, but offers an alternative means of inspec-
tion. The methodology was not available at the time of conducting the hanger 
inspections on Bosphorus, but could be used as a means of counterchecking results 
in the future.  

   Anchorage Inspections 

 A visual inspection of all the visible concrete surfaces within each of the bridge 
anchorages were carried out for both of the Bosphorus and Fatih Sultan Mehmet 
Bridges. Moreover in the Fatih Sultan Mehmet Bridge anchorage rods are partially 
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exposed by removing the concrete around some of the selected anchorage rods for 
visual inspection and carbonation tests. 

 The condition of the concrete surfaces was examined closely in possible loca-
tions. Any anomalies such as cracks, as well as other types of defects listed in the 
inspection sheet, were recorded and photographed. Additionally the deterioration 
locations was illustrated in the plots to supply detailed information of the damage 
and can provide comparison with further inspections carried out in the future. To 
determine the estimated strength of the concrete, the  Schmidt Hammer  test was 
adopted. The Schmidt Hammer test was applied to the surfaces where appropriate 
conditions were satis fi ed in order to obtain reliable results. Both the visual inspec-
tion and Schmidt Hammer test have indicated that the condition of the concrete was 
satisfactory. 

 In Fatih Sultan Mehmet Bridge anchorage rooms, the most conspicuous situation 
is the ingress of the groundwater or surface water into the anchorage chamber. This 
situation has been aroused during the construction of this bridge and instrumented 
to cover this issue. Although the instrumentation is enough, extra care is needed to 
be given for discharging of water. 

 In order to gain the maximum bene fi t from testing, it was decided to use an intru-
sive deep excavation to examine the condition of the concrete at a deeper level than 
just the surface. It was considered that tests on the concrete and steel surfaces will 
show a degree of information on the bar corrosion, but surface concrete tests are not 
particularly representative of deeper deterioration of the concrete. The concrete 
adjacent to a number of anchorage bars was removed by a percussive drill to gain 
access to the sides of the anchor bars in the region where they are being subjected 
to the greatest wetting and drying cycles and the greatest levels of oxidization. This 
provided the opportunity to visibly inspect the bars to observe if there had been any 
deterioration. The  fi ndings of the excavation have shown that there is no evidence of 
carbonation of the concrete or corrosion of the anchorage bars.  

   Steelwork Inspections 

 A comprehensive, principal steelwork inspection of both Bosphorus Bridges was 
performed for all major bridge components in order to assess the effect of corrosion 
and fatigue related defects. This included detailed inspections of the deck struc-
tures, towers, main cables, articulation components and anchorages of these two 
life-line structures. 

 The success of an inspection of this kind is dependant on a variety of factors. 
However, the most important aspect is to ensure that a robust, well organised report-
ing structure is adopted early in the inspection programme. This ensures that defects 
are recorded accurately for the purposes of assessing the structure’s condition as well 
as ensuring a comprehensive database of known defects is formulated to act as a 
benchmark for future inspections. A bridge reference system was initially devised 
so that all bridge parts and areas could be clearly and unambiguously referenced. 
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 A walk-through inspection of both bridges was systematically performed on all 
internal surfaces and joints from one end to the other. To ensure accuracy of recorded 
defects, random areas inside the steel box girders were independently spot checked 
by senior project team members. 

 The 100% visual inspection results of both bridge deck girders were used to 
select speci fi c areas of welded steelwork that would be subject to a more detailed 
inspection using non-destructive testing methods. Areas that displayed a higher fre-
quency of severe defects in particular welded joints, when compared to the rest of 
the bridge, were selected as this implied a higher degree of background stresses at 
these points in the structure. The inspection scope is huge: the length of welding 
present in the two suspension bridges is close to 86,000m of trough-to-deck welds 
in Bosphorus Bridge alone. 

  Magnetic Particle  Inspection (MPI) was chosen over Dye Penetrant Inspection 
(DPI) as the preferred NDT technique on the Bosphorus Bridges. DPI employs 
a penetrating liquid, which is applied over the surface of the component and 
enters the discontinuity or crack. After the surface is cleaned of excess liquid, 
dye contained within surface defects is drawn to the surface using a developer, 
which subsequently indicates the location of any defect. It is possible for the 
DPI method to introduce inconsistencies on a suitably rough surface, such as a 
welded joint, since over-cleaning the surface can result in defective areas being 
overlooked while under-cleaning may result in false defect indications. By com-
parison, MPI is based on the principal that surface discontinuities may be 
detected by applying  fi nely divided ferromagnetic particles over the surface of 
interest and inducing a magnetic  fi eld. Discontinuities in the magnetic  fi eld 
cause particles to be drawn together, which are then held by the leakage  fi eld 
and allow the presence of the defect to be assessed. MPI is generally the pre-
ferred technique on welded carbon steel joints due to its accuracy in determin-
ing the location of surface defects coupled with its ef fi ciency and ease of 
application. 

 Other systems such as ultrasonic testing (UT) were also used where appropri-
ate. In particular, transverse welds in the deck boxes were scrutinised closely to 
ensure that fatigue damage was not taking place in these critical details. The 
bene fi t of the UT is that it provides greater clarity of the state of the weld beneath 
any surface defects, but is limited in application to predominantly assessing butt 
welds or large  fi llet welds.  

   Conclusions 

 In conclusion, the methods of NDT used for the two bridges represent some of the 
more sophisticated methods of inspection available. The steel inspection relied on 
established methods so that a reliable picture could be built up of the state of the 
steelwork, especially the welds. The cable inspection methods were extremely 
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useful in identifying the extent of the corrosion in the cables and, in the case of Fatih 
Sultan Mehmet Bridge, con fi rm that the sheath protection had been a very wise 
design choice.   
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  Abstract   In this study, impact elastic-wave method was performed at the bottom 
surface of RC slab cut from an existing highway bridges to survey horizontal cracks. 
Before measurements by impact elastic-wave method, impact response analysis was 
applied to determine elastic wave input method, elastic wave detection method and 
frequency analysis method. Ef fi ciency of analysis-aided impact elastic-wave method 
was con fi rmed by drilling and observing the interior of the RC slab by a rod-shaped 
scanner. Evaluation results by this method are similar to those of visual inspection. 
Thus, the feasibility of analysis-aided impact elastic-wave method on detection of 
horizontal cracks in RC slabs of highway bridges was demonstrated.  

  Keywords   Highway bridges • Horizontal cracks • Impact elastic-wave methods 
• Impact response analysis • RC slabs      

   Introduction 

 Recently, horizontal cracks have been found in cut cross-sections of deteriorated 
reinforced concrete slabs of highway bridges in Japan (see Fig.  1 ). The occurrence 
or development of horizontal cracks is very dif fi cult to detect by visual inspection 
from the top or the bottom surface of RC slabs. Establishing of a non-destructive 
evaluation method to detect horizontal cracks has therefore been required.  
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 In this study, impact elastic-wave method was performed at the bottom surface 
of a RC slab cut it out an existing highway bridge to survey horizontal cracks. 
Before measurements by impact elastic-wave method, impact response analysis 
was applied to determine elastic wave input method, elastic wave detection method 
and frequency analysis method. Ef fi ciency of analysis-aided impact elastic-wave 
method was con fi rmed by drilling and observing the interior of the RC slab by a 
rod-shaped scanner.  

   Outline of a RC Slab Cut from an Existing Highway Bridge 

 An outline of a RC slab cut from an existing highway bridge is shown in Fig.  2 . The 
thickness of the RC slab was increased by additionally applying SFRC of a thick-
ness of 60 mm with an asphalt pavement of the same thickness.   

  Fig. 1    Occurrence of horizontal cracks in cut cross-sections of a RC slab       

  Fig. 2    Outline of a RC slab used in an existing highway bridge       
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   Outline of the Analysis-aided Impact Elastic-wave Method 

   Analysis model 

 The width and length of the three-dimensional impact response analysis model set 
at 2000 mm based on the results of existing studies  [  1  ]  to minimize the effects of 
re fl ection at the side surface of the model. The thickness of the slab was set at 320 mm. 
A disk-shaped void was placed in the model to simulate a horizontal crack. The void 
had a diameter of 200 mm and a thickness of 6 mm. The depth of the void was set 
at 60 mm, equivalent to the covering depth of the tensile reinforcement, which was 
considered to be the shortest distance to the depth where a horizontal crack was 
expected to occur. For comparison, a model with no void was also developed. 

 Solid elements de fi ned by eight nodal points were adopted for the model. One 
side of an element had a length of approximately 10 mm. The model was supported 
on four sides 80 mm × 80 mm each on corner of bottom surface. As the boundary 
condition, the displacements at all nodal points of supporting surface were  fi xed. 
The impact force was input at a nodal point at the center of the top surface of the 
model. The point of output was 50 mm away from the point of input.  

   Selection of elastic wave input method 

 In order to determine elastic wave input method to evaluate both slab thickness and 
void depth by analysis, impact response analysis was conducted simulating the tap-
ping with steel spheres of varying diameters. Three steel spheres of 3.2, 6.4 and 12.8 
mm diameters were used. For the impact force, the waveform of half sine with dura-
tion of  T  

 c 
  (sec) was input.  T  

 c 
  was obtained by the following equation based on the 

results of a study of Sansalone et al  [  1  ] .

     = 0.0043cT D    (1)  

where,  D  is the diameter of a steel sphere (m). The maximum impact force  F  
 max 

  (N) 
was calculated using the following equation  [  2  ] .

     =max 2 0.637 cF m gH T    (2)  

where,  m  is the mass of a steel sphere (kg),  g  is gravity acceleration (m/s 2 ) and  H  is 
the drop height of a steel sphere (m). 

 The frequency spectra obtained by analysis are shown in Fig.  3 . The arrows indi-
cate the theoretical peak frequency corresponding to the model thickness  f   

 T 
 . The 

broken lines indicate the theoretical peak frequency corresponding to the crack depth 
 f  
 d 
 . For the frequency spectra shown in the  fi gure, the type of output wave was accel-

eration and the fast Fourier transform (FFT) was adopted as the frequency analysis 
method. In the frequency spectrum obtained using a model with no void, a peak is 
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clearly identi fi ed nearly at the position of  f  
 T 
  at all diameters of steel sphere. In the 

case of a steel sphere of 3.2 mm diameter, however, peaks also appeared at other 
locations that near  f  

 T 
 . Such peaks may be determined to be the peaks corresponding 

to void depth. It was considered that slab thickness could be estimated properly in 
cases where a steel sphere of 6.4 12.8 mm diameter was used for tapping the slab 
surface. On the other hand, in the frequency spectrum obtained using a model with a 
void, a peak is clearly identi fi ed near  f  

 d 
  at all diameters of steel sphere except 12.8 

mm. It was concluded based on the above discussions that a steel sphere of 6.4 mm 
diameter is most appropriate for evaluating both slab thickness and void depth.   

   Selection of elastic wave detection method 

 In this study, waves were output as both of acceleration and displacement at mea-
surement point. The steel sphere diameter of was set at 6.4 mm. The frequency 
spectra for displacement waveform obtained using models with and without void 
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  Fig. 3    Frequency spectra for different steel sphere diameters       
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are shown in Fig.  4 . Frequency was analyzed by FFT. The frequency spectra for 
acceleration waveform were shown in Fig.  3 . In the frequency spectrum for dis-
placement waveform,  f  

 T 
  is evidently in agreement with the peak in the frequency 

spectrum in the models with and without void. In the model with a void, however, 
peak frequency could be not con fi rmed near  f  

 d 
  in the frequency spectrum. Thus, the 

frequency spectrum for acceleration waveform shows that a steel sphere of 6.4 mm 
diameter was optimum as described earlier.   

   Selection of frequency analysis method 

 In order to investigate better frequency analysis method, different frequency analy-
sis methods were compared using the same analysis models adopted in the previous 
sections. As the frequency analysis method, FFT was compared with the maximum 
entropy method (MEM). The results in cases where acceleration waveform was 
output are shown in Fig.  5 . The steel sphere diameter was set at 6.4 mm. It is evident 
in any case that using MEM for frequency analysis resulted in a sharper peak 
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  Fig. 4    Frequency spectra for displacement waveform       
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  Fig. 5    Frequency spectra calculated by MEM       
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 frequency and the level of frequency component being reduced although slightly in 
other frequency bandwidths than that for the peak frequency. MEM is therefore 
preferable to FFT (see Fig.  2 ) for determining the peak frequency corresponding to 
slab thickness and void depth.    

   A Case Study of Measurement of a RC Slab Cut 
from an Existing highway Bridge 

   Outline of measurement 

 In order to verify the validity of elastic wave input method: tapping with a steel 
sphere of 6.4 mm diameter, elastic wave detection method: use of acceleration 
waveform, and frequency analysis method: MEM, measurements were per-
formed for a RC slab cut from an existing highway bridge shown in Fig.  2  as a 
case study. Measurements by the impact elastic wave method were made on the 
surface of concrete on the bottom surface of the slab. For receiving elastic 
wave, accelerometer with a response sensitivity range of 0.003 to 30 kHz was 
adopted. The distance between the points of elastic wave input and reception 
was 50 mm.  

   Results of measurement and discussions 

 Examples of characteristic frequencies obtained at several measurement points 
are shown in Fig.  6 . The  fi gure shows that peak in the frequency spectrum was 
identical to  f  

 T 
  at measurement point A. It therefore seems that no horizontal 

cracks occurred at the point. In contrast, a single peak appeared in the area of 
frequency higher than  f  

 T 
  at measurement points B and C. The peak frequency in 
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  Fig. 6    Examples of frequency spectra obtained in measurement       
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the frequency spectrum was 16 kHz at measurement point B and 12 kHz at C. 
Thus, there may be a possibility that horizontal cracks occurred at points 125 
and 167 mm away from the bottom surface of the slab at measurement points B 
and C, respectively ( C  

 p 
  was 4000 m/sec). In order to verify the validity of the 

results of estimation by measurement, holes of 25 mm diameter were drilled at 
measurement points A, B and C. After the holes were drilled, rod-shaped scan-
ners were inserted into the holes to  fi lm the internal cracks. The images obtained 
are shown in Fig.  7 . It was thus evident that the results of estimation by the 
analysis-aided impact elastic-wave method were in good agreement with visual 
inspection results.     

   Conclusions 

 The following conclusions were obtained in this study.

    (1)    In order to detect horizontal cracks in RC slabs cut from an existing highway 
bridges, before measurements by impact elastic-wave method, a method was 
proposed for determining elastic wave input method, elastic wave detection 
method and frequency analysis method by impact response analysis.  

    (2)    The impact elastic-wave method was applied to a RC slab using the method 
proposed in (1) above as a case study. As a result, it was found possible to deter-
mine where horizontal cracks occurred in the RC slab or not, or to estimate the 
depths of horizontal cracks.  

  Fig. 7    Observation results by rod-shaped scanner       
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    (3)    The results of non-destructive estimation by the analysis-aided impact 
 elastic-wave method were generally in agreement with the depths of horizontal 
cracks measured directly in boreholes.      
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  Abstract   With the increasing application of  fi ber-reinforced polymer (FRP) 
 structural systems to repair and strengthen concrete structures - in particular rein-
forced-concrete (RC) bridges - owners are faced with the issue of how to evaluate 
and predict the long-term performance of FRP systems applied to RC bridges. 
Methods to measure over time the performance of FRP-strengthened bridges are not 
fully developed. For a number of concrete bridges in the Republic of Macedonia 
strengthened with carbon FRP (CFRP) structural systems there is a need, ten years 
after application, to test and evaluate the performance of the CFRP-strengthened 
bridges by evaluating the tri-layer CFRP-epoxy-concrete bond. The bonding struc-
ture de fi nes bridge load performance. For 19 bridges this involves testing the bond 
for over 14,000 linear meters of CFRP plates. While a number of non-destructive 
testing (NDT) methods to measure CFRP-concrete bond performance are used in 
the laboratory, an effective NDT method to evaluate in the  fi eld the bond condition 
of large quantities CFRP material applied to RC bridges is currently not available. 
This paper presents an NDT method using a mobile impact-echo device con fi gured 
to generate an acoustic signal that identi fi es areas of CFRP material de-bonding 
from concrete bridge members. The NDT device is designed to test ef fi ciently large 
areas of bonded CFRP plates. Identi fi cation of de-bonded areas of the CFRP-
concrete bridge members will provide bonding structure data necessary to support 
the owner’s CFRP-bridge maintenance program.  

  Keywords   Bond • Bridges • Concrete • Debonding • FRP systems • Strengthening
• Non-destructive testing • NDT • Impact-echo       
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   Introduction 

 The purpose of this paper is to present a concept for the non-destructive testing of 
concrete bridges strengthened with FRP composite material by measuring the 
condition of the CFRP-concrete bonding structure. Becasue the load performance of 
CFRP-strengthened (CFS) RC bridges is dependent on the integrity of the CFRP-
concrete (CFC) bond the objective of this approach is to identify areas of CFRP 
material that are de-bonding from concrete structural members. It then becomes 
necessary to evaluate the condition of the CFC bond and to determine how the 
tri-layer CFC bonding structure is performing over time under the in fl uence of a 
range of deterioration factors. This paper describes an NDT method for testing 
the CFC bonding structure using a mobile impact-echo (hammer) device to gener-
ate low frequency acoustic pulses to detect areas of CFRP plate de-bonding from 
the concrete structure. The NDT concept and device presented in this paper are 
currently under development and will undergo  fi eld testing in late 2012, in the 
Republic of Macedonia, on highway bridges strengthened in 2001 with CFRP-
structural systems. 

 In RC bridge maintenance programs, a desired objective is to maximize bridge 
load performance during the designed service life with a reasonable investment in 
maintenance and rehabilitation funds. However, for owners of CFRP-strengthened 
bridges a fundamental issue in bridge maintenance protocols is how to measure, 
maintain, and predict the performance of the CFRP-strengthened bridges at a rea-
sonable cost. In the  fi eld there is a real-time requirement to evaluate CFS bridge 
load performance in relation to their original design V600 load criteria  [  1  ] . Non-
destructive testing of the CFC bond with an impact-echo device is an effective 
method for testing the bridge CFC bonding structure to evaluate bridge load perfor-
mance. For bridge maintenance programs non-destructive testing of the CFS bridges 
should meet the following criteria: (1) NDT testing is easy to apply; (2) the NDT 
device and testing methods are inexpensive; (3) the NDT procedure is capable of 
testing large areas of CFRP plates in reasonable time; and (4) NDT testing provides 
suf fi cient data to quantify the structural condition of the bond. Testing and measur-
ing the condition of the CFC bonding structure is a necessary element in a compre-
hensive CFS bridge maintenance program to maintain CFRP-strengthened bridge 
load performance over time  [  3  ] .  

   Background 

 In 1999, in support of the NATO peacekeeping operations in Kosovo, it became 
necessary to move heavy military equipment by road from Bulgaria through the 
Republic of Macedonia into the theater of operations. As a result, certain bridges on 
the movement route were overloaded above designed safety limits and required 
strengthening. Based on available FRP technology, recent FRP bridge strengthening 
experiences in Europe, and recommendations from a joint bridge survey team, 
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 consisting of the Ministry of Transportation and the Fund for National Roads in 
Macedonia, the Faculty of Civil Engineering of the University of Sts Cyril and 
Methodius in Skopje, the US Army-Europe, and NATO, the decision was made to 
use a CFRP-structural system to strengthen 19 of 48 slab and girder bridges (over 
90 km) on the highways M2 and M1 (E-870) in northeastern Macedonia to allow the 
ef fi cient movement of military heavy equipment transports (HETS). The Faculty 
produced the CFRP-strengthening design for the bridges using national code PBAB-
87 for concrete structures (similar to ACI 318-05), national regulation for loading 
highway bridges with the V600 load (similar to DIN 1072), and ACI 440(2000)  [  1,   4  ] . 
The US Army Corps of Engineers provided design review and project oversight  [  2  ] . 
NATO funded the project. The 17 bridges on the M2 were strengthened from March 
to June 2001, and the two M1 bridges strengthened in May to July 2002. A total of 
14,600 linear meters of CFRP plates in widths of 5 to 15 cm were applied to bridge 
girders and decks. 19 bridges, originally designed with the 1949 M-25 loading 
scheme, were strengthened with CFRP using the V600 load scheme, increasing the 
bending moment at main girder 10-meter mid-point from 75 ton-meter(tm) to 160 
tm(bridge B7) and from 50 tm to 110 tm at the main girder 7-meter midpoint (bridge 
B18). The application of the FRP structural system produced a signi fi cant increase 
in the structural member bending moment and bridge loading capacity. As a conse-
quence the CFC bonding structure is a critical element in bridge load performance 
and thus it becomes necessary for bridge engineers to obtain accurate data on CFC 
bond condition for each strengthened structural member. The bond data establishes 
a basis for CFS bridge maintenance programs. 

  Figure 1  shows examples of the numbers of CFRP plates applied to M1 and M2 
bridges, with bonded areas shown in Table 1. It has been ten years since the 17 
bridges on the M2 and two bridges on the M1 were strengthened, and testing of 
CFRP bond has not yet been performed on the bridges. The issue is this: How are 
the strengthened bridges currently performing, i.e. is the designed V600 load 
scheme still sustained by the bonded CFRP plates as originally applied to the 
bridges in 2001? The challenge becomes how to test and evaluate 14,000 meters of 
bonded CFRP plates to determine the extent of de-bonding, if any, and to measure 
and re-certify CFRP-strengthened bridge performance and load capacity in accor-
dance with the original V600 design criteria.  

  Fig. 1    Typical slab bridges with large CFRP-plate bonded areas       
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   Table 1    Area of applied CFRP plates for selected M1 and M2 bridges   

  Typical CFRP-Strengthened Bridges  
(10 of 19 CFS bridges) 

  CFRP Plate Length (m) and 
Area (m   2  ) 

  Bridge 
No.  

  Location 
On M2  

  Bridge 
Type  

  Length 
(m)  

  No. 
Span  

  Plate 
Length  

  Number 
Plates  

  Plate 
Area  

  B7   14+027  Girder  120  6  1478  72  116.1 
  B11   21+876  Slab  10  1  198  26  29.6 
  B18   38+444  Slab  36  1  218  54  32.6 
  B22   41+786  Slab  30  1  1308  60  196.3 
  B28   49+631  Girder  50  3  1210  60  100.6 
  B35   66+058  Girder  52  3  346  20  41.2 
  B36   67+409  Slab  21  2  1032  80  82.8 
  B37   68+452  Girder  17  1  415  36  34.4 
  B39   71+211  Girder  85  4  1778  48  146.2 
  B2-N   M1-Kum  Slab  46  4  938  96  112.5 

  Total CFRP Plate Area for 19 bridges:  1,318 m   2    

 Table 1 shows the CFRP plate area per bridge for 10 of the 19 CFS bridges. The 
total CFRP plate area for all 19 bridges is 1,318 square meters. The issue for bridge 
engineers is how to evaluate the entire CFC area on 19 bridges in a timely and cost 
effective manner. An NDT impact-echo method is proposed in this paper as an 
ef fi cient and effective solution to evaluate the CFC bond area on CFS bridges.   

   Concept for Non-Destructive Testing of CFRP-Concrete Bond 

 Of the ten NDT methods described in ACI 228 the best method for detecting  fl aws 
in bonded overlays on concrete slab structures is the impact-echo method  [  6  ] . The 
principle of the impact-echo technique generates a transient pulse into the CFRP-
epoxy-concrete tri-layered structure such that a wave is re fl ected by the boundaries 
of the structure interfaces. The pulse produces P and S waves that propagate into the 
layered structure in hemispherical waveforms. The objective of using this NDT 
method on the CFRP plate is to accurately identify areas of de-bonding between the 
plate and concrete. Using the acoustic signal generated by an impact device applied 
to a layered bonding structure provides an effective means to detect and identify 
areas of voids and delaminated materials in the bonding system. 

  Figure 2  shows (a) the mobile impact-echo device developed to test CFRP plate 
bond and (b) the resulting impact-signal pattern. The four-wheel mechanical impact 
device consists of two 15cm cam-actuated levers with hammer pins, aligned 5 cm 
apart on axes A and B. Each pin is driven by an adjustable compression spring to 
obtain an impact force on the CFRP plate to generate optimum acoustic signal 
intensity. The impact of the alternating striking pins generates acoustic waves pen-
etrating the CFRP-epoxy-concrete tri-layer bonding which in turn re fl ects an acous-
tic wave to a signal transducer (receiver). The pins are designed to strike the CFRP 
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plates at four cm intervals alternately on the A and B axis. A 15cm wide CFRP plate 
will have 25 impacts per meter, with one impact producing a bond condition 
response for 600 mm 2  of CFRP plate area. The impact device is designed to strike 
the plate with equal force over the length of the CFRP plate generating an acoustic 
signal with consistent intensity for a fully bonded plate. If the CFRP plate is bonded 
for the length of the concrete structural member the signal frequency will be consis-
tent, i.e. without variation over the entire length of the plate.  

 The frequency of the generated pulse is a function of the impact duration. 
A shorter duration, < 80  m s, generates a higher frequency and is suitable for detecting 
 fl aws in concrete structural members less than one meter in thickness. For the M1 
and M2 bridges the desired depth of  fl aw detection, from the CFRP plate surface to 
the closest steel reinforcing in the concrete is less than 30 cm. The depth of the 
CFRP plate surface to the epoxy-concrete interface is less than 1.5 cm and is the 
focus of interest in the impact-echo NDT method proposed. Each impact signal 
received is logged on a data recorder. A bonded plate will generate a speci fi c fre-
quency, and a de-bonded plate will generate a lower frequency. The variation in 
received acoustic frequency will indicate a change in the CFC bond structure, i.e. 
potential de-bonding. As testing of the plate bond structure proceeds and different 
frequencies are recorded, frequency analysis of the displacement waveform 
(re fl ected pulse) is used to obtain an amplitude spectrum from the time-domain 
signal. The frequency of the re fl ected pulse is a function of wave speed and distance 
between the plate test surface and the internal re fl ecting surface, i.e. a function of 
the CFC bonding/de-bonding structure. As de-bonded CFRP plate areas are 
identi fi ed they are marked for repair and rehabilitation. 

 There are a number of failure modes and de-bonding mechanisms, e.g. moisture, 
affecting bonded CFRP plate. In work by Kotnia  [  7  ] , two primary modes of bond 
failure occur in the plate anchorage areas and the maximum bending moment in the 
mid-beam region, a focus for this NDT method. In one theoretical de-bonding load 
model by Nigro and Savoia  [  5  ] , CFRP plate width, length, thickness, and axial stiff-
ness de fi ne the de-bonding load for a structural member. Thus a decrease in plate 
bonded width and length proportionally decreases CFS bridge load capacity. Control 
and mitigation of CFRP plate de-bonding mechanisms, especially moisture, will 
contribute to extended service life for CFRP-strengthened bridges.  

Impact-echo device Plate impact-signal pattern
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  Fig. 2    (a) Impact-echo device (b) Plate impact-signal pattern       
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   Conclusion 

 Application of the impact-echo NDT method proposed in this paper to identify 
de-bonded CFC areas on bridge structural members will provide bridge engineers 
qualitative data on CFRP-concrete bond condition and the necessary input for 
CFRP-strengthened bridge maintenance protocols. 

   For concrete bridges strengthened with CFRP-structural systems there are few • 
practical methods available for bridge engineers to test and evaluate the condi-
tion of the bonding structure.  
  The NDT method proposed in this paper using a mobile-echo device presents a • 
means to rapidly test and evaluate large areas (long lengths) of CFRP plates 
applied to concrete structural members on multiple bridges.  
  Recording the frequency data for the plate bond establishes a CFC-bond signa-• 
ture at a point in time and becomes a historical record for the condition of the 
CFRP-strengthened bridge and its load performance.  
  Much work remains in developing effective CFRP-concrete bond test procedures • 
in the  fi eld to the point of being useful in CFRP-bridge maintenance and perfor-
mance prediction models.    

 CFC bond  fi eld measurements with the impact-echo device described in this 
paper on the 19 CFS bridges are not yet available. Field testing on a number of the 
CFRP-strengthened bridges on the E-870 is scheduled in the autumn of 2011.      
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  Abstract    In timber engineering, damages, defects and inhomogenities inside wooden 
construction components (e. g. interior rot, knots) or at inaccessible surfaces 
present an important problem as they can cause sudden failure of the component 
or structure. For a reliable structural safety analysis using non-destructive test 
methods, information on the wood specie(s), wood degradation and conservation as 
well as the inspection of different timber grading criteria (e. g. knots, cracks, …) 
and their in fl uence on the mechanical properties of in-situ, “old” timber members 
is essential. This paper presents an ultrasonic echo technique that makes use of 
transverse waves for the inspection of wooden constructions. The method was used 
in the inspection of numerous timber bridges. In case of missing back wall echoes 
during ultrasonic echo measurements, the results were complemented by the 
drilling resistance method. Combined use of these two methods enable evaluation 
of the internal structure and prediction of the remaining load bearing capacity 
of cross-sections. The potentials and limitations of ultrasonic methods related to 
the evaluation of timber structures were taken into account in the evaluations. 
The typical damages and their potential causes were shown for various timber bridge 
types. By the use of the developed method, several timber bridges were prevented 
from demolition.    
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• Ultrasonic echo technique    
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   Introduction 

 In timber engineering damages, defects and inhomogenities inside of wooden con-
struction components (e. g. interior rot, knots) or at inaccessible surfaces present an 
important problem as they can cause sudden failure of the component or structure. 
According to the German standard regular inspections of bridges (visual inspection 
of the construction and of drilling cores, tapping the surface, endoscopy) are 
required. In 2008, a 107 m long red ironwood bridge was closed immediately, 
because of vast internal fungal damage of the main supporting structure ( Fi g.  3 ). 
It was not visible from the outside during the “normal” structural inspection, but 
only detected with ultrasonic echo and veri fi ed with the drilling resistance.   

   Non- and Minor-Destructive Test Methods 

   Visual inspection 

 Visual inspection means “viewing” at the construction to  fi nd and mark cracks, 
fungal decay and other damages. Usually the visual inspection is combined with 
tapping on the surface with a hammer to  fi nd severe fungal infection.  

   Ultrasonic echo technique 

 The ultrasonic echo technique is based on the re fl ection of acoustic waves on inho-
mogenities in the material, such as the back wall of the specimen or at any other 
interface. The received signals give indirect information about the condition of the 
construction element or internal damage. The small density of wood ( r  

wood
  

<< r  
concrete

 << r  
steel

 ) is caused by a high cavity density, which demand probes with high 
intensity and low-frequency (50-200 kHz). A low frequency results in a small atten-
uation of the signal. However, it has a large wavelength which is combined with a 
larger minimum size of the detectable defect. 

 Nowadays, transverse wave transducers can be used. The transverse waves are 
produced by spot contact probes or an array consisting of 24 spot contact probes. 
The transmitting/receiving unit consists of 12 spot contact probes as transmitter and 
12 probes as a receiver. This kind of probe does not need a coupling agent, so faster 
measurements without pollution of the measuring surface are possible. The probes 
are activated with a centre frequency of 55 kHz  [  1  ] , which results in a wavelength 
of 2.5 cm (measuring direction perpendicular to the  fi bre with v = 1.4 km/s). 

 To understand the propagation of ultrasonic waves in wood, it is essential to 
keep in mind that wood is an anisotropic material. First experiments verifying 
the anisotropy of the velocity of longitudinal and transverse waves can be seen in 
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 [  2-  3  ] . If the transverse waves oscillate in the direction of the  fi bre, there is no 
radial/tangential-anisotropy (= no in fl uence of the annual rings). The transverse 
waves react in wood like in a hand of spaghetti (“spaghettimodel”). 

 Ultrasonic echo results are often represented as A-scans or B-scans. An A-scan 
( Fi g.  1  right) shows the transit time and the intensity of the pulse. A B-scan ( Fi g.  1  
centre) is a composite of a number of A-scans. It is a two-dimensional cross section 
through the specimen and shows the transit time along the line of measurement. If 
the measured transit time is multiplied with the known velocity of the sound wave 
in the material, the result is the way of  fl ight of the sound wave. So a B-scan shows 
the position of inhomogenities.  

 Important for the practical use of the ultrasonic echo technique are its limitations: 
One surface of the construction has to be accessible and almost even (→ no heavy 
weathering, rough surface structure and not many small cracks). Inhomogenities in 
the interior like knots, cracks or constructive elements (e. g. screws and bolts) restrain 
that an echo from the back wall is received  [  4  ] .  

   Drilling resistance method 

 At the drilling resistance method a drill needle is drilled into the timber with a con-
stant feed rate. For the driving a certain power of the driving motor is required, 
which is high for hardwoods and low for softwoods and damaged wood. In defects 
or cracks the drilling resistance drops abruptly and rises steeply after re-entry into 
the wood. In wood with fungal decay the transition from healthy to the damaged 
wood is more gradual. Details about the drilling resistance are described in the 
paper by Fruehwald et al. of this conference and in  [  5  ] . The drilling resistance is 
mostly used in areas, for which there is a suspicion of damage after ultrasonic echo 
measurements. Under certain conditions the density can be estimated from the level 
of drilling resistance, but there are – especially for hardwoods – more important 
strength in fl uencing grading characteristics like knots and  fi ber deviation  [  6-  7  ] .   

  Fig. 1     Ultrasonic echo measurements of a bridge beam (centre: B-scan, right: A-scan), clear echos 
from the back wall → free of damage       
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   Inspection of Timber Bridges 

   Types of timber bridges 

 Almost 40 timber bridges were inspected. All of them were only permitted for 
pedestrians, bicycles and horses, none of the inspected bridges was for cars or 
trucks. Most bridges – all smaller ones – were simple beam bridges. Some of the 
bigger ones are multiple span beam bridges, truss frames, kingpost trusses or arch 
constructions. Almost all bridges have a simple board decking because of the exclu-
sively pedestrians use. 

 The load-bearing timber structure consists of solid wood, composite or glued 
cross-sections. Mostly European softwoods (spruce, rarely pine and larch) are used 
with a low (→ spruce) or medium (→ pine and larch) natural durability. Especially 
the glued cross-sections are only made from softwoods. Because of the higher natu-
ral durability, some bridges were made from red ironwood solid timber or composed 
cross-sections (composed with gate hooks).  

   Procedure of the timber bridge inspections 

 Most of the timber bridge inspections were made with a combination of visual 
inspection and ultrasonic echo technique ( Fi g.  1  left). If there is a clear echo from 
the back wall it can be assumed that the specimen is free of defects ( Fi g.  1  centre). 
In case of missing back wall echoes ( Fi g.  2  top: circle), the ultrasonic echo measure-
ments were accompanied by the drilling resistance method ( fi g.  2  down).    

   Results and Conclusions 

 If the potentials and limitations of ultrasonic methods related to the evaluation of 
timber structures are taken into account, the ultrasonic echo technique in combina-
tion with the drilling resistance method deliver accurate view inside the internal 
structure of the load-bearing timber members of bridges. The remaining load bear-
ing cross sections can be calculated. Several timber bridges were prevented from 
demolition. 

 Fungal damage in the upper part of the longitudinal and transverse beams (as 
shown in  Fi g.  2 ) are often due to a missing, insuf fi cient or destroyed covering of the 
timber beams. For a similar reason, often the bridge bearing is destroyed due to 
permanent wet soil and the colum-“feets” are damaged due to vegetation (→ wood 
cannot dry). 

 In addition to the constructive wood protection either durable wood species or 
non-durable wood species with chemical wood protection are used. Chemical wood 
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preservatives and the application of durable wood species are often understood 
equally important as the constructive wood protection or are intended to replace a 
properly applied constructive wood protection. For example in the 70s and 80s, 
small and medium dimensional tropical lumber (mainly red ironwood) was used for 
the construction of wooden bridges, which shows a (very) high natural durability. 

  Fig. 2     Ultrasonic echo measurements of a bridge beam, left: measuring line white arrow; top 
centre: B-scan, lower part of the beam with clear echos from the back wall (white box), upper part 
of the beam no echos (circle) → measurements of the drilling resistance (left), which showed >50 
% of the beam with decay       

  Fig. 3     left: Red ironwood timber bridge; right: Small, inconspicuous fruit bodies under a projecting 
cross member  [  8  ]        
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Therefore it was thought that just the red ironwood guarantees the durable construction 
without signi fi cant wood protection. Such bridges are still made today, but in a 
much smaller number. However, the experience of the bridge inspections show, that 
without a proper, sophisticated and complete constructive wood protection durable 
load-bearing timber structures are not possible. The use of durable wood species or 
chemical wood preservative are only supplementary. 

 Some of the red ironwood bridges meet the expectations and are still in a perfect 
state, against which some are facing serious damages caused mostly by interior 
rot – detected with ultrasonic echo ( Fi g.  3 ). Why such damages did not occur 
systematically, is not fully clear yet. Part of the explanation could be, that the 
natural durability of red ironwood heartwood against fungi is 2v according to DIN 
EN 350-2:1994-10. That means, that red ironwood is permanent (“2”), but with a 
high degree of variability (“v”).      
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  Abstract    Acoustic Emission (AE) monitoring offers the unique possibility to mon-
itor structural bridge components in real-time and detect sudden changes in the 
integrity of the monitored element. AE are stress waves initiated by sudden strain 
releases from within a solid such as crack formation and propagation, material 
crushing, or bond fracture of two materials in a composite due to over-loading. 
The present study focuses on methods for in-service monitoring of conventionally 
reinforced concrete (RC) bridges. Extensive laboratory experiments on two full-scale 
reinforced concrete bridge girders were carried out to study existing evaluation 
methods and to identify potential applications that will also work for in-service 
bridges. A novel evaluation approach based on the well-known  b -value analysis that 
worked particularly well was developed and is proposed. It was found that this 
new method can help estimate operating load conditions and detect overloading 
of existing bridges. Additionally, an in-service highway bridge was monitored 
during structural load testing and while experiencing ambient traf fi c to collect real 
service-level AE data for comparison. Preliminary data from both the laboratory 
experiment as well as the in-service test are presented and compared.    

  Keywords   Acoustic emission • Highway bridges • In-service monitoring • RC    
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   Introduction 

 Stuctural Health Monitoring (SHM) methods and applications have become of 
increasing interest due to the worldwide aging and deteriorating infrastructure net-
work. Many bridges have reached their intended design lives of which many need to 
remain in service due to limited funds for repair or replacement. Tools are thus 
needed to permit freight mobility and operational safety. AE methods offer the 
opportunity to monitor and detect ongoing deterioration due to overloading or loss 
of structural integrity. An introduction to AE testing can be found in for example 
Grosse and Ohtsu  [  1  ] . RC offers some unique challenges as it is a composite material 
that develops cracks at service-level loads in order to engage the steel reinforcement. 
The current study presents experimental investigations on full-scale RC girders and 
a structural in-service load test on an existing bridge performed to develop AE 
methods that can aid in bridge maintenance and management.  

   Laboratory Experiment 

 Two full-scale reinforced concrete (RC) bridge girders were constructed and tested 
using an elaborate loading protocol to investigate different aspects of Acoustic 
Emission (AE) monitoring  [  2  ] . Incrementally increasing load amplitudes were 
applied to impose deterioration to the specimens as shown in Fig.  1 . After each peak 
(OL), cyclic loads were applied until measured stresses had reached steady-state, 
followed by loads that are representative of in-service conditions (test trucks) to 
investigate the AE response. Also, the strain response from an in-service load test 
(presented in the subsequent section) was studied and incorporated in that an unload-
ing effect that occurs just before the main loading was replicated as presented in  [  2  ]  
and is shown in Fig.  1 .  

 The specimens comprised typical 1950s vintage details and were tested in 
inverted T (IT) con fi guration, as illustrated in Fig.  2 .  

 The total depth was 1.22 m and the web width 0.36 m. The difference between the 
two specimens, named AE Specimen #1 and #2, was the following: #1 was detailed 
with all 6 ø 35 mm main  fl exural tension steel rebars spanning over the entire length 
of the specimen, whereas for #2 the two outer  fl exural tension rebars were cut-off on 
the south side at 2.13 m from the center line (CL). These cut-offs were common prac-
tice to optimize the steel needed to cover the  fl exural tension demand. The stirrup 
(transverse rebar) spacing was 0.31 m constant in the high shear region of interest 
(south side) and 0.15 m on the north side to enforce failure in the region of interest. 
All experiments were conducted in the Structural Laboratory at Oregon State 
University, USA, as presented in detail in  [  2  ] . Force was applied at mid-span through 
a spreader beam to load points on the specimen spaced 0.61 m apart. The spacing 
between the supports (span length) was 6.60 m. To minimize noise from the test frame 
interfering with the Acoustic Emission (AE) measurements, medium stiff neoprene 
strips were installed between all bearing surfaces.  
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   Structural In-Service Load Test of a Highway Bridge 

 Bridge No. 7863 on Interstate Highway 5 in Oregon was constructed in 1954 as a 
typical reinforced concrete deck girder (RCDG) bridge. Average daily traf fi c in 
2006 exceeded 35,000 vehicles with 10 % being heavy trucks. An elevation view of 
the bridge is shown in Fig.  3 . The original bridge consisted of four 1.22 m deep 
girders with a width of 0.37 m. Over the bent caps, the girders are 1.37 m deep and 
0.61 m wide. In 1995, two exterior girders were added, one on each side, and the 
bent caps strengthened. This was done for the following two reasons; (1) load rating 
indicated de fi cient capacity for permit loads, and (2) minor to moderate diagonal 
tension cracks of girders and bent caps were found near support locations.  

 Though scheduled for replacement, the bridge in the current condition has the 
structural capacity to carry all legal (including permit) loads as found with a recent 
load rating (July 2006) using methods presented in SPR 350  [  3  ] . A structural in-
service load test employing a commonly used 22.7 t dump truck (subsequently 
referred to as test truck) was used to determine service level strains on reinforcing 
bars and crack motions, as well as AE activity on an exterior girder of the original 
bridge. The load test was divided into 10 runs with the test truck on different locations 
relative to the instrumented girder and with different speeds. For each run, the two 

  Fig. 1    Loading protocol for laboratory specimens (only beginning), adapted from [ 2 , 5 ]       

  Fig. 2    Elevation view of test setup with AE sensors (typical array), adapted from [ 2 ]       
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southbound lanes were closed. In addition ambient traf fi c was recorded for a period 
of time before and after the test as presented in  [  4  ] .  

   Data Acquisition and Presentation 

 In order to compare data between laboratory experiment and in-service load test, the 
test conditions and data acquisition settings were kept as similar as possible. The 
geometry of the monitored girder is virtually identical. Also, a total of eight AE 
sensors were deployed in a similar manner and distributed around the area of inter-
est, i.e. where cracking was found. The same commercially available AE data acqui-
sition system was utilized for both tests. Additional traditional measurements such 
as rebar strain, crack mouth opening displacement (CMOD), and applied loads (for 
the laboratory experiment) were recorded during the tests. In Fig.  4 , typical AE hit 
amplitudes and rebar strain responses are shown. Figure a, b show data from the 
laboratory experiment (AE Specimen #2, load phase 2). The colored dots represent 
AE amplitudes for the different AE sensors. The strain response at stirrup 3 is shown 
as a green line. It can be observed that there is much higher AE activity when an 
overload is applied compared to a simulated service-level test truck. Also, in case of 
the overload (a), the strain does not return to its original position which indicates 
non-linear behavior and that stress redistribution has occurred.  

 Clearly, the strain response due to the simulated test trucks (b) is signi fi cantly 
lower. This is also supported by the AE response. It should be stated that the selec-
tion of stirrup 3 was based on availability. The highest strain for this example was 
actually found on rebar 7 and was approximately 50% higher compared to the one 
on rebar 3. Finally, Fig. c illustrates typical AE hit amplitude and the rebar strain 
responses from the in-service load test on the highway bridge. It can be observed 
that measured strains are noticeably lower compared to the experimental data. 
However, the AE response appears quite comparable to (b). 

 Even though looking at qualitative parameters such as AE hit amplitudes may 
already provide some insight in what the monitored element is experiencing, quantita-
tive methods are eventually needed in order to estimate the impact an experienced load 
has. The  Minimum b-Value Analysis  proposed in  [  2  ]  and presented in detail in  [  5  ]  may 
help estimate in-service load conditions and detect overloading experienced by the 

  Fig. 3    Elevation view of Bridge No. 7863 on I-5, Oregon       
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bridge.  b -Values represent the slope in the empirical magnitude-frequency distribution 
relationship originally established by Gutenberg and Richter  [  6  ]  to describe earth-
quake populations. For AE analyses, typically AE hit amplitudes are used instead of 
earthquake magnitudes  [  7-  10  ] . It has been widely accpeted that the change in the 
 b -value may indicate a change in the structural integrity, i.e. for brittle materials the 
 b -value drops when a macro-crack (localized deterioration) forms after prior exist-
ing micro-cracks have formed (distributed deterioration). The  Minimum b-Value 
Analysis  uses the mean of the lowest  b -values from all deployed AE sensors over a 
complete load cycle as a descriptor of the impact of an experienced load  [  5  ] . Figure  5  
shows a preliminary dataset comparing laboratory data (from AE Specimen #1) and 
the in-service load test. Error bars represent standard deviations of the different 
estimated  Minimum b-Values  for each load cycle.  

  Fig. 4    Example of AE hit amplitude and rebar strain response data: (a) Overload applied at the 
beginning of load phase 2 (AE Specimen #2) (b) Simulated test truck (AE Specimen #2) (c) Test 
truck from in-service load test (Run 3, caused highest demand)       

  Fig. 5    Comparison of  Minimum b-Values  from laboratory and in-service test       
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 Even though measured rebar strains are quite different in magnitude, there is an 
apparent trend for both datasets:  Minimum b-Values  decrease with increasing rebar 
strains. The shaded band represents  Minimum b-Values  that were produced during 
the laboratory experiment when previous maximum applied loads were exceeded, 
i.e. new deterioration was imposed in the structure.  Minimum b-Values  produced by 
service-level loads from the laboratory experiment as well as the in-service load test 
are well above the shaded area.  

   Summary 

 Efforts to develop AE methods to quantify the impact a passing vehicle has on an 
RC bridge are presented. Data from full-scale laboratory experiments as well as 
from an in-service bridge load test can directly be compared because the test condi-
tions are essentially the same. From the preliminary data analysis, it was found that 
the simulated test trucks in the laboratory experiments and the real test trucks in the 
load-test produced similar  Minimum b-Values  which leads to the conclusion that the 
bridge did not experience deterioration during the load test. This should be expected 
since there are much higher loads allowed on this bridge than what was used as test 
truck. More detailed analysis is planned in the future.      
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  Abstract    The pavement structural condition is one of the main factors to be taken 
into account for pavement maintenance planning. Therefore, more ef fi cient methods 
for pavement monitoring and structural evaluation are required in order to ensure a 
good serviceability and to provide adequate maintenance solutions for the pavements. 
Non destructive testing (NDT) provides ideal means to test pavement structure in 
rapid and convenient manner, without traf fi c disruption and without causing any 
damages to the existing pavement structure. On this basis, over the past few years, 
Ground Penetrating Radar (GPR) technology has led to a powerful NDT technique 
that features several major advantages. GPR has been used successfully in a variety 
of pavements application such as determining layer thickness, detecting subsurface 
distresses, estimating moisture content, detecting voids and others. In GPR process 
an important parameter is the dielectric properties of road materials. This paper 
investigates the feasibility of GPR use in pavement assessment taking into account 
the sensitivity of the related results due to the variability of the materials dielectric 
properties.  

  Keywords   Assessment • Dielectric properties • GPR • NDT • Pavements    

   Introduction 

 The increasing shift in resource allocation from new pavement construction to pave-
ment rehabilitation highlights the importance of accurate and comprehensive assess-
ment of deteriorating pavements  [  1  ] . Proper diagnosis of the root cause of a particular 
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pavement deterioration is a critical prerequisite to the prescription of lasting, cost 
effective pavement rehabilitation and restoration strategies. With the advent of NDT 
techniques pavement engineers are able to rapidly collect extensive data  [  1  ] . GPR is 
a NDT, noninvasive, continuous testing, at traf fi c speed tool that has been used to 
map subsurface conditions  [  2  ] . It addresses multiple engineering aspects for geo-
technical site investigation, construction and maintenance of roads/highways, 
bridges and air fi elds. The present paper investigates the feasibility of GPR use in 
pavements. It concerns the basic principles of the GPR technique and outlines the 
current applications of GPR regarding pavement evaluation.  

   Basic Principles of GPR Systems 

 GPR systems typically have the following four components: 1) a pulse generator 
which consists of a transmitter and a receiver, 2) an antenna enclosure which may 
consist of a single antenna or separate transmitting and receiving antennas, 3) a 
control unit and 4) a storage and display unit. For pavement evaluation purposes air 
coupled and ground coupled antenna systems are used. In the air coupled systems, 
the antennas are suspended above the pavement surface for operation at highway 
speeds (up to 100km/h). The greatest advantage of air coupled systems is their 
repeatability because antenna coupling does not change with the change in pave-
ment properties. The drawback is that the penetration depth is limited. In the ground 
coupled systems, the antennas maintain contact with pavement or they are sus-
pended just above it. The clear advantage of ground coupled systems is the better 
signal penetration compared to air coupled systems, although surface coupling and 
antenna ringing present problems which make it dif fi cult to obtain any quantitative 
information from the near surface without signal processing. Another disadvantage 
of ground coupled systems is that the data collection speed is normally 5-30km/h 
and as such the survey speed is limited. 

 The basic principle underlying the GPR is that short electromagnetic pulses trans-
mitted into the medium of interest are partially re fl ected on encountering a change in 
the electrical properties. The re fl ected energy is collected and displayed as a waveform 
showing amplitudes and time elapsed between wave transmission and re fl ection, while 
the transmitted part continues through the new material. This process is continued 
when further electrically different media are met by the transmitted signal. In the 
case of an asphalt pavement ( Fi g.  1 ) the observed peaks in amplitude represent the 
air/asphalt re fl ection (A 

0
 ), the asphalt/base material interface re fl ection (A 

1
 ) and 

the re fl ection from the base/subgrade interface (A 
2
 ). The time interval (t 

1
 ) between 

peaks A 
0
  and A 

1
  represents the two-way travel time through the pavement layer.  

 The most important electrical property affecting GPR survey results is dielectric 
constant and its effect on the GPR signal velocity in the material. The speed of elec-
tromagnetic waves through low-loss nonmagnetic materials such as water or soils is 
expressed according to Eqn.  (1) :

     
= rv c e

   (1)  
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where v is the velocity of propagation of the wave (m/s), c is the velocity of an 
electromagnetic wave in free space ( » 3×10 8  m/s) and  e  

r
  is the dielectric constant of 

the traveling medium. The dielectric constant of the top layer can be calculated 
using Eqn.  (2)   [  3  ]  : 

     ( ) ( )é ùe -ë û
2

r,1 0 0 = 1 + A 1  p pA AA    (2  )

where  e  
r,1

  is the dielectric constant of the top layer, A 
0
  is the amplitude of the surface 

re fl ection and A 
p
  is the amplitude of the incident GPR signal which is determined 

by collecting GPR data over a large scale and  fl at copper plate placed on the pave-
ment surface.  

   Examples of Pavement Evaluation Using GPR 

 GPR has been explored for a variety of highway and air fi eld pavement applications. 
These have ranged from localized deterioration studies to large-scale inventories of 
pavement thicknesses and changes in pavement structure. As following, described. 

   Pavement layer thicknesses 

 The thickness of a pavement layer using GPR can be determined by recording the 
time difference between the re fl ected pulses from different layers and the dielectric 
properties of the surveyed layer. The thickness of the  n th layer could be computed 
according to Eqn.  (3)   [  4  ] :
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  Fig. 1    Typical GPR 
re fl ections from a 
pavement system       
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where d 
n
  is the thickness of the  n th layer, t 

n
  is the electromagnetic (EM) two-way 

travel time through the  n th layer as shown in Fig.  1 , c is the speed of light free space 
( » 3×10 8  m/s) and  e  

r,n
  is the dielectric constant of the  n th layer. 

 Various researchers have investigated GPR’s success in determining pavement 
layer thicknesses and reported varying GPR performances, depending on the struc-
ture of the surveyed site. According to several studies  [  5,   6  ]  the estimation of the 
layer thicknesses directly from collected GPR data can be not only a suf fi cient but 
an effective procedure.  

   Asphalt air voids content 

 Measuring voids content using GPR relies on the fact that the dielectric value of the 
asphalt pavement is a function of volumetric proportions of the dielectric values of 
its components. The results obtained from a comprehensive series of  fi eld surveys, 
led to correlations between air void content measured with GPR technique and air 
void content using laboratory results  [  7  ] .  

   Moisture 

 Moisture becoming trapped within the surface layer is a major cause of surface 
distress. According to recent studies  [  8  ] , GPR can detect the presence of moisture 
as it will locally alter the re fl ection and transmission patterns in a way that can be 
clearly identi fi ed in the radar data. Based related studies, an expression for calculat-
ing the volumetric water content as a function of the porosity, the dielectric con-
stants the components of the mixture and the dialectic constant obtained from the 
electromagnetic measurement, is given  [  9  ] .  

   Stripping 

 Stripping in asphalt pavement is a moisture related mechanism that occurs in asphalt 
when the bond between the bitumen and the aggregate is broken, leaving an unstable 
lower density layer within the asphalt. The GPR technique has been widely used to detect 
the location and extent of stripping with varying success  [  10,   11  ] . In most cases stripping 
can be seen as an additional positive or negative re fl ection in the pavement  [  7  ] .  

   Segregation 

 Segregation may be de fi ned as a lack of homogeneity in the HMA constituents of the 
in-place mat of such a magnitude that there is reasonable expectation of accelerated 
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pavement distresses  [  12  ] . GPR offers tremendous potential to assist in monitoring 
the quality of a completed surfacing layer. The GPR parameter that can be used to 
detect these problem areas is the surface dielectric. If an asphalt surface is uniformly 
compacted, the surface dielectric should be constant. However, if an area of low 
permeability has excessive air voids this will be observable in the surface dielectric 
plot as a decrease in measured dielectric value  [  7  ] .  

   Cracks and crack propagation 

 GPR has proven to be useful in detecting transverse cracking. The location of transverse 
cracks can be related to locations where the thickness of both bound and unbound layers 
changes quickly  [  4  ] . Most of the results for detecting cracks with GPR have not been 
encouraging, due to the inadequate resolution to identify vertical defects of this kind. 
Positive results have only been gained in cases where cracks have been large  [  7  ] .  

   Rutting 

 Rutting is a localized surface depression in the wheel paths of asphalt pavement 
resulted from repetitive loading. GPR can be used to identify the mechanisms of 
rutting and identify possible corrective actions  [  2  ] . By comparing the layer thick-
nesses of two GPR surveys (in the wheel path and in the lane center), one can iden-
tify the layer in which the rutting has actually occurred  [  13  ] .   

   Concluding Remarks 

 In the framework of not only pavement monitoring but pavement management and 
rehabilitation planning purposes, the use of NDT systems for pavement structure 
assessment and evaluation has greatly developed. GPR technology has led to a pow-
erful NDT technique that offers arguably the most  fl exible technique and the ability 
to provide the most diverse range of information to test the pavement structure in a 
rapid and convenient manner. In addition, GPR data and more speci fi c GPR thick-
nesses can be combined with other pavement data that can be used as input for the 
mechanistic analysis of pavement structure in terms of pavement adequacy. GPR 
can also provide a powerful tool for diagnosing current pavement problems (crack-
ing, moisture, rutting etc.) and selecting the optimum repair technique.      
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  Abstract   Severe climatic conditions and poor methodology of maintenance and 
rehabilitation in Quebec make assessment survey of pavement a necessary however 
dif fi cult task. In order to support prior results obtained with numerical modeling 
and to address optimal design of equipments, we determined physical properties of 
concrete, asphalt and foundation soil. These materials have been sampled from a 
street in the city of Montreal for which pavement had to undergo complete reha-
bilitation. The last complete rehabilitation of this street was done more than 30 
years ago and material properties and composition were largely unknown. Before 
removal of pavement, we carried out a GPR survey with two distinct pairs of 
antennae (450MHz and 900MHz). Laboratory tests on concrete and asphalt were 
conducted on wet and dried samples, trying to reproduce the variability of physical 
properties due to changes in climatic conditions for a whole year. We measured 
complex dielectric constants in the range 50MHz-900MHz with a recently devel-
oped dielectric probe, and electrical resistivity using a simple laboratory system. 
Results show low variability of properties of asphalt depending of the saturation 
compared to larger variability in concrete. Finally all collected data are used as 
input to numerical modeling, and results compared with the survey data.    

  Keywords   Asphalt cement • Concrete • Dielectric properties • GPR survey • Mixed 
pavement    
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   Introduction 

 In Quebec, severe climatic condition and a poor methodology of maintenance and 
rehabilitation make urban road network in critical condition. A lack of records on 
road works and the large size of the network make assessment surveys necessary. 
We aim to develop a reliable, quick and economical tool for assessment of road 
condition in order to help municipalities plan rehabilitation or reconstruction. Non 
Destructive Testing (NDT) methods as Capacitively-Coupled Resistivity (CCR) and 
Ground Penetrating Radar GPR have shown a valuable potential in Civil Engineering 
 [  1,   2  ] . The physical principles ruling these methods are well-known  [  3,   4  ] . However, 
it is common knowledge that a good interpretation of geophysical data needs addi-
tional information. Unfortunately, in our situation, detailed geotechnical structure is 
rarely available as well as the precise composition or age of the road materials. 
Mixed paved roads are made of three main layers: asphalt layer (top layer), concrete 
slab (middle layer) and a grade and sub-grade layer (foundation or bottom layer). 
The lack of structural information can be by-passed using a combination of methods 
like GPR and CCR  [  5  ] . Nevertheless, we need an appropriate instrumental calibra-
tion. This calibration can be done through the determination of physical properties 
of road materials  [  6  ] . GPR and CCR responses are both in fl uenced by electrical 
properties (dielectric constant and resistivity) of materials. We present here two 
methods to assess a range of values for electrical properties of road materials 

 We  fi rst performed few GPR pro fi ling and CCR tomography on a mixed road 
destined to complete rehabilitation. During the destruction of the road we sampled 
blocks of asphalt and concrete. Then we performed laboratory test. We assessed 
dielectric properties and electrical resistivity of asphalt and concrete samples. 
Physical properties of materials are widely dependant of water content. We carried 
out measurements with “wet” and “dry” samples to replicate the range of extreme 
moisture content found the materials when they are within the pavement. Finally, 
we can model the GPR data based on the lab measurements to compare with GPR 
survey pro fi les. We focus this paper on the determination of physical properties of 
asphalt and concrete, the subsequent validation of the results and consequences.  

   Laboratory Tests 

   Measurement systems & sample preparation 

   Dielectric probe 

 The dielectric probe have been developed at the Department of Civil Engineering of 
University of Sherbrooke  [  7  ] . This probe is an open-ended coaxial probe, which 
integrates measurements on approx. 30 cm 3  volume. This allows considering the 
contribution of aggregates and matrix to the dielectric properties. To reduce effects 
of possible anisotropy and heterogeneous distribution, we did measurements on 
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three faces of the blocks (at least 10 measurements per block) then we computed the 
mean values and the con fi dence interval. A Vectorial Network Analyser (VNA) 
generated the signal and the complex dielectric constant was measured in the 50 
MHz- 900 MHz range.  

   Resistivity measurement system 

 We developed a 4-points system for resistivity measurements on asphalt and concrete 
cores. It consists in 2 metal plates and 2 steel band clamps. We inject a pulse current 
(4 sec. period) with the Syscal Jr. resistivity meter (Iris Instrument) through the metal 
plates and we measure the potential difference at the band clamps. Electrolytic gel is 
used to improve the electrical contact between the metal plates, the band clamps and 
the core samples.  

   Sample preparation 

 We  fi rst selected blocks after destruction of the road. As we needed  fl at and smooth 
surfaces for measurements with the dielectric probe and drill cores for the resistivity 
system from the same blocks, the whole process is destructive and it was done in two 
steps. Two kinds of measurements are done: with wet samples and dry samples. We 
call “wet” samples that have been immerged in water during 1 to 3 weeks. The “dry” 
concrete samples are oven-dried (100°C during 16 hours) while the asphalt samples 
are fan-dried.   

   Results 

   Dielectric properties 

 Results for dielectric properties are shown in  Fi g.  1  (asphalt) and  Fi g.  2  (concrete). 
Only data in the 200 MHz-900 MHz range are shown since some noise in the 50-200 
MHz range prevented satisfactory estimates. Whatever is the wetting condition, 
imaginary part of the relative permittivity is always non-negligible compared to the 
real part. It appears that asphalt and concrete cannot probably be considered as low-
loss materials here.    

   Electrical resistivity 

 We did 10 measurements for each sequence (3 cores of asphalt and 4 cores of con-
crete). The repeatability is excellent and the relative error small (between ±0,2% and 
5%). Resistivities could be measured for wet and dry conditions for concrete but only 
for wet conditions for asphalt. Asphalt cores were 10 cm diameter-long and 13 cm 
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high and concrete cores were 10 cm diameter long and about 20 cm long. The injected 
current were generally between 0,5 mA and 1 mA for concrete and around 0,2 mA 
for asphalt. Finally, the resistivity (in the DC limit) of concrete in wet condition was 
between 145 and 275  W .m and between 944  W .m and 2630  W .m in dry conditions. 
Asphalt in wet condition showed a resistivity between 1510 and 2980  W .m.    

   Validation 

 We have compared the traces modelled using the GPRMax2D software with traces 
from our GPR street survey (Fig.  3 ). For the sake of demonstration here we have 
selected two traces from two different positions along the survey line. Radar 
re fl ections from asphalt-concrete and concrete-foundation interfaces occur at 
about 2 and 5 ns respectively for the  fi eld traces (2 nd  and 3 rd  in Fig.  3 ). The observed 
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center frequency on survey data (700 MHz) was used for modeling; thicknesses 
measured on blocks and physical properties obtained in the lab were assigned to 
each pavement layer. We computed the radar traces for the wet and dry conditions. 
We observe that survey traces correlate better with the modeled “dry” trace than 
the “wet” one, which is coherent with the cold period of the year (late November) 
the survey was performed. Note that the modeled traces were computed for aver-
age pavement geometry and electrical properties and are not speci fi c to the survey 
trace location.    

   Discussion & Conclusion 

 Estimated physical properties of asphalt and concrete agree well with the published 
literature  [  6,   9-  16  ]  and with test survey traces. Considering the practical aspect of 
NDT on mixed pavement we can state:

    1)    Re fl ected energy from the asphalt/concrete interface are more likely to be 
observed when the materials are wet ( Fi g.  4 ).  

    2)    Hence, it will probably be a preferred period for GPR surveys during the year as 
moisture content in road essentially depends of seasonal variations  [  17  ] .  

  Fig. 3    Comparing modeled traces with  fi eld survey traces. The modeled traces were computed 
using GPRMAX2D with a layered pavement according parameters in Table  1        

   Table 1    Values used for modelling GPR traces. Values used for foundation 
were estimated from  [  8  ]  and CCR soundings done in a street of Montreal   

 Material  Width 

 Wet  Dry 

 Resistivity 
( W .m) 

 Dielectric 
constant  Resistivity 

 Dielectric 
constant 

 Asphalt  0.13 m  2000  5  5000  4 
 Concrete  0.17 m  200  9  1500  5 
 Foundation  0.50 m  20  15  50  10 
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    3)    GPR signal will be strongly attenuated by the asphalt and the concrete layers. 
At 900MHz, we estimated attenuation to be about 60, 45, 115 and 60 dB/m 
respectively for wet and dry asphalt, and wet and dry concrete (based on data plotted 
in Figs.  1  and  2 ). CCR is more likely to allow the investigation of the foundation.      

 We are currently looking further to carry out a whole year investigation on an 
instrumented pavement site. This study will consist in combined GPR and CCR 
surveys associated with moisture content measurements (TDR and suction sensors). 
As fully automatic interpretation software for road testing is not realistic  [  18  ]  we 
aim to provide a better interpretation of road surveys through a better knowledge of 
road materials characteristics and their in fl uence on NDT.      

  Acknowledgments   This project could not have been done without the help of the research group 
Polygrames, in hyper frequencies (Ecole Polytechnique de Montreal, Canada) and the free use of 
the dielectric probe from M. Filali (U of Sherbrooke, Canada).  
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  Abstract   A FCC compliant 1GHz portable wireless high power air-coupled ground 
penetrating radar (GPR) system has been successfully designed and implemented 
with the sponsorship of Texas Department of Transportation, United State. The dif-
ferential transmitting pulses have 1ns pulse width and ±30V amplitude. The GPR 
receiver uses differential sequential sampling architecture and has 60dB dynamic 
range. With its high transmitting power and low-noise system design, the detecting 
depth of this air-coupled GPR can reach 2 meters in asphalt. The GPR data acquisi-
tion and processing software is developed. Lab tests and pavement tests were made 
to verify the performance. A high way survey was executed on HW69 at in Paris 
District northeast of Dallas, TX. The  fi rst layer dielectric constant and thickness, 
and other layer feature were measured. Accuracy of the GPR measurement is within 
-3% to +4%, comparing with the sample cores measurement.  

  Keywords   Air-coupled  •  FCC compliant  •  High power  •  Low noise  •  Thickness 
measurement      

   Introduction 

 Ground Penetrating Radar (GPR) was originally developed for mapping geological fea-
tures. It is now increasingly used in engineering and offers a unique non-invasive and non-
destructive means for the characterizations of the subsurface and subsurface features  [  1  ] . 

 GPR has many applications in a number of  fi elds. The buried target can be a con-
ductor, a dielectric or combinations of both. The surrounding host material can be soil, 
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earth materials, wood, rocks, ice, fresh water or manmade materials such as concrete or 
brick. A typical GPR achieves a range of up to a few meters, but some special systems 
can penetrate up to hundreds of meters or even kilometers. A few GPR systems have 
been operated from aircraft and from satellites to image geological features buried 
beneath the Saharan deserts as well as to measure the depth of the moon and features 
on Mars or comets. The range of the GPR in the ground is limited because of the 
absorption the signal undergoes, while it travels on its two-way path through the ground 
material. GPR works well through materials such as granite, dry sand, snow, ice and 
fresh water, but it will not penetrate certain clays that are high in salt content or salt 
water because of the high absorption of electromagnetic energy of such materials. 

 Different applications require different detecting ranges and depth resolutions. 
Typical GPR attributes are given in Table  1 , assuming the target is soil with the rela-
tive dielectric constant of 9 and loss tangent of 0.1.  

 In this paper, a FCC compliant 1GHz  high power  portable wireless GPR is devel-
oped for most of the application like high speed concrete mapping, road/pavement 
survey, buried object mapping, construction detail mapping, etc. In these applica-
tions, it required higher resolution with respect of a certain detecting depth. So we 
choose 1GHz as the centre frequency. The “wireless” means the GPR has a build-in 
battery, and it also can send the data to the computer by wireless or wired connection 
by the communication subsystem, which is extremely for the operator to use.  

   System Design 

 The block diagram of the FCC compliant 1GHz portable high power wireless 
GPR system is shown in Fig.  1 . It contains  fi ve subsystems: Transmitter, Antennas 
with shielding box, Sequential Sampling Head, Receiver, and Control & 
Communication  [  2,   3  ] .  

 The transmitter, which is in Block 1, consists of a nanosecond pulse generator 
and pulse shaping and matching. The nanosecond pulse generator is based on ava-
lanche transistor architecture  [  4,   5  ] . 

   Table 1    Characteristics of GPR systems in soil with relative dielectric constant of 9 and loss 
tangent of 0.1   

 Pulse 
Duration (ns) 

 Center 
Frequency (MHz) 

 Detecting 
Range (m) 

 Depth 
Resolution (m) 

 0.5  2000  <0.25  0.025 
 1  1000  <0.5  0.05 
 2  500   <1  0.1 
 4  250   <2   0.20 
 8  125   <4  0.4 
 16  63   <8  0.8 
 32  31  <16  1.6 
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 The shielded antenna module, which is in Block 2, consists of two antennas, 
shielding box and absorbers. This module is well designed and passes the FCC test. 

 The sampling head, which is in Block 3, consists of a strobe generator and sam-
pling bridge. The strobe generator generates the strobe pulse train for the sampling 
bridge. The sampling bridge samples the received signal under the strobe pulse 
train, which decides the sampling position on the received signal. 

 The receiver, which is Block 4, consists of delay line, strobe trigger control and 
signal conditioning. The delay line de fi nes the position of the sampling window. 
The strobe trigger train generator generates the trigger train, in which the pulse has 
an adjustable time delay,   D t , comparing to the previous pulse. The sample point 
and the window size are controlled by the control unit. The signal conditioning 
circuitry eliminates the noise of the sampled signal and adjusts the gain of the 
waveform. 

 The control and communication circuitry, which is in Block 5, consists of a 
control unit, A/D converter and communication circuitry. The control unit can read 
and upload all the parameters of the GPR system. The low-frequency analog signal 
generated by the receiver is sent to the A/D converter and converted into digital 
signals. The digital signals are then sent to the host computer by the communica-
tion circuitry.  
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  Fig. 1    The system block diagram       
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   System Implementation and Lab Test 

 Based on the block diagram shown in Fig.  1 , the FCC compliant 1GHz portable 
GPR system is built, shown in Fig.  2 . The speci fi cations of this GPR system are 
shown in Table  2 .   

 Figure  3  shows the lab veri fi cation test of the GPR. Both the waveforms recov-
ered by the sequential sampling head, (a), and by the oscilloscope TDS3052B, (b), 
are shown. Those  fi gures prove that the transmitter and sequential sampling head 
work well. They also prove that these GPR systems work well, and the matching for 
the transmitter to transmitting antenna and receiving antenna to sampling head is 
good for the ultra wideband.  

 Lab test was made to verify the function and detecting depth of the GPR system. 
The GPR systems are mounted on the roof of the building. We use a metal sheet as 
the target and move it away from the GPR system. Figure  4  shows the test results, 
which shows a 376 inchs detecting depth in the air. Pavement test was made in the 
campus of University of Houston. Figure  5  shows the pavement test result.   

   Field Test at Sherman HW69 

 A GPR test was conducted on April 14th, 2009 on HW69 in the Paris District in the 
northeast of Dallas. The road surface is asphalt and the layer thickness was unknown 
before the measurements. Both new GPR and TxDOT’s old GPR systems were used 
independently for veri fi cation purposes. Coring was done immediately after the 
GPR measurement. Data was processed on site. The total measurement distance 
was 1 mile. The ground information is the average value of three The results is 
shown in Table  3 .    

  Fig. 2    1GHz Portable GPR system mounted on the vehicle       
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   Table 2    The speci fi cations of the 1GHz portable GPR system   

 Sampling Head  PRF  200kHz 
 Sample Points per Cycle  Max. 4096 
 Window Size  13ns to 100ns 
 Strobe Pulse Rising Time  371ps 
 Strobe Pulse Rising Time  334ps 
 Strobe Pulse Amplitude  ±7V 

 1GHz Transmitter  Pulse Rising Time  430ps 
 Pulse Falling Time  514ps 
 Pulse Width  1ns 
 Pulse Amplitude  ±30V 

  Fig. 3    Recovered waveforms of the 1GHz pulsed GPR system. (a), signal recovered by sampling 
head; (b), signals sampled by oscilloscope TDS3052B       

  Fig. 4    1GHz GPR detecting depth test in the air       
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   Conclusion 

 A FCC compliant 1GHz portable wireless air-coupled GPR system is designed and 
implemented. Both lab tests and  fi eld tests were conducted to verify the accuracy 
and reliability of the GPR systems. GPR  fi eld tests for the Texas Department of 
Transportation were conducted at Highway 69 in the Paris District. This test shows 
that the measurement of these GPR systems is accurate, with a -3% to +4% error, 
and reliable. These tests also show that the FCC compliant 1GHz air coupled GPR 
systems we designed has good resolution and deep detecting range. This GPR sys-
tem has great potential in project evaluation and inspection.      

  Acknowledgment     The authors wish to thank Texas Department of Transportation and Subsurface 
Sensing Lab in University of Houston for their sponsorship of this project.

     References 

   [1]   J. D. Taylor, (2001).  Ultra-wideband Radar Technology.   
   [2]   W. Ren, H. Wang, C. Guo, and R. Liu, (2009). Proceedings of 2009 5 th  IWAGPR, pp. 266–269.  

   Table 3    The measurement results   

 # 
 Distance 
(Feet) 

 Top Layer Thickness 
 Base Layer 
Thickness 

 Sub-Base 
Depth 

 GPR 
(in) 

 Core 
(in) 

 Error 

 GPR (in) 
 Design 
(in) 

 GPR 
(in) 

 Design 
(in)  (in)  % 

 1   450  2.6  2.67  -0.07  -2%  6.3  6  11  12 
 2  1170  2.9  3.00  -0.10  -3%  6.9  6  12.5  12 
 3  5090  2.4  2.31  +0.09  +4%  6.6  6  14.4  12 

 Average  2.63  2.66  -0.03  -1.1%  6.6  6  12.6  12 

  Fig. 5    1GHz GPR test through pavement       
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  Abstract   Suf fi cient bonding between the hot mix asphalt (HMA) layers is essential 
to ensure the desired structural capacity of a pavement. Undetected delamination 
can ultimately result in the peeling of thin overlays of asphalt concrete from the 
surface of the roadway. Further progression of delamination may result in stripping 
of the lower layers due to the intrusion of moisture. Rapid nondestructive test 
(NDT) methods determine the existence and extent of delamination or stripping 
within the asphalt pavements. In this paper, several NDT procedures and/or 
equipment that have the potential to address the problem were identi fi ed, and 
their effectiveness and potential for success were evaluated. The identi fi ed NDT 
methods, which included the Ground Penetrating Radar, Thermography, sonic/seismic 
and impulse response, were evaluated on a controlled pavement section that was 
speci fi cally constructed with various levels of debonding at different depths and 
with different asphalt mixes. Strengths and limitations of different methods are 
discussed in this paper.    
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   Introduction 

 A poor bond between pavement layers may lead to several premature distresses 
of which slippage, cracking, delamination and distortion are most prominent. The 
delaminated layers and their associated cracks may require frequent maintenance, and 
may lead to premature need for major rehabilitation. For those reasons, rapid detec-
tion of delamination with NDT devices is highly desirable. In this paper, the feasibility 
of estimating the presence and extent of HMA delamination with four NDT methods 
is presented. NDT methods were evaluated on a pavement section speci fi cally 
constructed to simulate different degrees of debonding. The applicability of NDT 
methods and their detection potentials were evaluated and summarized in this study.  

   NDT Methods Used in This Study 

 Several NDT technologies have been developed that could potentially be employed 
for detection of delamination within HMA layers  [  1  ] . Since most of these technolo-
gies have been developed for detecting the delamination in concrete slabs, several 
complications, such as thinner HMA lifts, more material heterogeneity, presence of 
tack coats and changes in temperature, are encountered when applying these meth-
ods to HMA. The four most promising methods are described below. 

  Ground Penetrating Radar (GPR) : GPR uses electromagnetic pulses to characterize 
subsurface materials based on changes in electromagnetic properties of the layers. 
The application of GPR in detecting delamination has been previously found to be 
questionable  [  2  ] . In this study, a GSSI SIR-20 (SIRveyor), two-channel data acqui-
sition unit, controlled by a laptop computer and a 1.5 GHz ground-coupled antenna 
(GSSI Model 5100) were used. 

  Impulse Response (IR) : An impulsive loading is applied to the pavement surface 
with an instrumented hammer and the vertical displacement with a geophone is 
measured. If structural distresses are present in the form of loss of adhesion between 
layers, this is re fl ected in the dynamic response of the pavement structure. Using a 
simple modal analysis  [  3  ] , the bonding condition of two adjacent layers can be 
obtained. Kruntcheva  [  4  ]  successfully implemented IR for detection of debonding 
in controlled test sections. The equipment used in this study comprised of a 45-N 
hammer instrumented with a load cell and a 4.5-Hz geophone. 

  Ultrasonic Surface Waves (USW) : USW is a seismic-based methodology, in which 
a dispersion curve (variation in the velocity with wavelength) is obtained. In the 
USW method, the surface or Rayleigh wave velocity of the top layer is measured 
without an inversion algorithm that can be converted to modulus  [  5  ] . This method 
has been successfully used to detect HMA stripping  [  6  ] . The Portable Seismic 
Property Analyzer (PSPA) applies the USW in real time was used in this study. 

  Thermography : Infrared Thermography measures temperature distributions across 
the surface of the pavement to detect the presence of shallow subsurface  fl aws in HMA. 
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Stroup-Gardiner  [  7  ]  showed its effectiveness for large area inspections, but also its 
limitations. An InfraCAM™ SD from FLIR systems was used in this study.  

   Case Study 

 Ten different 2.7 m by 3 m sections were constructed (see Fig.  1 a). Three transition 
zones were also incorporated to minimize the construction variability. The pavement 
cross-section consisted of a sandy-silt subgrade covered with a 200 mm thick HMA 
placed in three lifts. The bottom lift consisted of about 75 mm of a coarse mix whereas 
the middle lift consisted of 63 mm of a  fi ne mix. The top lift of Sections 1 through 5 
consisted of a coarse mix and Sections 6 through 10 a  fi ne mix. The plan view of each 
section with prepared debonded areas and test locations are shown in Fig.  1 b. For this 
study, the focus was more on the large 1.2 m by 2.7 m debonded areas. Shear tests 
were conducted on prepared HMA specimens to select different materials to be used 
as debonding agents (see  [  1  ]  for details). Clay slurry, talcum powder, grease and thin 
paper soaked in motor oil were considered. A tack coat at a rate of 0.7 liter/m 2  was 
used as a control section. A severely debonded area was reproduced in the transition 
area by placing a 1.2 m by 1.2 m piece of thick corrugated cardboard and a thick layer 

  Fig. 1    Schematic of section constructed and location of test points       
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of clay slurry of 1.2 m by 1.8 m as shown in Fig.  1 a. Shallow and deep debondings 
correspond to the debonding between the top two lifts (at a depth of 63 mm) and bot-
tom two lifts (a depth of 125 mm), respectively.   

   Presentation of Results 

 Linescan with the GPR system along Line 4 (containing debonded areas) with the 
locations of the prepared debonding are shown in Fig.  2 . The re fl ections from the 
debonded areas should easily be noticeable because of the higher re fl ection ampli-
tudes. The GPR detected severely debonded area within the transition zone and 
some debonded areas primarily constructed on talcum powder or clay, perhaps 
because of the signi fi cant contrasts in their dielectric constants and HMA. This 
indicates that GPR may be most suitable when debonding is in severe stages or 
when moisture is present along the interface of the debonded layers.  

 The analysis of IR tests consisted of determining the frequency responses using 
a Fast-Fourier Transform (FFT) algorithm. The temperature-adjusted stiffnesses 
were compared using average stiffness and standard deviation of each control sec-
tion (1 and 6) (see  [  1  ]  for details). As shown in Fig.  3 , most of the fully debonded 
regions along lines 4 and 5 were identi fi ed for both mixes. Some partially debonded 
areas showed indication of marginally less stiff, however some were found to be 
intact or substantially less stiff. Most of the intact locations (line 1 and sections 1 
and 6) were identi fi ed as intact. IR seems promising for the detection of the fully-
debonded areas both shallow and deep. 

 The PSPA USW detailed analysis can be found in Celaya et al.  [  1  ] . Dispersion 
curves for the intact area were fairly uniform, whereas for damaged points, a sharp 
decrease in modulus below the location of the damage was typically evident. As an 
example, dispersion curves of Line 4 along the ten sections are presented in Fig.  4  with 
prepared debonded areas marked when applicable. Similar to IR, average modulus and 
standard deviation of control sections were used to describe the effectiveness of USW. 
Debonded areas generally exhibited lower moduli as anticipated. However, some par-
tially debonded sections exhibited normal moduli for both mixes. Also, deep debon ding 
was not as well-de fi ned as for the similar sections with coarse surface HMA. 

  Fig. 2    Linescans with GPR along Line 4 (Debonded)       
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  Fig. 3    Temperature adjusted impulse response stiffnesses       
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  Fig. 4    Dispersion curve results for Line 4       

  Fig. 5    Infrared camera 
results on severe debonded 
area       

 A combined image around the severely deboned area was obtained with the 
infrared camera as shown in Fig.  5 . A passive source (sunlight) was used to create 
the temperature differentials. The hotter areas (depicted in white) corresponded to 
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  Abstract   Reinforcement corrosion caused by the presence of chloride ions in the 
neighborhood of the re-bars has been identi fi ed as one of the major causes of deterio-
ration of concrete structures. The chlorides could  fi nd their way to concrete either as 
part of constituent materials when sea sand is used, or, by gradual permeation and 
diffusion as in the case of marine structures, etc. Thus, determination of chloride 
content in a concrete structure is an important part of periodic nondestructive testing 
carried out for structures identi fi ed to be vulnerable to chloride induced reinforcement 
corrosion. In this report, the applicable method which is possible to estimate the 
distribution of chloride content included in cover concrete in the existing structures 
using electromagnetic wave method which is non-destructive testing is reported.    

  Keywords   Chloride content • Electromagnetic wave • Estimation • NDT 
• Reinforced concrete    

   Introduction 

 Reinforcement corrosion caused by the presence of chloride ions in the neighbor-
hood of the re-bars has been identi fi ed as one of the major causes of deterioration of 
concrete structures. Especially, when cracks caused by reinforcement corrosion were 
generated in concrete surface, the reinforcement corrosion is accelerated. As the result, 
cover concrete in the RC member comes off and proof stress may be lowered with 
decrease in the cross section of reinforcing steel. However, a de fi nite understanding 
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about any corrosion of reinforcement is very dif fi cult unless corrosion induced cracks 
appear on the surface. 

 In order to detect chloride-induced corrosion at an early stage, chloride content within 
concrete needs to be investigated using cores drawn from the RC structure, and carrying 
out chemical analysis. Drawing cores could be structurally unacceptable, damage the 
reinforcement and only very limited sampling can actually be carried out. In addition, 
drawing cores to estimate the chloride content in concrete could not make it possible to 
study the changes in chloride content over time at exactly the same place. 

 Thus, development of truly nondestructive tests to estimate the chloride content 
in concrete could make it possible to study the changes in chloride concentration 
over time at exactly the same place, without having to physically approach the struc-
ture, or causing any damage. Such methods would greatly improve our ability to 
foresee the possibility of reinforcement corrosion at early stages, and enable us to 
take required corrective action at an appropriate time. Then, it has been obtained 
from laboratory tests under limited conditions that chloride content within concrete 
has could be almost estimated by using electromagnetic waves as one of the non-
destructive tests  [  1  ] . Though it is possible to estimate only average chloride content 
from the concrete surface to the reinforcing bar in case of the estimation of chloride 
content using the electromagnetic wave, it is not possible to estimate the distribution 
of chloride content from concrete surface to the reinforcing bar  [  2  ] . 

 On the other hand, as the amplitude value of re fl ected wave changes for ions with 
the conductivity which exist in concrete, the electromagnetic wave does not always 
in fl uence only to chloride ions. As various ions exist in sea water, it is necessary 
that various ions are investigated the degree of effect for amplitude of the electro-
magnetic wave. 

 In this report, the applicable method which is possible to estimate the distribution 
of chloride content included in cover concrete for RC structures using electromag-
netic wave method which is non-destructive testing is reported and using water 
without salt, salt water of 3% concentration and arti fi cial seawater, the results 
obtained from investigation on the degree of effect to the measurement of electro-
magnetic wave for ions permeated in the concrete is reported.  

   Outline of Investigation 

   Specimens and test method 

 As shown in Fig.  1 , a kinds of specimen whose size was 300×200×400 mm was 
prepared. In the specimen, a reinforcing bar was respectively embedded from the 
surface to the position of 7cm. The specimens were sealed all other planes of the 
specimen to permeate chloride ions from a plane of the specimen. The specimens with 
the seal were made to penetrate in water of chloride ion concentration whose was 3%, 
without salt and arti fi cial seawater. In the specimens, the measurement was started 
from age of 28 days. As the measuring method, drying and penetrating in three days 
interval were repeated about 170 cycles. The arti fi cial seawater is the saline prepared 
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so that composition, ratio and concentration equal to sea water may be approximate. 
Table  1  shows the main ions which are included in the arti fi cial seawater.   

 For measurement of electromagnetic waves, an antenna of about 1.0 GHz with 
speci fi cations as given in Table  2  was installed on the investigation. The scale of the 
monitor was  fi xed at the level of the gain of the machine when the measurement was 
started, and the amplitude of the re fl ected electromagnetic wave estimated using that 
scale (Full scale = 100%). Moreover, since the re fl ected wave from the reinforcement 
and the re fl ected wave from concrete of part without the reinforcement are likely to 
interfere with the re fl ected wave measured in the reinforcement part, the re fl ected 
waveform of concrete of the part without the reinforcement was subtracted from the 
measured waveform of the reinforcement part. Thus, the effect of only the presence 
of the reinforcement in the part of reinforcement could be independently studied.   

20cm

30cm

40cm

5cm

Steel Plate

Concrete

Salt Water ,Water or Artificial seawater

antenna

specimen

computer

7 cm

  Fig. 1    Specimen and measurement setup with antenna       

   Table 1    Main ions included sea water   

 Component  Chemical formula  Solute (%) 

 Chloride ion  Cl -   55.05 
 Sodium ion  Na +   30.61 
 Sulfuric acid ion  SO 

4
  2-   7.68 

 Magnesium ion  Mg 2+   3.69 
 Calcium ion  Ca 2+   1.16 
 Potassium ion  K +   1.10 
 Hydrogencarbonte ion  HCO 

3
  -   0.41 

 Bromide ion  Br -   0.19 
 Bonic acid  H 

3
 BO 

3
   0.07 

 Strortium ion  Sr 2+   0.03 

   Table 2    Speci fi cations of electromagnetic wave measuring 
equipment   

 Item  Speci fi cations 

 Radar frequencies  1.0 GHz 
 Measurement method  Impulse method 
 Transmission voltage  17Vp-p (at load 50W) 
 Horizontal resolution  80 mm 
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   Mix proportions 

 Table  3  shows the mix proportions of concrete used in casting the test specimens.  

 Test Results and Discussions  

   Effects of various ions on amplitude values 

 Figure  2  shows the changes in values of the amplitude of the re fl ected electromagnetic 
wave at different ages of each concrete specimen under conditions of 0.55 water-cement 
ratio and 7cm cover concrete. As shown Fig.  2 , the amplitude of concrete specimens 
immersed water included chlride ions was shown smaller than ones immersed pure 
water. On the other hand, as changes of the amplitude values between sodium chloride 
aqueous solution of 3% concentration and arti fi cial seawater were almost equivalent, it 
seems that effects of ions in the arti fi cial seawater except chlride ions are small. 
Therefore, it seems that the amplitude values obtained from the results of measurement 
of electromagntic wave in existing structure are caused by chlride ions.   

   Estimation of chloride content using electromagnetic wave 

 Cores were respectively drawn from test specimen in order to analyze content of chlo-
ride ions within each specimen. Drawn core sliced in the 1cm interval was crushed, and 
the chemical analysis was carried out. The average chlride content in cover concrete 
was calcurated by the amount of chlride content from concretre surface to the position 
of re-bar using results of chemical analysis. Figure  3  shows the distribution of the con-
tent of chlride ions in cover concrete from results of chemical analysis. The multiple 
regressions were carried out in order to estimate the average content of chlride ions 
using the results obtained until now with the present results shown Fig.  3 . As explana-
tory variables, water-cement ratio, amplitude values, water content, dielectric constant 
were used because, from past researches, it has been con fi rmed that water content and 
water-cement ratio affect the electromagnetic wave  [  1  ] ,  [  2  ] . Figure  4  shows the results 

   Table 3    Mix proportions of concrete   

 Type of 
specimen 

 Slump 
(cm) 

 Air 
content 
(%) 

 Water to 
cement ratio 
(%) 

 Sand 
content 
(%) 

 Unit quantity (kg/m 3 ) 

 Water  Cement  Sand  Gravel  AEWRA  AEA 

 1  12  4.5  45.0  44.5  180  400  752  935  1.40  0.0040 
 2  55.0  46.5  180  327  815  935  1.15  0.0033 
 3  65.0  48.5  180  277  870  922  0.97  0.0028 

  NOTE;AEWRA:Air-Entraining and Water Reducing Agent, AEA:Air-Entraining Agent  
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of comparing the content of chloride ions obtained by the chemical analysis with the 
content of chloride ions estimated by the multiple regressions analysis. As shown 
Fig.  4 , as the estimates were reasonably accurate, it is possible that the average content 
of chlride ions in cover concrete are estimated using electromagnetic wave.    

   Estimate of distribution curve of chloride content 
using electromagnetic wave 

 It is possible that the distribution curve of chloride content is estimated by equalizing 
the amount of distribution of chloride content from concrete surface to the position 
of re-bar calculated by chloride content in concrete surface estimated using some 
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  Fig. 2    Changes of amplitude of re fl ected electromagnetic wave       
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methods and the value of diffusion coef fi cient of chloride ions into concrete using 
Fick’s law of diffusion with the amount of average chlride content from concrete 
surface to the position of re-bar using the electromagnetic wave. Figure  3  shows the 
estimated distribution curve of chlride content comparied with results of chemical 
analysis at each water-cement ratio in order to verify the validity of estimated dis-
tribution of chloride content. In shown Fig.  3 , the results of chemical analysis and 
the estimate values were almost equivalent to the cases of both 45% and 55% water-
cement ratio. On the case of 65% water-cement ratio in which the content of chlo-
ride ions permeated over 10cm, the measurement values were not equivalent to the 
estimate in the position which is deeper than 5cm from concrete surface. From these 
results, it is shown that it is possible that the method for proposing in this study 
using these nondestructive testing almost estimates the distribution of the content of 
chloride ions.   

   Conclusions 

 The present research was carried out to investigate on effects of various ions except 
chloride ion for chride content in cover concrete estimated by electromagnetic wave 
using specimens immersed sodium chloride solution and arti fi cial seawater. As the 
result, it seems that it is not necessary to consider another ions except chloride ion 
in the sea water in the estimation of chloride content using electromagnetic wave by 
existing structure because changes of the amplitude values between sodium chlo-
ride aqueous solution of 3% concentration and arti fi cial seawater were almost 
equivalent. Furthermore, the present research was also carried out to investigate on 
the applicable method which was possible to estimate the distribution of chloride 
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content included in cover concrete using electromagnetic wave method. As the 
result, using the estimated values of average content of chloride ions to the r-bar by 
electromagnetic wave and surface content of chloride ions, it is possible to estimate 
the distribution of content of chloride ions in cover concrete. However, as many 
problems have been held on application to reinforced concrete structures, further 
works need to be examined on in fl uences of environmental condition, shape of the 
structure, moisture condition in concrete, etc.. 
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  Abstract   This paper presents a series of advanced inspection techniques for assess-
ing the structural integrity of atmospheric storage tanks, in a global ( fl oor, annular 
ring, shell & roof) and integrated fashion while the tank is in-service. The methods 
presented with sample results and advantages include  fl oor condition assessment 
using Acoustic Emission, on-line tank  fl oor annular ring corrosion evaluation using 
long range automated Ultrasonics and on-line tank shell or roof corrosion mapping 
using automated Ultrasonics C-Scan. The paper discusses means of management of 
the data acquired from all above techniques, according to codes and state-of-the-art 
risk-based inspection (RBI) programs. This is done using a combination of structural 
drawing software, specially designed for the needs of incorporating on stream inspec-
tion results and plant condition monitoring software.    

  Keywords   On-line monitoring • RBI • Tank inspection • Tank maintenance    

   Introduction 

 Removal of Above Ground Storage Tanks from service for maintenance is a major 
inconvenience for the facility due to the downtime and the costs associated with 
emptying the tank, cleaning, and assessing the need for repairs, if any. In this respect, 
tank owners need to take educated decisions as to when is the right time to remove 
each tank from service without wasting money in emptying tanks in good condition 
or risking leaving bad tanks in service, as well as to prioritize maintenance. Assessing 
the tank’s overall structural condition, while in service, in a fast, economic and reli-
able way requires the use of specialized Non Destructive Testing (NDT) techniques. 
For the  fl oor, corrosion is assessed on-stream using TANKPAC TM  Acoustic Emission 
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(AE) based technology with proven reliability. For the annular ring part, the use of 
specially-developed long-range Ultrasonic (UT) testing technique applied from the 
external of the tank, allows corrosion assessment of the outer half meter of the  fl oor. 
For the wall or the roof, Automated ultrasonic corrosion mapping, using specialized, 
industrial robotic crawlers (LSI), performing C-Scans all the way to the top of the 
tank wall offers a detailed wall thickness imaging much more representative than 
spot UT thickness testing. 

 Management of the corresponding data in accordance with the code as well as 
with state-of-the-art RBI programs is performed with a combination of Structural 
Drawing Software, incorporating On Stream Inspection results, and Plant Condition 
Monitoring Software offering recommendations for the re-test interval or inspection 
based on risk-based inspection (RBI)-like matrix, taking into account individual 
failure mechanisms of Tank components.  

   On-Line Tank Floor Condition Assessment Using AE 

 Acoustic Emission  [  1  ]  is a global NDT examination technique that can inspect 
entire structures in one test. For TankPac TM  100%  fl oor testing the sensors are placed 
externally on the tank wall, at ~1m height from the  fl oor detecting corrosion and 
potentially waves generated by the turbulent  fl ow at a leak point  [  2  ] . Corrosion 
signals are generated as the scale thickens and breaks. The only requirement is that 
before the test, the tank remains idle with its normal product inside for max. 24h. 
Data collection lasts 1-3 hours and 100% of  fl oor and annular ring are evaluated. 

 AE activity is evaluated using specialized software and the TankPac TM  procedure. 
General situation (“Overall Grade”) of the tank  fl oor is classi fi ed from A (good 
situation), up to E (bad situation), see Fig.  1 . Regions of severe corrosion are graded 
separately (“PLD Grade”), from 1 to 5. A “Composite Grade” is provided as a com-
bination of the two grades (Table  1 ) and the time of the next inspection is proposed. 
If a leak is detected, recommendation is direct repair. Thus, funds and effort are 
directed to the tanks that most need it, saving budget by avoiding opening good 
tanks. TankPac TM  reliability has been evaluated by independent, published studies 
 [  3  ] , and the method is recognized by reputable international institutions  [  4  ] - [  5  ] .    

   On-Line Annular Ring Corrosion Evaluation 
with Long-Range UT 

 Whereas TankPac TM  offers damage indications for the annular ring, in order to 
assess severity of damage the TALRUT TM  technique was developed for assessing 
this area on-line without removing the tank from service! 

 The method uses a long-range ultrasonic technique to evaluate corrosion damage 
to the annular ring/ fl oor extension and tank  fl oor within 0.5 meter of the tank wall 
(Fig.  2 ). This method is qualitative, and gives indications and their plan position. 
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Indications are compared with a test plate / calibration block in order to evaluate 
their severity. The standard test plate has 50% through slots at 100mm, 200mm, and 
400mm from the probe (see Fig.  3  - Top), and indications are normalized and graded 
relative to this. A motorized crawler scanning device runs on the tank wall adjacent 

  Fig. 1    Tank  fl oor evaluation. The numbers show the angular positions of the AE sensors. Located 
activity from the  fl oor is shown along with the grade for overall active damage on the  fl oor (D)       

   Table 1    TankPAC TM  grading system   

 “PLD Grade”  E/5  III  III  IV  IV  IV   I  - No active damage, re-test in 4/5 years. 
 D/4  II  III  III  IV  IV  II - Minor active damage, re-test in 2 years. 
 C/3  II  II  III  III  III  III - Active damage re-test in max.1 year* 
 B/2  I  I  II  II  n/a  IV - Very active damage. Re-test in 0.5 year* 

 None or  A/1  I   I    II   n/a  n/a  *or schedule for internal inspection 
 “Overall Grade”  ----  A  B  C  D  E  n/a: Should not occur if std. threshold used 

  Fig. 2    Left: A TALRUT TM  system in action in  fi eld. Right: Schematic representation of the prin-
ciple layout of operation       
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to the annular ring. Circumferential scan speed is ~5mm per second at 1mm resolution. 
Productivity of more than 40 meters per day has been achieved in the  fi eld, but this 
strongly depends on the condition and cleanliness of chime.    

   On-Line Tank Shell or Roof Corrosion Mapping Using 
Automated Ultrasonics C-Scan 

 AUT systems can sample the surface at small intervals using crawlers to mount the 
ultrasonic thickness probe that have magnetic wheels and can be controlled from a 
remote station. They can scan the entire height of the tank and produce a very 
detailed thickness map. The reading step is typically 10x20mm, thus the result can 
be hundreds of thousands of measurements. Data analysis is performed using 
advanced UT Imaging and Analysis software  [  6  ] . 

 More detailed analysis of UT measurements can be performed using the Structural 
module of the UTIA software  [  6  ] . This module provides the user with a set of tools 
for easily input of common structures in re fi neries, such as tanks and pressure ves-
sels. The software allows users to de fi ne the structure dimensions and all structure 
details and components and provides tools for painless stitching of the C-scans onto 
the real structure. Typical example of that representation is depicted in Fig.  4 , where 
the UT measurements are presented on a 3D view of the tank shell. This accurate 
presentation of UT readings with structure allows the easily location of problematic 
areas. The software  [  6  ]  offers further tools for examination of the structure status 
and compliance with regulations, for example tools for the de fi nition of Thickness 
Monitoring Location (TML) (Fig.  4 b). Thus, any kind of measurements (spot UT or 
AUT) can be calculated into the same TML over the time enabling corrosion rate 
calculation and remaining life estimation.   

  Fig. 3    Top: Re fl ection signals on a calibration plate. Bottom: TALRUT TM  result. Left: severe 
pitting. Right: Close-up. Middle: Corresponding A -Scan       
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   Combination of Techniques 

 An example of technique combination is presented below. An 85-meter diameter 
tank with Crude Oil content was tested using the AE TANKPAC TM  methodology in 
June 2003. The recommendation was for re-inspection in the next 1-2 years. Also, 
the results indicated signi fi cant activity on the annular ring. In March 2006, the tank 
was opened to clean and change product. Based on TANKPAC TM  test results, man-
ual UT readings were performed. Indications of low thickness at the annular ring 
were observed, thus a full AUT test performed for annular plates. The results of 
AUT show extensive local corrosion at the annular ring caused by water seeping 
under the tank at certain location around its perimeter. Detailed analysis was made 
using the clustering module of UTIA software and accurate results of the signi fi cant 
thinning at annular ring were extracted (see Fig.  5 ).   

   Data Integration and Management 

 Data from all above techniques may be stored into an asset database for all equip-
ment inspected and, thus, help the safety management program. The PCMS software 
can perform this action by storing the data into its database and its modules: Corrosion 

  Fig. 4 (a)    3D presentation of Tank Shell with UT  measurement . (b) Thickness Monitoring 
Location in Tank Shell (Green Points)       

  Fig. 5    Details of local corrosion and clustering results       
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Monitoring and RBI Calculator. The Corrosion Monitoring module allows personnel 
to track wall thickness. The patented risk technology analyzes reading data to recom-
mend next inspection date and estimate retirement dates. The thickness data is put 
through nineteen different tests to determine the next inspection date for each 
Thickness Monitoring Location (TML). Automatic retiring limit (T-min) calculators 
are available for use at each TML. The piping T-min calculator is based on ANSI 
B31.3 or B31.4 standards. ASME Section VIII code is used for pressure vessels, and 
API 653 standard is used to calculate T-min for storage tanks. The RBI Calculator 
module performs the risk assessment based on the Probability of Failure and the 
Consequences associated with such Event. Risk management aims to calculate risk 
due to different failure mechanisms, evaluate risk as acceptable or not acceptable 
(or as Low-Medium-High) and schedule proper actions for risk reduction. In PCMS, 
the RBI Calculator computes risk and based on the probable damage mechanisms 
recommended inspection technique for each one and the date the vessel exceeds a 
risk threshold without inspection.  

   Conclusions 

 Assessing a tank’s overall structural condition requires the use of specialized NDT 
techniques such as AE for  fl oor condition assessment and advanced UT for walls 
and annular ring evaluation. Having in hand all above information from the tank, 
management of the corresponding data performed with a combination of Structural 
Drawing Software, and Plant Condition Monitoring Software helps the owner take 
educated decisions about whether to schedule maintenance or re-test based on risk-
based inspection (RBI)-like matrix, signi fi cantly rationalizing relevant costs.      
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  Abstract   Acoustic emission has been applied in identifying evolving failures of 
electrical, mechanical or thermal nature in power transformers and reactors. Different 
kinds of failures can be identi fi ed by the characteristics of the signals received and 
also give the location of the source of the signals. Also, operating sequence and contact 
timing of on-load tap changers can be evaluated with the aid of acoustic emission.  
 The technique has the advantage of being utilized with in-service, energized equip-
ments, avoiding downtime to perform tests. Case studies of acoustic emission tests 
performed to condition monitoring of several high-voltage power transformers and 
reactors, rated 230 and 500 kV are presented. Results have demonstrated the effec-
tiveness of the acoustic emission technique as a tool for the condition diagnostic of 
electric power equipments.    

  Keywords   Acoustic emission • Partial discharges • Power transformers • Shunt 
reactors    

   Introduction 

 Power transformers and reactors represent a major part of the assets in an electric utility 
company. Unexpected failures in these equipments can lead to large  fi nancial and time 
losses. In this way, assessing their operational condition is an important issue in evalu-
ating the risk of failure and to plan maintenance actions in the mid- and long-term. 

 One of the available techniques to this assessing is the Dissolved Gas Analysis 
(DGA), which can identify failures such as partial discharges, electric arcs and 
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overheating  [  1  ] . The energy released in these failure conditions decompose the 
insulating oil producing characteristic gases, such as ethane, methane, hydrogen, 
acetylene and others, which dissolve in the oil and can be detected by chromato-
graphic analysis. Although DGA is a proven, low-cost and widely used technique, 
it is not able to give the location of the failure inside the equipment. This information 
can be given by the Acoustic Emission Testing which, together with the results of 
Dissolved Gas Analysis, and the knowledge of constructive details of the equip-
ments, can be used in improving the quality of the diagnostic. 

 The sections to follow describe some constructive aspects of power transformers 
and reactors and discuss some failure conditions and characteristics of acoustic sig-
nals originated from them, as well as a simple description of AE testing of power 
transformers and reactors. Finally, two case studies of failure diagnostics in electric 
power equipment are presented.  

   Transformers and Reactors Components and Failure Mechanisms 

 Transformers and reactors, although having distinct functions in electric power sys-
tems, have similar constructions  [  2  ] . Power transformers are used in converting 
relatively low voltage, as in the output of generators to a high voltage, necessary in 
transporting this energy through large distances with low losses. They are based on 
the electromagnetic induction principle, where the energy applied to a primary coil 
is transferred to a secondary coil. In this process, the voltages in the coils are related 
as the number of turns in each of them, the inverse occurring with the currents, in 
order to the energy be conserved. To provide a low-reluctance path for the magnetic 
 fl ux linking the primary and secondary windings, they are wound on a core of fer-
romagnetic material, such as silicon steel. Windings are made of high-conductivity 
copper conductors covered with paper and cardboard spacers, in order to ensure 
electric insulation and mechanical support to withstand the dynamic forces appear-
ing under normal and abnormal operating conditions of the transformer. All these 
components are mounted in a steel tank  fi lled with insulating oil. The oil serves the 
dual purpose of providing electric insulation and as a cooling medium to dissipate 
the electric and magnetic losses which are produced in the transformer in the form 
of heat. External heat exchangers provided with cooling fans are generally installed 
to improve the cooling process. Some designs include oil circulating pumps with 
this same objective. To provide ability to compensate for small (around +/-10%) 
variations in the operating voltage, there are switches (no-load or on-load tap 
 changers) mounted internally to the transformer, selecting the adequate number of 
turns of the windings. 

 A major cause of failure in power transformer and reactors is electric insulation 
breakdown. Even conditions of mechanical or thermal failure can evolve to a cata-
strophic failure due to electric insulation breakdown. Partial discharges  [  3  ]  consist 
of electric discharges located in a point inside a dielectric appearing when the elec-
tric  fi eld is higher than its dielectric strength. This condition generally occurs in 
cavities, bubbles or cracks inside the dielectrics. Although with low energy levels, 
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partial discharges recurrence can progressively degrade the dielectric, leading to 
insulation collapse and even to catastrophic failure of the equipment. 

 Partial discharges cause decomposition of the insulating oil, producing mainly 
hydrogen and other gasses, which dissolve in the oil and can be detected by gas dis-
solved analysis. From the acoustic point of view, partial discharges are fast phenom-
ena, producing signals of short duration, of the order of microseconds, low energy 
and relatively high average frequency (100–300 kHz).  [  4  ]  

 On the other hand, in the electric arc situation, all the distance in a dielectric separating 
two conductors is crossed by an electric current. As it releases a greater amount of 
energy, the oil decomposition produces mainly acetylene. Acoustic signals produced 
by electric arcs inside transformers and reactors show lower average frequencies (typi-
cally 50–100 kHz) and longer durations than that produced by partial discharges  [  4  ] .  

   Acoustic Emission Testing of Transformers and Reactors 

 Acoustic signals initiated by incipient fault conditions, such as partial discharges, elec-
tric arcs, and others, propagate through the insulating  fl uid and reach the metallic tank, 
where they are detected by piezoelectric sensors, mounted on its external surface. The 
acoustic emission testing of power transformers and reactors is performed with the 
equipment energized and under normal load  [  5  ] . It is convenient to perform the test 
under a time period of about 24 hours, during which the equipment undergoes all the 
cyclic load and voltage variations. In this way, it is possible to establish correlations 
between load or operating voltage levels and the acoustic activity. Acoustic sensors are 
properly distributed over the lateral tank walls,  fi xed with magnetic holders. Normally, 
four to six sensors installed on each wall give a good coverage for signals detection. 

 The characteristics of the detected acoustic signals can reveal the nature of the 
phenomena that originates them. As an example, a repetition rate of one hit in each 
power line semi-cycle, indicates that the signals are voltage-driven, as is the case of 
partial discharges, or current-driven, as is the case of signals generated by magnetic 
forces. These two phenomena can be discriminated by their frequency characteris-
tic. As mentioned before, partial discharges are very fast phenomena, and produce 
signals with frequencies typically in the range of 100–300 kHz. On the other hand, 
signals originated due to mechanical forces, typically have average frequencies 
below 50 kHz. Other events, which also originate acoustic emission, such as 
mechanical friction,  fl uid  fl ow or thermal effects do not exhibit such characteristic 
synchronization with the power frequency.  

   Case Study A : Monophase Autotransformer, 
230 / 138 kV 50 MVA 

 This equipment, illustrated in Fig.  1 , presented acetylene as result of dissolved gas 
analysis, suggesting evidence of internal electric arc. Due to this, it was scheduled an 
acoustic emission test, whose event locations are shown in Fig.  2 , which represents the 



900 O.G.S. Filho et al.

projection of the located points over an horizontal plane. In this picture, three regions 
are evidenced as showing relevant acoustic activity. One of them, indicated as Region 
3, which showed higher activity level, is coincident with the no-load tap changer of 
the transformer. 

 A scheduled visual inspection con fi rmed this indication, evidencing loose 
parts (spacers) in this component, as shown in Figs.  3  and  4 . The autotransformer 
was repaired in  fi eld, as well as two other similar equipments, which showed 
similar symptoms.      

  Fig. 1    Monophase 
Autotransformer 230/138 kV, 
50 MVA       

  Fig. 2    Location of acoustic 
sources in the 
autotransformer       
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   Case Study B – Single-phase 500 kV, 60 MVAR Line Reactor 

 In this reactor, shown in  Fi g.  5 , an acoustic emission testing showed two regions of 
relevant activity, as illustrated in  Fi g.  6 . One of them, indicated in a circle in this 
 fi gure, located in the region of the high-voltage bushing, presented signals with with 
continuous activity and average frequency in the range of 10–30 kHz, as shown in 
 Fi g.  7 , suggesting that its origin was not due to electric discharges. This diagnostic 
is in agreement with dissolved gas analysis, which indicated no evidence of gasses 
associated with electric arc or partial discharges. Nevertheless, due to the critical 

  Fig. 3    Inspection of the autotransformer after removal of the tank       

  Fig. 4    Detail of loose 
parts found in the no-load 
tap changer       

 

 



902 O.G.S. Filho et al.

  Fig. 5    Single-phase reactor, 
rated 500 kV / 50 MVA       

  Fig. 6    Horizontal plane 
projection of located 
sources corresponding to 
acoustic activity in the 
reactor under test       
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importance of the bushing to the integrity of the reactor, it was scheduled an internal 
inspection/repair in this area, when the  fi xing structures of the lower part of the 
bushing were found loose and re-tightened, avoiding a dangerous evolution of the 
failure. Another region, indicated in the rectangle in  Fi g.  6 , showed sporadic activ-
ity, with higher characteristic frequencies, up to 80 kHz, suggesting the presence of 
partial discharges. Due to the dif fi cult access to this region and no signi fi cant pres-
ence of hydrogen dissolved in the oil, no corrective action was taken relative to this 
region, but the equipment has been kept in close monitoring to detect any tendency 
of evolution of this condition     

   Conclusion 

 Acoustic emission testing, although not yet fully disseminated in the electric 
power sector, has a potential to aid in assessing the operational condition of 
transformers and reactors. Its ability to locate the sources of acoustic signals and 
the possibility of performing tests with energized equipments are favorable char-
acteristics of this method. Additionally, the characteristics of the acoustic sig-
nals, such as repetition rate, duration, average frequency can give an indication 
of the cause of the emissions. Used in conjunction with other techniques, such as 
Dissolved Gas Analysis (DGA), it can help improving the quality of the diagnostic 
of the equipment. Case studies have been presented, demonstrating the effective-
ness in using acoustic emission to asses the condition of power transformers and 
reactors. 

 Variable propagation speed due to different materials used in the various compo-
nents of these equipments can affect the determination of location of the acoustic 
sources. This could represent a potential use for acoustic emission tomography 
technique in mapping the acoustic propagation speed in the interior of the equip-
ment under test and, consequently, the boundary between its components, allowing 
a better evaluation of the criticality of the failures      

  Fig. 7    Frequency distribution of the signals originated in the region under the high-voltage bush-
ing (left) and in the center of the reactor (right)       
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  Abstract   Presently electro-magnetic acoustic technology (EMAT) has been widely 
adopted by the China Railway High-speed (CRH). In this paper, the principle of wheels 
tread detection by using EMAT is introduced. To solve the noise problem existing in 
the detecting procedure, an integrated algorithm combining the wavelet algorithm 
and the phase difference algorithm is presented. Under the premise of saving the 
necessary signal wave, the Fast Fourier Transform based on the Blackman window is 
adopted to calculate the signal phase, and then the integrated algorithm is chosen to 
process the signals. Compared with the wavelet algorithm or the phase difference 
algorithm, the rate of the noised data after being processed by the integrated one is 
reduced by more than 45%. This algorithm will improve the waveform quality and 
has an enlightening function to raise the detection accuracy in the EMAT system.    

  Keywords   EMAT application • Wavelet denoise algorithm • CRH • Phase difference 
• Wheel crack    

   Introduction 

 With the speed rising obviously, the risk of train is more and more high, especially 
after the accident of German ICE high-speed train, Government pays more attention 
to the wheel inspection. In recent years, China increases the train speed greatly, the 
safety for the wheels puts higher request. Therefore, it’s urgent to accurately mea-
sure the quality condition of wheel. 

 Presently electro-magnetic acoustic technology (EMAT) has been widely adopted 
by the China Railway High-speed (CRH) to detect the cracks of wheel set. Like Fig.  1 , 
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but the response signals have lots of noises so that the useful signals can not be 
detected in such environment  [  1  ] . Although there are some research for EMAT all 
over the world, but lack of de-noise algorithm in practical use. The article intro-
duces a special method to get the useful information (periodic wave and potential 
 fl aw wave) and improve the quality of signal at the same time.   

   Principle 

 The noise of EMAT system is introduced by the frequency transformer or motor of 
the train. Figure  1  shows the practical signals with noises. The EMAT system uses 
the pulse-echo principle to get the crack detection  [  2  ] . In ideal state, the pulse is emit-
ted by the EMAT probe at the moment of the wheel is running just above the probe, 
the surface pulse will be propagated along the surface and near surface. When there 
is a crack, some part of wave energy will be re fl ected by side surface of crack and 
will be detected by the probe to produce the  fl aw wave (Fig.  2      mnE    wave); The other 
part of wave energy will continue propagate to produce the periodic wave (Fig.  2      nRT    
wave).Compared with them, we can get the condition of the wheel surface  [  3  ] .   

   Denoise Algorithms 

 The  fl ow chart of denoise algorithm shows in Fig.  3 : Firstly sampling the signals 
(the frequency of emit ultrasonic wave is 10MHz, the sampling rate is 400kHz) and 
goes to band-pass  fi lter, then using the soft threshold wavelet-denoise method to 
reduce the noise, the signals is reserved by obeying the rule of certain range of dif-
ference of phase after calculating the phase of the signals. At last, the  fi nal results 
output through recti fi cation for the signals of 20 points intervals. 

  Fig. 1    EMAT signal with strong noises       
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 For this project, the useful signals (periodic wave and potential  fl aw wave) 
represent the low frequency, the noises represent high frequency. The wavelet trans-
form represents high frequency resolution in low frequency area, whereas high time 
resolution in high frequency area, so theoretically the wavelet method is suitable 
based on this aspect  [  4  ] .  

  Fig. 2    Static waveform of system       

  Fig. 3    Flow chart of the algorithm       
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   Soft threshold method of wavelet denoising 

 Three main steps:

    (a)    Decomposition of signals. Select the appropriate wave function and the layer 
number     n   , then decomposes it by N layer. The noise is usually included in 
detailed part of high frequency area. Daubechies 3 is used in this project with 
9 decomposition.  

    (b)    Coef fi cient quantization. Denoise the high frequency part based on soft thresh-
old method by choosing     a    threshold from 1 to     n    layer. The process represents 
formula (1):     d    means the  fi nal threshold of each layer,     x    means the coef fi cients 
of high frequency of each layer,     T    means the static threshold. 
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    (c)    Reconstruction. The reconstruction will be done in each layer after wavelet-denoise 
soft threshold calculation. The reconstruction part will also use the reconstruc-
tion low and high-pass  fi lter. For signals in Fig.  1 , the result is shown in Fig.  4 . 
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  Fig. 4    Result after wavelet       
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Compared with them, the result keep the necessary signals and eliminate most 
noises at the same time, so eliminate the part which don’t satisfy the phase rule 
in next step.       

   DFT phase calculation based on Blackman window 

 The essence of applying window function is decreasing the in fl uence of signal 
 cutting by adding different weight at different moment. The characteristic of  window 
is decided by the form and width. The requirement for window is: the main lobe 
represents as thin as possible to get peak transition region and eliminate the ampli-
tude of largest side lobe, that is, concentrating the energy on main lobe as far as 
possible to decrease the ripple and increase the attenuation of stop band  [  5  ] . The 
Blackman window is selected through comparison. 

 The core thought of DFT phase-array calculation is the relationship between 
two RF-coils. They differ half wavelength, which is 180 degree in phase difference 
conversion. Given the phase difference calculation of two period signals. Suppose 
they are single frequency period signals, the signal which satis fi es the 180 degree 
phase difference will be reserved after detection, otherwise will be zero. The two 
input signals are both processed by wavelet denoise, the detailed steps are as 
follows:

    (1)    Estimate frequency of signals to de fi ne the sample frequency and sample time 
of one DFT computation. Then sample the     1( )x t    and     2 ( )x t   , and get 

     1 1 0 1( ) cos( )x n A nw a= +    (3)   

 And 

     2 2 0 2( ) cos( )x n A nw a= +    (4)  

in it, 

     
0 0

0

1
2 ( means sample period)sf T

f
w p= =

   
(5)

    

    (2)    FFT for one sequence to get the whole frequency spectrum and also get the 
index     k    of spectrum line of fundamental wave of signal by searching peaks.  

    (3)    Apply cosine window function for     1( )x n    and     2 ( )x n    and use FFT to get the real 
and imagine part of index     k    of spectrum line. For     1( )x n   , apply     ( )w n    window 
function and use DFT to get the real part of fundamental wave (index     k    of spec-
trum line)     1RcX    and imagine part     1ImX   . The phase angle is 

     

1
1

1

.Im

Rc

X
tg

X
=q

   
(6)
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 For     2 ( )x n    is the same, and 

     

1 1 2 1 2
1 2

1 2 1 2

( )Im Rc Rc Im

Im Rc Rc Im

X X X X
tg

X X X X
q q q - -
= - =

-    
(7)

    

    (4)    Calculate the difference of phase angle by the formula. The phase difference 
arithmetic can eliminate the noises after wavelet denoising method, and can get 
the periodic wave and potential  fl aw wave at the same time. The periodic wave 
will occur in all data, whereas the  fl aw wave will occur just in the wheels with 
defects.      

   Result analysis after algorithm 

 Figure  5  is the experiment wheels data with intense noise and in the wheel there is 
a crack of  40mm (length)* 10mm (width)*3mm (depth) , the  fi nal result is shown in 
Fig.  6 . The  fl aw wave shows the crack of the wheel. Figure  7  shows the result of 
CRH wheel in Shanghai depot, it can be seen that the wheel is in good condition in 
accordance with the recheck of workers. The results contain very little noise and 
won’t in fl uence the useful wave. From Fig.  8  it can be seen that the point number of 
 fi nal result is just 2500 from 50000 by sampling. Table  1  shows the effect summary 
comparison of single method and synthetic method; the synthetic method can get 
the good wave better that 95% and decrease the noise better than 45%.        
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  Fig. 5    Signal with  fl aws and noises       
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  Fig. 6    Final result after processing       

  Fig. 7    Processing result of original signal       

   Conclusion 

 At present EMAT method is used to detect the wheel cracks in China, the article 
suggest a synthetic method with combination of wavelet and phase difference 
 calculation to eliminate the noise, the result in lab and depot both proves effective.      
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   Table 1    Compared results after three algorithms   

 Probe NO.  Wave condition  Phase difference  Wavelet denoise  Synthetic method 

 1  Good Rate  25%  47.1%  99.2% 
 Noise Rate  75%  52.8%   0.8% 

 2  Good Rate  45%  50.6%  95.4% 
 Noise Rate  55%  49.4%   3.6% 

  Fig. 8    Result after detection       
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  Abstract   A non-destructive method for quality control of the back fi ll material in 
segmental lined tunnels is presented in this study. The proposed method is based on 
the Impact Echo (IE) ampli fi cation factor ( Q -factor). Initial results indicate that the 
measured IE  Q -factor can be directly related to the quality of the back fi ll material. 
This opens up the possibility for more ef fi cient future quality control of the back fi ll 
in segmental lined tunnels.    

  Keywords   Impact echo • Lamb waves • Segmental lining • Surface waves    

   Introduction 

 There is a need for non-destructive quality control of the back fi ll behind segmental 
linings, typically used with shielded Tunnel Boring Machines (TBM). To secure 
the structural stability of the tunnel the back fi ll should support the lining by  fi lling 
the annulus volume between the tunnel lining and the rock wall. Traditional non-
destructive techniques based on radar  [  1  ]  or impulse response  [  2  ]  can be dif fi cult to 
apply on a thick (>0.50 m) reinforced concrete lining. Destructive and time consuming 
proof drilling through the water tight lining is therefore still used in many cases. 

 The conventional Impact Echo (IE) method  [  3  ]  can be used to estimate the thickness 
of a concrete slab or wall. In a few studies the potential of sensing the stiffness of the 
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material behind the concrete layer has also been pointed out  [  4  ] . Aggelis et al.  [  5  ]  
measured the attenuation of the IE signal in time domain and concluded that the 
underlying material could be “sensed” by the attenuation of the signal. Recently 
the same principal has been demonstrated in frequency domain using a calibrated IE 
spectrum  [  6-  7  ] . 

 In this study we propose an alternative method based on the Impact Echo  Q -factor. 
By using the  Q -factor (or damping ratio) instead of the amplitude there is no need 
to calibrate the IE spectrum with the input force from the source.  

   Proposed Method 

 In the conventional IE method  [  4  ]  the resonance frequency ( f  
 r 
 ) is measured using an 

impact source and one receiver close to the source (Fig.  1 ). The thickness ( h ) and 
compression wave velocity ( V  

 P 
 ) of the plate is related to  f  

 r 
  as:

     2
P

r

V
f

h

b
=    (1)  

   where   b   is a correction factor depending on Poisson’s ratio ( n )  [  8  ]  (  b   = 0.96 is 
usually used for concrete). The IE resonance condition is strong and clear in a “free” 
good quality concrete liner element with concrete/air boundary conditions. In this 
case most of the seismic energy from the source is trapped in the concrete creating 
a clear resonant peak in the measured amplitude spectrum. Depending on the prop-
erties of the material behind the concrete (back fi ll) the IE resonance condition will 
be more or less damped due to energy loss. Figure  1  illustrates how part of the 
energy is transmitted into the back fi ll material reducing the re fl ected and trapped 
energy when the concrete is in contact with a stiff back fi ll material. 

 The quality factor ( Q ) of a damped oscillation is a measure of the trapped energy 
to the energy dissipated per cycle. This makes  Q  a sensitive probe of energy losses. 
 Q  can be calculated in frequency domain from  f  

 r 
  and the width ( Δf ) of the resonant 

peak where the amplitude is 0.707 (half-power bandwidth method) of the peak 
amplitude (Fig.  2 ).

     
rfQ
f

=
D    (2)  

   Eqn.  2  can be used to calculate the IE  Q -factor from the measured amplitude 
spectrum in frequency domain. Unfortunately this property is easily masked/disturbed 
in reality by the arrival of direct and laterally re fl ected surface and body waves. We try 
to minimize this effect by summing several IE signals from time synchronized 
hammer impacts at different locations within the  fi rst nodal point of the resonance 
mode shape (i.e. within a radius equal to the thickness of the concrete)  [  9,   10  ] . 
The resulting summed time signal is then transformed to frequency domain and the 
IE  Q -factor is calculated using Eqn.  2 . 
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 Figure  2  shows two typical examples from test measurements on 0.54 m thick 
concrete lining elements in the Hallandsås tunnel, Sweden. Thin blue lines repre-
sent the original raw data from 40 randomly distributed impacts within 0.5 m radius 
from the accelerometer. The thicker black line shows the summed amplitudes from 
all individual signals windowed (red time window) to further suppress the in fl uence 
of the direct surface wave and later arriving noise. The bottom  fi gures show the 
normalized amplitude spectrum from the black summed signal. The data presented 
in Fig.  2 a was recorded in an un-grouted section where the back fi ll material 
(nominal thickness 0.24 m) consists of water saturated pea gravel. The IE resonance 
peak is sharp and clear resulting in a high  Q -factor (9.45). Figure  2 b shows the same 
type of data recorded in a section with known good quality back fi ll (mortar). In this 

  Fig. 1    Impact Echo (IE) measurement set-up on good (low  Q -factor) and poor (high  Q -factor) 
back fi ll material       

  Fig. 2    Field test data in both time and frequency domain from (a) poor back fi ll (un-grouted water 
saturated pea gravel) and (b) good back fi ll (mortar)       
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case the IE resonance is weaker and broader resulting in a lower  Q -factor (2.18). By 
using the  Q -factor instead of the amplitude there is no need to calibrate the IE spec-
trum with the force from the source.  

   Results During Curing Back fi ll 

 Repeated measurements at the same  fi xed test point during curing back fi ll were 
made to further verify the application of the proposed method in the Hallandsås tun-
nel. In Fig.  3  time zero represents the approximate time when mortar injection 
started and not the exact age of the mortar or exact time when the mortar reached 
the test point. As expected the  Q -factor (circles) starts at a high value (8-10) when 
the back fi ll is poor (water saturated pea gravel or fresh mortar).  Q  is then decreasing 
as the mortar is curing down to a low  Q -factor (3–4) representing a fully back fi lled 
state. Figure  3  shows an abrupt decrease in resonance frequency (squares) after 
about 5 hours indicating that the main source of re fl ected energy changes from the 
concrete/mortar interface to the deeper mortar/rock interface. However, in this case 
the measured  Q -factor still re fl ects the correct status of the back fi ll.   

  Fig. 3    Tunnel measurements at one  fi xed test point on a concrete liner element during curing of 
the back fi ll material. The measured  Q -factor decreases with time as the back fi ll material becomes 
stiffer and stiffer       
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   Conclusions 

 An alternative non-destructive method based on the ampli fi cation ( Q -factor) of the 
IE thickness resonance mode has been proposed. Multichannel processing of sig-
nals obtained from multiple impacts close to the accelerometer is used to enhance 
the IE resonance peak. Initial tests indicate that the  Q -factor is sensitive to the status 
of the back fi ll in segmental lined tunnels. This opens up the possibilities for more 
ef fi cient future quality control of the back fi ll in segmental lined tunnels.      
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  Abstract   Steel is discarded by railway owners as a material for underground 
 structures near railway lines, due to uncertainty over increased corrosion by DC 
stray currents stemming from the traction power system. This paper presents a 
large scale  fi eld test in which stray currents interference of a sheet pile wall was 
monitored in realistic conditions. The  fi eld test was representative for a sheet pile 
wall of 220 m length and 10 m depth. Also an anchor was incorporated. A specially 
designed coupon sensor was used. Measured stray current interference was very low, 
maximum values were found for the anchor. A conservative interpretation of the 
 measured results showed that additional corrosion due to stray currents was smaller 
than 10 % of the expected natural corrosion, based on the applicable standards.  

  Keywords   DC • Large scale  fi eld test • Monitoring • Service life design • Stray currents       

   Introduction 

 Several developments cause a large increase of the number of buried underground 
(sub)structures in the vicinity of railway lines in the Netherlands. Steel and concrete 
are the main material options. Compared to concrete, with steel potentially cheaper 
structures can be made, which construction causes fewer nuisances to the surround-
ing and the train service. Railway owners are, however, wary of accepting solutions 
obtaining steel near railways due to a belief that stray currents can cause signi fi cant 
additional corrosion and therefore loss of integrity of the structure. 

 Stray current is the collective term for all electrical currents running through the 
ground. Traction power adds signi fi cantly to the stray currents near railway lines. At 
present the expertise on stray current corrosion of steel structures is limited and only 
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empirically based. Most experience is gathered in situations when large interference 
occurs, e.g. due to faults in the traction power systems. A European standard on; 
“Protection against corrosion by stray current from DC systems’, EN 50162 exists 
 [  2  ] . Long term effects are not quanti fi ed in this standard. Very limited knowledge 
exists on ‘normal’ magnitudes of stray current interference, which can be used to 
account for this phenomenon in the design phase. 

 In this paper non destructive monitoring of stray current interference of a steel 
sheet pile structure in a large scale  fi eld test is described.  

   Stray Current Interference 

 In Fig.  1 a schematic representation of the stray current geometry is depicted. It 
shows the overhead wire and the rails with in between the train. The DC Traction 
Power station (TPS) feeds the traction current into the overhead wires, the current 
runs through the electromotor of the train and returns to the TPS through the rails. 
A (small) part of the current leaves the rail and  fl ows into the soil. Before it ‘closes 
the current loop’ by re-entering the TPS, it must enter the rails, since the TPS itself 
is not grounded. Once in the soil the stray current distributes as to minimise the total 
resistance. If a steel structure (including concrete reinforcement steel) is present in 
the soil, it constitutes a return path to the TPS, and current will enter the steel structure, 
 fl ow through it and will exit at a different position(s). Since steel is a very good elec-
trical conductor, also compared to the soil, this current can be relatively high. There 
were the current leaves the steel structure corrosion can be initiated and accelerated.   

   Field Test 

 Two sheet pile walls with a length and depth of 10 meter, separated roughly 220 
meter from one another and connected via a cupper cable were implemented. From 
a stray current point of view, such a structure, in many aspects, represents a sheet 

Traction power

station

Overhead wire

Train

Rail

Underground structureStray current

  Fig. 1    Schematic representation of the stray current geometry       
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pile wall with the same length as the distance between the two small sections. If 
sheet piles walls are used on a building site, usually anchors keep them in place. 
Therefore an anchor was incorporated in this  fi eld test. A suitable location was 
found next to the railway line between Leiden en Woerden, near Hazerswoude-
Rijndijk. The soil type at the location is a combination of peat, clay and sand, which 
is representative for a corrosive soil in the Netherlands. The nearest substation is at 
20 m, and there is a two tracks railway line at 11 to 15 m from the sheet piles. Thus 
this location represents a worst case scenario for stray current interference, for fur-
ther information see  [  3  ] . 

 Two types of sensors are used in this work; a specially developed coupon sensor 
for sheet piles and a so called reference electrode used to measure the electrical 
potential differences between the electrode and soil close to the coupon sensors. The 
coupon sensor, is depicted schematically in Fig.  2 . A small steel plate with a known 
surface area of 300x200 mm 2  made of the same material as the sheet pile wall, is 
attached to the sheet pile avoiding metal to metal contact. The plate is electrically 
connected to the sheet pile wall through a Zero-ohm ampere meter. In this way, from 
the viewpoint of stray current interference, the plate will behave identically as the 
part of steel on the sheet pile which it covers, while it has become possible to mea-
sure the current entering or leaving the small steel coupon. From the surface area of 
the coupon and the measured current follows the averaged current density at the 
coupon which is representative for the current density at that position without cou-
pon. From that the corrosion rate can be calculated  [  3  ] . Coupon size and ampere 
meter sensitivity and accuracy were designed such that very low stray current induced 
corrosion rates of 0.1  m m/year could be measured easily. Since it is mounted to the 
sheet pile it is installed together with the sheet pile wall without any further effort. 
Furthermore it is in exactly the same conditions as the sheet pile wall and its exact 
location is known. All these facts make this a very representative sensor.  

 A photograph of a sensor is shown in Fig.  2 . The steel strips above and below the 
sensor protect it during the drilling process of the sheet pile wall from excessive forces. 
Material costs of the sensor are low. Drawback however is that applying the sensor to 
the sheet pile wall is elaborate and involves e.g. welding and isolating the coupon 
from the sheet pile. The Zero Ohm Ampere meter technology used is well developed 
and was made compatible with wireless data transport. The steel potential sensors are 
standard so-called reference electrodes Copper-Copper Sulfate (Cu/CuSO4). 

VVVV

Insulating 
material

Steel plate

Sheet pile wall

Zero Ohm

Ampere 
meter

VVVVZero Ohm

Ampere 
meter

  Fig. 2    Schematic representation of coupon sensor; insulating material is epoxy, steel plate is same 
steel as sheet pile (left), and a photograph (right)       
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 On each sheet pile wall 12 coupon sensors and 9 reference electrodes were placed 
homogenously distributed over the edges of the sheet pile walls and the middle.  

   Results and Discussion 

 The monitoring system was deployed from May 2009 until March 2010. The longest 
period of undisturbed measuring was from September 17th 2009 until February 2nd 
2010. Major problem encountered was  fl ooding of the measuring device, which was 
buried in the ground above ground water level. The measurement frequency could be 
adjusted from the back-of fi ce and varied between every 1 sec. to every 40 sec. 

 A single coupon measurement over one day is shown by the red line in Fig.  3 . 
This red line represents the raw measurement data. The black line shows the signal 
after post processing, in which low frequency components (means, long period 
trends) and high frequency contents (noise) were removed. Further post processing 
was performed, in which use is made of Fourier Transforms in order to identify 
dominant frequencies (or periods) in the signal. Doing so, a period of 30 minutes 
between subsequent peaks and a peak width of roughly 4 minutes could be deter-
mined, which is in accordance with the train schedule. Train passages are shown to 
give rise to stray current magnitudes in the order of 10  m A for this coupon location. 
Also the coupon sensor shows a characteristic difference between day and night 
period corresponding to the night period without train traf fi c.  

 In general, the values found for the sensors on the sheet piles are distinguishable 
but low. Relative high values are found at and near the anchor, with increasing val-
ues towards a maximum at the anchor end points. 

 The measured maximum values tended to  fl uctuate during time in a rather erratic 
way. This is probably due to the fact that the values are relatively small. Long term 
behaviour was therefore studied by obtaining the distribution of the measured maxi-
mum values. Such a graph is presented Fig.  4  for the coupon at the anchor tip. In this 
cumulative distribution function the empirical (measured) probability of measuring 
a peak current lower than a certain value is given. This distribution indicates that the 
probability of measuring a peak value lower than 50  m A is roughly zero. Then a 
steady increase in the probability of measuring peak values between 75 and 175  m A 
from roughly 10 to 90 % is obtained. About 10 % of the measured peak values are 
between 175 and 250  m A. Finally the probability to measure peak values of 250  m A 
or higher is roughly zero. For the other coupon similar but less distinct distributions 
were obtained, due to the low measured current densities.  

 The cumulative distribution obtained at the anchor tip, which shows largest 
stray current density’s is used for the long term interpretation of measured results 
by taking the peak value at 95% as the interference measured continuously during 
the passage of a train and using the current train schedule, over 100 years. In this 
way a (very) conservative assessment of the stray current interference is obtained. 
Taking all peak values into account, a peak value of 196  m A represents a 95% percen-
tile. From this value a thickness loss can be calculated of 0.2 mm in 100 years  [  3  ] . 



  Fig. 3    Coupon signals of Saturday 2009-11-07 (red line: raw signal, black line: processed signal)       

  Fig. 4    Cumulative distribution functions of measured currents at the anchor endpoint, (101 days) 
in period Oct-4-2009 until Febr.-2-2010       
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The 95% percentile in natural corrosion is 3.1 mm in peat and 2.3 mm in clay using 
distributions for natural corrosion in 100 years  [  1  ] . Therefore the additional corro-
sion of 0.2 mm in 100 years, in a worse case scenario, is far smaller than the natural 
corrosion rates in these soils.  

   Conclusions 

 A  fi eld test in which stray current interference of a large scale sheet pile structure 
was monitored, was performed successfully. Additional corrosion by stray currents 
was successfully identi fi ed and detected using two types of sensors. The specially 
developed coupon sensors work properly. Low stray current induced current densi-
ties on the sheet piles were obtained, though the conditions; type of soil, sheet pile 
wall length, sheet pile depth and the position of the structure was optimised to obtain 
high current densities, i.e. relatively worst-case conditions. Under these circum-
stances, the additional corrosion by stray currents was determined to be less than 
10% of the natural corrosion in a rather crude and conservative way.      
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  Abstract   Erosion and cavitation are threatening the structural integrity of the concrete 
embankment along the coast line of Taiwan. Task force is formed to investigate the 
embankment deterioration. Images of subsurface anomaly have been obtained based 
on the data coming from different techniques. The techniques applied include ground 
penetration radar, infrared thermography, and impact-echo method. The results are in 
good agreement among cross-sectional radar images, thermal images, and normalized 
impact-echo spectrum measurements.  

  Keywords   Coastal embankments • Deterioration • GPR • Inspection • Impact-echo 
• Thermography      

   Introduction 

 Concrete embankment along the coast line may exhibit distress such as cracks, 
delamination, and cavities. Such deterioration is often caused by erosion of earth in 
the core of the embankment. The length of coast line of Taiwan is more than 1000 
kilometers. Much of the coastal area is protected by concrete embankment. Local 
authority is concerned if embankment deterioration will worsen and structural 
integrity will be impaired. Task force consists of engineers and researchers have 
been assessing the extent of distress since 2009. Ultimate goal of such assessment 
is to set up a maintenance and repair plan to precede possible  fl ooding in the coastal 
area of south western Taiwan. 
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 Cored samples may be taken for veri fi cation of areas at high risk of erosion. Such 
a time-consuming method may not be applicable due to its destructive nature. The 
task force responsible for the assessment instead selected nondestructive techniques 
including ground penetration radar, infrared thermography, and impact-echo method. 
The objective was to ef fi ciently gather data for reliable evaluation of the deterioration. 
The basic principles of operation of these techniques will be introduced. Results of 
measurements and detail analyses will be reported in the following sections.  

   Inspection Techniques 

 Ground penetration radar, or GPR, is a device that performs line scans using elec-
tromagnetic waves of 100MHz – 2GHz in frequency. The receiving antenna picks 
up signals re fl ected from internal discontinuity. The electromagnetic waves travel 
in a speed of 0.06m/nsec or greater in earth or concrete. A large amount of data is 
thus obtained swiftly in a single scan. The scanning procedure may include multiple 
scanning lines for high-risk areas. The recorded data are processed online or of fl ine 
such that the difference in travelling time or dielectric constant can be analyzed. 
A typical line scan showing re fl ection of an underground pipeline is given as Fig.  1 . 
Further inspection may be performed if necessary using other techniques. Cross 
reference based on additional information is sometimes required for reporting 
severely distressed embankment sections.  

  Fig. 1    GPR line scan and re fl ective signals (left); typical line scan of an underground pipeline 
(after  [  1  ] )       
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 Infrared thermography, or IRT, is a technique that measures surface temperature 
distribution using an infrared camera. Single or multiple shots are taken and stored 
as digital thermal images. Subsurface anomalies may be identi fi ed based on post 
processing of the thermal images. Environmental conditions like ambient tempera-
ture, cloud, variation in humidity and wind speed and so on can have signi fi cant 
effect on the results of IRT applications. Further information may have to be obtained 
from evaluating the temperature distribution due to non-uniform heat radiation of 
the surface. Concrete of invisible subsurface defects can be found in a thermal 
image, such as the example shown in Fig.  2 .  

 Impact echo method improves the ultrasonic pulse velocity measurement using 
piezoelectric sensors to detect wave propagation triggered by an impact source. 
Traveling time of transmitted and re fl ected elastic waves can be analyzed for mea-
surements such as the thickness of a concrete plate or the depth of a surface-opening 
crack. Impact force and re fl ected signals may also be evaluated in the frequency 
domain for inspection of interface properties between different materials. Response 
at a plate-air interface can be evaluated using the normalized impact-echo spectrum 
of the simulated transfer function. Cheng et al.  [  2  ]  derived the following equation 
for the thickness amplitude of a concrete plate:
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  Fig. 2    Thermal image of a concrete slab with embedded defects under the surface (after  [  3  ] )       
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 The parameter  r  in eqn. (1) is the impactor–receiver distance. The plate thickness 
 T  (in mm) and the P-wave speed  C  

 p 
  (in m/s) are  fi rst determined using a standard 

impact echo measurement. 
 The measured thickness amplitude agrees well with that predicted by eqn. (1) at 

a plate-air interface, compared to a 32% difference at a plate-earth interface. Such a 
difference provided useful information on whether the concrete plate and the earth 
underneath were in good contact, as reported in the previous study  [  4  ] .  

   Results and Analysis 

 Field testing for the  fi rst of the two coastal embankments under scrutiny found several 
critical areas of deterioration. Surface cracks and construction joints  fi lled with water, 
embedded pipes, or internal voids can be detected using GPR line-scans, as illustrated 
by the schematic in Fig.  3 . A two of 26 line-scans are assembled and shown as the 
GPR B-scan in Fig.  4 . Another 26 line-scans are displayed as the GPR B-scan in Fig.  5 . 
Internal voids can be identi fi ed by strong re fl ected signals in the GPR B-scan.    

 Impact-echo measurements were taken at selected spots shown also in Fig.  5 . 
The thickness amplitudes for points A and B were within 5% from those predicted 
by eqn. (1). This con fi rmed the  fi nding by GPR scans in which strong signals of 
internal voids were present. The thickness amplitudes for points C and D deviated 
from those predicted values by more than 29%. No GPR signals can be found there 
due to solid contact of the concrete and the adjacent earth. 

 Another example of GPR scanning results of a second embankment is given as 
Fig.  6 . Multiple line-scan records are combined and processed to form a cross-
sectional view of an area under the 30-cm-thick concrete cover. Sharp contrast, 
showing in black and white, is the re fl ection from large internal voids. The grey area 
of Fig.  6  is the re fl ected signals of the homogeneous region i.e. compacted earth.  

1m Line number 
500M-0K090

Line number
500M-0K091

1m

  Fig. 3    GPR line scans on the side wall of the embankment are shown in blue. Antenna frequency is 
500MHz       
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  Fig. 6    A cross-sectional view of the second concrete embankment. Strong re fl ection from internal 
voids is indicated by red circles       

 IRT inspection was also applied to the same section of the second embankment. 
The infrared camera is equipped with a 320´240 sensor array having a detectable 
range of 8-14 m m. Black and blue area near the top of Fig.  7  is the top of the embank-
ment where strong wind was present at the time of IRT inspection. Temperature dif-
ference is 1-2 o C between the right part (in green) and the left part (in brown) of the 
lower half of the thermal image in Fig.  7 . This green area corresponds to the embank-
ment surface above the large internal void at the right of Fig.  6 . The low temperature 
area is associated possibly with internal erosion inside the embankment or the surface 
disintegration and cracks of the concrete. Much lower temperature could have been 
caused by the internal void had the wind found its way through the surface opening.   

   Concluding Remarks 

 Three nondestructive testing methods have been applied to the inspection of two 
concrete coastal embankments. GPR scans allowed effective detection of internal 
voids, a critical sign of erosion of earth in the core of the embankment. In many 
cases the GPR scans also picked up signals re fl ected from surface cracks or con-
struction joints  fi lled with water, a potential cause of erosion problems. The speed 
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of a GPR line scan is approximately the walking speed of the operator. This enables 
GPR to ef fi ciently scan a large area in the  fi led inspection. Additional inspection 
was also performed using impact-echo and IRT. The results con fi rmed the  fi ndings 
of the GPR scans. Normalized impact-echo spectrum provided strong indication of 
separation between concrete and earth in erosion. Further work is in progress to 
enhance the contrast of thermal images due to surface and subsurface defects.      

   References 

   [1]    Pei, K-C., Cheng, C-C., and Chiang, C-H. (2007)  The Magazine of the Chinese Institute of 
Civil and Hydraulic Engineering , vol. 34 n.3, pp.77–92.  

   [2]    Cheng, C-C., Yu, C-P., and Liou, T. (2009)  NDT&E International , vol.42, pp.678–689.  
   [3]    Cheng, C-C., Cheng, T-M., and Chiang, C-H. (2008)  Automation in Construction  vol. 18 

pp.87–92.  
   [4]    Hsu, K-T., Cheng, C-C., Lin, Y-C., and Chiang, C-H. (2010)  Concrete Technology , vol.4 n.4, 

pp.23–35.      

  Fig. 7    Thermal image corresponding to the surface of the embankment of the same section as that 
shown in Fig. 6       
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  Abstract   Many types of back fi ll are used as supporting technique in underground 
mines to optimize ground control stability and to minimize environmental problem 
at the surface. In theory cemented rock fi ll can yield optimum strength resistance, 
yet it is the least implemented in practice due to dif fi culties related to laboratory 
analysis of coarse particles in the material. This paper focuses on  fi nding an appropri-
ate protocol to use nondestructive testing techniques to characterize a cement-based 
material and to study the evolution of the properties during a curing period of 120 
days. The testing techniques are the electrical resistivity and sonic methods. The resis-
tivity technique highlights the changes in resistivity caused by hydration processes 
and the bond developing between the back fi ll constituents. The sonic technique mea-
sures the P and S waves. Knowing the velocity of the waves, changes of the geotechni-
cal properties can be evaluated using known relationships between velocities and 
mechanical properties. Overall the mechanical strength can be indirectly monitored 
by these two techniques. Both techniques are complementary to one another and their 
joint application should improve the interpretation of strength. A concrete sample was 
made to test these two techniques on a slightly heterogeneous material. The experi-
ment shows that the techniques are sensitive to the physical property changes and they 
enable monitoring of hardening and strength development. The far-reaching outcome 
of this research could help assess the properties of different compositions of mining 
rock fi lls in the laboratory before using them in mines. Alternatively, these techniques 
may be used on other cement-based material with coarser particles.  

  Keywords   Electrical technique • Rock fi ll • Monitoring • Property characterization 
• Sonic method      
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   Introduction 

 Underground back fi ll is mainly used to  fi ll an empty stope and to act as a pillar to 
support the walls to prevent cave in and mine failure. There exists several types of 
back fi ll and their primary compositions are waste rock or tailing. Back fi ll can be 
combined with or without cement to achieve proper ground stability. The addition 
of cement, however, can neutralize or minimize the generation of acid rock drain-
age and decrease contamination  [  1  ] . One of the most ef fi cient back fi ll is the 
cemented rock fi ll, a mixture of coarse rocks and binding agents. Rock fi ll is 
thought to have a greater strength and resistance, but because of its composition 
laboratory analysis is much more dif fi cult to perform. To overcome this, two non-
destructive techniques are proposed to evaluate the geotechnical properties of the 
cemented back fi ll throughout the curing time  [  2  ] . The  fi rst technique is the resis-
tivity tomography using the Syscal Junior resistivity meter (Iris Instrument), and 
inversion is performed using BERT software to analyze the resistivity distribution 
within the sample. The second technique is the sonic velocity tomography based 
on measurements of time for the transmitted pulse to travel through the material; 
ultrasonic data are collected by two different pieces of equipment to compare 
results and assess their respective performance. A  fi rst data set is recorded using 
an impact hammer and a second data set is recorded using an ultrasonic pulse 
velocity (UPV) system. 

 To verify these techniques and to ensure a proper and ef fi cient protocol in 
measuring the geophysical properties of a cemented based material, a cylindrical 
concrete sample is made for testing. This article is aimed speci fi cally to validate 
these techniques and to discuss the results, shortcomings and possible outcomes 
of the protocol if apply on a cemented material composed mainly of large parti-
cles. Also, we present the correlation observed in the data obtained by both 
techniques.  

   NDT Methods 

   Electrical resistivity technique 

 Resistivity is strongly related to the content of water of the cement mixture; hence a 
higher degree of humidity in a cement-based material makes the material more con-
ductive. The electrical resistivity tomography technique allows monitoring the hydra-
tion of the binding agents and water more signi fi cantly. It helps to determine when 
the matrix of the cement-based material is formed and the constituents are crystal-
lized. The resistivity meter Syscal Junior R1 measures the resistance of the material 
at multiple positions of the sample. The electrical resistivity distribution is obtained 
by performing inversion using BERT software to analyze inside the material through-
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out the curing period. BERT – Boundless Electrical Resistivity Tomography- is a 
software code designed to model the internal resistivity distribution using the  fi nite 
element method  [  3  ] . 

 Based on Ohm’s law, the resistance is equal to the inverse of the current transmitted 
into the material over the potential difference measured. From the resistance, resistivity 
can be obtained through proper scaling. It is important to collect enough data in order 
to obtain a good resistivity distribution inside the material. Four different electrode 
con fi gurations (Fig.  1 ) are used to maximize data measuring and to ensure an adequate 
amount of information is acquired.   

   Sonic technique 

 The sonic technique is a seismic method at a small scale. The basis of this technique 
is to send a pulse into the material, collect and analyze the signal waveform at some 
locations in or at the surface of the material. The compressional (P) and shear (S) 
waves can be determined. With the P and S waves, the mechanical properties- such 
as Young’s modulus ( E ), shear modulus ( G ) and bulk modulus ( K ) - of a material 
can then be calculated. 

 For any kind of concrete mixture and at any given time during curing, the resolving 
velocities depend on the transmitted signal frequency and amplitude and on the sam-
pling frequency used. A higher signal frequency yields a smaller wavelength which 
can greatly help the recording of P and S waves and the estimation of the time lag 
between the two body waves. A higher sampling frequency is suggested to decrease 
time picking errors. Hence to compare the frequency parameters, two sonic-ultrasonic 
equipments were used: an impulse force test hammer from PCB Piezotronics and an 
ultrasonic pulse velocity (UPV) from Olson Instruments. The impulse hammer gener-
ates a pulse and a three-directional accelerometer captures the signal. The maximum 
sampling frequency is 125 kHz per channel and the signal central frequency spectrum 
is in between 15-20 kHz. The UPV system uses two interchangeable transducers for 
source and receiver. The sampling rate can be up to 1 MHz for one channel, and the 
signal central frequency spectrum lies in between 55 and 60 kHz.   

Syscal Syscal Syscal

3. Horizontal2. Vertical (plan 2)1. Vertical (plan 1) 4. Mix

Syscal

  Fig. 1    Multiple electrode arrays used to map resistivity distribution within the concrete sample       
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   Experimental Set-Up 

 To evaluate and to validate these two techniques, a cylindrical 1m high 40 cm-
diameter concrete sample is made. The concrete is paste  fi lled and its mixture 
composed of silica fume, sand and small aggregates. A water-cement ratio of 68% 
is used and its density is 2382.7 kg/m 3 . The sample is divided into 2 orthogonal 
symmetrical sectional planes, with 36 measurement positions marked by installing 
screws to act as electrodes (Fig.  2 ). Measurements were taken in a period of 120 
days while the sample is stored at room temperature (~22 o C) and the surface is 
covered to prevent drying and carbonization.   

   Experimental Results 

   Electrical resistivity technique 

 Figure  3  shows the resistance plots with regards to curing time for different arrays. 
Each graph illustrates the resistance measured by one of the four electrode 
con fi gurations (Fig.  1 ). Each plotted curve represents a particular position of the 
electrodes for that con fi guration. The measured tomography data are input into 
BERT to model the electrical resistivity distribution within the sample. Figure  4  
shows the internal changes throughout the 120 curing days.    

  Fig. 2    NDT measurement positions over the cylindrical concrete sample       
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   Sonic technique 

 The impact hammer by PCB uses a simple oscilloscope display corresponding to 
the signals of the source (hammer) and receiver (x, y, and z components). Figure  5a 
 illustrates a screen capture of the oscilloscope. Similarly,  Fi g.  5b  is a display of the 
waveform (top) and the frequency spectrum (bottom) by the UPV system. The P 
and S waves can be determined visually on these waves and the coef fi cient of 
Poisson can be calculated as well as other mechanical properties,  E ,  G , and  K . 
Figure  6  shows the sonic velocities and mechanical properties with time averaged 
over the whole concrete sample using the dataset obtained by the PCB.     

  Fig. 3    Monitoring resistance (ohm) with respect to curing time (hours) for different con fi gurations and 
transmitter-receiver dipoles       

  Fig. 4    Time variation of resistivity distribution within the concrete sample       

 



940 C.L. Chou et al.

   Discussion/Conclusion 

 The resistivity plots show that effective resistivity increases with time as expected 
and all electric dipoles behave similarly. The inversion models also agree and 
illustrate the material as a homogeneous solution. The hammer and accelerometer 
system shows that the resolution is not good enough due to noise and low frequency 
transmitter signal. Despite the accelerometer ability to detect transmitted signal 
waveform with three components, the noise level and the overlapping P and S 
arrivals make the picking of the  fi rst and secondary arrival time dif fi cult (see Fig.  5a ), 
that causes a lack of consistency and accuracy in data. With regards to the resistivity 
and ultrasonic tests, it is interesting to observe that results from both techniques 
behave similarly and should be related to similar mechanisms. 

  Fig. 5    Waveform display (a) Impact Force Test Hammer; (b) UPV       
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  Fig. 6    Time-lapse average sonic velocities (left), and mechanical properties (right)       
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 It should be noted that the  fi nal objective of the experimental set-up is to monitor 
the curing of cemented rock fi ll, a highly heterogeneous solution. It consists mainly 
of very coarse particles and the slurry content is about 10%. The ERT technique 
should be able to properly monitor the hydration of the slurry. It is also expected that 
the ultrasonic technique might not be as sensitive in a heterogeneous solution; 
Fermat’s principle suggests a ray will travel through the fastest medium and rock 
has a higher ultrasonic velocity than cement.      
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  Abstract   This paper presents a case study of the self-potential (S.P.) method 
applied at the junction of two embankment dams to characterize seepage. Sensitivity 
of the S.P. method to water runoff can be used to delineate the preferential  fl ow 
paths. However S.P. can be caused by other sources, therefore only anomalies 
caused by water  fl ow, described by the electrokinetic (EK) mechanism, are the 
targets of our study. We take advantage of the controlled progressive emptying and 
impounding of the upstream reservoir to monitor changes of S.P. due to changes of 
water  fl ow and the displacement of materials. Also, time-lapse electrical resistivity 
tomography is used to control the variation of electrical conductivity of the dam 
material together with changes in water level. It allows for a better discrimination 
and interpretation of the various self-potential sources. The effective EK coupling 
coef fi cient of the dam materials was computed from the variation of potential with 
water level and  fl ow rate. The S.P. monitoring allowed displaying a positive anom-
alous zone associated with the reservoir water level changes. It can be related to 
visible seepage. It is dif fi cult to make a quantitative interpretation of the S.P. data 
collected at different periods of time using coupled modeling because of the poor 
knowledge of the hydraulic and physical properties of dam materials.  

  Keywords   Dam • Electrokinetic • Heterogeneity • Seepage • Self-potential • Water 
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   Introduction 

 Amongst the mechanisms that cause the presence of self-potential in the ground, 
the electrokinetic effect is one of the most important and it could lead to the foun-
dation of the most promising tool to detect water  fl ow in the environment. The 
self-potential (S.P) method is based on the measurement of the natural electric the 
potential occurring within the subsurface. In the electrokinetic (EK) mechanism, 
an electrical current is generated in the presence of a hydraulic gradient that causes 
water  fl ow in the ground. This process is expressed by the classical equation of 
Helmholtz-Smoluchowski  [  1  ]  that relates the electrical potential gradient (    VD   ) to 
pressure gradient (    PD   ) by a cross-coupling coef fi cient, namely the cross-coupling 
EK coef fi cient (    C  ). The latter depends on the microstructure of the ground.

     .V C PD = - D    (1)   

 The EK potential has been used to investigate leakage in embankment dams. 
Revil and Jardani  [  2  ]  give a thorough overview of the recent applications. Bolève 
 et al.   [  3  ]  used S.P. to detect water in fi ltration and seepage in an embankment dam. 
They were able to model quite convincingly the potential data. Limitations are illus-
trated in cases presented by Salmon and Johansson  [  4  ] . They show that S.P. is not 
applicable with the presence of highly conductive water that leads to subsurface 
ground soil conductivities larger than 2.5x10 -2  S/m. The interpretation of S.P. data 
measured on dams is often limited because of partial knowledge of the dam con-
struction, material heterogeneity, unknown cross-coupling coef fi cient for each 
material (cross-coupling coef fi cient variability) and poorly understood leakage 
morphology (like piping). To validate the self-potential method as a technique to 
locate seepage position and its importance in embankment dams, the technique was 
tested in the case of a complex dam structure, consisting in two dams built at differ-
ent times and two reservoirs. The seepage has been monitored for some time; its 
approximate position and the corresponding  fl ow rate are known. The information 
about its approximate position and depth were updated when injection tests were 
carried out to seal the leakage. However the construction of the dam is little known 
and does not comply with actual construction design of embankment dam. As S.P. 
anomalies present at the site can be generated by other mechanisms than EK, only 
the ones caused by EK would change with changes in water pressure gradients. 
A strategy was used to take advantage of the emptying and impounding of the dam 
reservoir to monitor S.P. variations and electrical conductivity variations.  

   Site Description 

 Dams A and B are two embankment dams located along a channel of the Saint Lawrence 
River upstream near the Montreal area (Canada). Built respectively in 1914 and 1971, 
the two dams were joined by a watertight grout curtain  [  5  ] . The grouting material 
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consisted in a mixture of cement and sand. The execution of the junction between the 
two dams was complex and the materials used for the junction are poorly known. The 
 fi rst dam (A) was built to supply water to a power station located east of the site. Dam B 
was built for environmental purposes. Seepage  fl ow measurements were taken down-
stream of dam B, east of E2. The  fl ow rate values were around 3 l/s in 1972, increased 
up to 200 l/s in spring 2009 and decreased considerably to 10 l/s in spring 2010 after 
grout injection. Seepage  fl ows had been observed when the reservoir B is empty. The 
 fl ows measured during emptying and impounding of reservoir B (before 2010) showed 
the same trend. Throughout the emptying of reservoir B in fall 2009, the  fl ow rate 
decreased almost linearly with decrease in water level for the  fi rst two meters. Then, it 
remained constant whatever the water level until it reached the shallowest water level of 
the reservoir. In spring 2010, the  fl ow rate remained constant with the variation of water 
level of the reservoir. This change was related to grout injection used to clog seepage. 
Figure  1  shows the junction of two dams with the position of DC resistivity pro fi ling 
(S1, S2, S3, A1 and A2), the positions of electrodes (E1 to E18) and the visible seepages 
(in blue) during the emptying and the  fi lling of the dam B reservoir.   

   Test and Methodology 

 To display the EK effect at the junction of the two dams, S.P. measurements have 
been conducted during the controlled emptying and impounding of reservoir B, over 
four successive days. They have been complemented with two electrical resistance 
tomography (ERT) pro fi les taken during the same period of time. Acquisition of S.P. 

  Figure 1    Survey location: junction of dam B/dam A       
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data was carried out at ground surface between roving electrodes and a reference 
electrode (namely E1 in Fig.  1 ). Eighteen non-polarizable electrodes were carefully 
installed to insure a good coupling with the ground. The electrodes were installed 
into holes with smooth bottoms, stabilized with sand and covered with a plastic cap 
at the top of the hole to prevent possible effects caused by showers, wind gusts or 
small animals. Tests were made to check that the measured voltages resulted from 
self-potential phenomenon and not from electrode wear, desaturation, poor coupling 
or high telluric noise. Electrodes were checked  fi rst by installing all of them on a 
small area at one site before and after the surveys, and measuring their potential dif-
ferences. Measurements of S.P. were also performed with two parallel electrodes at 
every electrode site before beginning our survey. The potential data were referred to 
electrode (E1). At each electrode location,  fi ve S.P. values were measured using a 
SAS1000 Terrameter (ABEM) by integrating potential in windows of 20 millisec-
onds for 4 seconds total. The electrical resistance tomography (ERT) pro fi les were 
carried out using dipole-dipole and Wenner arrays, with spacing varying from two to 
four meters between the electrodes. Measures for each pro fi le have been taken once 
per day; changes in water level (high and low) were approximately  fi ve meters.  

   Results 

 S.P. variations recorded with decrease of water level in the reservoir B for the  fi rst 
two meters showed the same trend as the distribution of the seepage  fl ow rate dur-
ing the emptying of the reservoir. In Fig.  2 , the  fl ow rate measured at downstream 
dam B is plotted against water level for four different time periods (two emptying, 
fall 2008 and 2009, and two impounding, spring 2009 and spring 2010). In the  fi rst 
part of the  fl ow rate curve (level above 33.5 m; for measures before 2010), a linear 
relationship is found between the  fl ow rate and the decreased water head in the 
reservoir, in accordance with Darcy’s Law. This linear relationship between  fl ow 
rate and water level, also observed for the S.P. variations with water level, was used 
to estimate an effective cross-coupling coef fi cient at each measurement site. Below 
33.5 m, the  fl ow rate became independent of the water level. The later seems to 
point at a constant seepage of about 22 l/s coming from elsewhere. It also indicates 
that the main seepage in dam B comes from a vertical location corresponding to 
level 33.5 m. In spring 2010, the S.P. data seemed to be independent on water level. 
Figure  2  shows the S.P. data observed for two electrodes (E7 and E8) plotted 
against water level at four different time periods. The error bars show data standard 
deviation. Electrodes E7 and E8 were in the vicinity of the junction between the 
two dams.  

 The mapping of the total potential during emptying of the reservoir showed an 
upstream voltage low  [  6  ] . To lay emphasis on electrokinetic mechanism, the total 
potential at each water level in the reservoir was subtracted from the background 
potential. The background potential corresponds to S.P. value recorded for low  fl ow 
rate (below 33.5m). The level of water for the background potential was 31.9 m in 
fall 2009. A positive anomaly appears in the vicinity of dam B in fall 2009. It also 



947Self-Potential Method to Characterize Seepage and Earth Dam Materials

appears that the more the hydraulic gradient increases the more the gradient of 
potential decreases. 

 Time-lapse inversion was also performed between the  fi rst ERT data (water level 
~ 34.65 m) and the latest (water level ~ 31.97 m). It indicates a variation of the 
resistivity in some places  [  6  ] . Of particular interest is the resistive anomaly found at 
location E8 (in the vicinity of dam B; see Fig.  1 ): it is at the approximate water level 
33.7 m, the level for which the main seepage appears to stop.  

   Discussion 

 The S.P. data collected before the emptying of reservoir B shows anomalies consistent 
with a seepage for which the upstream inlet is located between electrodes E7 and E8 
(see Fig.  1 ). We must be very careful to jump to conclusions since S.P. anomalies on 
the dam can be caused by other sources. Only anomalies caused by EK would be  fl ow 
pressure dependant. Therefore, noting changes of S.P. anomalies with changes in water 
level is a de fi nitive way to display seepage. As the water level decreases, pressure and 
seepage  fl ow rate should decrease accordingly and maximum potential differences 
between seepage inlet and outlet should also decrease. However, the gradient of poten-
tial related to the experiment carried out in the fall of 2009 decreased with an increase 
of hydraulic or pressure gradient. It did not agree with theory as expected. Three sce-
narios were proposed:  fl ow path may be from reservoir A to reservoir B (see  Fi g.  1 ), 
EK coupling coef fi cient may be positive, the change in the electrically conductive 
water body upstream in reservoir B may have altered the expected S.P. response. 

 Effective coupling coef fi cients measured on the dam (4 - 18 mV/m) appear 
somewhat larger than the one noted by Suski  et al.   [  7  ]  for sand (2.8-3.8 mV/m). 
However, the coupling coef fi cients depend on the dam material as well as on the 
water conductivity and temperature. At the time of the survey in fall 2009, the water 
temperature was 8°C and its conductivity 1.94x10 -2  S/m.  

  Fig. 2    Seepage  fl ow-rate recorded at dam junction  [  5  ]  at four different periods       
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   Conclusion 

 Time-lapse S.P. measurements during emptying of the dam reservoir B allowed 
mapping an S.P. positive anomaly possibly related to seepage. Effective EK cou-
pling coef fi cients were estimated during emptying and could be used to predict S.P. 
anomaly with pressure gradient (or water level). Injection used before impounding 
in 2010 changed the temporal and spatial distribution of potential. Using difference 
between total potential and background potential was another way to discriminate 
self-potential sources. But gradient potential and pressure gradient moved in oppo-
site direction. Lab experiments and more  fi eldwork are underway to estimate the EK 
cross-coupling coef fi cient, to model the S.P. data with a variation of electrical con-
ductivity of the water in order to con fi rm the proposed interpretation.      
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  Abstract   A number of sinkholes were detected in a residential area located close to 
the northeast coastal side of the Arabian Peninsula. The sinkholes occurred suddenly 
with different sizes and a maximum depth of 31 m. Comprehensive investigation stud-
ies were conducted for understanding the causes of the sinkhole occurrence and to 
recommend remedial measures. Microgravity survey method was used for geophysical 
investigation of the area to detect subsurface cavities. The validity of the microgravity 
survey was con fi rmed after applying a drilling program. After 15 years, another micro-
gravity survey was conducted in selected locations of the same residential area for the 
purpose of verifying the current underground status and assessing its development. In 
this paper, the nature of the desert Karst terrain under study is described. The results of 
the two microgravity surveys are presented. The results con fi rmed the capability of the 
microgravity method to detect density anomalies and ground disturbances. The maps 
showed evolution of the anomalies in some locations within the studied area.  

  Keywords   Cavity • Detection • Geophysics • Microgravity • Sinkhole • Subsurface      

   Introduction 

 A residential area was developed around 30 years ago in a desert terrain located in 
the northeast coastal side of the Arabian Peninsula consisting of approximately 2500 
housing units and including community services. After eight years of construction, 
four major ground subsidence occurred in the form of sinkholes (SH1 through SH4). 
The events caused destruction of property and threatened human lives. An immediate 
action was taken by the government to evacuate and fence the affected area consider-
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ing it as a high risk area  [  1  ] . After  fi fteen years, four new sinkholes were observed 
during a recent investigation program. The  fi rst two sinkholes (SH5 & SH6) recorded 
in the evacuated area, while sinkhole SH7 occurred at its northeast corner, under the 
footing of high voltage tower. Sinkhole SH8 occurred in Sector A6. Figure  1  shows 
locations and distribution of the occurred sinkholes. More information on the sink-
holes including location, dimension, and present condition is listed in Table  1   .  

   Description of the Investigation Programs 

 Upon the occurrence of the sinkholes, several investigation programs were con-
ducted with the direct association of Kuwait Institute for Scienti fi c Research (KISR). 
The results revealed that the geological pro fi le is made of sandy overburden soil 

  Fig. 1    Sinkhole locations and distribution       

   Table 1    Ground Subsidence Records   

 Sinkhole# 
 Location 
(Sector)  Date of occurrence 

 Diameter/
length (m)  Width (m)  Depth (m)   

 SH1  A1  April 1988  15.0  -  31.0      OLD 
 SH2  A1  April 1988  4.0  -  7.0 
 SH3  A1  October 1988  7.0  -  9.0 
 SH4  A1  June 1989  8.0  2.0  1.4   
 SH5  A1  June 2004  4.8  2.6  0.83     NEW 
 SH6  A1  June 2004  1.5  -  0.54 
 SH7  A1  June 2004  5.6  5.0  0.4 
 SH8  A6  July 2004  7.0  -  6.0   
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uncomfortably overlaying Karst limestone bedrock. The cause of the sinkholes was 
attributed to the dissolution of the limestone bedrock and the subsequent raveling of 
the overburden soil cover. The affected area is located at the north-eastern edge of 
the Arabian Peninsula and bordered by the Arabian Gulf in the East. It is character-
ized by a typical desert environment with gentle ground slopes from about 270 m 
above sea level in the extreme south-western corner of the country towards the low-
lands in the northeast  [  2,   3  ] . 

 As part of the investigation programs, geophysical survey was carried out to 
investigate the existence of underground cavities and their lateral extent. Three tech-
niques were initially applied: resistivity, seismic cross-hole shooting and gravimet-
ric measurements. The resistivity technique was ineffective due to the presence of 
electrical services, bitumen or concrete surfaces and the possible presence of a dry 
saline crust at various depths. The seismic cross-hole shooting was expensive, and 
the resolution to be poor at the depth of the limestone bedrock layer. The gravimet-
ric testing (Microgravity method) was selected as it proved dependable, non-
destructive and risk free, Fig.  2 . The survey results were represented in contour 
maps delineating anomalies varying from negative to positive values. The negative 
values interpreted as low density subsurface layers and the possibility of existence 
of cavities. As the contour numbers increase into the positive numbers, the possibil-
ity of cavities existence is reduced.  

 The geotechnical investigation was also carried out in the investigation pro-
gram by drilling boreholes to depths reaching the limestone bedrock layer, up to 
the depth of 85 m. The geological pro fi le of the area consists of 31 m to 39 m of 
overburden comprising of dense to very dense sand, which is underlain by lime-
stone bedrock formation  [  4  ] . The soil-rock interface contains dark chert nodules 
and sandstone. The groundwater table was around the soil-rock interface level. 
From the drilling records, the cavities were encountered at several depths at the 
limestone formation.  

  Fig. 2    Site measurement using gravimeter equipment       
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   Microgravity Survey 

   Theoretical concept 

 The principal of any gravity survey is to identify areas of contrasting density by 
surface measurements of the disturbance produced in the earth’s gravitational  fi eld. 
The gravitational  fi eld is a function of: distance from the centre of the earth, cen-
trifugal acceleration due to the earth’s rotation, and distribution of the mass which 
is controlled by changes in the density of rocks in the earth. The theory of gravity is 
formulated in Newton’s law. This law states that a force (F) exerted on a mass (m 

2
 ) 

by a mass (m 
1
 ) is directly proportional to the product of the masses and is inversely 

proportional to the square of the distance between the centers of the masses. The 
unit is commonly called a gal. The survey method involves measuring the very 
small differences in gravitational force  fi eld, which are a function of the gravita-
tional acceleration due to the sum of the attraction of the Earth’s mass and the 
effects of its rotation. Full color residual anomaly maps are then produced, where 
the mass de fi ciencies indicated by negative residual anomalies.  

   Results of the fi rst microgravity survey (1989) 

 The  fi rst microgravity survey was carried out in the area after the occurrence of 
the sinkholes in 1989. The survey covered the whole residential area, sectors A1 
to A6. The microgravity survey produced contour maps delimiting the existence 
and extension of underground cavities, which were due to Karstic formations, in 
relation to known ground subsidence. For the microgravity stations, a mesh of 
12x12 m reduced to 5x5 m and 3x3 m in critical areas were measured. Figure  3  
shows the residual map for the whole affected area and the colors indicate the 
density level based on the anomaly value. Figure  4  indicates the extent and loca-
tion of the underground cavities (voids) inside the evacuated area. The sudden 
drop of the drilling heads during the drilling program proved the existence of the 
cavities. Accordingly, the highest risk area is determined to be within the  fi rst 
three sinkholes in sector A1.    

   Results of the second microgravity survey (2004) 

 After  fi fteen years, the second microgravity survey was carried out in 2004 cover-
ing the evacuated area and its vicinity. The main purpose of the second survey was 
to con fi rm the existence and update the status and development of previous anoma-
lies within the residential area. The survey emphasized on the highest risk area 
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speci fi ed in the  fi rst survey in sector A1 and other selected locations within the 
affected residential area. Around 1000 microgravity stations were measured with a 
mesh of 10x10 m reduced to 5x5 m in critical areas. The residual map for sector A1 
from the second survey is shown in Fig.  5 , which detects the extent and distribution 
of underground cavities. The existence and evolution of the anomalies from the  fi rst 
survey is con fi rmed.   

  Fig. 3    Residual map for the whole area,  fi rst microgravity survey       

  Fig. 4    Residual map for sector A1,  fi rst microgravity survey       
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   Comparison between the microgravity surveys 

 In order to assess the current condition of the underground cavities, its evolution and 
development, the results for the residual anomalies map of the two previous surveys 
were compared. Residual maps represent the density variation within the clastic soil 
sediments and the underlying limestone bedrock in terms of low positive and nega-
tive anomalies depending upon the geological conditions. By comparing the two 
residual maps, the anomaly values indicate the evolving nature of the Karst cavities 
or loose sand lenses for some locations within the fenced zone in sector A1. It is 
clear from the colors and the contour lines that the anomaly values around SH3 and 
SH5 has increased and extended. Therefore, the risk is increased in this area while 
this area was not occupied. The information was suf fi cient for the government 
of fi cials to decide on urgent treatment of this area.   

   Conclusions 

 Two microgravity surveys were conducted in a residential area affected by ground 
surface subsidence to detect underground Karst cavities. The time difference between 
the two surveys was  fi fteen years. The same method and professional experiences 
were used for the purpose of accurate comparison. The second survey detected the 
same general anomalies known from the  fi rst survey. Extension in size and amplitude 
of the anomalies were observed. The affected area is considered to be under an 

  Fig. 5    Residual map for sector A1, second microgravity survey       
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increasing risk of sinkhole development, although no residential activities took place. 
Survey results have shown that the microgravity method is a consistent and reliable 
technique for detecting the existence, location, and extent of Karst cavities.      
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  Abstract   The application of carbon  fi ber reinforced polymers (CFRP) in bridge 
construction was before 1991 unknown. Therefore the bridge owners did not want 
to rely only on the laboratory experiments made in the 1980ties. They asked for 
structural health monitoring. This was also in the interest of the involved R&D com-
munity. The used devices range from “old fashioned” demec gauges for off-line 
measurements to classical foil resistance strain gauges, self-sensing systems for 
unidirectional CFRP wires, and also sophisticated integrated  fi ber optical sensors 
with Bragg gratings. In the most important applications different independent sys-
tems were used in parallel. Twenty years are for devices which are exposed to out-
door weathering a fairly demanding time span. Therefore the surprisingly high 
reliability of most of these systems is a largely appreciated result. Applications on 
post-tensioned reinforced concrete bridges, stay cables, and pretensioned powerline 
pylons will be discussed.  

  Keywords   CFRP-gauge • CFRP-tendon • Demac gauge • Fiber optical sensor 
• Long-term reliability      

   Motivation 

 During the 1980ties visions have been developed for long span lightweight bridges 
made of carbon  fi ber reinforced polymers (CFRP)  [  1  ] . Also since about that time 
corrosion on suspender-, main- and stay- steel cables of suspended bridges are seri-
ously bothering bridge owners  [  2  ] . Additionally fatigue is a severe problem in the 
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cases of suspender- and stay- steel cables since such tendons are in use. In many 
cases also post- and pre-tensioning elements as well as classical reinforcing bars are 
concerned. Therefore some institutions in Europe, USA, Canada and Japan proposed 
the use of non-metallic tendons and reinforcing bars. Some few bridge owners and 
responsible authorities were willing to support the application of FRPs (Fiber 
Reinforced Polymers) however only under the condition that the long term behav-
iour of concerned structures was going to be monitored.  

   Case Studies 

   Mechanical strain gauge system 

 The mechanical strain gauge system, often called “demec gauge”, was developed as 
a reliable and accurate way of taking strain measurements at different points on a 
structure using a single instrument. Empa scientists are using this kind of devices in 
the laboratories and on construction sites since about one hundred years. The sys-
tem consists of an invar main beam with two conical locating points, one  fi xed and 
the other pivoting on a special knife edge. The points locate in pre-drilled stainless 
steel discs which are attached to the structure with adhesive. The movement of the 
pivoting point is to day measured by a photoelectric incremental length measuring 
device  [  3  ]  which is attached to a base plate on the invar beam. Design is such that 
thermal movement within the instrument is negligible. It has a digital readout of 
0.001 mm resolution and can be connected wireless to a lap top computer. The 
mechanical strain gauge system is ideal for use on many types of structure for strain 
measurement and crack monitoring. The gauge length in all cases discussed in the 
following sections is 200 mm. 

   Case Ibach Bridge   The Ibach Bridge was world’s  fi rst bridge being post-
strengthened with carbon  fi ber reinforced polymer (CFRP) strips. It is located near 
Lucerne/Switzerland. It crosses over the National Highway A2 (connecting Germany 
with Italy) and the Emme and Reuss rivers. The bridge is designed as a continuous 
beam structure with 7 spans and a total length of 228 m. In the span which crosses 
the six lanes of A2 a post-tensioning cable in a web was accidentally cut. The repair 
work was undertaken in the summer of 1991. Three CFRP strips with a total mass 
of 6.5 kg were bonded to the sof fi t of the bridge girder replacing the cut steel cable. 
In order to have obtained the same results with steel plates, 175 kg would have been 
necessary. Results of loading tests show that experimentally measured strains agree 
with the calculated values. For the loading test and the long term strain monitoring 
program 32 as called “demec points” (pre-drilled stainless steel discs) have been 
attached to the sof fi t of the bridge girder with adhesive. Eight gauge lengths were on 
concrete and the other eight pair wise in parallel on one of the three CFRP strips. 
During the last twenty years one “demec point” that means one of sixteen gauge 
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lengths was lost due to adhesive failure of a point on concrete. The principle of 
interpretation of the results of the long term strain measurement is explained in the 
following section. Until now (twenty years) the CFRP post-strengthening technique 
performed perfectly.  

   Case Oberriet Bridge   The two-lane bridge, build in 1963, crossing the border 
between Switzerland and Austria, links Oberriet to Meiningen. It crosses the river Rhine 
in 3 spans, 35 - 45 - 35 m as continuous steel/concrete composite girder (Fig.  1 ). 
Thorough investigations had shown that beside regular maintenance the concrete 
bridge deck was in need of transversal strengthening. This was obviously due to the 
fact that in 1963 the deck was designed for the standard 140 kN truck load. In 1996 
this standard truck load was 280 kN for this type of bridge. A total of 160 CFRP 
strips, each 80 mm wide, 1.2 mm thick and 4.2 m long were applied to the sof fi t of 
the deck with a spacing of 75 cm. The project is described in more detail in  [  4  ] . A 
typical arrangement of “demec points” is shown in Fig.  2 .   

  Fig. 1    View from 
underneath the Oberriet 
Bridge with the laterally 
post-strengthened concrete 
deck with CFRP strips 
(black)       

  Fig. 2    Measuring points 
for long term strain 
measurement on and beside 
the CFRP strips. Gauge 
length (arrow): 200 mm       

 

 



962 U. Meier et al.

 The change in strain as shown in Fig.  3  is due to change in temperature from 
summer to winter. As long as the strain lines proceed parallel there is perfect 
composite action between the concrete sof fi t and the CFRP strips. In general there 
is a good correspondence of the strain with the temperature as can be expected. 
These results are fully satisfactory.   

   Case Historic Covered Wooden Bridge in Sins   This covered wooden bridge, 
constructed in 1807, crosses the Reuss River and consists of two spans, each of 
30.8 m length. Problems arose with the crossbeams. Under the permissible load of 
200 kN per vehicle the oak beams exhibited excessive de fl ections. To limit these 
de fl ections the beams subjected to the highest loads were successfully stiffened in 
1992 with CFRP strips having a longitudinal modulus of elasticity of 300 GPa 
(Torayca M46 carbon  fi ber). Similar to Ibach- and Obberriet Bridge demec points 
have been installed on the CFRP strips and on the wooden crossbeams. In contrast 
to the RC Oberriet Bridge where the temperatures had a strong in fl uence on the 
strains, the temperature has almost no in fl uence on the strains in the wooden 
bridge. The results show that the strong in fl uence factor is humidity. A good 
correspondence between the strains and humidity cycle can be observed (for 
details see  [  5  ] ).  

   Conclusions for the Mechanical Strain Gauge System   Within the three projects 
described above a total of 156 demec points have been installed during a time period 
of 14 to 20 years. Only one single point failed. Using the described con fi gurations all 
possible kinds of drifts become for the applications discussed negligible. The long 
term reliability of the mechanical strain gauge system used to monitor the behaviour 
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of the externally bonded CFRP strips was instrumental to build up con fi dence into 
this novel CFRP strengthening technique.   

   Coin tapping technique to detect delaminations 

 ASTM D4580 is proposing among others an electro-mechanical sounding proce-
dure with an electric powered tapping device for the detection of delaminations 
of concrete overlays on bridge decks. For CFRP strips externally bonded to con-
crete, wood or metals the coin tapping technique is by far suf fi cient. It involves 
striking the CFRP strip with a large coin. Areas where delaminations have 
occurred have an audible acoustic response that contains different frequencies 
than areas where the adhesion is perfect. This process is subjective, but it has 
been proved to be very effective and ef fi cient since 1982. Coin tapping is also 
used extensively at present to detect the debonding of honeycomb structures in 
aircraft industry.  

   Replica technique 

 Beside the long term behaviour of the adherence of externally bonded CFRP 
strips also the outdoor weathering behaviour of the CFRP strips had been doubted. 
Therefore a surface monitoring was needed. When it is not possible to put speci-
mens into the scanning electron microscope (SEM), the replica technique can be 
employed to examine surface features  [  6  ] . Replicas may be negative (single 
stage) or positive (double stage). The procedure is the following: wet a strip of 
cellulose acetate replicating tape with acetone and apply it with light pressure to 
the CFRP strip. After it dries completely, strip it from the substrate, turn the 
replica over and tape it to a glass slide. Afterwards sputter the replicas with gold 
and examine it by a SEM. 

 In the case of the CFRP strips of the Ibach Bridge this technique with negative 
replicas has been used. At the same time when the CFRP strips had been installed 
on Ibach Bridge in summer 1991 the same type of strips had been placed on 
inclined racks oriented at the sun. These racks are at an angle of 45 degrees in the 
southerly direction on a roof of the Empa laboratories in Dubendorf. Figure  4  
(CFRP strip from the sof fi t of Ibach Bridge) shows the  fi ber-print on the outermost 
layer of EP matrix which has been pulled off by the replica technique. The visual 
and light microscopic inspection revealed not any damage due to outdoor weather-
ing. In Fig.  5  with the same type of CFRP strip, however exposed to the sun, the 
situation is different. Contrary to Fig.  4   fi bers and UV-degraded epoxy matrix have 
been pulled off.    
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  Fig. 4    SEM image of 
negative replica of surface 
of CFRP strip after 
18 years of outdoor-
weathering under the sof fi t 
of the Ibach Bridge       

  Fig. 5    SEM image of 
negative replica of surface 
of CFRP strip after 18 years 
of outdoor-weathering 
exposed to the sun on a 
inclined rack       
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   Fiber bragg grating (FBG) sensors and resistive 
Strain gauges (RSG) 

   Introduction   Resistive foil strain gauges (RSG) are state-of-the-art in experimental 
mechanics since more than  fi fty years. They have also been used fairly often in 
structural health monitoring. Fiber optic sensors are potentially very well suited for 
such applications. Measurable variables are mainly temperature, electrical current, 
strain and pressure. Optical  fi bers and sensors are often promoted to work in 
electromagnetic  fi elds, at high temperature and humidity, or in aggressive chemical 
environment. Especially  fi ber Bragg grating (FBG) sensors have been demonstrated 
to operate in applications from airplanes to civil infrastructure like dams and bridges. 
The following sections are mainly based on  [  7  ] .  

   CFRP cables   The key problem facing the application of CFRP cables and thus 
the impediment to their widespread use in the future is how to anchor them. The 
outstanding mechanical properties of CFRP wires are only valid in the longitudinal 
direction. The lateral properties including interlaminar shear are relatively poor. 
This makes it very dif fi cult to anchor CFRP wire bundles and obtain the full static 
and fatigue strength. The Empa has been developing CFRP cables using a conical 
resin-cast termination. The evaluation of the casting material to  fi ll the space 
between the cone of the termination and the CFRP wires was the key to the problem. 
This casting material, also called load transfer media (LTM) has to satisfy multiple 
requirements: (i) The load should be transferred without reduction of the high long 
time static and fatigue strength of the CFRP wires due to the connection. (ii) 
Galvanic corrosion between the CFRP wires and the steel cone of the termination 
must be avoided. It would harm the steel cone. Therefore the LTM must be an 
electrical insulator. 

 The conical shape inside the socket provides the necessary radial pressure to 
increase the interlaminar shear strength of the CFRP wires. The concept is demon-
strated in the Fig.  6 a,   b using for this example a one-wire-system. If the LTM over 
the whole length of the sockets is a highly  fi lled epoxy resin there will be a high 
shear stress concentration at the beginning of the termination on the surface of the 
CFRP wire (Fig.  6 a). This shear peak causes pullout or tensile failure far below the 
strength of the CFRP wire. One could avoid this shear peak by the use of an un fi lled 
soft resin. However this would cause creep and an early stress-rupture. The best 
design is shown in Fig.  6 b. The LTM is a gradient material. At the load side of the 
termination the modulus of elasticity is low and continuously increases until reach-
ing a maximum. The LTM is composed of aluminium oxide ceramic (Al 

2
 O 

3
 ) gran-

ules with a typical diameter of 2 millimetres. All granules have the same size. To get 
a low modulus of the LTM the granules are coated with a thick layer of epoxy resin 
and cured before application (Fig.  7 , left, top). Hence shrinkage can be avoided later 
in the socket. To obtain a medium modulus the granules are coated with a thin layer. 
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a b  Figures 6a and b    Stress 
build-up in LTM       

  Fig. 7    Gradient anchorage 
system for CFRP wires       

To reach a high modulus the granules are  fi lled into the socket without any coating 
(Fig.  7  left, bottom). With this method the modulus of the LTM can be designed 
tailor-made. The holes between the granules are after all  fi lled by vacuum-assisted 
resin transfer molding with epoxy resin  [  8  ] .     
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   Bridge over the Kleine Emme   The bicycle and pedestrian single span bridge 
over the River “Kleine Emme” near Lucerne (Fig.  8 ) was built in October 1998. 
The bridge deck is 3.8 m wide, 47 m long and is designed for the maximum load 
of emergency vehicles. The superstructure is a space truss of steel pipes in 
composite action with the steel rebar reinforced concrete deck. The bottom chord, 
a tube of 323-mm diameter, was post-tensioned with 2 CFRP cables inside the 
tube. Each cable was built up with 91 pultruded CFRP wires of 5-mm diameter. 
The post-tensioning force of each cable is 2.4 MN. Therefore the CFRP wires are 
loaded with a sustained stress of 1350 MPa corresponding to approximately 
8000µm/m. 

 This project saw the  fi rst ever use of CFRP wires with integrated  fi ber optic 
Bragg gratings (FBGs) for this kind of application. They have been directly embed-
ded during the pultrusion process in the middle of the CFRP wires (Fig.  9 ). This 
procedure allows placing FBGs not only in the free span of the wires but also in the 
zone of the anchor head with the critical strain decay  [  9  ] . The continuous monitor-
ing and optimization of future production processes for high-grade CFRP wires will 
obviate the need for time-consuming  fi nal quality assurance checks. Where the pro-
jected application requires incorporation of sensors into the CFRP wires, these may 

  Fig. 9    SEM: CFRP wire 
with a Bragg grating sensor, 
Ø 100  m m       

46.80m

3.80m

2 CFRP cables 

  Fig. 8    Bridge over the River Kleine Emme with CFRP bottom chord and FOS       
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be integrated at the production stage for process monitoring. The strain (Fig.  10 ) 
and temperature (Fig.  11 ) signals from the sensors were monitored and analyzed 
already during production.    

 The two parallel-wire bundles were assembled in Dubendorf by Empa and BBR, 
wound onto 2.5-m-diameter reels and transported to the bridge site in Emmen. Each 
cable has four active CFRP wires and a dummy wire with several embedded FBGs. 
Since October 1998 these cables have tensioned the bottom chord of the new bridge over 
the River Kleine Emme. The sensors used for process monitoring during production 
now serve to monitor cable strain and thus the post-tensioning force in the bottom chord. 
The measured values spread with time inside a band of about 100µm/m. The temporal 
variation is mainly due to temperature changes. The sensor system showed early fail-
ures. Eight FBG failed out of a total number of 21, all of them in the free span (high 
strain) of the same cable. It is assumed that the failures can be attributed to break of 
FBGs and slippage of FBGs due to poor embedding, high  fi ber stress inside the CFRP 
wire and slippage due to voids and poor interface adhesion, respectively. These failures 
can be considered as early failures in the  fi rst four years. Such failures typically occur at 
the beginning of the so called bath-tube curve (failure rate versus time, with early failure 
period, constant failure rate, and wear out period). The steady state failure rate is assumed 

  Fig. 11    Temperature signals 
during pultrusion       

  Fig. 10    Strain signals from 
Bragg grating during 
pultrusion of 5 mm CFRP 
wires       
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to be much lower - at least one or two orders of magnitude. Fiber Bragg grating (FBG) 
sensors made it for the  fi rst time possible to monitor the strain along the CFRP wires 
within the gradient anchorage system (Fig.  12 ). None of those FBGs failed.   

   Stork Bridge   The Stork Bridge in Winterthur, erected in 1996, is situated over the 
18 tracks of the railroad station in Winterthur and has a central A-frame tower 
supporting two approximately equal spans of 63 and 61 meters (Fig.  13 ). The cables 
converge at the tower top are rigidly anchored into a box anchorage at the apex of 
the A-frame. The superstructure has two principal longitudinal girders (HEM 550, 
Fe E 460) spaced at 8 m and supporting a reinforced concrete slab. At the anchorage 
points of the stay cables, there are cross girders (IPE 550, E 355). Longitudinal 
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  Fig. 12    Strain inside 
gradient anchorage system       

  Fig. 13    Cable stayed Stork Bridge in Winterthur crossing 18 tracks of the Swiss Railways       
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girders and concrete slabs are connected with shear bolts and work as composite 
girder system.  

 The CFRP cable type used for the Stork Bridge (Fig.  14 ) consists of 241 wires 
each with a diameter of 5 mm. This cable type was in the laboratory subjected to a 
load three times greater than the permissible load of the bridge for more than 10 
million load cycles. This corresponds to a performance several times greater than 
that which can be expected during the life cycle of the bridge. The gradient anchor-
age system  [  8  ]  is the same like for the Kleine Emme Bridge.  

 The strain of the CFRP cables was measured using sensing systems based on 
 fi ber optic Bragg gratings (FBGs) and electrical resistance strain gauges (RSGs) 
due to their high resolution, low drift, and high reliability  [  10  ] . The redundant use 
of sensors not only increases the reliability of the measurements but also allows 
drawing conclusions about the actual reliability and measurement uncertainty of the 
sensing systems. In conjunction with the applications, also appropriate sensor life-
time testing is performed. 

 In the application Stork Bridge FBGs were surface adhered to loaded wires and 
to dummy wires used for temperature compensation. Some FBGs were pre-strained 
on dummy wires (not loaded) to a level of 2500 µm/m to monitor creep due to 
delamination of the  fi ber coating or the epoxy adhesive. The working load on the 
regular CFRP wires is moderate and corresponds to an average strain of about 1200 
µm/m. The sensor system is operational since April 1996 without any reliability 
problems. Important information about the reliability of the  fi ber optical monitoring 
data on the Stork Bridge can be derived from the FBGs on the so-called dummy 
wires. Four of the seven FBGs per cable are installed on not loaded wires for both, 
temperature compensation and creep monitoring. The temporal strain evolution of 
the pre-strained FBGs corresponds to that of the un-strained FBGs. In any case of 
slippage or creep the pre-strained FBGs would show a negative drift tendency. This 
result con fi rms the fault-free operation. 

  Fig. 14    CFRP Cables 
(Parallel Wire Bundles) with 
241 wires and a load-bearing 
capacity of 12 MN       
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 For each monitored cable a  fi ber with seven FBG was used as shown in Figs.  15  
and  16 . The  fi ber sensors were adhered with epoxy adhesive to the surfaces of the 
CFRP wires. Only the FBG A1, A2 and A3, are used to record strain of the cable. 
The others are attached to unstrained CFRP wires and serve for compensation and 
self monitoring as explained above. The FBG D1 and D2 are attached unstrained to 
the wires whereas F1 and F2 are adhered in a pre-strained state. Besides sporadic 
FBG measurements the cables are monitored continuously with resistive strain 
gauges (RSG). In Fig.  17  the comparison of FBG ( fi lled markers) and RSG (open 
markers) measurements for a period of fourteen years are shown. The change of the 
measurements due to environmental conditions is synchronous. The difference 
between FBG and RSG measurements increases at a rate of about 4µm/m/year. The 
RSG measurements have a slightly higher resolution, however, the FBG have in this 
case better stability over time and the increasing difference can be attributed mainly 
to the RSG system  [  7  ] . In case of the Stork Bridge the best suited epoxy adhesive 
(out of selected samples) was identi fi ed by an accelerated aging test  [  11  ] . However, 

A2

A1

D1

D2 F1

F2

A3

  Fig. 15    Cross section 
of CFRP-cable with positions 
of FBG sensors       

CFRP wire loaded

CFRP wire not loaded

FBG

A1

D1 D2

A2 A3

F1 F2

A1

D1 D2

A2 A3

F1 F2

  Fig. 16    Meander structure 
of sensor  fi ber accessible 
from both sides       
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any documented  fi eld behaviour at that time was not known. Of 14 FBG 10 are 
strained and did not fail during 14 years. So far none of the FBG failed.    

 The most important measurements are those of the relative displacement between 
the anchorage cones of the terminations  [  8  ]  and the load transfer media (LTM). 
As expected there is a relative displacement due to creep in function of time. 
However all displacement curves show clear signs of levelling out. These results 
(Fig.  18 ) are fully matching the earlier high expectations.  

 In the case of the Stork Bridge in 1996 a total of 22 RSGs have been installed. 
Four of them failed within 14 years. There is a high probability that three of the four 
RSGs failed due to a lightning strike.  
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  Fig. 17    Strain measured with FBG and RSG on the Stork Bridge       
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   Conclusions   The two investigated examples of Kleine Emme and Stork 
Bridge have shown a large contrast in reliability parameters and therefore the 
suitability of such non-repairable systems for monitoring or safety purposes is 
questionable. No failure occurred in nearly 200 cumulated FBG operation years 
at the Stork Bridge while at the bridge over the Kleine Emme 8 of 21 FBG 
failed in 180 cumulated FBG operation years. This does not indicate an intrinsic 
problem of the  fi ber system because the same  fi ber and FGB were used at both 
locations. Main differences however exist in the details of implementation and 
the applied strain on the FBGs. In the case of Kleine Emme Bridge the FBGs 
were embedded into the wires within an experimental industrial pultrusion 
process. Pre-damage was possible. It was the  fi rst application of this kind. No 
practical experience was available. The strains are as high as ~8000  m m/m. In 
the case of the Stork Bridge the attachment of the FBGs was controlled, without 
pre-damage, with a highly established method similar like with conventional 
RSGs. The strains were below 3000  m m/m. Therefore, in order to achieve useful 
levels of reliability over decades, only well established and controllable methods 
for the attachment of the FBGs should be used and strain should be kept as low 
as feasible. As shown for the Stork Bridge, high reliability over decades can be 
achieved by a combination of hardware redundancy, redundancy in the 
measurement process, i.e. light access from both sides of the  fi ber system, and 
reliable components.   

   Self-sensing system for unidirectional CFRP wires 

 Already in 1969 single carbon  fi bres have been strained and their electrical resis-
tance monitored continuously  [  12  ] . On straining, the resistance of the  fi bers 
increased. There was no detectable hysteresis when the strain was cycled and no 
permanent change in resistance. The fractional change in resistance of a  fi ber 
versus strain graphs showed a small initial curvature followed by a long straight 
region. It has been shown  [  13  ]  that the crystallites in carbon  fi bers become more 
highly oriented when the  fi ber is strained. The graphite crystallite has marked 
electrical anisotropy, the resistivity parallel to the c axis being of the order of 10 3  
times the resistivity perpendicular to the c axis; consequently any reorientation 
during straining will have a marked in fl uence on the electrical resistance of  fi bres. 
Carbon  fi ber reinforced polymers are composed of the electric conductive carbon 
 fi bers and the matrix polymer, which is an insulator. Self-sensing systems have 
been reported utilizing the change of electric resistance of unidirectional CFRP 
laminates due to breakage of  fi bres during loading. The following sections discuss 
an application of the electrical resistivity for SHM on highly pre-stressed unidi-
rectional CFRP wires. 

 The future for sustainable high performance precast concrete elements looks 
very bright. An important key technology might be the spun concrete pre-stressed 
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with wires of unidirectional CFRP. An example of this novel technique is the 
described precast spun concrete pylon for overhead power lines. One fundamental 
long-term aspect that had to be assessed for validating this novel technique is the 
loss of pre-stressing force in the CFRP wires due to creep of the concrete and 
potentially due to loss of bond between the CFRP wires and the surrounding high 
strength concrete. By the way: the stress relaxation of the CFRP wires themselves 
is negligible. 

 In 1994 Empa initiated a R&D project in co-operation with the SACAC Company, 
which is producing prefabricated concrete elements. One aim of this project was to 
investigate the structural principles of pre-stressed CFRP reinforcement and high 
strength concrete for the production of tubular bending elements like pylons  [  14  ] . 
A  fi rst full-scale  fi eld project was started in the year 2000. The Power Companies of 
North-Eastern Switzerland (NOK) decided to install a pylon of this type for the  fi rst 
time in a high-voltage power line  [  15  ] . A 27 m high pylon was produced for this 
project using an adapted pre-tensioning-spinning process  [  14  ] . The conical pylon 
had an external diameter of 847 mm at the bottom and 529 mm at the tip with an 
average wall thickness of 48 mm. The pylon weighed just 6’000 kg. This corre-
sponds to a weight reduction of 40% in comparison to a traditional steel-reinforced 
concrete pylon for the same application. A centric overall initial pre-stressing of 1.0 
MN was produced via 40 CFRP pre-stressing wires of 5.0 mm diameter. After ini-
tial pre-stress losses the following stresses were observed: 1’100 MPa on the CFRP 
wires, -7.5 MPa on high strength concrete at the foot and -13.8 MPa at the tip of the 
pylon. A rolltruded CFRP tape (0.5…1 mm thick, 13 mm wide) was helically wound 
around the pre-stressing tendons serving as shear reinforcement. 

 Figure  19  shows the measurement principle of the self-sensing system. A cur-
rent is guided through the CFRP wires with contacts at the positions I+ and I-. 
Several electrical connections allow the measurement of the voltage drop along the 
wires. After painting epoxy-based silver paint on the locally polished wire contact 
surfaces, the silver paint dried and conventional lead wires of copper were placed 
on the electrodes. Silver paint was used here again for  fi xing the wires at the silver 
paste electrodes. After this, the electrodes were covered with epoxy resin and 
 fi nally with a sealing compound to protect them. The system is equivalent to a four 
wire resistivity measurement. Low resistance values and high temperature depen-
dence of the resistivity are main obstacles. The resistance per section is around 
0.8 W . The monitoring system is solar powered and therefore only an excitation 
current of 100 mA was used resulting in a voltage drop of only 80mV. A strain of 
1 µm/m corresponds to a voltage change of about 0.2 µV. To improve resolution 

I+ I -

UUU U 

  Fig. 19    Principle for the strain measurement on CFRP the CFRP wires       
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and also to compensate thermo electrical voltages, the current was reversed 
 continuously and long integration times were used and a high stability current 
source was constructed with a short time stability of a few ppm. Also the tempera-
ture has strong in fl uence on the measurement. The temperature coef fi cient of resis-
tivity is around -430ppm/K corresponding to an apparent strain of ca. -200µm/m/K. 
To compensate temperature effects a dummy tendon was installed inside the pylon. 
Another challenge was to assemble the tendons in a way the contacts could survive 
the harsh production process (centrifugal casting of the concrete) and that the con-
tacts were not sheared off in operation.  

 The pylon is monitored remotely since its installation in 2001. It is an autono-
mous monitoring system built around a low power single board computer (SBC) 
running Linux. The sensing system comprises eight monitored CFRP wires each 
with four measurement sections (Fig.  19 ), nine temperature, one humidity, four con-
ventional resistance strain gauges and means to check the battery voltage and the 
solar panel current. The main components for the measurement system are a 24 bit 
ADC (analog to digital converter), a precision current source and some sixty bistable, 
dual contact, low thermal voltage relays. The relays connect the various sources to 
the ADC and also the current source to one of the monitored CFRP wires. 
Measurements are performed at regular intervals and the results are stored. Via a 
cellular phone, it is possible not only to download the stored data, but also to com-
pletely control the Linux system via remote login. The system can also be pro-
grammed to send status reports and alerts by SMS either automatically or as a 
response. The complete system consumes less than 10 W and runs on a battery 
charged by a solar panel. 

 Each of the monitored CFRP wires of the pylon has four monitored sections of 
0.8 m. In Fig.  20  the measurement results of  fi ve wires in the  fi xture section are 
given. The main problem is to make adequate temperature compensation because 
the compensation wire is located inside the pylon hanging in the in air and not being 
integrated in the wall, therefore having different temperatures. To alleviate the situ-
ation only measurements taken around four o’clock in the morning are shown when 
the temperature distribution is expected to be homogeneous. Considering seasonal 
changes, a decrease of the wire’s pre-strain of about 500 µm/m over  fi ve years can 
be observed. Detailed information is presented in  [  16,   17 ].    
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   Conclusions 

 The application of carbon  fi ber reinforced polymers (CFRP) in construction, 
 especially in post-strengthening and rehabilitation is well known and mostly 
accepted today. Without successful performance monitoring on CFRP pilot projects 
with the means of the structural health monitoring this would not have been possi-
ble. As has been shown these means contain not only sophisticated tools like  fi ber 
optical sensors but also proven old fashioned devices similar to demec gauges.      
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  Abstract   The damage localization strategy reviewed here rests on the fact that 
stress  fi elds that can be computed from the kernel of changes in transfer matrices are 
identically zero over the subset of the domain where damage (reductions in stiff-
ness) have taken place. Damage can be located, therefore, by extracting these loads 
and inspecting the associated stress  fi elds. In structures identi fi ed from output sig-
nals it is not possible to compute changes in transfer matrices but the methodology 
can be used by replacing the transfer matrix change with a surrogate that shares the 
same null space. The paper reviews the essential theory and discusses the issues that 
arise when the strategy is applied in practice.  

  Keywords   Damage localization • Damage Locating Vector • DDLV • DLV 
• System identi fi cation      

   Introduction 

 A model updating approach to damage characterization proves dif fi cult because the 
free parameter space needed given all the possible damage scenarios is usually large 
and the formulation proves ill-conditioned. The key to resolving this dif fi culty 
resides in decoupling damage localization from quanti fi cation and  fi nding ways to 
solve the localization problem without the need to explicitly select a free parameter 
space. The null space strategy reviewed in this paper has been developed in a 
sequence of papers over the last decade  [  1-  5  ]  and is based on the idea that damage 
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can be located by inspecting stress  fi elds induced by loads for which the response is 
unaffected by the damage; a key result being a proof that when equal response is 
realized the stress  fi eld is identically zero over the damaged region. Stripped to the 
bone the methodology contains two parts: 1) extraction of the appropriate loads and 
2) calculation of the associated stress  fi elds.   For the strategy to be meaningful it 
is necessary that the excitations used to locate the damage be obtained in a data-
driven fashion, which implies that only excitations de fi ned in sensor coordinates are 
of interest. The damage locating excitations have been designated as Damage 
Locating Vectors (DLV), when they are static, and dynamic DLVs, or dDLVs, 
otherwise.  

   Damage Locating Vector Approach (DLV) 

 Let the structure have  m  sensors and the  fl exibility matrix de fi ned in the coordinate 
of these sensors for the R (reference) and the D (damaged) states be F 

R
  and F 

D
 . 

Assume that there is a load distribution     �    for which displacements at the measured 
coordinates are identical in the R and the D states, namely

     RF = D�    (1)  

     DF = D�    (2)   

 Subtracting eq. 2  from eq. 1  one has

     ( )D RF F DF· 0- = =� �    (3)  

which shows that the necessary and suf fi cient condition for the loads     �    to exist is 
that the change in the  fl exibility matrix be rank de fi cient. 

  Theorem:  Provided that the changes between the states R and the D are all reduc-
tions (or increases) in stiffness the stress  fi eld due to     �    is identically zero over the 
damaged part of the domain. 

  Proof:  Assume the domain is divided into two parts  W  
U
  and  W  

D
  in such a way that in 

the damaged state all the damage is contained within  W  
D
 . Let the stress  fi eld due to 

the vector     �    acting on the reference state over these two regions be  s  
1
  and  s  

2
 . 

Assuming linear behavior the stress and the strain tensors are related by some matrix 
E and one can write

     
U D

T T
R 1 1 1 2 2 2

1 1
U E dV E dV

2 2W W

= e e + e eò ò    (4)  

where U 
R
  is the strain energy and typically E 

1
  = E 

2
  in the R state; needless to say, the 

matrix E can be a function of the spatial coordinates. Applying the principle of 
 virtual work and restricting the virtual displacements to variations that are zero at 
the location of the sensors (where the loads     �    are acting) one has
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     (U) 0d =    (5)   

 Namely, at equilibrium the strain energy is stationary with respect to any 
variation in the strain  fi eld that integrates to zero at the loaded points. 
Recognizing that the strain energy in the R and D states are the same (since the 
loaded points move identically) and that the stationary point is a minimum, one 
can write

     
U D U D

T T T T
1 1 1 2 2d 2 1 1 1 2 2 2

1 1 1 1
E dV E dV E dV E dV

2 2 2 2W W W W

e e + e e ³ e e + e eò ò ò ò    (6)  

where the subscript  d  in the strain to stress E 
2
  of the left side indicates that these are 

the values in the damaged condition. From eq. 6  it follows that

     
D D

T T
2 2d 2 2 2 2E dV E dV

W W

e e ³ e eò ò    (7)   

 Accepting that the damage can be parameterized as

     2d x, 2y,zE E= a    (8)  

where  a  
x,y,z

  is a scalar function of spatial position one has

     
D D

T T
x,y,z 2 2 2 2 2 2E dV E dV

W W

a e e ³ e eò ò    (9)  

which can only be satis fi ed if  a  >1 at some points (since the expressions are 
quadratic forms) of if  e  

2
  = 0, in which case both sides equal zero. Since we 

operate under the premise that damage does not increase the stiffness one con-
clude that the only alternative is that for the vector     �    the strain  fi eld is zero 
over  W  

D
 . 

   Resolution 

 Let there be a grid of points placed throughout the structure so instead of a continu-
ous stress  fi eld we can refer to stresses at  n  points. Let  s  

j
  be the stress at the j th  point 

(potentially multi-valued) and let b 
1
  b 

2
 ,.. b 

m
  be the collection of values due to unit 

loads acting at coordinates, 1,2,..m. Since the structure is linear for any given loading 
in sensor coordinates,  p , the stresses are 

     

11 r

2

n

b . b

.p

.

sì üé ù
ï ïê ú sì üê ú ï ïï ï ï ïê ú =í ý í ý

ê ú ï ï ï ï
î þê ú ï ï

ê ú sï ïë û î þ

   (10)   
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 Let the rows in eq. 10  be organized such that the points affected by the damage 
appear at the top of the  rhs  vector. If the change in the  fl exibility matrix proves rank 
de fi cient there is at least one vector  p  for which

     { }T

B

b 0

b 2

é ù ì ü
= í ýê

û þsú
ë î

�    (11)  

where we’ve taken p =     �    and     s 2    is the vector that has all the undamaged points in 
the discretization. From the top partition of eq. 11  one can see that     �    is in the null of 
b 

T
  and from the bottom partition one has

     Bb2s = �    (12)   

 Any region of the structure where the entries in     s 2    are zero cannot be theoreti-
cally separated from the actual damage by changes in  fl exibility. Examination shows 
that the spatial resolution limit is not dependent on the structural discretization but 
it may depend on the sensor arrangement.  

   Damage parameterization and rank de fi ciency 

 To illustrate how parameterization of the damage (in simulations) can affect 
results consider a simple beam with 4 equally spaced sensors in the transverse 
direction as depicted in   Fi g.1 a. Let there be two damage locations, centered at 
29.5% and 69.5% of the length from the left support, each one having a length 
of 1% of the total span. If the damage is modeled as distributed there are no 
perfect DLVs because the change in the  fl exibility is full rank. The singular 
values of DF, normalized to a maximum of one, prove to {1, 0.077, 0.00002, 
0.00001}. One notes, however, that the last two singular values are very small, 
suggesting that there are two “near” DLV vectors. This is, of course, the case 
since modeling the damage as the appearance of a spring makes the change in 
 fl exibility rank two and there are two perfect DLV’s. The moment diagram for 
the last two singular vectors treated as loads (in the distributed damage case) are 
shown in   Fi g.1 b, c as can be seen, the in fl ection points are located at the center 
of the damaged locations.   

   Implementation 

 Since one cannot get exact changes in  fl exibility from data and there is generally 
model error in the computation of the stress  fi elds the DLV localization has to be 
carried out using  fi nite thresholds. Practical implementation requires the following 
decisions: 1) which singular values are small enough to treat the associated vectors 
as DLVs, 2) how should stress  fi elds from multiple DLVs be combined and 3) when 
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is a stress suf fi ciently low to be treated as effectively zero. The procedure developed 
in  [  1  ]  can be summarized as follows:

    1.    For each one of the  rhs  singular vector of DF compute the stress  fi eld. Convert 
the stresses over each  fi nite element into a characterizing stress. The character-
izing stress should be such that a zero value implies zero strain energy in the 
element and is otherwise positive. Designate the maximum characterizing stress 
for load vector j as c 

j
 . Normalize the characterizing stress distribution to a maxi-

mum of unity and designate this as the normalized stress index  nsi.   
    2.    For each of the  rhs  singular vectors compute the product     j jc s   . Compute the 

normalized value of the previous product by dividing each value by the largest 
value for any singular vector and designate this normalize index as  svn , namely

     

2
j j

j 2
q q

s c
svn

s c
=    (13)  

where the subscript q in the denominator refers to the largest value of the prod-
uct.  Potential DLV vectors are those with     svn 0.2£   .  
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  Fig. 1    DLV localization of damage – damage is 10% reduction of EI on two sections of 1% of 
the beam length centered at 0.295 and 0.695; (a) location of sensors, (b) from 3 rd  singular vector 
(c) from 4 th  singular vector       
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    3.    Compute the weighted stress index for every element as follows

     

ndlv
i

i 1 i

{nsi}

svn
WSI

ndlv
==
å

   
(14)

  

where     svn max(svn,0.015)=    and  ndlv  is the number of DLV vectors. Take the 
set of potentially damaged elements as those for which WSI <1.       

   Dynamic Damage Locating Vector Approach (dDLV) 

 Writing the input output relations in the Laplace domain for the R and the D states 
and postulating that the loading leads to identical response, one gets, after 
subtracting 

     m,r m, r

m,r m, r

G G (s) 0

G G 0 0

D Dé ù ì ü ì ü
=í ý í ýê úD D î þ î þë û

�    (15)  

where the columns are re-order so the coordinates with inputs appear  fi rst in the 
input vector. The notation used in eq. 15  is  m  and  r  for measured output and input 
coordinates and the same variables with a supra-bar for the unmeasured parti-
tions. It is shown in  [  2  ]  that if there is at least one collocation the dDLV vectors 
(in the Laplace domain) can be computed from the null space of     m,rGD    (which is 
available from the identi fi cation). Time domain dDLVs are computationally 
expensive but their evaluation can be avoided by operating entirely in the Laplace 
domain. In particular, a dDLV vector in the s-domain can be applied to the struc-
ture (in the s-domain) and the resulting complex stress  fi elds used to determine 
the position of the damage. Speci fi cally, with the measured coordinates appearing 
 fi rst it can be shown that a static load that induces a stress  fi eld that is zero over 
the damage is

     
12 (s)

L(s) K· Ms Cs K
0

- ì ü
é ù= + + í ýë û

î þ

�
   (16)   

   Implementation 

 The approach taken in  [  2  ]  to decide on the existence of dDLVs is to make the deci-
sion on the basis of whether there are DLVs at s = 0. In other words, if the check for 
the existence of DLVs is positive then it is assumed that there are dDLVs. The 
approach is theoretically consistent because when the  fl exibility is rank de fi cient 
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there is a guarantee that the change in the transfer matrix is also rank de fi cient 
(provided that there are only changes in stiffness).   

   Stochastic DLV Approach (SDLV) 

 Due to space limitations we outline only the extension of the DLV approach to the sto-
chastic case, i.e, the SDLV approach. The extension of the dDLV scheme to the SdDLV 
approach follows essentially the same logic and can be found in  [  3  ] . The input to state and 
state to output description of a linear time invariant system can be written as

     c cx(t) A x(t) B u(t)= +�    (17)  

     c cy(t) C x(t) D u(t)= +    (18)  

where the matrices {A 
c
 , B 

c
 , C 

c
  and D 

c
 } are the transition, the input to state, state to 

output and direct transmission matrices. It can be shown that the  fl exibility matrix 
(at the sensors) can be expressed as a function of the realization matrices and the 
result is

     
(1 p)

c c cF C A B- += -    (19)  

where p = 0,1 or 2 when the measured output is displacement, velocity or accelera-
tion, respectively. When a system is identi fi ed from operational loads the matrices 
B 

c
  and D 

c
  are undetermined so the  fl exibility at the sensors cannot be computed 

using eq. 19 . The key to the extension developed in  [  3  ]  lies in the fact that the B 
c
  

matrix associated with a collocated input distribution can be shown to satisfy

     c cHB LD=    (20)  

where

     

1 p
c c

cp
c c

IC A
H B and L

0C A
  

-

-

é ù
ê ú
ë û

é ù
= = ê ú

ë û    (21a,b)  

from where

     
*

c cB H LD Null(H).v-= +    (22)  

where v is an arbitrary vector of appropriate dimension and the -* stands for pseudo-
inversion. Assuming that the identi fi ed order is restricted to no more than twice the 
number of sensors the matrix H is expected to be full rank and the second term on 
the rhs of eq. 22  vanishes. Accepting the truncation imposed by the limit on the order 
one gets, from eqs. 19  and  22 

     cF RD@    (23)  
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where

     
1 p *

c cR C A H L- -= -    (24)  

therefore, 

     D R cR D cDF (R R )D R D@ - + d    (25)   

 In eq. 25   d D 
c
  is the change in the direct transmission from the reference to the dam-

aged state. This matrix is identically zero when there is no truncation because the D 
c
  

matrix does not depend on the stiffness but it is not exactly zero in the truncated case. 
In any case, it is reasonable to expect that  d D 

c
  is small and neglecting it one gets

     cRDF R·D@ D    (26)  

and since DF and D 
cR

  are symmetric one has

     
T

cRDF D · R@ D    (27)  

which shows, since D 
cR

  is full rank, that the null space of DF and  D R T  coincide. It is 
possible, therefore, to replace the change in  fl exibility with the transpose of the 
change in R.  

   SDLV Approach Using Normal Mode Data 

 The expressions based on the state space formulation can be transformed to the 
conventional modal domain without dif fi culty. All that is required is to replace the 
matrices A and C with 

     
0

A
0

i

i

w
w

é ù
= ê ú-ë û    (28)  

     C  [ ]y y=    (29)  

where  y  are the arbitrarily normalized modes at whatever sensor locations are avail-
able and  w  are the undamped frequencies in the same order.  

   Example 

 Consider a uniform 3 story shear building having masses equal to unity and inter-
story stiffness equal to 100 in some consistent set of units. There are two sensors 
measuring acceleration in levels #2 and #3. Damage is simulated as 10% loss of 
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stiffness in the stiffness of level#1. We use this simple academic example to illus-
trate the SDLV with the normal mode equations. To consider truncation we assume 
that the third vibration mode could not be identi fi ed. The arbitrarily scaled identi fi ed 
modes and frequencies are: 

     

{ }

{ }

1 0.555
4.45 12.47

1.247 1

1 0.504
4.32 12.25

1.230 1.007

R R

D D

y w

y w

-é ù
= =ê ú
ë û

-é ù
= =ê ú
ë û     

 Substituting into eqs. 28  and  29  and the results into eq. 24  one  fi nds that the differ-
ence in the R matrices is 

     

3 3.233 0.0678
10

3.233 0.0678
R - é ù

D = ê ú
ë û     

 The singular value decomposition of the transpose of  D R is found to have a small 
singular value having the associated singular vector     { }0.707 0.707

T= -�    which 
leads to the characterizing stress (normalized story shears)     { }1 0 0

T
nsi =    indi-

cating that there is no damage on the 3 rd  level and there is some change in either 
level #1 or #2 or both. Further discrimination with changes in  fl exibility is, of course, 
not possible.  

   Concluding Comments 

 The main source of dif fi culty in the null space localization strategy stems from limi-
tations on the accuracy with which the changes in  fl exibility or transfer matrices can 
be computed from data. Success demands that there be a null space in the (albeit 
unknown) exact problem and on whether the “quasi null space” of the truncated 
change has a strong projection in it. The previous assertion suggests that damage is 
more easily localized when the true null space is multidimensional because in this 
case it is “easier” for the vector from the approximate change (in  fl exibility or trans-
fer matrix) to have a strong projection. The most recent contribution to the null 
space localization scheme, not described in this paper, considers the case where the 
change in the transfer matrix proves to be full rank so the standard dDLV approach 
cannot be used. The idea explored is the fact that rank de fi ciency is realized at the 
transmission zeros and that the kernel at these points often contains localization 
information. The details of this last contribution can be found in  [  5  ] .      
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  Abstract   Piezoelectric wafer active sensors (PWAS) are lightweight and inexpensive 
enablers for a large class of embedded NDT applications such as structural health 
monitoring (SHM). After a brief review of PWAS physical principles and basic mod-
eling, the paper considers several ultrasonics SHM methods such as: (a) embedded 
guided-wave ultrasonics, i.e., pitch-catch, pulse-echo, phased arrays; (b) high-
frequency modal sensing, i.e., the electro-mechanical (E/M) impedance method; 
(c) passive detection, i.e., acoustic emission and impact detection. Recent developments 
in PWAS phased arrays are presented and discussed. The paper ends with conclusions 
and suggestions for further work to achieve the full potential of this promissing new 
technology.  

 Keywords   Embedded guided-wave ultrasonics • Modal sensing • Passive detection 
• PWAS • SHM     

   Introduction 

 The mounting costs of maintaining our aging infrastructure and the associated safety 
issues are a growing national concern. Over 27% of our nation’s bridges are structur-
ally de fi cient or functionally obsolete  [  1  ] . Deadly accidents due to de fi cient transpor-
tation infrastructure are still marring our everyday life. In response to these growing 
concerns, structural health monitoring (SHM) sets forth to determine the health of a 
structure by monitoring a set of structural sensors and assessing the remaining useful 
life and the need for structural actions. Built-in SHM system capable of detecting 
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and quantifying damage would increase the operational safety and reliability, would 
conceivably reduce the number of unscheduled repairs, and would bring down 
maintenance cost. SHM sensors should be able to actively monitor the  structure and 
 fi nd out its state of health, its remaining life, and the effective margin of safety. 
Two SHM sensing principles can be considered: (a) passive SHM sensing, in which 
the damage of the structure is inferred from the changes in load and strain distribu-
tions measured by the sensors; and (b) active SHM sensing, in which the damage 
is sensed by active interrogation of the structure with elastic waves. The active 
SHM technology is currently applied to aircraft, land vehicles, ships, and civil 
engineering structures. 

 A large number of nondestructive evaluation (NDE), nondestructive testing 
(NDT) and nondestructive inspection (NDI) techniques for identifying local dam-
age and detect incipient failure in critical structures exist. Among them, ultrasonic 
inspection is well established and has been used in the engineering community for 
several decades  [  2  ]  [  3  ] . Ultrasonic NDE methods rely on elastic wave propagation, 
re fl ection, and scatter within the material. They try to identify the wave fi eld distur-
bances due to local damage and  fl aws. Ultrasonic testing involves one or more of the 
following measurements: time of  fl ight (wave transit or delay), path length, frequency, 
phase angle, amplitude, acoustic impedance, angle of wave de fl ection (re fl ection 
and refraction), etc. 

 Conventional ultrasonic methods include the pulse-echo, the pitch-catch (or pulse-
transmission), and the pulse-resonance techniques. A piezoelectric ultrasonic probe 
placed on the structural surface induces ultrasonic waves in the material. Contact 
between the transducer and the structure is obtained by using special coupling gels. 
Depending on the incidence of the transducer with respect to the structural surface, 
the waves created in the structures may be pressure (P), shear (S), or a combination 
of the two. P-waves are best suited for through-the-thickness detection and for the 
inspection of massive parts. They are very effective in detecting anomalies along the 
sound path. In the pulse-echo method, defects are detected in the form of additional 
echoes. In the pitch-catch method, wave dispersion and attenuation due to diffused 
damage in the material is used as a  fl aw indicator. Multi-element phased-array 
transducers, which can steer the ultrasonic beam electronically, have found extensive 
use in the inspection of massive parts and in medical ultrasound. 

 For the inspection of thin-wall structures, such as sheet-metal constructions, 
airframes, large containers, pipes, or tubes, an alternate inspection method utilizing 
guided waves (e.g., Rayleigh waves, Lamb waves, Love waves, Stonley waves, etc.) 
may be more appropriate. Guided waves travel long distances in thin-wall shell 
structures or 1-D members such as rails, rods, cables, etc. These waves can be gen-
erated using conventional ultrasonic transducers and wedge couplers, provided the 
angle of the coupler is suf fi ciently large to trigger mode conversion. Alternatively, 
they can be generated by comb transducers. Guided waves are being used to detect 
cracks, inclusions, and disbonds in thin-wall metallic and composite structures. 
Lamb waves are appropriate for thin plate and shell structures, while Rayleigh 
waves are more useful for the detection of surface defects. 
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 Active SHM resembles ultrasonic NDE because it utilizes ultrasonic waves 
which interact with the structure and detect damage in much the same way that 
conventional ultrasonic NDE does. One active SHM method employs piezoelectric 
wafer active sensors (PWAS), which send and receive ultrasonic Lamb waves and 
determine the presence of cracks, delaminations, disbonds, and corrosion. Two 
approaches are being considered: (a) traveling waves; and (b) standing waves. For 
this reason, active SHM can be also viewed as embedded NDE, i.e., an NDE 
method that utilizes embedded transducers that are permanently attached to the 
structure and can be interrogated on demand. Embedded nondestructive evaluation 
(e-NDE) is an emerging technology that will allow the transition of the conven-
tional ultrasonic NDE methods to embedded applications in active SHM systems 
 [  4  ] . Viewing active SHM from the embedded NDE viewpoint allows one to draw 
on the experience already developed in the NDE  fi eld and to transition it into SHM 
applications.  

   Piezoelectric Wafer Active Sensors 

 Piezoelectric wafer active sensors (PWAS) couple the electrical and mechanical 
effects (mechanical strain,     ijS   , mechanical stress,     klT   , electrical  fi eld,     kE   , and elec-
trical displacement,     jD   ) through the tensorial piezoelectric equations

     
E

ij ijkl kl kij k

T
j jkl kl jk k

S s T d E

D d T Ee

= +

= +
    (1) 

where,     E
ijkls    is the mechanical compliance of the material measured at zero electric 

 fi eld (     = 0E   ),     T
jke    is the dielectric permittivity measured at zero mechanical stress 

(     = 0T   ), and     kijd    represents the piezoelectric coupling effect. PWAS utilize the     31d    
coupling between in-plane strains,     1 2,S S   , and transverse electric  fi eld,     3.E    PWAS 
are transducers are different from conventional ultrasonic transducers because  [  5  ] :

    1.    PWAS are  fi rmly coupled with the structure through an adhesive bonding, 
whereas conventional ultrasonic transducers are weakly coupled through gel, 
water, or air.  

    2.    PWAS are  non-resonant devices  that can be tuned selectively into several 
guided-wave modes, whereas conventional ultrasonic transducers are single-
resonance devices.  

    3.    Because PWAS are small, lightweight, and inexpensive they can be deployed in 
large quantities on the structure, which is not practical with conventional ultra-
sonic transducers, which are relatively bulky and expensive.     

 By using Lamb waves in a thin-wall structure, one can detect structural anomaly, 
i.e., cracks, corrosions, delaminations, and other damage. 
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 PWAS transducers act as both transmitters and receivers of Lamb waves traveling 
through the structure ( Fig.   1 ). Upon excitation with an electric signal, the PWAS 
transmitter generates Lamb waves in a thin-wall structure. The generated Lamb 
waves travel through the structure and are re fl ected or diffracted by the  structural 
boundaries, discontinuities, and damage. The re fl ected or diffracted waves arrive at 
the PWAS receiver where they are transformed into electric signals. PWAS trans-
ducers can serve several purposes  [  5  ] :

    (a)    high-bandwidth strain sensors;  
    (b)    high-bandwidth wave exciters and receivers;  
    (c)    resonators;  
    (d)    embedded modal sensors using the electromechanical (E/M) impedance      

 By application types, PWAS transducers can be used for (i) active sensing of far-
 fi eld damage using pulse-echo, pitch-catch, and phased-array methods, (ii) active 
sensing of near- fi eld damage using high-frequency E/M impedance method and 
thickness-gage mode, and (iii) passive sensing of damage-generating events through 
detection of low-velocity impacts and acoustic emission at the tip of advancing 
cracks  [  4  ] . The main advantage of PWAS over conventional ultrasonic probes is in 
their small size, lightweight, low pro fi le, and low cost. In spite of their small size, 
PWAS are able to replicate many of the functions performed by conventional ultra-
sonic probes. 

 An example of damage detection using PWAS phased arrays is given in  Fig.   2 , 
which shows that broadside and offside cracks can be independently identi fi ed with 
scanning beams emitting from a central location. The experimental setup consisted 
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  Fig. 1    PWAS used for embedded NDE include propagating Lamb waves, standing Lamb waves 
(electromechanical impedance) and phased arrays [4]       
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of a 2-mm thick aluminum alloy plate     ´~ 400 mm 150 mm    in size. Two hair-line 
through the thickness slits were cut in the plate to represent two separte cracks 
( Fig.   2 a). The separate PWAS phased arrays were permanently installed on the 
plate, one directly under one crack (broadside location) and the other diagonally to 
the left of the other crack (offside location). Previous work on this topic  [  6  ]  has 
indicated that an offside crack are more dif fi cult to detect with a phased array 
because the ultrasonic beam hits obliquely and hence does not generate a specular 
re fl ection like in the case of a broadside crack. For this reason, the ultrasonic signal 
received back from an offside crack is much weaker than that received from a broad-
side crack because it mostly represents the effect of scatter and secondary generation 
from the tip stress singularities. In the present experiment, we were able to detect 
the broadside and the offside cracks with almost equal accuracy ( Fig.   2 b,  c ).  
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 Examination of  Fig.   2 b indicates that the echo image of the broadside crack is 
well de fi ned at 80-mm radius and 90-deg azimuth. In addition, the upper side of the 
 Fig.   2 b image shows a shadow due to re fl ections from the upper edge of the speci-
men. (This shadow could be eliminated through reduction of the upper limit of the 
inspection radius, but we left it in in the spirit of full disclosure of our results.). 
Examination of  Fig.   2 c indicates that the echo fo the of fi side crack is well de fi ned 
at 85-mm radius and azimuth delimiters     ° °-60 75   . The shadow at the right extreme 
of the image represents the side re fl ection from the edge of the specimen located at 
~140 mm. An implementation of these principles to crack detection and crack 
growth monitoring during a fatigue test is described in  [  7  ] .  

   Conclusions 

 Piezoelectric wafer active sensors (PWAS) are a promising technology for achieving 
embedded NDE, because they are small-cost unobtrusive light-weight transducers 
that can be permanently attached to the structure and left in place for long-term 
monitoring. Although PWAS transducers have been successfully used in laboratory 
tests, several fundamental challenges still exist in the implementation of PWAS 
transducers in actual SHM, such as (a) acheiving predictable and controlled durability 
of PWAS transducers under environmental attacks and mechanical fatigue loading; 
(b) developing predictive simulation of PWAS electroacoustic interaction with the 
structural substrate to achieve optimal damage detection; (c) design and analysis for 
low-power low-voltage wireless interrogation.      
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  Abstract   Nondestructive evaluation techniques can be used for condition 
 assessment of structures after an extreme event such as earthquake or blast in order 
to obtain information about the overall integrity of the structure. The aim of this 
study is to present an approach for rapid identi fi cation of the critical components to 
inspect or monitor after an extreme event. The methodology is based on reliability 
importance of components within a system. The importance ranking of components 
is different under various loading conditions. The methodology is illustrated by 
using a truss bridge under blast. The critical components for  condition assessment 
are identi fi ed.   

 Keywords   Bridges • Reliability importance factor • Structural health monitoring 
• Sudden local damage      

   Introduction 

 Dif fi culties arise in assessment and prediction of structural performance because of 
the complexity and high uncertainty of the deterioration and damage processes. 
Accurate assessment and prediction of structural performance require the knowl-
edge of several disciplines such as strength of materials, structural analysis,  structural 
reliability, and advanced modelling techniques of structural damage. Integration of 
inspection and monitoring data into this task is a promising and increasing trend. 
However, inspection and monitoring activities come with additional cost. These 
activities have to be planned attentively in order to minimize the cost and maximize 
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the bene fi ts. Several researchers focused on optimal scheduling of inspection and 
structural health monitoring activities considering life-cycle performance of struc-
tures  [  1,   2  ] . Identi fi cation of the optimum locations of sensors for monitoring structures 
has been studied using optimization algorithms to maximize probability of damage 
detection  [  3  ] . Furthermore, the optimum locations of sensors were identi fi ed by 
formulating a multi-objective optimization problem to minimize the cost of sensors 
and the uncertainty associated with the measurement  [  4  ] . However, the application 
of these methods may be computationally expensive and time consuming if the 
purpose is to  fi nd the critical components of a structure to perform a condition 
assessment after an extreme event. 

 The purpose of this paper is to present methodology for rapid identi fi cation of 
the critical components of a structural system to inspect or monitor after an extreme 
event. The methodology is based on reliability importance of each component 
within a system. Reliability importance of components based on structural health 
monitoring data was used for optimal planning of long-term monitoring of struc-
tures  [  1  ] . In this paper, structural analysis is used to obtain the reliability importance 
factor of components. The methodology considers the extreme loading case in ser-
vice and the abnormal loading condition. A numerical example consisting of a truss 
bridge subjected to blast loading is used to illustrate the approach. Signi fi cant fail-
ure modes of the structure are identi fi ed and incremental loading method  [  5  ]  is used 
to derive the limit state equations for the system reliability analysis. The critical 
members are identi fi ed for blast and vehicle loading.  

   Methodology 

 The limit state equations de fi ning the failure criteria of components and systems are 
required for reliability analysis of structural systems. These limit state equations 
vary under different loading conditions. Once the loading conditions are identi fi ed, 
the system resistance should be de fi ned in terms of component resistances. The 
steps of the proposed methodology to identify critical components of a system for 
different loading conditions are illustrated in Fig.  1 .  

 In reality, the resources for assessment of the structural condition may be lim-
ited to inspect or monitor most of the components within a structure. Therefore, the 
limited resources should be allocated on most critical components. Ranking com-
ponents due to reliability importance accounts for the uncertainties associated with 
resistance and loading as well as the distribution of the load among the compo-
nents. The most critical elements under an abnormal loading condition should be 
compared/combined with the most critical elements under extreme conditions of 
service loading. This is due to the fact that a structure which survived an abnormal 
event but still in service will be subjected to further loading. A damage which is not 
detected may cause unexpected consequences when combined with the effect of 
deterioration later.  
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   Reliability Importance Factor 

 The components within a structural system have different levels of contribution to 
the reliability of the system. Reliability importance factor ( RIF ) is a performance 
indicator regarding the impact of each component on the system reliability. It 
depends on several factors such as correlation between component resistances, stiff-
ness sharing factor of each component, component reliability level, member post-
failure behavior, system failure criterion and system topology  [  6  ] . 

 Usually, system performance is assessed by combining performance of 
 components using series-parallel models. In a series system, the component with 
the  lowest reliability level has the highest impact on the system reliability. The  RIF  
of a  component is de fi ned as the gradient of system reliability with respect to the 
component reliability as

     i system iRIF b b= ¶ ¶¤    (1)  
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where  RIF  
 i 
  is the reliability importance factor of component  i ,   b   

 system 
  is the system 

reliability index, and   b   
 i 
  is the component reliability index. In this paper, the  RIF s are 

computed by changing the component resistance very slightly and observing the 
change in system and component reliability indices. When the reliability indices of 
the system and the component are functions of only the component resistances, the 
chain rule can be applied as

     ·system systemi i
i

i ii i

R
RIF

R RR

b b b
b

¶ Dæ ö æ ö¶ D
= » ç ÷ç ÷D D¶ ¶ è øè ø    (2)  

where  R  
 i 
  is the resistance of component  i . The normalized reliability importance 

factor ( NRIF ) is de fi ned as

     
1

 
n

i i i
j

NRIF RIF RIF
=

= å    (3)  

where  NRIF  
 i 
  is the normalized reliability importance factor of component  i, n  is the 

number of components in the system, and 0  £   NRIF  
 i 
   £  1.0.  

   Numerical Example 

 The critical components of a truss bridge superstructure subjected to blast loading 
underneath are identi fi ed using the proposed methodology. The geometry, loading 
pattern of extreme vehicle load and member ID numbers of the steel truss bridge are 
presented in Fig.  2 . The uncertainty of the system is due to the resistance of each 
member and the applied load. The material behavior of steel members is assumed 
ductile with yield strength lognormally distributed, having mean value of 248.2 
MPa in tension and 124.1 MPa in compression in order to account for instability. 
The coef fi cient of variation is assumed 0.10. Additional information about the struc-
ture can be found in  [  7  ] .  

 An explosion is assumed to happen at 4.5 m below the mid-point of the struc-
ture. The equivalent static blast pressure caused by an amount of 22.7 kg of trini-
trotoluene (TNT) explosive over the bottom surface of the deck is computed  [  8,   9  ] . 
In order to calculate the nodal forces, these pressures are integrated over the tribu-
tary area of each node. The loading pattern considered for the blast loading is 
illustrated in Fig.  3 .  

 A total number of 46 most signi fi cant failure modes are considered for each 
 loading case. The limit state equations corresponding to each of the failure modes 
are derived using the incremental loading method  [  5  ] . The mean values and 
coef fi cients of variation of loads S and Q are assumed as 213.5 kN, 422.6 kN, 0.2 
and 0.2, respectively. The structural analyses of the truss required in this procedure 
are performed using software OpenSEES  [  10  ]  and reliability analyses are performed 
using software CALREL  [  11  ] . 
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 The critical components and their  NRIF s under blast and vehicle loading are 
presented in   Table 1  . The most critical components for blast loading are 31, 38, 21 
and 29 while components 14, 17, 13 and 18 are most critical for vehicle loading. 
The selection of which components to monitor depends on the number of compo-
nents planned to monitor with the available budget. For instance if the budget is 
limited to 8 components it may be reasonable to focus on components 31, 38, 21, 
29, 14, 17, 13 and 18 since there is a signi fi cant reduction in  NRIF  for blast loading 
after  fi rst 4 components. If 12 components are to be monitored, the additional com-
ponents can be 30, 39, 15 and 16. It is worthy to note that, components 15 and 16 
are selected instead of components 24 and 26 since they are critical for both blast 
loading and vehicle loading.   

   Conclusions and Recommendations 

 In this paper, a methodology for rapid identi fi cation of the critical components 
within a structural system to inspect or monitor after an extreme event is pre-
sented. Reliability importance factors are used to identify the importance ranking 
of components within the system. A numerical example consists of a truss bridge 
subjected to blast loading is analyzed under vehicle loading and blast loading 
separately and most critical components are identi fi ed for each case. The results 
indicate the importance of accounting for the vehicle loading case in addition to 

S S S

10 @ 4.27 m

2.90 m

1.37 m

1 1098765432

11

12
13 14 15 16 17

18
19

20
21 22

23 24 25 26 27
28 2930 31 32 33

34
35

36

37 38
39

  Fig. 2    Geometry, loading and member ID numbers of truss bridge       

0.519Q
Q

1 2 3 4 5 6 7 8 9 10

11

12
13 14 15 16 17

18
19

20
21 22

23 24 25 26 27
28 2930 31 32 33

34
35

36

37 38
39

0.519Q0.193Q 0.193Q0.087Q 0.087Q0.046Q 0.046Q

  Fig. 3    Loading pattern considered for explosion under the structure       

 

 



998 D. Saydam and D.M. Frangopol

the blast loading. A further study can focus on generalizing the selection proce-
dure by considering a weighted average of  NRIF s and validation of the weighting 
factors for loading cases.      
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 Blast Loading  Vehicle loading 

 Component ID   NRIF   Component ID   NRIF  
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 13 and 18  0.0112  32 and 37  0.0116 
 15 and 16  0.0094  34 and 35  0.0034 
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  Abstract   The experimental modal properties of subs-structures of larger civil 
 engineering structures are rarely measured on-site. In fact, usually, their dynamic 
characteristics are only evaluated numerically. There are a number of reasons for the 
lack of experimental veri fi cations, but most probably these are due to the time and cost 
required to obtain the experimental modal parameters accurately within the context of 
challenging environmental on-site conditions. For smaller civil engineering structures, 
experimental dynamic testing signi fi cantly increases the overheads of the overall cost 
of the construction. This paper presents a dynamic identi fi cation method based only 
on experimental and statistical procedures, which highlights and solves some of the 
practical aspects of experimental identi fi cation, allowing extraction of the main modal 
properties speedily with a reduced cost of human resources and instrumentation. The 
methodology is described using as an example a composite bridge-beam, made of 
concrete and  fi bre-reinforced composite material, which constitutes the  fi rst compos-
ite bridge applied on a motorway in Europe. The use of the reciprocity of the transfer 
functions combined with some self-checks of the measurements is shown to be an 
ef fi cient way to speed up the signal processing, without reducing the accuracy of the 
results. The Impact Hammer test method described here, uses a list of functions devel-
oped as a MATLAB toolbox, and is part of the SERIES project.  

  Keywords   Carbon  fi bre beam • Coherence • Experimental data • Modal extraction 
• Transfer function      

    D.   Tirelli   (*) •     I.   Vadillo  
     ELSA *  Laboratory,   European Commission,    Ispra,   Italy             
  e-mail: daniel.tirelli@jrc.ec.europa.eu   

  * European Laboratory for Structural Assessment 

      A Fast Automated Impact Hammer Test 
Method for Modal Parameter Extraction: 
Implementation on a Composite Bridge Beam       

       D.   Tirelli     and    I.   Vadillo       



1000 D. Tirelli and I. Vadillo

   Introduction 

 Impact hammer methods in the last decades were not currently used for civil 
 structure due to the low level of energy induced by the impact. Now with the trans-
ducers accuracy and adequate signal processing, small and medium structures could 
be investigated more easily. The FIHT (Fast Impacts Hammer Testing) developed 
here for the project SERIES (Seismic Engineering Research Infrastructures for 
European Synergies) gives a solution to  fi nd quickly and at low cost the main 
dynamical properties of structures of medium size. 

 The method doesn’t substitute speci fi c and expensive commercial tools, but gives 
an ef fi cient support, to most of the needs in the dynamic  fi eld in civil engineering 
laboratories, because of its high degree of automation of the procedures. A structure 
of the ELSA laboratory is taken for example to illustrate the method. It is a fraction 
of a bridge deck composed of  fi bre composite beam of 13 meters long, built for the 
European project named PROMETEO  [  1  ] .  

   Description of the Method (FIHT) Used 
on a Structural Element 

   FIHT method compared to conventional impact 
hammer methods 

 The Impact hammer testing method is already well known. The main differ-
ence between the FIHT and the classical hammer impact method, for the hard-
ware part is the extensive use of the reciprocity of the transfer function. In this 
way, the number of output transducers is substituted by the impact positions. 
As the number of positions is not limited, the mode shapes could be designed 
accurately. As the number of output could be reduced to one, then the calibra-
tion test is not required. These two differences shorten drastically the experi-
mental task. 

 With this fast testing procedure an important number of transfer function 
(FRF) could be recorded. With a great number of data, statistic procedures, used 
here intensively, work rather well. An automatic acceptance of the measure-
ments (an important help to the user) is achieved by processing the coherence 
functions. The automatism processes are inserted mainly on the FRF noise level 
and on the coherence threshold value. Both are de fi ned, by default, from dynamic 
testing of more than 30 different kinds of structures, and materials for civil 
engineering. Modal extraction is performed by the following rules. The damp-
ing and frequency values are extracted by the half power band method interpo-
lated, and magnitude balanced, only on the number of higher peaks requested 
and detected automatically. 
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 One of the main limitations of the method could be the incapacity of the modal 
extraction procedure, based on the peak peaking method, to isolate modes very 
closed, leading to operational de fl ection shapes instead of pure mode shapes.  

   Structural example 

 The example of structure describes here, was built for testing (static tests) the 
 ultimate capacities of a materials combination (reinforced concrete glass  fi ber for 
the deck, and carbon  fi ber for the beam) used for a real bridge in Asturias (Spain). 
At this aim displacement transducers were already present on the structure and 
some of them (3) were therefore taken for output transducers for a cross-check with 
the dynamic analysis. 

 Here, the number of output signals was of seven, even theoretically, only one is 
suf fi cient. They are divided in 3 displacements and 4 accelerations shown in the 
 Figure   1 . Displacements, force and three accelerations were measured in the vertical 
direction and one acceleration in the horizontal one. The impacts were distributed 
on a regular mesh of 24 positions on the deck. As the method uses one output, it is 
necessary to choose a position not close to the nodes of the modes expected. The 
numerical dynamic analysis, and analytical results already performed before the 
tests, even not perfect, can help to  fi nd the best position which is a crucial point for 
the method as also mentioned by the authors  [  2  ]  in their automated method of model 
extraction. In our case the request was to  fi nd the  fi rst 6 bending modes of the deck. 
An approximate analytical behaviour of the deck has shown that 1.9 m from the 
side is one of the best possible output positions. If all the transducers coordinates 
(+ Hammer impacts positions) are inserted before the beginning of the tests, then 
the  fi gure is updated automatically.  

 We remind that the property of reciprocity of the transfer function allows making 
the measurements separately. The noise is removed by the impacts repetition. The 
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reciprocity is available only if the impacts induce very small level of strain or dis-
placement to remain in the elastic  fi eld, and if the impacts are not too much  different. 
The material and structure must have linear dynamic behavior, for the generated 
strains, which is the case of most of the new structures built actually. It is less true 
in the case of masonry and still worst in the case of old structures. 

 In the experimental task, the main shortening is brought by the property of 
 reciprocity, as the installation of new transducers is globally long and because the 
number of transducers is often limited. 

 Each position corresponds for the modal shapes to the nodes of a mesh where the 
FRFs are measured. As explained before, it is of crucial importance to de fi ne the 
best position of the output transducer, in some cases, it is preferable to use a 2 nd  or a 
3 rd  output transducers, to avoid some mistakes in the modes de fi nition. We can note 
on the  Fig.   1  that each mean impact force is reported automatically on the structure, 
to visualize quickly, possible irregularities in the input map. 

 As the main aim of the tests is to obtain the modal shapes of the structure tested, 
one of the limitations of the method actually is the representation of the shapes in 
the 3 directions coupled, as the software is still not achieved. They are obtained in 
each direction at each time. 

 It should be noted that the application of the method in this case involved 
processing of a number of signals equal to: (24 positions) x (5 means) x (7 out-
puts) = 960 signals. Without the help of the FIHT method it should have been a 
very long process.   

   Signal Processing 

 To understand the automated signal processing, a view of the main operations 
between the recorded signals (1 st  column) to the  fi nal results (last column), is dis-
played in  Fig.   2 . It shows that for each of the P (FRFs) points of the structure tested, 
at least 2 signals (1 input + 1 output) is measured N times (N=4 to 10). The total 
number of signals is then equal to (2*N*P) for each output transducer (120 in our 
case). One of the novelties in the FIHT method is that the FRFs, automatically cal-
culated, are  fi ltered because only the three  fi rst magnitude orders will be post-pro-
cessed. In this way the coherence function is not biased by low signal/noise ratio. 
With this last operation, the coherence function could be represented in a very com-
pact form, instead of showing one by one the traditional coherence in between 0 to 
1, we display the histogram of the values of the  fi ltered coherence for all the output 
channels together.  

 In  Fig.   3 , it is shown one of the Filtered Coherence Histogram (FCH) for impacts 
at the same position and for all the output channels (each colour). The shapes and 
the values of the histograms must respect some criteria (exponential shape + mean 
value > 0.7) to allow the post processing to continue in an automatic way. The next 
step of signal processing is the modal parameter extraction executed with  a fast 
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modi fi ed peak picking method, which identi fi es the N requested main modes pres-
ent in each of the P FRFs. Then (NxP) values of frequency, damping and amplitude 
are stored in matrix of P lines and N columns. Statistic processes applied to the 
frequency matrix gives the statistic solutions which are the m (m could be different 
from N) values of frequency, damping, amplitude and frequency dispersion. The 
modal shapes are then represented by the 3d surfaces measured and interpolated by 
a regular mesh, using the Delaunay triangulation.  

 The  fi nal results are illustrated in  Fig.   4  which enables to understand which 
level of accuracy we can reach with the FIHT method. Bending, torsion,  fl apping, 
support characteristics and real boundaries conditions are, in effect, visible by the 
mode shapes representation even some of the different types of modes are strongly 
coupled (of only 0.3 Hz. in such case).   

   Conclusion 

 The Fast Impact Hammer Testing method built for modal testing and described by 
the example herein, have proved to be very ef fi cient in time saving, at different 
levels of the process without neglecting the accuracy. The method has been used 
with success, on real structure. The main achievements in the FIHT method are for 
the experimental part the use of the reciprocity of the transfer functions. For the 
signal processing, it is mainly the display of coherence histograms coupled to the 
FRF  fi ltering and mapping, which introduces a novelty in the  fi eld. Finally the 

Coherence Histogram of the FRFs with noise filtering
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  Fig. 3    Coherence histogram of 7 (colors) different outputs and from 5 impacts at the same position       
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modal extraction is eased by an automatic picking and identi fi cation of the modes. 
Statistic procedures applied to the identi fi ed modes gives accurate results in a very 
short time. This set of improvements, enables a practical use of the FIHT method 
by civil engineers.      
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  Abstract   Structural Health Monitoring of a number of bridges in Kentucky has 
proven to be an economical and effective method for extending the life of bridges 
and for providing the tools for immediate response and decision making. Three 
bridges are highlighted in this paper. The  fi rst bridge is on I-65 in Louisville where 
instrumentation that continuously monitors the bridge, permitted the design of an 
economical retro fi t. The second bridge is on I-64 over US 60 where instrumentation 
continuously monitors the bridge for possible impact on the girders resulting from 
over the height limit trucks. The third bridge is on US 41 North over the Ohio River 
where instrumentation has been placed on the bridge piers to monitor for barge 
impact. For the I-64 and US 41 bridges, and in the case of an incident, selected 
personnel are noti fi ed via text messages on their cell phones along with e-mail mes-
sages. The messages identify the type of incident and its severity, and list the web 
site where the incident can be viewed along with data from the instrumentation on 
the bridge. Decisions can be made in minutes in regard to the course of action.    

  Keywords   Bridges • Damage • Deterioration • Instrumentation • Response • Retro fi t 
• SHM    

   Introduction 

 Structural Health Monitoring (SHM) of bridges has become extremely popular 
throughout the past decade. The monitoring enables engineers to identify damages 
to bridge structures which could be material and/or geometrical. Recent technological 
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advances facilitate the usage of more complex and accurate systems for evaluating 
the performance of both existing and new bridges. 

 Depending on the desired  fi nal outcome, monitoring of bridges fall into three main 
categories: (i) Short-term monitoring, (ii) Long-term monitoring, and (iii) Extreme 
event monitoring. Short-term monitoring is carried out usually on bridges with sus-
pected damage or deterioration in order to evaluate the degree of damage and pos-
sibly identify a practical retro fi t measure. The same monitoring can be performed 
following repairs to evaluate the effectiveness of the repair technique. Long-term 
monitoring is carried out to identify behavior, loading patterns and deterioration 
rates, obtain data for possible future repairs and maintenance, evaluate opera-
tional safety, research and improve bridge designs, and identify possible damages 
following extreme events such as earthquakes. Extreme event monitoring may or 
may not gather information at regular time intervals as the other two categories. 
This type of monitoring is specially designed to identify events such as collisions 
or blasts at critical locations, and severe movements arising from phenomena such 
as earthquakes or hurricanes. This paper presents three case studies of SHM of 
bridges in Kentucky.  

   Bridge on I-65 in Louisville 

 The bridge on I-65 in Louisville utilized short-term monitoring where instrumenta-
tion, that continuously monitor the bridge, permitted the design of an economical 
retro fi t  [  1  ] . The bridge is on interstate-65 (I-65) which travels in a north-south direction 
through the city of Louisville. The damaged section of I-65 is a parallel-bridge; 
each bridge carries three lanes of traf fi c in either northbound or southbound direc-
tion. Several elevated spans of the expressway were observed to have cracking in 
some of the precast prestressed concrete girders. The cracking was particularly 

  Fig. 1    Cracks in the prestressed concrete girders       
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prevalent near or at  fi xed end locations where translational movement in the bridge 
direction is restricted (Fig.  1 ). The project aimed to repair, strengthen and restore 
the capacity of the damaged prestressed concrete girders using carbon  fi ber 
 reinforced polymer (CFRP) sheets.  

 To investigate the liveliness of the cracks, two girders were instrumented with 
linear variable displacement transducers (LVDTs) in the horizontal and vertical 
directions to measure the respective movements. The instrumentation was installed 
on February 16, 2004, and the movement and temperature measured until June 27, 
2005. The recoded data was used to design the retro fi t measures, and once the repair 
was complete the LVDTs were attached again to evaluate the effectiveness of the 
retro fi t. The monitoring con fi rmed that the horizontal movement was signi fi cantly 
reduced due to the retro fi t (Fig.  2 ), while in the vertical direction the retro fi t had 
stopped the vertical movement from increasing further.   

   Bridge on I-64 over US60 

 A combination of long term and extreme event monitoring is in place at the bridge 
on I-64 over US 60, in Franklin County, Kentucky  [  2  ] . The instrumentation continu-
ously monitors the bridge for possible impact on the girders resulting from over the 
height limit trucks. The parallel bridges (Fig.  3 ), Eastbound and Westbound, are of 
composite steel-concrete type, with an overall length of 90 m. The 190 mm thick 
concrete deck of the bridge is supported by six continuous plate girders of varying-
and-constant depth type.  

 The underside of an exterior girder, which has the least height-to-ground dis-
tance, of the eastbound bridge has shown signs of impact. It is suspected that the 
impact is caused by certain truck types traversing on the eastbound route of US 60 
beneath the bridge. Remote sensing technology, that can monitor the behavior and 
response of the I-64 Bridges over US60 from potential impact, was set up at various 
locations on the bridge. The data is to be transmitted to a computer at the University 
of Kentucky to be analyzed, compared, and viewed, in elapsed or real time. 
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  Fig. 3    I-64 over US60 parallel bridges       
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  Fig. 4    Gauge layout of I-64 Bridge over US60       

 Remote sensing technology was implemented to both westbound and eastbound 
bridges that are parallel to each other. Due to the similar nature of both bridges in 
terms of dimensions and expected loading, the effects from the potential impact on 
the eastbound bridge (i.e., the subject) can therefore be compared to the westbound 
bridge (i.e., the base). 

 The different devices that are being employed in this project are shown in Fig.  4 . 
These include strain gauges, temperature gauges, infrared sensors, ultrasonic height 
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detectors, accelerometer, and video cameras. Eleven locations are implemented 
with strain and temperature gauges (indicated as SG-#). The infrared sensors 
(IR-1 and IR-2) serve as a detector of trucks that would result in an impact to Girder 
1 in the eastbound I-64 Bridge. When the infrared mechanism is interrupted, the 
sensor will simultaneously trigger its adjacent ultrasonic height detector (UH) and 
video camera (VC) to measure the truck height and to capture images of the truck, 
respectively. The accelerometer is coupled with SG-11 to form Impact Detector 
(ID), as shown in Fig.  4 . The unit is continuously operational in order to take mea-
surements of acceleration and vibration, whether Girder 1 in the eastbound I-64 
bridge is impacted or not.   

   Bridge on US41 North over Ohio River 

 The third bridge is on US 41 North over the Ohio River where instrumentation has 
been placed on the bridge piers to monitor for possible barge impact. Barges are the 
primary means of transportation on the Ohio river to transport and receive goods. 
The US41 Northbound (US41N) bridge over the Ohio river in Henderson County, 
Kentucky, is a cantilever through-truss bridge. The total length of the bridge includ-
ing approach spans is 1950 m. The plan and elevation of the main bridge are shown 
in Fig.  5 .  

 The US41N Bridge was instrumented with sensing technology to monitor the 
piers from afar for impact from a barge or barge  fl otilla. The basic instrumentaion 
used in this project for detecting and measuring impacts is the accelerometer. 
Accelerometers were mounted on the top of Piers B, C, and D. In addition, linear 
variable displacement transducers (LVDTs) were also mounted at the expansion 
bearings on top of Pier B. Various acceleration and displacement limits or thresh-
olds were set to identify ‘severe’ and/or ‘critical’ impacts. A ‘severe’ impact is 
de fi ned as the limit or threshold of impact that would cause ‘possible’ damage to the 
piers in question. A ‘critical’ impact is de fi ned as the limit or threshold of impact 
that would not only cause damage to the pier, but the type of impact that would also 
require the closure of the bridge for further inspection. The ‘critical’ and ‘severe’ 
impacts are de fi ned for each structure based on limits for displacement at epansion 
joints and/or acceleration and/or strain measurements. 

 Once impacts have been identi fi ed, the system automatically proceeds to notify 
related personnel members in the Transportation Operation Center in the Kentucky 
Transportation Cabinet, the US Coast Guard and other selected personnel. The 
information regarding the degree of impact is transmitted via text message, email 
and internet uploads. Information such as impacted pier, date and time, type of 
impact (‘severe’ or ‘critical’) will be sent, while the noti fi ed personnel should be 
able to visit a web site to view in real time the two expansion supports at top of Pier 
B, the eastern faces of Piers B, C and D, and the surrounding areas of Piers B, C and 
D. Video and/or photographic records is to be stored for at least 10 minutes prior to 
the event and 10 minutes following the event. 
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 Typical data collected includes acceleration, displacement, and visual (video and 
still) records. A plot of the time history for the accelerations and displacements 
immediately prior to (~ 2 to 5 seconds) and following the impact (~15 to 30  seconds) 
as well as maximum hourly acceleration and displacement data should be accessible 
through the web site. If ‘critical’ impacts have been detected, the bridge will be 
closed automatically by a system set up in the process. The system contains a gate, 
similar to the ones employed at a railroad crossing, and  fl ashing light warning and 
turning away any traf fi c. The bridge will remain closed until inspection has been 
performed and bridge is clear of no further danger.  

   Conclusions 

 Structural Health Monitoring of three bridges in Kentucky was highlighted in this 
paper. The short term monitoring of the bridge on I-65 in Louisville enabled 
researchers to quantify the degree of movement in the damaged spans, which, aided 
in determining the best retro fi t measure. Further monitoring after the repair assisted 
in evaluating the effectiveness of the retro fi t. 

 Before SHM was implemented at the I-64 Bridge over US60 and US41N 
Bridge over the Ohio River, damage due to impacts went unnoticed until periodic 
bridge inspections or until collisions were reported and Transportation personnel 
were deployed to evaluate the damage. Inspecting large bridges over waterways 
like the US41N Bridge after every impact is costly as well as time consuming. 
Identifying damage and being able to quantify the damage in real-time signi fi cantly 
improves the capability of avoiding catastrophic failures. The SHM carried out on 
bridges in Kentucky has proven to be an economical and effective method for 
extending the life of bridges and for providing the tools for immediate response 
and decision making. The life extension is a result of the immediate response to 
events and identi fi cation of any damage requiring retro fi t.     
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  Abstract   In the last decade, wireless sensor networks have become an intensively 
investigated tool for monitoring applications. Many  fi eld experiments with short-
term deployments demonstrated their advantages. Very little, however, is known 
about the performance of wireless sensor network in mid- and long-term deploy-
ments. This paper reports about the experiences in developing, deploying and main-
taining a wireless monitoring system on a cable stay bridge.    

  Keywords   Real-world deployment • Reliability • SHM • Wireless sensor networks    

   Introduction 

 Wireless sensor networks (WSNs) are evolving to a new generation of cost-effective 
and easy to install monitoring tools. There are many papers describing short-term 
outdoor installations of wireless monitoring systems but only few long-term deploy-
ments have been reported  [  1-  3  ] . However, many challenges arise when trying to 
set-up a WSN for a long-term operation. Firstly, system stability (hardware and 
software) is very important and can only be proven with time. Secondly, constantly 
changing environment conditions make it dif fi cult to use indoor system test results 
to estimate and predict outdoor system performance. Finally, electromagnetic 
interference and varying weather conditions affects the performance of the basic 
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 algorithms (routing and time synchronization) and, as a result, in fl uences the 
 network reliability and lifetime. 

 This paper reports about the experiences with the wireless monitoring system 
deployed on the Stork Bridge in Winterthur, Switzerland, in November 2006. The 
main purpose of this deployment was to test the system performance and data quality 
against pricey conventional systems, to gain real-world experience in operating 
wireless monitoring systems, and to assure its stable long-term operation on a real 
test object under real world conditions.  

   System Overview 

 The monitoring system comprised six sensor nodes C1 to C6 (Figure  1 a) attached 
to six cable stays of the Stork Bridge and a base station located in a technician room 
under the bridge deck. The base station had a root node C0 linked to a serial port and 
establishes an Internet connection via a UMTS link. The data were stored in a data-
base on a server, located at the Empa campus.  

 The sensor nodes were based on the Tmote Sky hardware platform. Vibrations of 
cable stays were measured with a MEMS accelerometer that was attached to the 
base of the node housing, which was in turn  fi xed to a cable stay 3 meters above the 
bridge deck (Fig.  1 b). Each sensor node was also equipped with a digital tempera-
ture and humidity sensor and an embedded internal voltage sensor. All hardware 
components were placed inside an aluminium housing that contained two 1.5V and 
16’500 mAh batteries providing a maximal supply voltage of 3V. 

 Initially, the monitoring software was based on the TinyOS version 1.x/
Boomerang developed by Sentilla Corporation (formerly Moteiv). The software 
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  Fig. 1    (a) Monitoring set-up. (b) Node mounted on a cable       
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included a time synchronization protocol that periodically synchronizes the clocks 
of all nodes to the local clock of the root node C0. The task scheduler allowed the 
registration of various sensing tasks in global time. More details about the hard- and 
software are reported in  [  4  ] . 

 The monitoring system used several energy saving mechanisms: (i) the system 
was composed of low power hardware components; (ii) the radio operates at a low 
duty cycle; (iii) data reduction algorithms was used to minimize the number of bytes 
that need to be transmitted to the base station. Particularly, acceleration time series 
were pre-processed at every sensor node by extracting the natural frequencies of 
each cable stay. Then only several values had to be transmitted to the base station. 
The initially used natural frequency estimation algorithm and its thorough evalua-
tion are detailed in  [  5  ] .  

   Initial Challenges 

 The wireless SHM system deployment started like most deployments on an of fi ce 
table which served as a smooth transition from a piece of code to a running system 
on the Stork Bridge. As part of the preparation, the system was previously tested on 
the cable stays of our laboratory bridge located in the testing hall at Empa  [  5  ] . 

 The system was deployed at the Stork Bridge on November 30, 2006. The duty 
cycle of the radio, the most power consuming component, was set to 40%. The 
system performed quite well for four days until it suddenly crashed for an unknown 
reason (Fig.  2 a). The total reception rate is de fi ned as the ratio of data that success-
fully reached the base station to the total number of generated data. The experiment 
was restarted on December 18, 2006, but the high performance of the  fi rst four 
days was never reached again. Since the voltage threshold ensuring correct working 
of a node was 2.4V, on January 15, 2007, the nodes got new batteries since the supply 
voltages of most of the nodes had dropped to 2.5V (Fig.  2 b). The test was completed 
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  Figure 2    (a) Total reception rate. (b) Battery voltage       
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on March 14, 2007, after 3.5 months. The mean total reception rate was 43% which 
means that on average less than half of the nodes were working correctly. The actual 
network lifetime was around 60 days (Fig.  2 b). The double-line voltage graph 
occurred, because the voltage measurement was made when the radio was on and 
the power demand produced a voltage drop. Since the measurements were not syn-
chronized to radio duty-cycle, some measurements were taken when the radio was 
on and some when it was off.  

 This test period was characterized by many spontaneous breakdowns and resur-
rections of nodes and failures of the base station, which forced us to focus the future 
efforts on the system performance. We still do not have explanations for most fail-
ures of this early deployment stage. Furthermore, we observed that the routing 
changed on average every 6 minutes which was somehow surprising for such a 
small network.  

   Struggling for Reliability and Lifetime 

 Because of the frequent breakdowns and resurrections of individual sensor nodes, 
several watchdogs were added. A function of a watchdog is to recognize abnormal 
node states and, as a reaction, to reboot the node. The implemented watchdogs 
checked that (i) a missing interrupt from a malfunctioning sensor does not hang the 
complete system in a waiting state, (ii) a processing algorithm generates a comple-
tion event within 10 seconds, and (iii) the time synchronization algorithm initiated 
a reboot in case the node failed to synchronize with the master clock within 10 min-
utes. Furthermore, the nodes were automatically rebooted every 24 hours to prevent 
timer over fl ow problems. 

 In this test period three experiments were performed with the goal to test the reli-
ability and lifetime. The radio duty cycle was progressively reduced from 10% to 
3%. The sampling rates of the measurement tasks were changed to 2 minutes and 
later to 5 minutes. Figure  3 a displays the total reception rate of the last experiment 
which started on December 20, 2007, and lasted for 200 days. The average total 
reception rate could be increased to 73% which represented a signi fi cant  improvement 
with respect to the  fi rst test period. This improvement was achieved with a reduction 
of radio duty cycle from 40% to 3%. Nevertheless, the system performance was still 
unsatisfactory. However, not all data loss was due to the problems with the WSN. 
Periodic base station breakdowns and resurrections in the deployment history were 
related to hang ups of the UMTS link or breakdowns of the serial connection with 
node C0. Beside software problems, the performance was also affected by hardware 
problems: The nodes C3 and C4 had to be replaced because we discovered water 
inside their boxes and the electronics was completely wet. This problem was solved 
by providing the boxes with desiccant gel. Human mistakes contributed also to 
reduce the performance: After server updates by the IT-department of Empa, the 
logging application was accidentally not started, old batteries were replaced with 
even older batteries etc.  
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 According to Fig.  3 b, which displays the battery voltages of the nodes C4 and 
C6, the voltage drop of the node C4 was 0.2V in 200 days. This  fi gure suggests a 
life-time of approximately 600 days. This lifetime, however, can only be achieved 
if a node performs properly. In fact, as displayed in Fig.  3 b, the node C6 started to 
consume much more power when its performance dropped, whereas its power con-
sumption in the precedent time period was equal to those of the node C4.  

   Towards a Stable System 

 After having struggled for nearly two years without being able to achieve a high 
reliability we decided to redesign and re-implement the node software. The soft-
ware was updated to TinyOS 2.x, which uses a new routing protocol (collection tree 
protocol (CTP) instead of MintRoute) and a new low power listening MAC proto-
col. Furthermore, the previously activated watchdogs were eliminated. 

 The  fi rst test with the new software period started on November 6th 2008 and 
lasted for 197 days. The node software redesign had a bene fi cial effect on the per-
formance of the network, whose average total reception rate increased to 87%. The 
new software had also the effect to signi fi cantly stabilize the routing since routing 
changes decreased by an order of magnitude. 

 Before launching a new test, the old algorithm for computing the natural fre-
quencies was replaced with a Fast Fourier Transform (FFT) algorithm since code 
optimization to reduce the code size and, as a consequence, to increase the usable 
data size. This algorithm was also much faster taking only 1 second to complete  [  6  ] . 
Furthermore, a detailed analysis of the results of the last test period revealed that a 
software mistake of the scheduler produced task scheduling interrupts lasting for 36 
hours or multiple of this time period. 

 Figure  4  displays the reception rates of the natural frequency, temperature and 
supply voltage measurements of a test that started on January 16, 2010, and lasted 
for 60 days. The reception rates were most of the time very close to 100%. 
Nevertheless, three crises are still identi fi able. Two of them were concerning to 
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problems with the base station. The average reception rates over the test period were 
better than 98%. Finally, the reason for the breakdowns of the serial connection 
between base station and root node C0 could be identi fi ed. It was related to a bad 
synchronization of the serial connection due to temperature effect on the clock of 
the Tmote Sky hardware platform.   

   Conclusions 

 It took three years to set up a well functioning system on the Stork Bridge. Lazy 
policy was applied to update the system and to  fi x errors, which meant that each 
improvement was made for a speci fi c reason. The decentralized and cooperative 
nature of WSNs made it extremely dif fi cult to de fi nitively identify sources of failure. 
Thus, the strength of WSNs turned out to be a severe drawback when trying to 
debug and  fi x  fl aws. Although many experienced failures can still not be fully 
explained, the main reason of the poor performance was the interconnection between 
the different processes that was created by the time synchronization and the long 
execution time of the initial data processing algorithm. Nevertheless, the good  fi nal 
performance demonstrates that WSNs can be successfully applied in data intensive 
long-term monitoring.      
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  Abstract   Movable bridges are unique structures in terms of their design, operation 
and maintenance. Florida has the highest number of bascule type movable bridges in 
the United States. According to Florida Department of Transportation (FDOT) engi-
neers, movable bridges maintenance cost is considerably higher than that of a  fi xed 
bridge because of the problems encountered due to their proximity to waterways and 
special operational demands. Therefore, Structural Health Monitoring (SHM) can be 
used to track and evaluate incidents, anomalies, damage and deterioration in movable 
bridges. In this study, two most critical structural problems of a pilot movable bridge 
are monitored and evaluated by using a correlation based data analysis method. It is 
shown that the proposed methodology can be used to monitor the structural condition 
of the movable bridges effectively using traf fi c induced strain data.    

  Keywords   Bascule • Bridge • Maintenance • Monitoring • Movable • SHM 
• Structural damage    

   Introduction 

 A large number of movable bridges, which are commonly used over the waterways, 
are owned and operated by the Florida Department of Transportation (FDOT) in 
United States. Movable bridges are complex structures utilizing machinery to open 
a portion of the bridge allowing for the passage of waterborne traf fi c. The majority 
of the movable bridges in Florida are of the bascule type, having interior spans 
called “leaves” that rotate upward and away from the centerline of the waterway 
thus providing a clear passage. Movable bridges also present signi fi cant drawbacks 
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and problems associated with the operation and performance. According to FDOT 
of fi cials, movable bridge rehabilitation and maintenance costs are about 100 times 
more than  fi xed type bridges. Deterioration is a concern since they are located over 
waterways, and often close to a coast with conditions suitable for corrosion that 
cause section losses. Maintenance costs associated with the operation system and 
mechanical parts require special expertise, and may cause extensive repair work that 
can cause an unexpected failure of bridge operation. Some early movable bridge 
examples in the US can be found but these publications give more details about the 
movable bridge types and their construction methodologies. A recent study about 
movable bridges can be found in  [  1  ] . Structural health monitoring can be considered 
as a promising approach to continuously monitor the structural, mechanical and even 
electrical components of a movable bridge mainly for bridge maintenance and pre-
dicting possible problems in advance. A monitoring system is an excellent tool for 
real-time asset management by infrastructure owners. Infrastructure owners may 
use  fl ags and warnings as a mechanism to monitor/assess maintenance performance. 
The data may be used by the contractors in scheduling preventive maintenance to 
maximize the service life of the equipment and the structure. In this study, two main 
maintenance problems which are identi fi ed using the inspection reports will be dis-
cussed. Identi fi cation of these problems is achieved with the help of SHM.  

   Theory and Methodology 

 Collecting statistical information such as maximum, minimum, mean, standard 
deviation and correlation coef fi cients is an important step to deal with large amounts 
of data coming from long term monitoring applications. These preliminary statistical 
analyses offer an understanding of the data behaviour and thereby help to interpret 
the data more effectively. Consequently, statistical information collection from sensor 
channels can be employed for structural damage identi fi cation. In this study, correla-
tion of the strain channels is employed for damage identi fi cation as a methodology. 
Cross correlation coef fi cient, which is a measure of similarity of two data sets in 
vector form, is a value between -1 and +1. Having similar behaviour in data sets 
gives higher correlation while low correlation indicates either low or no correlated 
response. The scatter plots shown in Fig. 1 illustrate the cross correlation between 
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  Fig. 1    Scatter plots of strain channels       
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two data sets. A closely bounded scatter plot indicates a high correlation, 
whereas the opposite means a low correlation. In these plots, bounded areas are 
also shown to give a better idea about the correlations. In light of this informa-
tion, the authors decided to investigate the possible change in the correlation 
coef fi cients due to structural changes on a movable bridge for damage 
identi fi cation. The methodology can be summarized as follows: (1) Strain data 
is collected for the healthy and damaged cases. (2) A low-pass  fi lter is used to 
eliminate the dynamic effects of the traf fi c in the strain data. (3) Correlation 
coef fi cient between two strain channels is tracked to see the changes before, 
during and after damage.   

   Representative Bridge and Monitoring System 

 In this section, the authors brie fl y present the monitoring design and  implementation 
on a representative bridge ( Fig. 2 ) in Florida. The selected representative movable 
span is the west-bound span of two parallel spans on Sunrise Boulevard Bridge 
(SBB) in Ft. Lauderdale. This span was constructed in 1989. It has double bascule 
leaves, with a total span length of 35.7 m, width of 16.3 m, carrying three traf fi c 
lanes. The bridge opens around 10-15 times a day.  

 The instrumentation plan is designed to monitor the most critical structural, 
mechanical and electrical components. The current installation consists of an array 
of 162 sensors which add up to 200+ channels. The monitored structural compo-
nents include main girders,  fl oor beams, stringers and live load shoes. As for the 
mechanical and electrical components, gear box, shafts, open gear, rack and pinion, 

  Fig. 2    Sunrise Boulevard Bridge (SBB)       
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trunnions and electrical motor are monitored with various sensors. In addition, a 
weather station is also installed to monitor and correlate the environmental factors. 
It should be noted only 12 Hitec-weldable-dynamic strain gages have been deployed 
for this study. These strain gages are placed on bottom  fl anges of the main girders 
with a data collection rate of 250Hz. The locations for the strain gages and corre-
sponding nomenclatures are given in  Fig. 3  For example, WN refers to West North 
and ES refers to East South. Three pre-scheduled 5 minute time slots (morning, early 
and late afternoons), corresponding to peak hours of operation, are selected for 
daily data collection. More details about the Sunrise Boulevard Bridge and instru-
mentation can be found in  [  2  ] .   

   Structural Changes 

 The Live Load Shoe (LLS) are the support locations of the main girders when 
the bridge is in closed position  (Fig. 4)  If misaligned or improperly balanced, 
the bridge may not fully sit on the LLS. In that case, the dead load and traf fi c 
load are transferred to the gears and shafts, which cause damage to mechanical 
assemblies. Small gaps also lead the girders to pound on the live load shoes, 
which results in further misalignment, additional stresses, fatigue damage, and 
excessive wear. The Span Locks (SL) are used to connect the tip ends of two 
cantilever bascule leaves; therefore, both leaves are forced to de fl ect equally 
( Fig. 5 ). Consequently, this situation prevents a discontinuity in the deck during 
the operational traf fi c. The main concern for the span locks is that the coupling 
has to be loose enough to allow a proper opening operation, but at the same 
time, the gap between the bar and the receiver has to be small enough to ensure 
the adequate connection with minimal bouncing while vehicles cross from one 
leaf to the other. This is achieved by placing metallic sheets (or shims) to adjust 
the spacing. 

 The two structural damage scenarios for this study are LLS shim removal and 
Span Lock (SL) shim removal, which were identi fi ed using the inspection reports of 
movable bridges in Florida. A combined damage scenario was also applied to the 
structure. First, the West South LLS shims were removed, then the West South SL 

  Fig. 3    Dynamic strain gage locations on SBB       
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shims were removed for the combined damage scenario, and  fi nally the LLS shims 
were installed again to see only the SL effect on the structure. In all cases the 
removed shims created a gap around 3.2 mm up to 4.8 mm.    

   Results 

 In this section, the results from the correlation studies are presented. These results 
are generated based on 35 different data sets before, during and after damage. 
First, 10 data sets were collected in 10 days to obtain the baseline level of the cor-
relation coef fi cients before damage. Then, 15 data sets were collected (5 data sets 
for each structural change) on same day due to time consideration to illustrate the 
during damage correlation coef fi cient. Finally, 10 more data sets were collected in 
10 day period to see whether the correlation coef fi cients are coming back to their 
original level after repair.  Figure 6  shows the correlation coef fi cient change 
between the ES3 and WS3 strain gages during these tests. As seen from this plot, 
the correlation coef fi cients before damage cases are around -0.8, during LLS and 
LLS+SL damage cases are around -0.3. No signi fi cant change is observed between 
the  fi rst and second damage case. On the other hand, for the SL damage case the 

  Fig. 5    Span Lock and shim removal       

  Fig. 4    Live Load Shoe and shim removal       
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  Fig. 7    Correlation change between EN2 and WS3       
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  Fig. 6    Correlation change between ES3 and WS3       

correlation  coef fi cients are becoming around -0.5 and after damage these 
 coef fi cients come back to the -0.8 level again but this time with a less standard 
deviation. The reason behind this is the signi fi cant effect of the maintenance. The 
trends of the correlation coef fi cients are also tracked for different strain gages. For 
example, correlation coef fi cient change between EN2 and WS3 can be seen in 
 Fig. 7 . Note that although the effect of the LLS damage on the correlation 
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 coef fi cients is apparent in both plots, the SL damage is more visible in  Fig. 6 . 
The variations of the  correlation coef fi cients are higher for the tip locations (WN1 
and WS1) of the movable bridge because the levels of strains in these locations 
are lower than the other locations.    

   Conclusions 

 Based on the results summarized above, it is seen that this new and effective meth-
odology can help track and detect the illustrated structural changes by means of 
correlation analysis of the traf fi c induced strain data. In addition, this approach can 
indicate the effectiveness of maintenance procedures, as it is shown that the level of 
correlation comes back to its original level prior to damage. This method is advanta-
geous since it is appropriate for automation, it does not require knowledge about the 
traf fi c loading, it allows handling of large amounts of data and the results are easy 
to interpret. This approach is expected to help the bridge engineers and maintenance 
personnel to reduce the number of maintenance visits by giving early warnings 
about condition of the bridge.      
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  Abstract   We present a brief overview of real-life bridge structural health monitoring 
(SHM) installations using  fi ber Bragg grating sensing technology. We review and 
describe the associated successes, challenges and lessons learned for SHM projects. 
In general, project successes are coupled to improved sensing tools: better sensor 
packages, simpler and less expensive instrumentation, improved installation techniques, 
and more ef fi cient data analysis tools. Some shortcomings are the direct result or poor 
project planning and communications. Particular attention is given to the bene fi ts and 
economics of instrumenting civil structures – when and how it pays.  

  Keywords   Bridge monitoring • Fiber optics • Sensor integration • Structural health 
monitoring      

   Introduction 

 Over the last few years,  fi ber optic sensors (FOS) have seen increased acceptance 
and widespread use for industrial sensing and structural health monitoring (SHM) 
applications in composites, civil engineering, aerospace, marine, oil & gas, and 
defence. Given their EM immunity, intrinsic safety, small size & weight, and capa-
bility to perform multi-point and multi-parameter sensing remotely make of FOS an 
attractive,  fl exible, reliable and unique sensing solution. One of the most common 
applications is for strain/stress sensing, but a variety of other parameters such as 
temperature, pressure, magnetic  fi eld, voltage, chemical species and others, can also 
be measured using them. And, nowadays, a variety of rugged sensors and interrogation 
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instruments are commercially available—offering attractive performance, ease of 
installation, reliability and reasonable pricing. 

 The technical requirements imposed by many SHM applications combined with 
the increased demand for practical, reliable,  fi eld-portable and low cost equipment 
to perform on-line measurements, has led to a new wave of commercial product and 
a push for the development of new optical  fi ber sensor solutions. However, can  fi ber 
optic sensing address the application needs and provide an economical, effective 
and reliable bridge monitoring alternative? This and other questions are aimed to be 
answered by way of reviewing a number of real-life bridge installation practical 
lessons learned, challenges and successes.  

   Fiber Optic Sensors & Instruments 

 Optical  fi bers, because their small size and light-weight, have the capability to be 
embedded within concrete structures—prior to curing—without affecting its proper-
ties and be used as sensitive, but rugged, transducers to measure the internal state of 
stress and act as an effective on-line SHM devices. Fiber optic sensors have attractive 
features that make them very suitable and, in some cases, the only viable sensing 
solution. Some of the key attributes of  fi ber sensors are summarized in Table  1 :

    Table 1    Bene fi ts of  fi ber optic sensors (FOS)    
  Galvanic isolation

EMI immunity
Intrinsically safe
Passive: no need for electrical power
Possibility of remote, multiplexed operation
Small size and lightweight
Integrated telemetry: fiber itself is a data link
Wide bandwidth
High sensitivity

    

 The basic principle behind FOS for SHM applications is that light sent through 
the  fi ber has its intensity, phase, wavelength or polarization altered by changes in 
the mechanical and thermal states of the surrounding host. Fiber optic strain and 
temperature sensors can also be surface-mounted onto concrete or steel surfaces 
and determine parameters of interest such as stress, strain, elongation, crack onset and 
growth, delamination and several others.  

   The Need for Structural Health Monitoring (SHM) 

 Since the condition of civil engineering works and infrastructure around the world 
is in a state of deterioration—due to aging of its materials, excessive use, overloading, 
weathering, lack of maintenance and proper inspection—it has become increasingly 
important in the last few years to determine the safety of a structure by the 
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non-destructive evaluation (NDE) of its strength and integrity. This as-assessment 
is essential for the repair, retro fi t, rehabilitation, life extension or replacement of the 
structure in question. Furthermore, it is also frequently useful to develop means for 
the feedback and control of the state of health of a structure. In general, bridge owners 
must manage and ensure the safety of their structures even when their operation 
continues well beyond their design lifetime. Traditionally, most structures rely on 
strict maintenance procedures and visual inspections conducted every one to two 
years, but with very few or no permanently installed sensors. However, maintenance 
operations tend to be expensive; visual inspections can miss critical problems; and 
conventional electronic sensors can fail in harsh environments. When considering 
on-line SHM of bridge structures, there are really two key questions to address:

    • Is structural health monitoring (SHM) useful?   
   • When is it bene fi cial to use  fi ber optic sensors?     

 Usefulness of SHM is typically more obvious for structures that have known 
problems. Selections of sensor type and placement are straightforward. Data analysis 
can be tailored to investigate a manageable set of hypotheses. But in a new structure—
or in an older one that does not exhibit a particular problem—it is more dif fi cult to 
justify the case for monitoring. Cost of adding a relatively comprehensive monitor-
ing system to a new structure can add ½ to 1% to the total construction cost  [  1  ] . This 
cost would include the system hardware (instrumentation, sensors, cables, etc.) and 
installation into the structure. It does not include, however, the costs associated with 
data analysis. 

 Furthermore, sensing systems are very ef fi cient in generating mountains of data. 
What to do with the vast amounts of data generated is, however, a tough challenge. 
Typically, engineers start with a mathematical model of the structure. This provides 
a base-line of comparison for the measured data and forms the guide for sensor 
placement on the structure. To date most data analyses have been performed by 
universities and research centers. Few mainstream civil engineering organizations 
(e.g., local departments of transportation) are well equipped, trained or funded to 
perform this type of analysis. 

 What is it worth to have the model, the data, and the answers? It is dif fi cult to 
assign a monetary value for these endeavors. Certainly, if one avoids a catastrophic 
failure, the payback is clear. However other justi fi cations are less tangible. For 
example, if more is learned about performance of a certain type of bridge over years 
or decades, then perhaps some design limits (i.e., costs) may be relaxed or useful-
life standards increased. These have real value, but the payback is separated from 
the investment by generations. 

 For instance, Fig.  1  depicts a bridge  fi tted with a multi-sensor network—and 
video cameras—along its span. Measurements of strain, temperature, vibration, 
expansion, corrosion, and local weather conditions, are performed and collected 
through a collection of sensors interconnected by a common interrogation and data 
acquisition system. Having such capability renders the structure or building more 
“intelligent”, whereby it is possible to know the condition and overall “state-of-affairs” 
of the bridge in question by examining in real-time and on-line the responses from 
individual sensors, as well as by facilitating the plotting of historical data—through 
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  Fig. 1    Aspect of a bridge SHM con fi guration       

  Fig. 2    Screen-shot image of IntelOptics® depicting the condition of a bridge and the readings of 
the various installed sensors       
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the use of dedicated graphical user interface (GUI) software coupled with storage 
databases—as depicted in Fig.  2 , which shows the rendering of an instrumented 
bridge on top of which readings from individual in-stalled sensors can be monitored 
and accessed remotely, via the dedicated SHM managing software platform called 
IntelOptics®.    

   SHM Project Phases 

 There are three important phases to any SHM project: 1)  Pre-Installation , 2)  Installation  
and, 3)  Post-Installation . Table  2  below provides a breakdown of the critical activities 
carried out within each phase. By far, the pre-installation is one of the most important, 
and where most care and attention must be paid. It is at this stage that the speci fi c 
system’s requirements and features; design and architecture; topology and commu-
nications; data analysis and storage; as well as expected project duration, scope and 
cost are de fi ned and turned into a suitable SHM design. 

 To ensure a smooth running project and a successful operating SHM system, it is 
essential to maintain constant, continued and open discussions between all parties 
involved in the project but, primarily, between the customer/end-user and the system’s 
designer/installer. Failure to do so, typically results in miscommunications that lead 
to project delays, cost overruns, erroneous selection of equipment, unrealistic 
expectations and an overall sense of dissatisfaction with the project, technology 
and SHM system. The converse is true—a well-de fi ned, thoroughly explained and 
discussed project, with realistic expectations, timetables and well-de fi ned objectives 
and expectations, leads to well-run and successful outcome SHM projects. 
Nevertheless, every SHM project is different and possesses its own set of challenges 
and technical hurdles.  

   Table 2    Phases of a SHM project   

 Pre-Installation  Installation  Post-Installation 

 • Project de fi nition: scope 
& goals 

 • Laying of cables 
 • Surface preparation 
 • Sensor installation 
 • Instrumentation 

installation 
   • Data acquisition set-up 

& rogramming 
   • Initial test & system 

veri fi cations 
  

 • Final system test 
& re-programming 

   • Controlled testing 
 • Initial system evaluation 

& trending 
   • Re-adjustment /programming 
   • Repair & upgrades as needed 
  

 • Technical requirements 
& features 

 • SHM system design 
 • Preliminary site visit 

& inspection 
 • Installation planning 
 • Coordination with local 

authorities 
 • Securing of permits 

& insurance 
 • Sensor integration 

&  pre-assembly 
 • Shipping, transportation 

& travel logistics 
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   Relevant Installation Issues and Considerations 

 A critical aspect of any SHM project—besides having good quality and reliable 
equipment—is the installation process. Better instruments and sensor packages 
have helped make installation easier and faster, but still about 50% of the cost of 
most FOS SHM systems lies in the installation alone. To mitigate some of these 
issues and possible cost overruns we recommend—based on our practical installation 
experience—to take the following actions.  

 Hence, start off with a sensible,  fl exible, and modular SHM system design that 
allows for sensors to be broken down into smaller sub-sets or installation sections. 
This will help facilitate the breakdown of the sensors’ response for data processing 
and analysis, as well as to help compartmentalize any possible damage and the 
extent of impact of any sensor(s) malfunction. This also facilitates future system 
expansions, or replacement/upgrade of sensors. 

 Minimize the time required/spent on-site. This will help avoid prolonged bridge 
lane closures and traf fi c disruptions. Attempt to install sensors when the amount of 
construction activity—for a new bridge under construction—is minimal. This will 
avoid potential damage to the sensors and disruption to either working crew. In 
addition, it also helps have quieter background conditions to better de fi ne the zero-
point operation for the sensors during their calibration. 

 Rely only on experienced personnel, familiar and trained with the use and han-
dling of optical  fi bers and not afraid of working in heights, tight spaces, under harsh 
weather or in the presence of possible critters and rodents. Protect sensors and lead 
cables as much as possible and necessary. Cables needs to be properly laid out and, 
is possible and cost-effective, be protected by metallic conduit tubes and kept out of 
sight, to avoid potential vandalism and ensure a aesthetic, clean installation.  

   Conclusions 

 SHM systems have proven to be a useful tool for real time, on-line measurements of 
diverse mechanical and environmental parameters of a structure. Systems have been 
installed in a variety of different structures types. A common aspect of many SHM 
applications is the reliance on  fi ber optic sensors to perform measurements in ways 
that were not possible with other technologies. In general, commercial, off-the-shelf 
sensors, interrogation instruments, and installation methods are up to the task today. 
A growing number of installations around the world will drive continued improve-
ment. Perhaps the biggest current challenge is to grow the number of available, 
quali fi ed installers of  fi ber optic SHM systems.      
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  Abstract   Monitoring of civil structures is a growing application in nondestructive 
testing. Wireless systems supersede wired systems mainly by being easily deploy-
able under various local structural conditions. The vast majority of today’s existing 
structures are not equipped with monitoring systems by design. Wireless systems 
can still be installed as a retro fi t. In the demonstration project described here, a 1350 m 
long motorway bridge over the Neckar River near Heilbronn, Baden-Württemberg, 
Germany was equipped with ambient and material temperature sensors as well as 
humidity sensors. The test setup is described in detail and interpretation of the data 
from initial measurements is provided. Furthermore, an assessment of the wireless 
monitoring system is presented, giving information about the packet drop rate, radio 
frequency calculations and wide-area network connectivity.  

  Keywords   Asphalt layer • Distortion • Laser displacement measurements 
• Temperature monitoring • Wireless sensor network      

   System Description 

   Scope of Monitoring 

 On a motorway bridge over the river Necker near Heilbronn, Germany, in the past, 
the asphalt layer had to be replaced quite frequently. It is assumed that temperatures 
in the asphalt too high for its speci fi cation is the reason for the defects. The project’s 
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intention is to monitor the temperature of construction elements and the  environment 
for a period of 24 months. The bridge consists of a steel and a prestressed concrete 
section. Several sensors were installed in crosswise direction at each of the sections. 
Additionally, to link the temperature information with the actual asphalt degrada-
tion, lane grooves are measured at certain points in time with a laser displacement 
measurement system. The continuously collected monitoring data and the discrete 
reference data can be used to validate the hypothesis. The monitoring was carried 
out in the following ways:

    1.    Temperature measurement on prestressed concrete bridge (see Fig.  1a )

      sensor in the transverse direction approximately every 1.0 m in the box girder • 
and the cantilever area (8 temperature sensors in total, 2 of them including 
humidity sensors)  
      sensor on the edge of the truck lane in the pavement (2 temperature sensors)      • 

    2.    Temperature measurement on steel bridge (see Fig.  1b )

      sensor in the transverse direction approximately every 1.0 m in the box girder • 
and the cantilever area (11 temperature sensors in total, 3 of them including 
humidity sensors)  
      sensor on the edge of the truck lane in the pavement (2 temperature sensors)          • 

   Wireless sensor network (WSN) 

 A wireless sensor network (WSN) measurement system was developed by the 
Institute of Construction Materials and the Material Testing Institute of the 
University of Stuttgart, together with TTI GmbH - TGU Smartmote, a univer-
sity spin-off. The platform consists of a central processing board, a power board 
and sensor adaptation boards. These sensor adaptation boards are designed for 
a multitude of sensors and physical quantities. In addition to the hardware, oper-
ational software was designed. This comprises the node software, the data for-
warder software on the WSN base station, the database connectivity and the 
data feature extraction and presentation. For a more thorough description of the 
system, refer to  [  1-  3  ] .  

  Fig. 1     (a)  Cross section of concrete bridge  (b)  Cross section of steel bridge       
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   Installation of the WSN 

 Four temperature sensors were directly attached to the deck inside the box girder, 
another four sensors on the underside of the outer bracket. Additional two sensors 
were incorporated in a slot about 4 cm deep in the asphalt. Also an air temperature 
and humidity sensor was placed outside the bracket. These sensors are integrated 
into a wireless sensor node (air temperature and humidity) or attached to them 
(material temperature sensors). In most cases, two temperature sensors are con-
nected to a wireless sensor node. Theoretically, the connection of up to four sensors 
is possible. Inside of the box girder, a base station was also installed. The base sta-
tion continuously sends the measurement data via UMTS modem to the University 
of Stuttgart. 

 In Fig.  1 , the two cross sections of both concrete and steel bridge are shown. 
Depicted are the base station, the sensor nodes and the sensors. Figure  2  a) shows 
one of the wireless sensors when installed on the bridge.    

   Measurement of the road surface pro fi le 

 The measurement of the road surface pro fi le was carried out using a laser dis-
tance measurement system. The laser slides on a rail from one side of the lane to 
the other and back again. The accuracy is about ± 0.5 mm relative to the height 
and about ± 2 mm relative to the worn track. The exact points of the  fi rst mea-
surement were marked on the ground in order to use them for all following 
measurements. 

 The greatest challenge with the laser measurement were re fl ections from the 
sunlight. The brightness caused errors in the measurements, which had to be 
removed. See Fig.  2 b) for the displacement measurement apparatus, which was 
operated from the van.   

  Fig. 2     (a)  Installed wireless sensor node on the bridge  (b)  Lane groove measurements on a laser 
gantry       
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   Measurement Results 

 Figures  3  and  4  show the lane grooves of the concrete bridge section and the steel 
bridge section, respectively. While the lane grooves for the concrete section are in 
the range of -8 mm to +20 mm, the steel section shows much higher grooves in the 
range of -20 mm to +50 mm. The clipping at 50 mm height results from the mini-
mum displacement that the laser transducer is able to represent. The grooves on the 
steel bridge are much larger, most probably resulting from a higher temperature.     

 Figures  5  and  6  depict the temperate pro fi le over four month in summer 2010. 
For the concrete bridge section, the maximum asphalt layer temperature occurred 
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  Fig. 3    Height pro fi le of the concrete bridge section       
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  Fig. 4    Height pro fi le of the steel bridge section       
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  Fig. 5    Temperature pro fi le of the concrete bridge section between 2010-05-01 and 2010-08-31. 
Green and red curve depict two separate sensors along the crosswise section with a distance of 2 m       

  Fig. 6    Temperature pro fi le of the steel bridge section between 2010-05-01 and 2010-08-31. Green 
and red curve depict two separate sensors along the crosswise section with a distance of 2 m       
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on 2010-07-10 with a peak temperature of 51 °C. On the steel bridge section, the 
 maximum asphalt layer temperature occurred already on 2010-07-08 with a peak 
temperature of 53 °C. Unfortunately, after 2010-07-09, the sensors were removed 
during urgent maintenance work on the lane. The gap in measurement data begin-
ning of June 2010 was due to transmission problems in the wireless sensor system. 
Reason was a mains power outage that is visible on both graphs, however, one of the 
base stations did not turn on again, when the mains was back on. For a more detailed 
description of the system failures and their analysis, refer to  [  3  ] .  

   Conclusions 

 The expected outcome of the measurement campaign, that the higher temperature 
on the steel section of the bridge (due to the more light-weight construction) would 
justify the stronger development of lane grooves here, did not prove to be true. 
However, as far as the measurements show, the steel section does not show 
signi fi cantly higher absolute temperatures in summer. The day-night temperature 
span is a little larger, as the steel structure keeps less heat in its corpus and can cool 
down during night. 

 Due to the missing sensors from 2010-07-09 on, the evaluation cannot be contin-
ued as foreseen. However, further evaluations will have to be made, correlating the 
cumulative temperature-hours with the increase of the lane groove heights. This will 
be done also for the intermediate measurements of the lane pro fi les, which are not 
shown here. In addition, the temperatures of the girders and cantilevers will be taken 
into account.      
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  Abstract   Stochastic identi fi cation results are not suf fi cient to determine input- output 
relations because one constant for each identi fi ed mode is missing. Since the prod-
uct of a mode and its constant is unique the constant can be absorbed into the modal 
scaling and it is in this context that the term eigenvector normalization is used in this 
paper. The seminal contribution in the normalization of operational modes is from 
Parloo et. al., whom, in a paper in 2002, noted that the required scaling can be com-
puted from the derivative of the eigenvalues to known perturbations. This paper 
contains a review of the theoretical work that has been carried out on the perturba-
tion strategy in the near decade that has elapsed since its introduction.    

  Keywords   Eigenvector scaling • Modal models • Normalization • Operational 
modal analysis • Output-only identi fi cation • Sensitivities    

   Introduction 

 Results from operational modal analysis cannot be used to establish input-output 
relations because the information to properly scale the identi fi ed modes is unavail-
able. Since a number of applications in experimental dynamics and diagnostics are 
based on input-output maps, procedures to determine the proper modal scaling are 
of practical interest. The fundamental contribution in resolving the scaling issue is 
credited to Parloo et. al.,  [  1  ] , who showed that the information required is encoded 
in the derivatives of the eigenvalues with respect to known perturbations. The idea 
being, of course, that these derivatives can be estimated experimentally from 
changes in the eigenvalues obtained in two tests. Since perturbations of the mass are 
easiest to implement most of the work on the perturbation strategy has been restricted 

    D.   Bernal   (*)
     Civil and Environmental Engineering Department, Center for Digital Signal Processing , 
 Northeastern University ,   Boston   02115  
  e-mail: bernal@neu.edu    

      Eigenvector Normalization from Mass 
Perturbations: A Review       

       D.   Bernal      



1044 D. Bernal

to mass changes  [  1-  5  ] . This paper focuses on contributions connected to algorithm 
development and does not, in particular, present a survey of experimental 
 investigations or comparative studies.  

   Theoretical Preliminaries 

 The input-output relations of an arbitrarily damped, linear, time invariant system 
with N degrees of freedom can be expressed as a modal series in terms of complex 
eigenvalues  l  and appropriately normalized complex eigenvectors,  y  as  [  6  ] 

     

2

1

( )
TN

j j

j j

G s
s=

y y
=

- lå    (1)   

 For eq. 1  to be valid the complex eigenvectors must be normalized such that

     2 1T T
j j j j jM Cl y y + y y =    (2)  

where M and C     NxNRÎ    are the mass and damping matrices  [  7  ] . Designating arbi-
trary normalized complex modes as  j  one can write

     j j jk jy =    (3)   

 The objective of the mass perturbation strategy, when the complex mode model is 
selected, is to provide estimates of  k .  

    Normal Mode Model  

 In the special case where the damping distribution is (assumed) classical the relative 
phases in the eigenvectors are either zero or  p  and eq. 1  can be written in terms of the 
modes of the undamped system as

     2 2
1

( )
2

TN
j j

j j j j

G s
s sx=

f f
=

+ w + wå    (4)  

where  w  
j
 ,  x  

j
  and  f  

j
  are the undamped natural frequency, the fraction of critical damp-

ing, and the mass normalized eigenvector in the j th  mode, respectively. The mass 
normalized modes satisfy

     1T
j jM =φ φ    (5)   

 Expressing the mass normalized modes in terms of the arbitrarily normalized ones 
q one has
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     f j j j= a q    (6)  

and the objective of the mass perturbation strategy is to obtain estimates of  a .  

   The Sensitivity Approach (Parloo et.al., 2002) 

 We present a derivation in the notation that is used throughout this paper and make 
the results explicit for both the complex mode and the normal mode model. We take 
the mass change as     0 1M MD = b   , where  b  

0
  is a scalar with units of mass, and M 

1
  is 

a distribution. When differentiating with respect to the magnitude of the perturba-
tion the associated dummy variable is  b .  

    Complex Mode Model  

 The polynomial eigenvalue problem is

     
2

0 1( ) 0M M C Ké ù+ b l + l + y =ë û    (7)   

 Differentiating with respect to  b , pre-multiplying by  y  T  and evaluating the result 
at  b =0 one gets, after some simple algebra

     
2

1(2 ) 0T T TM C M¢ly y + y y l + y yl =    (8)   

 Substituting eq. 2  into eq.  8  gives

     
2

1
T M¢l = -y yl    (9)  

from where it follows, adding the subscript  j  for speci fi city, that

     
2

2
1

j

j T
j j jM

¢-l
k =

j j l    (10)   

 On the premise that only two tests are available the derivative has to be estimated 
with the forward difference and one has

     

2
2

j j

j T
j j jM

l - l
k @

j D j l    
(11)

  

where     l    is the eigenvalue in the perturbed condition.  
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    Normal Mode Model  

 The undamped eigenvalue problem can be written as

     0 1( )j j jK M Mf b f g= +    (12)  

where  g  
j
  is the undamped eigenvalue. Differentiating with respect to     b    and evaluat-

ing at   b  =0 one gets

     1( )j j j j j jK M M Mg f f g f g¢ ¢- = +    (13)   

 Pre-multiplying by the transpose of the mode and recognizing that we’ve used 
the mass normalized mode gives

     1
T

j j j jMg f f g¢ = -    (14)  

from where, substituting eq. 6 , one gets

     
2

1

j

j T
j j jM

g ¢-
a =

q gq    (15)   

 On the premise that only two tests are available the derivative of the undamped 
eigenvalue has to be estimated with the forward difference and one has

     
2

( )j j

j T
j j jM

g - g
a @

q D q g    (16)   

 The Integration Approach (Parloo et.al., 2003) 

 To ensure accuracy in the  fi nite difference estimate of the eigenvalue derivative the 
shift in the eigenvalue induced by the mass perturbation may need to be small 
because the relation between eigenvalue and perturbation amplitude is nonlinear. 
Small eigenvalue shifts, however, are random variables with large coef fi cients of 
variation and thus lead to large uncertainty on the estimated normalization con-
stants. Parloo et.al., recognized this con fl ict and shortly after the appearance of  [  1  ]  
proposed an approach where the scaling constants are computed, not from the eigen-
value derivatives, but from the total changes in the eigenvalues. Here we designate 
the method proposed in  [  2  ]  as the integration approach because the total eigenvalue 
changes are obtained by numerically integrating the eigenvalue vs mass perturba-
tion relation. In the integration approach the formulation is nonlinear and the solution 
is obtained in an optimization context. It is opportune to note that, as is the case with 
all (general) formulations based on  fi nite changes, the solution for the constants in 
the integration approach is modally coupled. To describe the algorithm let  D  b  =  b  

0
 /q 

where q is an integer. By grouping the identi fi ed eigenvalues and  eigenvectors in the 
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perturbed condition in the vector     J    and the matrix     c    and the corresponding 
 quantities from the algorithm in    AJ    and     χA    one can set a cost function that mea-
sures distance between the measurements and predictions, e.g.,

     1 2( ) ( ) ( ) ( )T T
A A A AJ W WJ J J J c c c c= - - + - -    (17)  

where W 
1
  and W 

2
  are weighting matrices and it is understood that the estimated and 

measured eigenvectors should be normalized in some common fashion, e.g., to 
equal norm. The recursive approach is:

    1)    Select an estimate for the normalization constants for all the identi fi ed modes  
    2)    Set j = 0  
    3)    Compute the eigenvalue and the eigenvector derivatives for the assumed con-

stants at     jb b= D    (expressions to be provided)  
    4)    Let the eigenvalues and eigenvectors be expressed in a Taylor series about 

    jb b= D    and use the linear terms to estimate the eigenvalues and normalized 
eigenvectors at     ( 1)jb b= + D     

    5)    Increase the counter, i.e., j = j+1  
    6)    Repeat steps 3-5 until j = q.  
    7)    Compute J from eq. 17   
    8)    Repeat from step #2 to minimize J.     

 While the integration approach incurs approximation from the fact that the update 
is done using a  fi rst order approximation this source of error can be made negligibly 
small by appropriate selection of the number of intervals q. Error from modal trun-
cation, however, re fl ected in the fact that the eigenvector derivatives depend on all 
the modes, is a more important issue. In addition to the computational burden, which 
can be signi fi cant, another inconvenient feature of the integration approach is the 
fact that decisions have to be made regarding the weighting matrices W 

1
  and W 

2
 .  

    Eigenvalue Derivatives  

 The derivatives of the eigenvalues in the complex and the normal mode model are 
given by eq.  9  and eq.  14 .  

    Eigenvector Derivatives  

 For the sake of unity we designate the eigenvector derivative with respect to  b  as     jh    
and write it as

     j Yjh = G
   (18)  
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where  G  is a matrix that has all the appropriately normalized eigenvectors as its 
columns and     { }1 . .kYj y y=   . Taking r such that r T M 

1
  is the diagonal of M 

1
  as a 

row vector one has  [  4,  6  ]  

   Complex modes  
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   Normal modes  
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   Mode Invariance Approach (Brinker and Andersen 2004) 

 Consider the undamped eigenvalue problem in the original and the perturbed condi-
tion. Neglecting changes in the mode shapes due to the perturbation one  fi nds that 
the scaling constant (for the normal mode model) is given by

     
2

( )j j

j T
j j jM

g - g
a @

q D q g    (21)   

 Since the mode shapes do not change when the mass perturbation is propor-
tional to the original mass one gathers that eq. 21  tends to be most accurate when 
the mass perturbation is distributed. A comparison of eq. 21  with eq. 16  shows that 
the only difference is that in eq. 21  the denominator contains the perturbed eigen-
value while the sensitivity approach uses the unperturbed one. Since  g  and     g    sel-
dom differ by more than a few percent it follows that the two expressions usually 
provide similar results. The mode invariance scheme has only been developed for 
the normal mode model.  
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   The Projection Approach (Bernal 2004) 

 The undamped eigenvalue problem in the perturbed condition, for mode j, is

     ( )j j jK M Mq = + D q g    (22)   

 Expressing the perturbed mode on the basis of the unperturbed ones, namely, 
taking

     0j jq = q G    (23)  

where     0q    is a matrix with all the identi fi ed unperturbed modes as its columns, and 
    jG    is a vector. Substituting eq. 23  into eq. 22  one gets after some simple algebra

     
2

( )k j k

k T
k j j

j

M

g - g G
a =

q D q g    (24)  

where     kjG    is the k th  entry of the     jG    vector. Eq. 24  shows that one can get as many 
estimates of the scaling constants as there are identi fi ed modes. Approximation in 
eq. 24  comes from the fact that the exact value of     kjG    (i.e., the value that would be 
obtained from eq. 23  if all the coordinates where measured and all the modes where 
identi fi ed) cannot generally be computed given the available information. In the real 
case measurements are limited and only a truncated modal space is available and the 
best estimate of the scaling constant is obtained when the constant for the k th  mode 
is obtained using     kkG    (with this constant estimated from a least square solution of 
eq. 23 ). As with the mode invariance method, only the normal mode model has been 
considered in the projection scheme.  

   The Receptance Method (Bernal 2011) 

 In the projection approach the number of sensors limits the number of modes that 
can be included in the projection (the columns in the  q  

0
  matrix) because otherwise 

the solution for  G j 
k
  is not unique (we consider the over-determined case unique in 

the least square sense). The Receptance approach presented in  [  5  ]  removes this 
limitation. A derivation of the Receptance scheme starts by noting that from eq. 22  
one can write

     
1

j j j jK M M
-

é ù- g D q g = që û    (25)  

and noting that the matrix in the parenthesis is the Receptance of the unperturbed 
system evaluated at     js i= g   . Using the pole-residue form of the Receptance  [  6  ]  
one can write, therefore
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2

1

TN

j j jM
=

æ ö
D q g = qç ÷

g - gè ø
å � �

� � �

φφ
   (26)   

 Substituting eq. 6  into eq. 26  gives

     

2
2

1

TN

j j j

M

=

æ öq D q
q g a = qç ÷g - gè ø

å � �
�

� � �
   (27)   

 One notes that eq. 27  gives a projection of the perturbed mode on the original 
basis but, in contrast with the scheme in  [  4  ] , the projection coef fi cients are given 
explicitly. When all the modes are identi fi ed eq. 27  yields the exact solution inde-
pendently of the number of measurements. Although approximation remains in the 
modally truncated case, the system of equations implicit in eq.  27  generally offer 
the best approximation to the scaling constants among the existing alternatives.  

   The Receptance Approach in the Complex Model (Bernal 2011) 

 The Receptance approach has been recently extended to the complex modal 
model in  [  8  ] . The derivation follows along the same lines as in the normal 
mode case and we do not present it in detail due to space constraints. The  fi nal 
expression, however, is

     

2

1

( )Tn
j j

j
j

M
k

=

j j D j l
= j

l - lå � �
�

� �
   (28)  

where  n  is the number of identi fi ed complex modes (including conjugates). It is use-
ful to note that the system of equations implicit in eq. 28  can be written as

     ( )IQ veck = F    (29)  

where  vec  is the column stacking operator,     [ ]1 . nF = j j        { }1 2 .I nk = k k k   , 
and

     

1

2

.

n

Q

F cé ù
ê úF cê ú=
ê ú
ê ú
F cë û    

(30)

  

with     
1 2( , ,... )n

j j j jdiag a a ac =    and

     

2

( )ji T
j i j

i j

a M
l

= j D j
l - l    (31)    
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   Concluding Remarks 

 Scaling constants for normalizing operational modes obtained from identi fi cation 
results are random variables. Given a set of probability distributions governing the 
eigenvalue and eigenvector entries the objective is to select a testing protocol and an 
analytical computation scheme such that practical constraints are satis fi ed and the 
error in the scaling constants is a variable with zero mean and a variance that is as 
small as possible. Given that there is no such thing as the “exact normalization” of 
a mode that is itself approximate (due to error in the identi fi cation) selection of error 
measures and criteria to compare the performance of the various alternatives has to 
be done with care. Formulation of guidelines for deciding between one algorithm 
and another requires that the problem be looked at in a probabilistic framework 
because variability of the identi fi cation is a critical component. Work in this direc-
tion is currently ongoing.      
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  Abstract   Aging and deterioration of existing structures and the need for rapid 
assessment and evaluation of these structures for hazard mitigation has signi fi cantly 
expanded the research efforts in the  fi eld of structural health monitoring (SHM). 
SHM involves monitoring of a structure using periodically sampled measurements, 
extraction of damage sensitive features from these measurements, and assessment 
of the current health state/integrity of the system. The approach known as the 
Damage Locating Vector (DLV) technique is an SHM tool that interrogates changes 
in the  fl exibilities synthesized at sensor locations using the vibration data with 
respect to the location of damage. This paper presents the damage identi fi cation 
results of the Phase II Experimental Benchmark Structure of the IASC-ASCE Task 
Group on Structural Health Monitoring.    

  Keywords   Damage assessment • DLV • Global methods • Localization 
• Vibration-based SHM    

   Introduction 

 Structural health monitoring (SHM) is the process of implementing a damage 
 identi fi cation strategy for civil infrastructures. Damage identi fi cation problem 
involves detection, localization and assessment of the extent of damage in a struc-
ture so that its remaining life can be predicted and possibly extended. SHM encom-
passes both local and global methods of damage identi fi cation. The local methods 
include visual inspections and non-destructive evaluation tools such as acoustic 
emission, ultrasonic, magnetic particle inspection, radiography and eddy current. 
All these techniques, however, require apriori localization of the damaged zone and 
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easy access to the portion of the structure under inspection. As an alternative that 
overcomes these limitations, global vibration based methods have been widely 
developed over the years  [  1,   2  ] . 

 Most of the existing damage identi fi cation methods can be classi fi ed into two 
groups: model-based and non-model or feature-based methods. The model-based 
methods are essentially model updating procedures in which the mathematical 
model or the physical parameters of a structure is calibrated or updated using vibra-
tion measurements from the physical structure  [  3,   4  ] . Analytical sensitivities of 
response parameters to changes in physical properties are used to update modeling 
assumptions, physical sizing, elastic moduli, etc. The feature-based approaches detect 
structural changes by detecting damage features in the measured data without the 
need for an analytical model of the structure. The main task here is the extraction of 
damage features sensitive to structural changes so that damage can be identi fi ed from 
the measured vibration response of civil engineering structures. Natural frequency 
based metrics, mode shape based metrics, structural damping based metrics, modal 
strain energy based metrics,  fl exibility based methods and other matrix perturbation 
approaches, pattern recognition, neural networks and other statistical approaches, 
non-linear methods based on advanced time-variant transforms are the most commonly 
utilized features proposed in the literature for detecting damage in civil engineering 
structures. A critical review of the damage assessment methodologies based on the 
research and applications reported in the literature can be found in  [  5  ] .  

   IASC-ASCE Phase 2 Experimental Benchmark Structure 

 The experimental benchmark problem is the 4-story, 2-bay by 2-bay steel-frame 
scale-model structure shown in Fig.  1 . The structure is 2.5m × 2.5m in plan and is 
3.6m tall. The nine vertical columns are bolted to a steel base frame, and the lower 
 fl anges of two of the base beams are encased in concrete,  fi xing the steel frame to 
the concrete slab. The members are hot-rolled, grade 300W steel which are 
speci fi cally designed for this scale model test structure. The columns are B100x9 
sections and the  fl oor beams are S75x11 sections. In each bay the bracing system 
consists of two 12.7 mm (0.5 in) diameter threaded steel rods placed in parallel 
along the diagonal. One  fl oor slab is placed in each bay per  fl oor: four 1000 kg slabs 
at each of the  fi rst, second and third levels, four 750 kg slabs on the fourth  fl oor. 
These masses are  fi xed to the structure using two channel sections to bolt each mass 
to the steel frame. The mass of each channel section is approximately 9.75kg for a 
total of 19.5 kg per mass for two channels. Fifteen accelerometers were placed 
throughout the frame to measure the responses of the test structure and on the base 
of the frame; 2 per  fl oor measuring the north-south motion of the structure (along 
the strong axis), and 1 measuring the east-west motion of the structure (along the 
weak axis). A series of ambient and forced excitation including hammer and shaker 
tests were conducted on the structure with various damage scenarios as shown in 
Table  1 . In the tests, damage is simulated by removing braces in the structure or by 
loosening the bolts at beam-column connections  [  6  ] .    
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  Fig. 1     (a)  Benchmark structure, (b) beam-column connection, (c) a sample accelerometer       

   Table 1    Description of Test Cases   

 Case  Con fi guration 

 1  Fully braced con fi guration 
 2  All east side braces removed 
 3  Removed braces on all  fl oors in one bay on southeast corner 
 4  Removed braces on 1st and 4th  fl oors in one bay on southeast corner 
 5  Removed braces on 1st  fl oor in one bay on southeast corner 
 6  Removed braces on all  fl oors on east face, and 2nd  fl oor braces on north face 
 7  All braces removed on all faces 
 8  Con fi guration 7 + loosened bolts on all  fl oors at both ends of beam on east face, 

north side 
 9  Con fi guration 7 + loosened bolts on  fl oors 1 and 2 at both ends of beam on east face, 

north side 

   Estimation of Modal Parameters 

 Stabilization/Consistency Diagram involves tracking of the modal parameters as a 
function of increasing model order to obtain the correct modal parameters. Figure 3 
illustrates these diagrams for Tests 1 and 9. Once the diagram is prepared, the user 
is left with the task of separating the physical modes from the computational ones 
and choosing an estimate among several alternatives, that best represents a mode. 
The consistent-mode indicator function (CMI) can be utilized as a measure to select 
the better of two alternatives  [  7  ] . Using the Stabilization diagrams together with the 
CMI function, the identi fi ed modal parameters for the selected tests are shown in 
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Table  2 . Note that both the fully braced test case (Test 1) and unbraced case 
(Test 7) are selected to represent the two healthy systems and Tests 4 and 9 are 
selected as the damage scenarios of these two structures, respectively. Eigensystem 
Realization Algorithm (ERA) was performed by computing several realizations 
with varying Hankel matrix size, forming a stabilization diagram as shown in Fig.  2 , 

   Table 2    Modal properties of the braced structure: Healthy and damaged cases (Translation 
Dominated = TR, Torsion Dominated = TO and Strongly Coupled = SC)   

  Braced Structure  

 Test 1 (undamaged case)  Test 4 (damaged case) 

 No.  f (Hz)  zai(%)  CMI (%)  Mode  f (Hz)  zai (%)  CMI (%)  Mode 

 1  7.44  0.77  92  TR  7.25  0.85  89  TR 
 2  7.65  0.64  86  TR  7.56  0.65  97  TR 
 3  14.45  0.39  88  TO  13.93  0.24  76  TO 
 4  19.86  0.32  90  TR  19.66  0.36  77  TR 
 5  20.88  0.42  69  TR  19.93  0.59  80  TR 
 6  24.74  0.27  89  TR         
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  Fig. 2    Stability Diagram for the modal frequencies : (a) Test 1, (b) Test 9       
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and selecting the best-extracted modal parameters. The realization leading to a 
higher complex mode indicator function (CMI) is selected as the correct mode as 
shown in Tables  2  and  3 .     

   Localization of Damage 

 Damage Locating Vector approach  [  8,   9  ]  which is based on computing a set of 
 vectors, DLVs that have the property of inducing stress  fi elds whose magnitude is 
zero in the damaged elements, is utilized to localize damage. In this approach a 
weighted stress index (WSI) is computed using a statical model of the structure with 
a characterizing stress selected based on the type of the structure. The potentially 
damaged elements are identi fi ed as those having WSI<=1.0. It should be mentioned 
that DLVs are computed strictly from the data and the undamaged topology is 
required to compute the stress  fi elds caused by the DLVs. 

 A 3-D 12-DOF shear building model is used to represent the undamaged model 
of the structure and the characterizing stress is selected as the story shears and the 
average of the end moments of the beams for the braced and the unbraced structure, 
respectively. The associated WSI indices of both cases computed for the frames in 
North-South and East-West directions are tabulated in Table  4 . 

 As can be seen from the table, although the approach successfully localized the 
 fi rst and the second  fl oor beams of the frames in the North-South direction as poten-
tially damaged with WSI<1.0, for the unbraced frame; only the fourth  fl oor of the 
North-South frame has a WSI less than 1 in the braced frame case. The  fi rst  fl oor of 
the North-South frame, with a WSI=4.62, appears to be a ‘false negative’ localiza-
tion. Approximation in the extraction of the  fl exibility coef fi cients and the discrep-
ancy between the model used to compute the stress  fi eld given the DLVs and the real 

   Table 3    Modal properties of the unbraced structure: Healthy and damaged cases (Translation 
Dominated = TR, Torsion Dominated = TO and Strongly Coupled = SC)   

  Unbraced Structure  

 Test 7 (undamged case)  Test 9 (damaged case) 

 No.  f(Hz)   z (%)  CMI (%)  Mode  f(Hz)   z (%)  CMI (%)  Mode 

 1  2.63  0.36  85  TO  2.57  0.53  98  TO 
 2  3.60  0.74  84  SC  3.39  0.90  86  SC 
 3  4.32  0.50  82  TR  4.16  0.36  99  TR 
 4  8.44  0.36  92  SC  8.38  0.36  100  SC 
 5  11.93  0.49  98  TR  11.66  0.39  93  TR 
 6  13.91  0.38  83  SC  13.58T  0.50  91  SC 
 7  16.15  0.32  91  TR  16.03  0.30  99  TR 
 8  21.58  0.37  73  TR  20.35  0.81  68  TR 
 9  23.57  0.66  74  TR  21.05  0.67  69  TR 
           23.24  0.74  81  TR 
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structure at the healthy state are the two main sources of errors that could lead to this 
‘false negative’ identi fi cation. In this case however, one could speculate that it is 
the error in the estimation of the  fl exibility that has dominated since only one 
dominantly torsional mode was identi fi ed. Yet, still the fact that the DLV method 
provided a ‘true’ ranking of the elements for the potentially damaged set which can 
be a very useful feature in prioritization for the screening purposes.       
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   Table 4    Weighted Stress Index for the braced and unbraced frame   

 Floor 

 WSI -Braced Frame ( case 4 ) 
[removed braces on 1st and 4th  fl oors] 

 WSI- Unbraced Frame ( case 9 ) 
[loosened bolts on  fl oors 1 and 2] 

 North-South  East-West  North-South  East-West 

 1  4.62  6.73  0.25  4.36 
 2  7.87  6.92  0.31  4.59 
 3  5.09  9.68  7.31  5.51 
 4  0.97  5.71  2.03  3.09 
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  Abstract   When eccentric mass shakers are used for forced vibration testing of 
actual structures, the Peak Picking Method is generally used for identifying modal 
parameters. Here we investigate the applicability of two time domain methods, 
namely the Eigensystem Realization Algorithm applied with Auto Regressive 
Exogeneous Models and the Covariance Driven Stochastic Subspace Method, and 
one frequency domain method, namely the Frequency Domain Decomposition 
Method, as alternatives to Peak Picking. To this end, a  fi nite element model of a 
3-storey building is prepared and forced vibration tests are simulated on this model 
based on the properties of the eccentric mass shaker present at the Boğaziçi 
University Structures Laboratory. Biases in modal parameter estimates are analyzed 
via Monte Carlo simulations and it is observed that identi fi ed mode frequencies and 
damping ratios fall within     3%±    of the actual values, and that the identi fi ed mode 
vectors have MAC numbers higher than 0.95.    

  Keywords   COV-SSI • Eccentric mass shaker • ERA • FDD • System identi fi cation    

   Introduction 

 System identi fi cation in structural engineering is the inverse problem of  fi nding 
various properties of a system based on input-output or output measurements 
alone. Generally in experimental system identi fi cation the system is excited using 
some device that induces step, sinusoidal or random signals as to the system, and 
input-output signals are observed over a time interval. After the experiment, the 
 fi rst step is to choose an identi fi cation method and to determine the parameters of 
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the  mathematical model. The model thus obtained may then be tested to see 
whether it is accurate or not. If it is not, with the feedback of the model, the 
procedure is repeated until the best  fi tted model is found. In structural system 
identi fi cation the desired set of parameters are generally the modal parameters. 

 Up until 1950s, much of system identi fi cation in engineering and control  fi elds 
relied on Bode, Nyquist and Ziegler-Nichols charts or on step response analysis. 
Two seminal papers published in 1965 paved the way to two main identi fi cation 
techniques. The  fi rst one was the paper of Ho and Kalman  [  1  ]  that gave birth to the 
development of subspace identi fi cation and the second one was the paper of Aström 
and Bohlin  [  2  ]  that contributed to prediction error identi fi cation  [  3  ] . The solution 
of state-space realization problem was further improved by Akaike  [  4  ] . In the early 
nineties researchers found solutions to the problem of combining subspace 
identi fi cation and stochastic realization theory. Larimore  [  5  ] , Van Overschee and 
de Moor  [  6  ]  and Viberg  [  7  ]  provided various algorithms for Stochastic-Subspace 
Identi fi cation (SSI). 

 System identi fi cation experiments can be classi fi ed in two main groups. The 
 fi rst one is forced vibration testing which is based on applying a controlled force 
to a structure, measuring the applied force if necessary and possible, measuring 
the response of the structure, and identifying system parameters according to 
the speci fi ed model. Forced vibration testing generally aims to estimate fre-
quency response functions (FRFs) or impulse response functions which are the 
inverse Fourier transform of the frequency response functions. The second 
group is ambient vibration testing in which the response of the test structure to 
ambient effects is measured and this output data is used in identi fi cation. In this 
study, forced vibration tests via eccentric mass shakers are discussed. Eccentric 
mass shakers are machines that apply sinusoidal forces on structures via rotat-
ing masses. Typical eccentric mass shakers have one or two rotating masses 
whose eccentricity and con fi guration can be arranged to produce various force 
time histories.  

   System Identi fi cation Methods 

   ERA with ARX 

 Auto-Regressive models with eXogenous inputs (ARX) may be used to mathemati-
cally represent linear dynamical structural systems. An ARX model in time domain 
can be written as:

     0 0

( ) ( )
p p

k i k i
k k

t k t k
= =

a + = b +å åy u
   

(1)
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where     a    and     b    are ARX coef fi cient matrices,     y    is the output,     u    is the input, and 
    p    is the ARX model order. This model implies that the output at the current time 
step can be written in terms of     p    previous outputs and     p    previous inputs and the 
current input. This is the prediction of current measurement from previous data and 
it is called forward-in-time prediction. By rearranging the coef fi cients and input-
output data, one can obtain an overdetermined set of equations (if suf fi cient data 
exists) and the least-squares estimate for the coef fi cients of the ARX model can be 
derived. To make sure that the identi fi ed ARX model corresponds to a minimal 
realization, the Eigensystem Realization Algorithm (ERA)  [  8  ]  may be employed. 
To this end, Markov parameters of the system are derived using the identi fi ed ARX 
model. ERA commences by constructing an initial Hankel matrix and  fi nding its 
singular value decomposition as:
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where     iY    is the     i   ’th Markov parameter,     n    is the number of non-zero singular 
values and also the order of the state space model,     nU    and     nV    are the  fi rst     n    left 
and right singular vectors respectively,     nS    is the     ´n n    diagonal matrix of non-zero 
singular values,     O    and     C    are the observability and controllability matrices, h and 
f are the number of block rows and columns of Hankel matrix,respectively. All the 
coef fi cient matrices of the state space model can be retrieved from the observabil-
ity and the controllability matrices. The success of the approach depends on deter-
mining the true “model order” of the system which is not a trivial problem with real 
life data since there are always noise and modeling errors leading to spurious 
“noise” modes in the identi fi ed model. To overcome this problem a stabilization 
diagram approach ( [  9  ] ) is applied. The modes that consistently (according to cho-
sen criteria) appear in various model orders are considered stable and are most 
likely to be physical modes.  

   Covariance driven stochastic subspace 
identi fi cation (COV-SSI) 

 COV-SSI algorithm  [  10  ]  starts with calculation of output covariances de fi ned as:
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where     [•]E    is the expected value operator and     iR    is the     ´m m    output covariance 
matrix for a lag of     i    time steps. These covariance matrices are used to set up the 
following Toeplitz matrix and its singular value decomposition as:
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 Once the observability matrix is constructed, the output and the state transition 
matrices of the state space model may be obtained. Once again a stabilization – and - 
clustering approach is recommended to distinguish true system modes in an auto-
mated fashion ( [  11  ] ).  

   Frequency domain decomposition (FDD) 

 Output only FDD is a combination of the peak picking method and the Complex 
Mode Indication Function (CMIF). Peak picking method is inaccurate especially 
when close modes are present and the CMIF method is inapplicable when input data 
set is not measurable. FDD is superior in that sense to both CMIF and the peak pick-
ing method. The CMIF is de fi ned by Shih et al.  [  12  ]  as the singular values of 
    [ ( )][ ( )]Ti iw wH H    where     H    is the frequency response function matrix. In the CMIF 
method all singular values are plotted and in this plot the peaks of the highest sin-
gular values vector show modal frequencies. Since the spectrum of a white noise 
input will be constant, the output spectrum is given by:

     ( ) ( ) ( ) ( ) ( ) ( )T T
yy xxi i i i K i iw w w w w w= =G H G H H H    (5)  

where     yyG    is the output spectrum,     xxG    is the input spectrum, and     K    is a constant 
 [  13  ] . Then the SVD of the output spectral density matrix has peaks at the modal 
frequencies for the highest singular value vector and the  fi rst column of the left 
singular vector matrix corresponding to this peak gives the mode shape of the cor-
responding mode.  

   Data obtained from eccentric mass shakers 

 The identi fi cation methods discussed above require the applied input to be as white 
as possible. On the other hand in eccentric mass shaker experiments, a single sinusoi-
dal wave is applied at a time to the system. To be able to use eccentric mass shaker 
test data with ERA and FDD, we use the fact a signal is white when it is stationary 
and contains equal energy from all frequency points of the  spectrum. Since the 
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dynamical system tested is assumed to be linear and time invariant, superposition is 
also assumed to hold. Therefore once a suf fi cient number of sine waves are applied 
to the system and the inputs and responses are added up separately, a white – noise 
– like input and a corresponding output can be obtained. This idea is used for using 
ERA and FDD with eccentric mass shake data. To check whether sine-sweep testing 
can be done with eccentric mass shakers, a sine sweep  experiment is simulated and 
the data obtained from the simulation is used with COV-SSI method.   

   Simulations and Results 

 To simulate eccentric mass shaker experiments, a 3 – story reinforced concrete 
building is modeled in SAP2000. In simulations, sine forces between 1 to 21 Hz 
with 0.1 Hz increments are applied at the roof and this force is placed at a point 
so as to be able to excite both translational and torsional modes. Acceleration mea-
surements are taken from 4 points at each story level and contaminated with     5%    
root-mean-squared noise. These noisy measurements are then used to calculate 
translational and rotational accelerations of each story level. At the end all input and 
output data are added up to obtain white-noise like data sets. For COV-SSI, a sine 
sweep is applied at the top of the building, with a sweep interval of 1-21 Hz. 

 The results obtained with identi fi cation methods are summarized in Table 1. The 
abbreviation MAC in the table refers to Modal Assurance Criteria which is 1 when 
two vectors are the same and 0 when two vectors are orthogonal. It can be seen that 
per – cent error for identi fi ed modal parameters are lower than     5%    (except the 
damping ratio of the  fi rst mode identi fi ed with COV-SSI) and MAC numbers are so 
close to 1 that they are interpreted as 1 for most of the modes except the second 
mode identi fi ed with COV-SSI and FDD. The damping ratios identi fi ed by FDD are 
not given in the table because the results of FDD were highly biased.   

   Table 1    System identi fi cation results   

  
  

  
  

 Mode 

 1  2  3  4  5  6  7  8  9 

 Actual  Freq   2.98    3.40    4.07    9.67    11.51    15.04    16.89    21.35    30.32  
 Damp   0.05    0.05    0.05    0.05    0.05    0.05    0.05    0.05    0.05  

 ERA  Freq   2.98    3.40    4.07    9.66    11.50    15.02    16.86    -    -  
 Damp   0.05    0.05    0.05    0.05    0.05    0.05    0.05    -    -  
 MAC   1.00    1.00    1.00    1.00    1.00    1.00    1.00    -    -  

 COV-SSI  Freq   3.00    3.25    4.07    9.66    -    -    -    -    -  
 Damp   0.03    0.05    0.05    0.05    -    -    -    -    -  
 MAC   1.00    0.21    1.00    1.00            

 FDD  Freq   3.00    3.40    4.20    9.70    -    14.80    -    -    -  
 MAC   1.00    0.71    0.99    1.00      0.99        
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   Conclusions 

 The analysis in this study showed that the proposed methodologies are satisfactory 
for real life applications of forced vibration tests with eccentric mass shakers. It was 
obvious that when both the input and the output are measured and ERA/ARX can be 
applied, modal parameters can be estimated better. On the other hand, COV-SSI and 
FDD are superior in the sense that they make it possible to identify the modal param-
eters when phase difference between the input and the output cannot be measured. 
Key factors effecting identi fi cation results are observed as the number inputs applied 
in different frequencies, especially at the frequencies close to mode frequencies and 
scanned frequency interval. Having close and coupled modes decreases the accuracy 
of results especially for output only identi fi cation methods used in this study. 

 Finally, the results of this study shows that with the methodology proposed here, 
ERA, COV-SSI and FDD can be used for system identi fi cation with eccentric mass 
shakers as alternatives to classical curve  fi tting methods.      
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  Abstract   Dynamic Structural Health Monitoring (D-SHM) in an attractive holistic 
approach to Non-Destructive Testing (NdT), based on the premise that damage 
in fl uences the dynamic behaviour of a structure by altering its stiffness, mass or 
energy dissipation properties. 

 At present, the fact that the dynamic behaviour of a structure is severely affected 
by a variety of additional boundary and environmental conditions con fi nes D-SHM 
to industrial applications where repeatability or environmental conditioning reduce 
the complexity of the problem, or where the technical and economical implications 
of costly and time-consuming test campaigns are not an issue. 

 In this work, the “Smartbrick” platform - an autonomous battery-operated wire-
less device purpose-built for environmental and structural monitoring - has been 
equipped with a vibration sensor that captures detailed acceleration data in response 
to natural occurrences such as small seismic or human-induced events. This enhance-
ment makes the SmartBrick a D-SHM-ready platform with multi-year battery life, 
which allows a dramatic reduction in both equipment and installation costs, thus 
potentially expanding the practice of D-SHM to a considerably larger number of 
existing and new structures.    

  Keywords   Battery-operated • D-SHM • Dynamic structural health monitoring 
• Smartbrick • Wireless sensor network • WSN   
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    Introduction 

 Since the 19 th  century, a variety of techniques based on global interrogation of 
the dynamic behaviour of a structure have been proposed for the assessment of 
the health conditions and for the determination of structural damage, with poten-
tial applications to quality control, predictive maintenance, life cycle estimation 
and even disaster prevention  [  1  ] . Despite the increasing sophistication of model-
ling, computation, and data interpretation techniques  [  2  ] , a number of practical 
issues con fi ne the applicability of D-SHM methods to a limited number of speci fi c 
cases. Although specialized data acquisition systems for temporary monitoring 
of vibrations have been proposed  [  1  ] , most experimental studies  [  3  ]  con fi rm that 
the severe in fl uence of environmental conditions prevents D-SHM from being 
effectively  carried out through periodic tests performed on a structure. Long-
term, continuous, automated monitoring of vibration is claimed to be better-
suited as an effective D-SHM method, as the data it yields is suf fi ciently large 
in volume to overcome ambient noise problems, and with time span and resolu-
tion suf fi cient for manifestation of seasonal dependencies of modal parameters 
on environmental conditions  [  4  ] . Unfortunately, continuous automated monitoring 
requires the permanent installation of sophisticated data acquisition systems with 
a large number of sensors (from ten to several hundred). The prohibitive cost of 
these systems limits their use to structures of major importance, such as large 
bridges  [  5  ] .  

   The Smartbrick Data Acquisition Platform 

 Traditional “wired” SHM systems, such as automated monitoring systems used for 
recording vibration, typically carry cable installation costs that well exceed 50% of 
the total system investment  [  6  ] . With the aim of reducing these exorbitant installa-
tion costs, several research efforts in developing wireless networked devices for 
SHM (WSHM) have been carried out in the last decade  [  7  ] . With few exceptions, 
known wireless platforms feature a centralized design approach that requires some 
type of gateway-coordinator node with wired power and communication lines. The 
use of WSHM platforms monitoring historic structures is often hampered by aes-
thetic concerns, dimensions, or budget limitations that eliminate the possibility of 
using this type of wired node. 

 The “Smartbrick,” an autonomous and self-contained WSHM device, has been 
proposed in response to the aforementioned shortcomings of existing WSHM plat-
forms, and is especially well-suited to low sensor count applications  [  8  ] . 

 The Smartbrick features multi-year battery life, and communicates using the 
GSM/GPRS mobile phone network, thus eliminating the need for cables and drasti-
cally reducing installation costs. The Smartbrick embeds sensors for temperature, 
inclinometers and acceleration. Pre-conditioned inputs for speci fi c additional 
 sensors are provided as well. The data collected, any alarms triggered and self-test 
information are automatically delivered to designated recipients through SMS 
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 messages, email, and FTP  fi le upload. Daemon applications and graphical  interfaces 
resident on the servers provide an interactive user interface for data visualization 
through charts and diagrams.  

   Event-driven Data Acquisition for Dynamic Phenomena 

 In order to maximize battery life, the Smartbrick remains in deep sleep mode when-
ever possible, periodically switching to active mode for a brief time in order to read 
sensors that monitor slowly-changing phenomena and to send data. Such time-
driven operation cannot capture structural vibrations induced by random environ-
mental excitation. Hence, an event-driven operational mode and trigger system have 
been added to enable detection of acceleration peaks within the 2÷25 Hz frequency 
region. The trigger system developed has power consumption of less than 66  m W 
and has a negligible effect on the Smartbrick’s battery life. Depending upon the 
options con fi gured, data can be simultaneously acquired from up to eight different 
channels, with a total maximum sampling rate of 4100 S/s and memory depth of 64 
k samples. The -3dB bandwidth of the sensor input is 0.1÷110 Hz for the embedded 
accelerometers and 2000 Hz for other channels. 

 The bench test con fi rmed that the sensitivity of the trigger system could reach 
and even exceed the design speci fi cation of 0.49 m/s 2  (50 mg) peak acceleration 
threshold in the 2÷25 Hz frequency band. The isotropy of the trigger with respect to 
the three coordinate directions is to be considered acceptable at the highest limit of 
sensitivity adjustment.  

   Field Testing Through Monitoring of a Historical Structure 

 Palazzo Malvezzi, a historical building dated to 1560 in Bologna (Italy), was 
selected as a case study for the validation of D-SHM using the Smartbrick. The 
building presents evolving crack damages in the northwest corner, due to the pres-
ence of a subsidence line across the foundation. Additional crack damages were 
found in the ceiling of a large vane conceived in origin as a ballroom. The room 
currently used as the Room of Council for the local Province Institution is con-
nected with a balcony that was intended for hosting the orchestra through an oval 
opening located in the middle of the fresco-painted ceiling. Both the balcony and 
the vaulted ceiling are built on a framework featuring wooden elements. Crack dam-
age was also observed on the structure. 

 Two Smartbrick devices were used to carry out D-SHM for the damaged areas. 
A  fi rst Smartbrick device was installed on the cracked  fl oor of the room located at 
the northwest corner of the building (“Red Room”), providing a displacement gauge 
across the crack, bi-axial inclinometers, sensors for the surface and air temperature 
and tri-axial accelerometers for vibrations induced by human activity during normal 
use of the room for meeting and conferences. A second Smartbrick device was 
installed on the orchestra balcony, providing bi-axial inclinometers, tri-axial 
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 accelerometers, sensors for the surface and air temperature and a LASER 
 displacement gauge to evaluate the displacement of the balcony with respect to the 
 fl oor of the Room of Council. Figure  1  depicts the installed devices.  

 Figures  2  and  3  summarize the data acquired by the two units. Although the time 
of observation is limited, some phenomena are observed: a +0.15mm change in 
the  fl oor crack of the Red Room is observed while at the same time no notable 

  Fig. 1     on the left : survey and equipments in the northwest building corner (Red Room);  on the 
right : vertical section and equipments in the Room of Council       

  Fig. 2    Time history for monitoring data of the Red Room       

 

 



change of inclination is reported. In the same period the orchestra balcony of the 
Room of Council exhibited a settlement involving both inclinations (0.04°) and 
distance (+0.5mm) of the oval opening edge from bottom room  fl oor. This settle-
ment is believed to be related to the seasonal change in air moisture content inducing 
distortions in the wooden frame of the structure and after this consideration a rela-
tive humidity gauge has been planned to be added to the installation.   

 Figure  4  reports a typical dynamic data acquisition event triggered by normal 
human activity where is observed that the correlation between the vibrations and the 
opening of the crack  fl oor is not remarkable.   

  Fig. 3    Time history for monitoring data of the Room of Council       

  Fig. 4    Dynamic data acquisition triggered by human activity in the Red Room       
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   Conclusions 

 D-SHM enabled Smartbrick devices provide a novel and cost-effective data 
 acquisition platform useful for a diverse array of structures. The platform proposed 
is particularly well-suited to monitoring of historical structures, where the goal is to 
utilize as few sensors as possible, and where the concurrent availability of data 
about environmental conditions, structural parameters, and vibrations is especially 
useful. Laboratory and  fi eld testing con fi rmed that the performance of the dynamic 
event trigger system developed meets and exceeds the technical requirements for 
capturing even light vibration events induced by the human activity typical for a 
building used for residential or commercial purposes.      
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  Abstract   Following the 27 February 2010 (M 
w
  = 8.8) Offshore Maule, Chile earth-

quake, a temporary, real-time data streaming array comprising 16 channels of accel-
erometers was deployed throughout a recently constructed 16 story tall building 
with three additional basement stories in Vina del Mar, Chile. This building was not 
damaged during the mainshock; however, it is similar in design to many other build-
ings with multiple shear walls that were damaged but did not collapse in Vina del 
Mar and other parts of Chile. The temporary array recorded low-amplitude response 
of the building from aftershocks. The recordings provided dynamic response char-
acteristics of the cast-in-place reinforced concrete building. Available dynamic 
characteristics from mathematical modal analyses are compared to the observed 
responses. Distinct “major-axes” translational and torsional fundamental frequen-
cies as well as frequencies of secondary modes are identi fi ed. Response data from 
each earthquake provide evidence of beating.  

  Keywords   Core-shear wall building • Instrumentation • Modal analysis • Structural 
health monitoring      
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   Introduction 

 During the reconnaissance mission organized by the Earthquake Engineering 
Research Institute to investigate the M 

w
 8.8 Offshore Maule, Chile earthquake 

of 27 February 2010, a cooperative effort by the authors facilitated deployment 
of a temporary, real-time data streaming structural monitoring array compris-
ing 16 channels of accelerometers distributed throughout an unoccupied 
16-story tall building (with 3 additional basement stories) in Vina del Mar, 
Chile. The building was chosen to understand the dynamic characteristics of a 
core-shear wall building, which is a typical construction type in Chile. This 
type of construction, in general, performed well during both the M 7.8 1985 
Valparaiso and the recent 27 February, 2010, Offshore Maule events. Modal 
analyses (including live loads) performed during the design/analyses processes 
have yielded the  fi rst 6 modal periods as 2.01, 1.532, 1.14, 0.47, 0.31 and 0.27 
seconds. The  fi rst two correspond to the fundamental modes in the NS and EW 
directions respectively.  

   The Building 

 A picture of the building and a typical plan view showing the distribution of shear walls 
and column lines are shown in Fig.  1 . Core shear walls are typically 35 cm thick, 
while the shear walls in the perimeter on the west and east edges are 30 cm 

  Fig. 1     Left : General picture of the building.  Right : Typical plan view shows distribution of shear 
walls and columns as well as dimensions and the axes system       

 



1073Preliminary Identifi cation of Dynamic Characteristics of a Unique Building in Chile

thick, and the two in the south edge are 40 cm thick. Columns located on the column 
line intersections that do not have shear walls are typically 80cm x 80cm in plan. 
Such a distribution of walls and columns with non-coincidental mass and rigidity 
centers naturally is expected to cause torsional behavior. Furthermore, the basement 
foundation is a 100 cm-thick mat without piles. The combination of lack of piles, a 
thick mat foundation, and a stiff structural system situated on a sub-foundation of 
approximately 100 m-thick alluvial material 1  make this building an ideal target to 
study rocking effects, if present.   

   Temporary Instrumentation and Data 

 Figure  2  shows temporary deployment of an array of 16 accelerometers. Several 
sets of earthquake response data have been recorded by the array. Quick analyses of 
the data for response characterisitics indicated similar and repeatable results. Hence, 
in this paper, only one set will be presented and discussed.   
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  Fig. 2    Schematic 
of temporary deployment 
of accelerometers       

   1     The site frequency has been computed to be approximately 1.5 Hz. Because of space limitations, 
computation of site frequency is not discussed in the paper.  
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   Analyses of Data 

 Shown in Fig.  3  are acceleration time-histories of the response of the 16 th   fl oor 
[roof-level channels 10-12] of the building to an event that occurred at 06:03 AM 
local time on April 23, 2010 (M=5.9 located 65 km south of Concepcion and 
approximately 475 km south of Vina del Mar) To the right is an expanded 100-s 
interval of these records to better display the building behavior, which may include 
beating effects and low damping that most likely contributed to prolonged shaking. 
Amplitude spectra computed from the acceleration records are shown in Fig.  4 . 

  Fig. 3    Acceleration time histories recorded at the roof level of the building.  Left:  the complete 
record.  Right:  expanded portion of record windowed beteeen 100-200 to display possible beating 
and low-damping associated with the building at this level of shaking       

  Fig. 4    Amplitude spectra computed from accelerations recorded from all channels of the array       
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The spectra show predominant peaks at several frequencies in the NS, EW and 
 vertical directions. Clearly, in the low frequency range of 1Hz or less (the expected 
range of the fundamental frequencies), several peaks are clearly identi fi able (e.g. 
EW frequency [period] of 0.84Hz [1.2 s], and NS frequencies [periods] 0.67, 0.84 
and 1.05 Hz [1.49s,1.2s and 0.95s]). These signi fi cant frequencies and those of 
higher modes are seen in the amplitude spectra as well as being clearly identi fi able 
in the plot of transfer functions in Fig.  5 a. In the EW direction, the transfer 
function, computed as the ratio of amplitude spectra of accelerations at the roof 
(CH10) to those in the basement (CH1), clearly indicates three distinct peaks at 
0.84, 3.3 and 6.7 Hz (1.2, 0.3 and 0.15 s ) corresponding to the  fi rst three modes. 
It is noted that these frequencies are identical to those obtained from amplitude 
spectrum for torsional response represented by the difference of the two parallel 
NS motions (e.g., CH11 & CH12) as shown in Fig.  5 b. Thus, EW motions and 
torsional motions are coupled, and therefore the same frequencies appear in the 
transfer functions for the NS direction, as seen in Fig.  5 a. TheNS transfer func-
tions also exhibit two additional peaks at 0.67 and 1.05 Hz that do not appear in 
the spectra or transfer function for the EW direction; hence they are related only 
to the NS direction.    

 The challenge in identifying which one of the frequencies unique to the NS 
motions (0.67, 0.84 and 1.05 Hz) belong to what mode of vibration is made dif fi cult 
by the fact that these frequencies are all in phase, as seen in Fig.  6  displaying 
cross-spectrum, phase and coherency between CH12 (NS) at the roof and CH9(NS) 
at 6 th   fl oor (and similarly for other combinations that are not presented herein). 
However, as seen in Fig.  7 a,  b , it is very likely that the frequency at 0.84 HZ is 
also the rocking frequency both for NS and EW directions, as identi fi ed by the 
auto-spectra, cross-spectra, phase angle and coherency plots for CH12(NS) and 
CH10 (EW), both at the roof, as compared to CH4 (UP) in the basement. This key 

  Fig. 5     Left : Transfer function of EW and NS records at the roof with respect to corresponding 
records in the basement.  Right : Amplitude spectra of differential acceleration from parallel chan-
nels in the NS direction to assess torsional response. These plots are made for 0-10 Hz horizontal 
axes to observe higher mode frequencies as well       
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  Fig. 7    Auto and Cross Spectra, Phase angles and coherency plots for vertical motion (CH4) in 
the basement paired with horizontal motions:  Left : Ch12(NS) at the roof and  Right : CH10(EW) at 
the roof       

  Fig. 6    Cross-spectrum, phase angle and coherency plots of acceleration recorded by CH12(NS) at 
the roof and CH9(NS) recorded at the 6 th   fl oor       

 fi gure illuminates the close frequencies that are about 1 Hz or less. So, it is safely 
concluded that 0.84 Hz is one of the important frequencies – the translational fun-
damental frequency in the EW direction, the torsional fundamental frequency, and 
also the rocking frequency in the EW and NS directions.   

 Thus, in the EW direction the apparent frequency (1/f 2  
apparent

 =1/f 2  
translational

  + 1/f 2  
rocking

  ) 
at 0.84 Hz is same as the rocking and translational frequency. In the NS direction, 
1.05 Hz is the translational frequency and the apparent frequency is 0.67 Hz 
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 computed also by the relationship: 1/f 2  
apparent

 =1/f 2  
translational

  + 1/f 2  
rocking

 =1/1.05 2  +1/.84 2  
that leads to f 

apparent
 ~0.67Hz which is consistently seen in the spectra and transfer 

functions. 
 An additional observation in the building response is the “beating effect”. As 

observed in other structures  [  1,  2  ] , low-level damping and nearly identical (or close) 
translational and torsional frequencies in structural system causes coupling and 
beating effect with a period T 

b
 =2T 

1
 T 

2
  /(T 

1
 -T 

2
 ). During the beating effect, repeti-

tively stored potential energy during the coupled translational and torsional defor-
mations turns into repetitive vibrational energy. Thus, for this building, in the NS 
direction, with T1=1/1.05Hz=0.95s, and T2=1/.84Hz=1.2s, then, T 

b
 =2T 

1
 T 

2
  /(T 

1
 -T 

2
 ) =

2*.95*1.19 /(1.19-.95)=9.4s which is close to the observed/recorded motions seen 
in Figure  3 .  

   Conclusions 

 In the absence of widespread permanent accelerometer arrays in structures, which 
often is due to cost issues, an effective approach for non-destructive testing and 
extracting critical information on response characteristics is to deploy temporary 
arrays following large earthquakes to record signi fi cant aftershocks. This approach 
allows assessment of actual dynamic characteristics and signi fi cant modal behav-
iors that may not always be identi fi ed or accurately determined by mathematical 
models. In this preliminary study, the building exhibits frequencies attributable to 
translational, torsional, and rocking modes that are signi fi cantly different than those 
extracted from mathematical models. Furthermore, the beating effects are observed 
in the structure during the low-amplitude excitation generated by distant aftershocks 
almost two months after the main event. Assessment of critical damping ratios is 
left to future studies.      
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  Abstract   This paper presents experimental results on the behaviour of corrosion 
damaged reinforced concrete beams repaired using a cementitious patch repair 
material and strengthened using carbon  fi bre reinforce polymer (CFRP) plates. Four 
RC beams (154 mm × 254 mm × 5000 mm long) were used. Three of the beams 
were subjected to different levels of accelerated corrosion (using an impressed 
anodic current and 5% NaCl solution) under sustained service loads while one beam 
acted as a control. The service load was estimated as 80% of cracking moment. The 
three corrosion-damaged beams were using a repair mortar; further, two of the 
patch-repaired beams were strengthened with carbon  fi bre reinforced polymer 
(CFRP) laminates. The effect of damage on the stiffness of the beams was inferred 
from natural frequencies, strain measurements and de fl ection measurements. The 
effect of patch repair and strengthening on corrosion damaged beams was deduced 
from the changes in their ultimate capacities. The results reveal that the stiffness and 
the ultimate capacity are improved by about 25% and 50% respectively when both 
patch repair and CFRP are applied on a damaged beam. Patch repair only, improved 
the stiffness by approximately 5% but did not improve the ultimate capacity.  

  Keywords   CFRP strengthening • Patch repair • Corrosion damage • Damage 
assessment • Effectiveness of strengthening      

   Introduction 

 Over the years, the need for repair of RC structures has increased signi fi cantly, 
both for old and new structures. The main cause of structural damage in RC struc-
tures is corrosion of reinforcement. Therefore there is a need to understand the 

    M.   Tigeli   •     P.   Moyo (*)   •     H.   Beushausen  
     Department of Civil Engineering ,  Univesity of Cape Town ,   South Africa  
  e-mail: pilate.moyo@uct.ac.za    

      Behaviour of Corrosion Damaged Reinforced 
Concrete Beams Strengthened Using CFRP 
Laminates       

       M.   Tigeli   ,    P.   Moyo    and    H.   Beushausen      



1080 M. Tigeli et al.

effects of corrosion damage on the structural properties of RC members such as 
stiffness and ultimate capacity in order to develop improved and effective repair 
strategies that will minimise the risk of further damage and structural failure both 
in the short and long term. Corrosion reduces the cross-sectional area of steel at the 
corrosion sites, leading to reduced stiffness and capacity of the structure to carry 
loading, which may result in structural failure if not detected and repaired or 
strengthened. 

 This study presents experimental results on the effectiveness of combined 
repair and strengthening of corrosion-damaged RC beams. Four RC beams were 
tested. All four beams were monitored for de fl ections during the accelerated cor-
rosion period. The beam dynamic characteristics were assessed in the following 
states; undamaged, 10 % corroded, 15% corroded, exposed reinforcement, patch 
repaired and  fi nally the CFRP strengthened state. The three corrosion-damaged 
beams were patch repaired using a cementitious repair mortar. Two of the beams 
were strengthened with CFRP laminates in addition to the repair. The effect of 
damage on the stiffness of the beams was inferred from strain measurements, 
de fl ections and dynamic properties (natural frequencies). The effect of patch 
repair and strengthening on corrosion damaged beams was deduced from the 
changes in their ultimate capacities.  

   Experimental Details 

   Specimen detail 

 The RC beam specimens had the following dimensions, 153 mm width, 254 mm 
depth and 5000 mm length. The reinforcing bars were placed symmetrical in the 
beam cross section; with the dimensions of the compression and tension rein-
forcement being 10 mm and 20 mm diameter respectively. Double-leg stirrups of 
8 mm diameter mild steel were placed at 150 mm spacing centre to centre through-
out the length of the beam. Figure  1  shows the reinforcement details of the beams 
used in the study.   

   Material properties 

 The beams were cast using ordinary Portland cement (OPC), with a w/b ratio 
of 0.45. 19 mm standard coarse aggregates were used. The average 28 day 
compressive strength of the concrete was 40 MPa, with a standard deviation of 
2.8 MPa.  
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   Accelerated corrosion 

 Beams 2, 3, and 4 were provided with a PVC pond of dimensions 150, 1000 and 30 mm 
for corrosion located at the mid-span of the beam. A 5% NaCl solution was added into 
the pond and a 12 mm stainless steel bar of length 800 mm was immersed into the NaCl 
solution. To accelerate corrosion, the tensile steel bars and the stainless steel bar were 
connected to a power supply using electric copper wires. A silver brazing alloy with 
 fl ux were used to connect the copper conductors to the ends of the tensile reinforcing 
steel bars and to the stainless steel bar. The connections between the wires and the steel 
bars or stainless steel bar were covered with shrink wrap to prevent moisture access. 

 The corrosion process consisted of 4-day wetting and 2-day drying cycles. For 
ease of monitoring, all corroded beam specimens were supplied with the same cur-
rent intensity of 1000 µA/cm 2  which was divided equally between the two bars and 
the corrosion period was varied depending on the desired level of damage. The 
relationship between corrosion current density and the steel mass loss due to corro-
sion was determined using Faraday’s law (Eq.  1 ):

     

Fe
corr

Fe

D
I WFz

W
= D

   
(1)

   

 Where I 
corr

  is the current intensity ( m A/cm 2 ), F is Faraday’s constant (96 500 
coulombs), ΔW is mass loss due to corrosion (g), W 

Fe
  is the atomic mass of steel 

(55.8 g/mole), D 
Fe

  is the density of steel (7.86 g/cm 3 ) and z is valence (2) from the 
oxidation reaction of steel.   
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  Fig. 1    Inverted beam reinforcement detail       
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   Repair Process 

   Patch repair 

 The corrosion-damaged RC beams were prepared for repair by cutting-out the 
 damaged concrete beyond the level of corroded steel, until sound concrete was 
reached. Damaged concrete was cut out with a grinder and broken out with a jack 
hammer to the level beyond the reinforcement to facilitate access to reinforcement 
when cleaning the corrosion products. The reinforcing bars were cleaned with a 
wire brush to remove the corrosion products before application of the patch repair 
mortars. Beams 2, 3 and 4 were patch repaired with a cementitious repair mortar.  

   Strengthening 

 The CFRP laminates (tesnile strength 4800MPa and Youngs modulus 230Gpa) were 
bonded on to the substrate using a special epoxy resin for the laminates. Before 
application of the CFRP laminates, the concrete surface was prepared by sandblast-
ing the top concrete to expose aggregates and air blowing it to remove loose dust. 
The CFRP laminates were cleaned with a cleansing agent to remove excess dirt 
before application. The reason for using both the patch repair and CFRP laminates 
was to understand the combined effect of the two. In practice, they are usually used 
separate and they therefore fail to fully enhance the structure stiffness and capacity. 

 Beams 2 and 4, with 10% and 15% corrosion respectively, were patch repaired 
and strengthened with CFRP laminates. The CFRP laminates used were 50 mm in 
width, 1.2 mm thick and 4900 mm long. Each beam was strengthened with two lami-
nates running parallel throughout the length of the beam on the tensile face. The 
CFRP laminates were anchored at the end with a 300 mm thick CFRP wrap. Both 
beams were strengthened on the tension side where the patch repair was applied.   

   Testing 

   Stiffness 

   Dynamic results 

 The modal characteristics used to infer stiffness were the natural frequencies. The 
frequencies were measured at the following stages; undamaged, 10 % corroded, 
15% corroded, exposed reinforcement, patch repaired and  fi nally the CFRP strength-
ened state. The fundamental natural frequencies for different beams are presented 
in Fig.  2  at undamaged, corroded, exposed reinforcement, patch repaired and CFRP 
strengthened referred to as stages 1, 2, 3, 4 and 5 respectively. 
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 The natural frequencies for the fundamental mode were used to analyse the effect 
of the changes in beam condition. The percentage change in the natural frequency 
was used as a damage indicator  [  1-  2  ] . As observed from all the tested beams, there 
was an average decrease of 8 % in the natural frequency of the beam when it was 
corroded to 10% mass loss. The fundamental frequency increased to 9 % when the 
level of corrosion was increased to 15 %.   

   De fl ections 

 The stiffness of the beams was inferred from de fl ection measurements measured 
when the beams were loaded to failure. For comparison, de fl ections presented in 
Fig.  3  are up to 60 kN loading as beams failed at different loadings. Beam 1 (control) 
had the least static stiffness of 2.5 kN/mm as it displayed the highest  de fl ections, 

  Fig. 2    Natural frequencies at different levels of corrosion-induced damage       

  Fig. 3    De fl ection measurements       
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followed by a Beam 3 (patch repaired) with stiffness of 2.7 kN/mm, Beams 2 and 4 
with FRP strengthening presented the largest stiffness of 3.2 and 3.6 kN/mm 
respectively.  

 From the results presented, it can be observed that the application of both 
patch repair and CFRP strengthening improves the stiffness of the RC members 
by up to 50%. Patch repair on its own slightly improves the stiffness by less than 
10 %. These results con fi rm to the work done by other researches  [  3  ] , where the 
CFRP strengthened beams exhibited increased stiffness over the unstrengthened 
specimen.    

   Ultimate Capacity 

 All the beam specimens were tested for ultimate capacity. The failure loads for all 
beams are presented in Table  1 . The results show that the Beam 3 (patch repaired) 
had the least capacity, followed by Beam 1 (control). Beams 2 and 4 with CFRP 
strengthening had the highest ultimate capacity. The 10% corroded beam with patch 
repair has a 5% reduction in ultimate capacity compared to the control beam. This 
proves that the reduction in area of steel plays a more signi fi cant role with regards 
to ultimate capacity than stiffness of members. The results demonstrate that CFRP 
carries a signi fi cant propotion of the load  [  3  ] . The ultimate capacity is dependent on 
the bond between CFRP and concrete as it will be observed from the failure mode 
that failure occurred when the laminates debonded. Once the laminates debond, the 
steel yields and failure takes place.   

   Conclusions 

 Patch repair and CFRP strengthening have a positive effect on the structural capa-
bilities of improving the load carrying capacity of a  fl exural RC member, improving 
stiffness and protecting reinforcement from further corrosion damage. Application 
of patch repair and CFRP strengthening improves the stiffness of the beams by up 
to 30% while patch repair on its own improves the stiffness by less than 10%. 
Application of both CFRP and patch repair improves the ultimate capacity by up to 
50%, while patch repair on its own fails to improve the ultimate capacity as it is 
dependent on steel reinforcement.      

   Table 1    Maximum failure load   

 Beam condition  Ultimate capacity (kN) 

 Beam 1: Undamaged  74 
 Beam 2: 10 % corroded + patch repair + CFRP  109 
 Beam 3: 10 % corroded + patch repair  70 
 Beam 4: 15 % corroded + patch repair + CFRP  110 
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  Abstract   An accurate diagnosis of the state of conservation of historic structures is 
based on an extensive experimental investigation and on an appropriate structural 
analysis. A methodology of investigation to be applied to Cultural Heritage (C.H.) 
buildings is presented by the authors, based on a long experience in the  fi eld. The 
investigation steps are described, from the collection of historical documents and 
the visual inspection to: the geometrical and crack pattern survey, the detailed 
masonry section and quality description through on site mechanical and physical 
tests and use of Non Destructive (ND) techniques to the material characterisation 
and the structural monitoring.  

  Keywords   Flat jack test • NDT • Radar test • Sonic test • Thermovision      

   Introduction 

 A correct preservation design of a historic structure should start from an accurate 
diagnosis of the state of damage based on: experimental on site and laboratory 
investigation, and on a structural analysis using the results of the investigation. 
These operations will deepen the knowledge of the building and help respecting its 
authenticity through an appropriate choice of intervention techniques. 

 Masonry structures in seismic areas were subjected to several earthquakes along 
their life, followed by partial reconstructions. They can also suffer for lack of main-
tenance, so that synergetic effects can cause their damage. Therefore a diagnosis on 
the state of conservation of the structure and on its vulnerability to future actions is 
needed and this should be based on the detection of damages and their causes and 
on a structural safety analysis. 
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 In order to ful fi l these needs by overcoming the gap between our poor knowledge 
today and the complexity of these structures an experimental on site investigation is 
required and recommended also by Codes and Standards in several countries. 

 Non destructive techniques (NDTs) and/or Minor destructive Techniques 
(MDTs) can be helpful in detecting hidden features (wall texture, internal voids 
and  fl aws and characteristics of the wall section) which are so much important 
to de fi ne the structural behaviour under dead loads and environmental actions. 
Up to now most of the Non Destructive (ND) procedures can give only qualita-
tive results. The application to masonry of the NDTs, although advanced, can be 
frustrating due to several factors, like the differences in masonry typologies and 
materials, the high non homogeneity of the materials, the dif fi culty of interpre-
tation of the results of each single technique but also of harmonisation of the 
results. Furthermore, most of the NDTs come from other research  fi elds and 
applications to more homogeneous materials (steel and concrete) and need a 
speci fi c calibration. 

 A rather long experience of the authors has shown that several techniques have 
to be applied according to the needs of the building features. It is then important 
before choosing the appropriate NDTs to know which type of problem has to be 
solved, i.e. what it is necessary to  fi nd by NDT. 

 A description of the adopted methodology and a state of the art of the research in 
the  fi elds will be introduced together with the last application of NDTs to the inves-
tigation of masonry structures.  

   Failed Repairs Due to Lack of Knowledge 

 The last 1977 Umbria and Marche, 2002 Molise, 2004 Garda lake and 2009 Abruzzo 
earthquake effects have shown that: a) for some building typologies and masonry 
morphologies the already applied structural models need to be adjusted to their real 
behaviour, b) the retro fi tting techniques applied after the previous earthquakes 
(since 1979) still need improvement. 

 The interventions carried out in Italy, according to the previous seismic code 
indication were made in order to retro fi t all the existing buildings (damaged and 
undamaged); they were assuming the safety criteria applied to new buildings. 
Historic masonry and masonry structures were considered too weak to bear future 
earthquakes, therefore they needed invasive interventions to respect the imposed 
safety coef fi cients. 

 The code suggested that these criteria could be attained for all the masonry build-
ings, especially for the weakest ones by:

    a)    substituting the original timber  fl oors and roofs with reinforced concrete ones;  
    b)    constructing r.c. tie beams in the wall thickness at every  fl oor level and under the 

roof;  
    c)    jacketing and/or injecting the walls in order to improve their shear strength.     
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 As it is well known, the  fi rst two types of intervention are intended to improve 
the structural response of the building: type a) by ensuring “rigid  fl oor” action, 
type b) by connecting load-bearing and shear walls in order to prevent out of plane 
failures. Even if experimental and analytical research has been carried out in the 
past decades on these techniques, nevertheless the effectiveness was always 
checked in terms of strength increasing rather than on compatibility with the origi-
nal masonry  [  1  ] . 

 The failures due to inadequate application of repair interventions are the most 
dif fi cult to interpret. The questions to be answered are: what actually caused the 
failures and how did they develop and how serious were their consequences to the 
overall response of the building. The lack of knowledge on the original materials 
and structures was frequently the main cause of unsuccessful interventions. In this 
context a further problem has been found, that is the modality of intervention on the 
buildings repaired in the past with unsuccessful techniques.  

   Design for Structural Investigation and Diagnosis 

 Historic masonry buildings, whatever use is made of them at present or in the 
future, have to show structural stability. In fact the existing masonry buildings 
usually correspond to different typologies and to different behaviour of the structure: 
(i) isolated buildings, (ii) building in a row, (iii) complex buildings, (iv) towers, 
(v) palaces, (vi) churches, (vii) arenas  [  2  ] . The modelling of these structures can 
be very dif fi cult. When the structure is a complex one, only linear elastic models 
are easily usable. Non-linear models are dif fi cult to apply to complex geometries 
and to non homogeneous materials. Furthermore when the complexity of the 
structure is given by its evolution along the centuries starting from a simple vol-
ume to a more and more complex volume  [  2  ] , then modelling has to take into 
account all the vulnerabilities and defects accumulated during the subsequent 
transformations. 

 No doubt that the failures mentioned in the previous Section could have been 
avoided if a better knowledge of the masonry texture and of the structure from its 
geometry to its modi fi cations would have been available. 

 Figure  1  shows which type of investigation can be carried out through in situ and 
laboratory tests and which kind of parameters can constitute the input data for the 
structural analysis.  

 Once the detailed geometry and the damage survey has been carried out and 
mechanical parameters are obtained with on site tests and tests on materials, the 
structural analysis can be performed based on the investigation results and further-
more the diagnosis of the real state of the structure can be formulated. The designer 
should remember that every investigation has its cost; it is evident therefore that 
every single operation must be carefully designed and optimised to obtain the 
desired results.  
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   General Methodology and Procedures for Investigation 

 The necessity of establishing the building integrity or the load carrying capacity of 
a masonry building arises for several reasons including: (i) assessment of the safety 
coef fi cient of the structure (before or after an earthquake, or following accidental 
events like hurricanes,  fi re, etc.), (ii) change of use or extension of the building, (iii) 
assessment of the effectiveness of repair techniques applied to structures or materi-
als, and (iv) long-term monitoring of material and structural performance. 

 The  fl ow chart of Fig.  2   [  2  ]  schematically represents the needs to be ful fi lled by 
the experimental investigation together with the techniques adequate to these needs 
and in the following the different steps of the investigation are illustrated.   

experimental 
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quantitative 
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documentation 

visual on site  
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  Fig. 1    Finalization of the experimental survey to the structural analysis       
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  Fig. 2    Information required and correspondent investigation techniques       
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   Building Evolution, Geometrical and Crack Pattern 
Survey and Monitoring 

 A preliminary in-situ visual survey is useful in order to: provide details on the 
geometry of the structure, identify the points where more accurate observations 
have to be concentrated. Following this survey a more re fi ned investigation has to 
be carried out, identifying irregularities (vertical deviations, rotations, etc.). In the 
meantime the historical evolution of the structure has to be known in order to explain 
the signs of damage detected on the building (Fig.  3 ). Then a geometrical survey of 
the building has to be carried out. Often the geometrical details of the structure need 
a special re fi ned survey. Traditional photogrammetry and use of laser scanner can 
be of great help in de fi ning the geometry of vaults and arches.  

 Especially important is the survey and drawing of the crack patterns (Fig.  4 ). The 
interpretation of the crack pattern can be of great help in understanding the state of 
damage of the structure, its possible causes and the type of survey to be performed, 
provided that the evolution history of the building is already known  [  2  ] . The sur-
veyed geometries are then given as input data to a structural calculation model.  

   Control of geometry evolution: structure control 
by static and dynamic monitoring 

 Where an important crack pattern is detected and its progressive growth is suspected 
due to soil settlements, temperature variations or to excessive loads, the measure of 
displacements in the structure as function of time has to be collected. The so called 
static monitoring systems can be installed on the structure in order to follow its 
evolution. They are frequently applied to important constructions, like bell towers 
or cathedrals (e.g. to the Pisa leaning Tower, to the Dome of the Florence Cathedral 

  Fig. 3    Construction phases of the church of S. Michele at Sabbio Chiese       
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in Italy  [  1  ] ) and the system may stay in place for years before a decision can be 
taken for repair or strengthening. 

 Very simple monitoring systems can be also applied to some of the most 
 important cracks in masonry walls, where the opening of the cracks along the time 
can be measured by removable extensometers with high resolution. This simple 
system can give very important information to the designer on the evolution of the 
damage. Figure  5  shows the case of a cracks progression in the Basilica of St. 
Lorenzo in Cremona  [  3  ] .  
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  Fig. 4    Typical crack pattern of a pillar under heavy compressive stresses       
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  Fig. 5    Crack monitoring made with a removable extensometer       
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 In-situ testing using dynamic methods can be considered a reliable non- destructive 
procedure to verify the structural behaviour and integrity of a building. The principal 
objective of the dynamic tests is to control the behaviour of the structure to vibra-
tion. The  fi rst test carried out can be seen also as the starting one of a  periodical 
survey using vibration monitoring. Acceptance of vibration monitoring as an effec-
tive technique of diagnosis has been supported by different studies  [  4  ] . 

 These tests are very important to detect eventual anomalies in the diagnostic 
phase and to calibrate ef fi cient analytic models  [  4  ] . In this way it is possible to 
verify the effectiveness of the computational methods used in the analysis and con-
trol of the structure. The availability of an ef fi cient numerical model allows for 
checking and predicting the structure behaviour to dynamic actions like, for exam-
ple, strong winds effects and seismic actions. 

 The environmental excitation sources could be the wind, the traf fi c or the bell 
ringing in the particular case of towers  [  4  ] . The forced vibrations could be produced 
by local hammering systems or by the use of vibrodines. An accelerometer net is 
installed in chosen signi fi cant parts of the structure. 

 The dynamic tests allow detecting the frequencies, the modal shapes and the cor-
respondent modal damping of a structure. These parameters are characteristics of 
the local and global behaviour of a structure.   

   Survey of the Masonry Section and Construction Details 

 Once the global geometry has been investigated, the complex structure of the wall 
must be known. The structural performance of a masonry wall can be understood 
provided the following factors are known: (i) the geometry; (ii) the characteristics 
of its masonry texture (single or multiple leaf walls, connection between the leaves, 
joints empty or  fi lled with mortar), (iii) physical, chemical and mechanical charac-
teristics of the components (bricks, stones, mortar); (iv) the characteristics of 
masonry as a composite material. 

 In the case of multiple leaf masonry, the masonry texture, which strongly 
in fl uences the bearing capacity of the wall, often can not be easily identi fi ed (Fig. 
 6 ). The worst defect of these masonry walls is that they are not monolithic in the 
lateral direction.  

  Fig. 6    On site survey of stonework sections       
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   Minor destructive techniques for masonry, 
sampling and coring 

 In order to understand the morphology of a masonry wall it is important a direct 
inspection. Sometimes it can be performed by removing few bricks or stones, sur-
veying photographically and drawing the section of the wall. This can be more 
ef fi cient than coring.   

   On-site Measurement of Mechanical Parameters: 
Flat Jack Test 

 The method was originally applied to determine the in-situ compression stress level 
of the masonry. The  fi rst applications of this technique on some historical monu-
ments, clearly showed its great potential. 

 The determination of the stress under applied compression is based on the stress 
relaxation caused by a cut perpendicular to the wall surface; the stress release is 
determined by a partial closing of the cutting, i.e. the distance after the cutting 
is lower than before  [  5  ] . A thin  fl at-jack is placed inside the cut and the oil pressure 
into the jack is gradually increased to obtain the distance measured before the cut. 

 The displacements caused by the slot and the ones subsequently induced by the 
 fl at-jack are measured by a removable extensometer before, after the slot and during 
the tests.  P  

 f 
  corresponds to the pressure of the hydraulic system driving the displace-

ments until equal to those read before the slot is executed. This value, multiplied by 
two known constants, gives the value of the stress in the masonry before the test. 

 The test has been also developed as double  fl at jack test to measure the stress-
strain behaviour of the masonry under compression, by using two  fl at jacks.  

   Indirect Individuation of Geometrical and Mechanical 
Characteristics of Masonry: Non Destructive Tests 

 Many authors have mentioned the importance of evaluating existing masonry 
buildings by non-destructive investigation carried out in situ. NDTs can be used 
for several purposes: (i) detection of hidden structural elements, like  fl oor struc-
tures, arches, pillars, etc., (ii) quali fi cation of masonry and of masonry materials, 
(iii) mapping of non homogeneity of the materials used in the walls (e.g. use of 
different bricks in the history of the building), (iv) evaluation of the extent of 
mechanical damage in cracked structures, (v) detection of the presence of voids 
and  fl aws, (vi) evaluation of moisture content and capillary rise, (viii) detection 
of surface decay, and (viii) evaluation of mortar and brick or stone mechanical and 
physical properties. 
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   Thermovision applications 

 Thermovision is a NDT, which has been applied since several years to works of art 
and monumental buildings. The thermographic analysis is based on the thermal 
conductivity of a material and may be passive or active. The passive application 
analyses the radiation of a surface during thermal cycles due to natural phenomena 
(insulation and subsequent cooling). For the active application forced heating to the 
analyzed surfaces are applied. 

 A camera sensitive to infrared radiation collects the thermal radiation. In fact each 
material emits energy (electromagnetic radiation) in this  fi eld of radiation; the material 
is characterized by a thermal conductivity, that is the capacity of the material itself of 
transmitting heat, and its own speci fi c heat. The result is a thermographic image in a 
colored scale. At each tone corresponds a temperature range. Usually the differences of 
temperatures are fraction of degree. Thermovision is particularly interesting for studies 
on frescoed walls [8-19]. Other applications can be: (i) survey of cavities, (ii) detection 
of inclusions of different materials, (iii) detection of water and heating systems, (iv) 
moisture presence. In the presence of moisture, the camera will  fi nd the coldest surface 
areas, where evaporation is taking place. In the diagnosis of old masonries, thermovision 
allows the analysis of the most super fi cial layers frequently hidden by renders (Fig.  7 ).   

   Sonic pulse velocity test 

 The testing methodology is based on the generation of sonic or ultrasonic impulses 
at a point of the structure. An elastic wave is generated by a percussion or by an 

  Fig. 7    IR thermography applied to a pillar and to a built-in pillar in a wall of the Church of 
St. Biagio (L’Aquila) to detect the hidden masonry texture       
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electrodynamic or pneumatic device (transmitter) and collected through a receiver, 
usually an accelerometer, which can be placed in various positions. 

 The most used application to masonry walls consists generally in measuring the 
time the impulse takes to cover the distance between the transmitter and the receiver. 
The use of sonic tests for masonry structures has the following aims: (i) to qualify 
masonry through the morphology of the wall section; (ii) to detect the presence of 
voids and  fl aws and to  fi nd crack and damage patterns; (iii) to control the effective-
ness of repair by injection technique which can change the physical characteristics 
of materials. 

 The limitation given by ultrasonic tests in the case of very inhomogeneous mate-
rial made the sonic pulse velocity tests more appealing for masonry. Efforts have 
been made by the authors to correlate the sonic parameter to the mechanical charac-
teristics of the material, but this correlation seems dif fi cult  [  6  ] . 

 The fundaments of wave propagation through solids allow recognising the 
theoretical capabilities and limitations of the technique. The velocity of a stress 
wave passing through a solid material is proportional to the density   r  , dynamic 
modulus  E , and Poisson’s ratio  v  of the material. Resolution in terms of the small-
est recognisable features is related to the dominant wave-length (as determinate 
by the frequency) of the incident wave and also to the size of the tested element. 
As frequency increases, the rate of waveform attenuation also increases limiting 
the size of the wall section, which can be investigated. The optimal frequency is 
chosen considering attenuation and resolution requirements to obtain a reasonable 
combination of the two limiting parameters. In general it is preferable to use sonic 
pulse velocity with an input frequency of 3.5 kHz for stone and brick masonry. 
Figure  8  shows the results of sonic tests applied to the study of velocity distribu-
tion in two sections of a pillar damaged by the earthquake; the presence of low 
velocities indicates the presence of cracks and voids. The masonry texture is 
shown in Fig.  7 .  

  Fig. 8    Sonic tests on a pillar of the Church of St. Biagio, L’Aquila       
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 It is important to stress that the pulse sonic velocity is characteristic of each 
masonry typology and it is impossible to generalize the values. The tests, then, have 
to be calibrated for the different types of masonry directly on site.  

   The application of RADAR 

 Among the techniques and procedures of investigation which have been proposed in 
these last years, radar seems from one hand to be most promising, from the other to 
need a great deal more of study and research  [  7  ] . Procedures to masonry can be the 
following: (i) to locate the position of large voids and inclusions of different materi-
als, like steel, wood, etc.; (ii) to qualify the state of conservation or damage of the 
walls; (iii) to de fi ne the presence and the level of moisture; (iv) to detect the mor-
phology of the wall section in multiple leaf stone and brick masonry structures (Fig.  9 ), 
(v) to detect the presence of cracks and  fl aws in a wall.  

 The method is based on the propagation of short electromagnetic impulses, 
which are transmitted into the building material using a dipole antenna. The impulses 
are re fl ected at interfaces between materials with different dielectric properties, i. e. 
at the surface and backside of walls, at detachments, voids, etc. When the transmit-
ting and receiving antennas, which are often contained in the same housing, are 
moved along the surface of the object under investigation, radargrams (colour or 
grey scale intensity charts giving the position of the antenna against the travel time) 
are produced. Measuring the time range between the emission of the wave and the 
echo, and knowing the velocity of propagation in the media it is possible to know 
the depth of the obstacle in the wall. The presence of humidity and water highly 

  Fig. 9    Radargram achieved on a pillar of the Castle of L’Aquila and its relative interpretation to 
estimate the depth of the  fi rst layer of the stone blocks       
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in fl uences the results of radar tests. Therefore Radar tests need always a preliminary 
calibration in order to verify if the emitted signal is enough powerful to detect the 
opposite side of the wall and the wave speed. 

 The choice of the antenna frequency must be made on a site basis. During the test 
it is important to control the radar potentialities in relation to the frequency used. 

 One of the limits of the technique is the low readability of the results. In fact usu-
ally radar data are clearly readable only by experts. It is important to show results, 
as radargrams and graphics, which are signi fi cant to operators like architects and 
engineers  [  7  ] .   

   Mechanical, Physical, Chemical Properties Through 
Laboratory Tests 

 If samples of the materials are needed for destructive tests they must be taken from 
the walls in fl icting the lowest possible damage. The technique of sampling is very 
important, since samples must be as undamaged as possible in order to be represen-
tative of the material in situ. The aims of these tests are the followings: (i) to char-
acterize the material from a chemical, physical and mechanical point of view, (ii) to 
detect its origin, (iii) to know its composition and content in order to use compatible 
materials for the repair, and (iv) to measure its decay and the durability to aggressive 
agents from new materials used for restoration.  

   Conclusions 

 A methodology for investigation on historic structures aimed to their preservation 
was outlined. Knowledge of the building details, materials and structural elements 
is essential in order to avoid past mistakes. Once the geometry, crack pattern, 
masonry wall morphology, hidden features, state of stress, stress-strain behaviour, 
materials properties and density variation are known, they can help in the collec-
tion of input data and calibration of mathematical models for the diagnosis of 
masonry structure. 

 NDTs and MDTs are ef fi cient only if their application is carefully calibrated on 
the studied building. Nevertheless the interpretation of the results is a dif fi cult task 
and should be accomplished in a multidisciplinary approach. Further research is 
needed on the complementarity of the techniques and on the development of appro-
priate software in order to obtain clear interpretations. 

 To this purpose it is important the production of guidelines for the correct applica-
tion of investigation techniques to diagnosis problems of different classes of mason-
ries. This is a task assumed by the authors and also by the members of a RILEM TC 
SAM, after a three years and more collaboration within European Projects.      
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  Abstract   The recrystallization of salts due to changes in moisture content is one of 
the major damage mechanisms in historic materials like natural stones, bricks, plas-
ters, and mortars. This paper presents a new development in the  fi eld of wireless 
monitoring the salt content in historic mineral materials. In this investigation ion 
selective potential sensors (electrodes) are used for monitoring salt displacement in 
time, in fl uenced by changes in moisture content. Different kind of electrodes and 
electrode couplings are tested in laboratory, and in  fi eld measurements. For measur-
ing the potential, low power data acquisition hardware was developed that is opti-
mized for using it in wireless sensor networks. Data acquisition uses a competitive 
wireless sensor network system that is further developed in the SMooHS-Project 
(Smart Monitoring of Historic Structures, Collaborative Project in the 7 th  Framework 
Programme of the EU) to operate under harsh environments. First results of the 
laboratory and  fi eld test are presented, showing that long-term monitoring of salt 
content is feasible.  

  Keywords   Ion selective electrodes • Material moisture • Mineral materials • Salts 
• Wireless monitoring • Desalination      

   Introduction 

 The in situ measurement of salts in historic building materials is a challenging task. 
Starting form experiences developed for the monitoring of chloride content in 
concrete  [  1,   2  ]  a  fi rst ion selective electrode was chosen based on silver/silver chlo-
ride. Within the SMooHS-Project  [  3  ]  a special low power node for potential mea-
surements was developed to  fi t in a wireless sensor network system  [  4  ] .  
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   Experimental 

 Different electrodes were developed and tested, starting from simple silver wires up 
to silver/silver chloride electrodes (Ag/AgCl). The latter one gave the best results 
and consists of a silver wire with electrochemically deposited AgCl and a  fi nal tip 
of AgCl on it. The measured potential is the difference between the potential of the 
ion selective silver/silver chloride electrode (Ag/AgCl) and the used saturated refer-
ence electrode. It can be written following Nernst’s law  [  1  ] :

     
0

/ ReflnM Ag AgCl Cl Cl Cl

RT
E E a E with a c

F
g- - -±= - - =    (1)   

 Here,     0
/Ag AgClE    is the standard potential of the silver/silver chloride equilibrium 

reaction, R is the gas constant, F the Faraday constant, T the absolute Temperature 
[K],     -Cl

a    the chloride activity, E 
Ref

  the potential of the reference electrode,     γ ±
   the 

mean activity coef fi cients, and     -Cl
c    the chloride concentration. The electrodes were 

tested in different solutions with varying Chloride content. The results are shown 
in Fig.  1 . The concentration dependence follows the Nernst law (Eqn.  1 ) and is in 
good accuracy with the theoretical values. The mean activity coef fi cients     γ ±

   for 
NaCl and CaCl 

2
  solutions were taken from  [  5,   6  ]  and the difference potential 

    - = -0
/ Ref 18.9Ag AgClE E mV    at 20 °C for a saturated calomel reference electrode 

from  [  2  ] . Two types of reference electrodes were used, saturated calomel and satu-
rated Ag/AgCl electrodes (Schott Instruments 9801/85).  

 Small holes (Ø = 3 to 5 mm) were drilled in samples or walls to incorporate the 
electrodes. Different types of  fi xing materials were tested (gypsum, and mortars 
consisting of water based silica dispersions (Syton X30, Ludox HSA) with adapted 
 fi lling materials). The developed wireless potential measurement node consists of 
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  Fig. 1    Potential difference 
within different solutions. 
Reference electrode: Calomel       

 



1105Monitoring of Salt Content in Mineral Materials Using Wireless Sensor Networks

an electrometer with a scanner for eight channels. The input resistance is 100 G W . 
It transmits the data to a base station which is connected to the internet via GSM or 
a direct LAN connection. The data were stored in a SQL-database server. Due to the 
high input resistance special care was taken to the shielding. The latest version of 
the developed system was therefore equipped with triaxial cables. First measure-
ments during development of the system and validation measurements were done 
with a multimeter Keithley model 2701/E with a multiplexer module model 7702 
(Input resistance > 10 G W ) with up to 40 channels.  

   Results 

 According to the situation in salt polluted mineral materials, three different experi-
ments in laboratory and on site will be described. First a capillary suction experi-
ment trying to detect capillary movement of salts in sandstone to simulate the 
situation in a wall with rising damp. Second a desalination process of the same 
sample after the capillary suction experiment. Desalination with different poultice 
materials is often used to reduce the salt content in salt polluted materials. The 
potential measurements allow it, in a non-destructive way to follow online the accu-
mulation of salts in the poultice and to provide information on the optimal time to 
change the poultice. The third experiment was performed in a wall of the chapel in 
Schönbrunn castle in Vienna were a wall heating system was installed to avoid con-
densation on the wall. 

 The capillary suction experiment (solution 0.1 mol/l NaCl) was performed on a 
sample of Sander sandstone (4 x 4 x 15 cm 3 ) equipped with 6 Ag/AgCl electrodes. 
Figure  2  (left) shows the measured potential differences. The electrodes react on the 

  Fig. 2    Left: Capillary suction of Sander sandstone (4 x 4 x 15 cm 3 ) over time. Solution: NaCl 
0.1 mol/l. Potential signals of the  fi rst 4 electrodes. Reference electrode: Calomel. The insert 
shows the experiment. Right: Arrival of solution (NaCl 0.1 mol/l) at electrodes over square root of 
time. Dashed: Interpolations of suction velocities of the two suction periods. The estimated values 
are given       
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arrival of solution with a steep drop of potential followed by a rising to the  fi nal 
potential according to the salt content.  

 The arrival times follow a square root of time dependence in two periods (Fig.  2 , 
right). The  fi rst one gives a suction velocity of 1.9 cm/h 1/2  and the second one of 1.2 
cm/h 1/2 . With porosity and density values from literature  [  7  ]  a rough estimate gives 
reasonable values for the W-value of 2.7 and 1.6 kg/(m 2 h 1/2 ).  [  8  ]  give W-values 
parallel to sedimentation of 2.5 kg/(m 2 h 1/2 ) and perpendicular of 3.3 kg/(m 2 h 1/2 ) 
which are in good agreement to the  fi rst estimated value. According to the small size 
of sample the second value could be lowered by evaporation due to the open surface 
of the sample. 

 After drying of the previous salinated sample, desalination with two poultices 
(Arbocel) was performed. The poultices were mixed with demineralised water and 
putted on the sample (height: ~ 2 cm) and covered with a foil to prevent too fast 
drying. The installed electrodes in the stone and additional electrodes in the poultice 
(all Ag/AgCl) were used to measure the potential difference. The measured signals 
(Fig.  3 ) in the stone shows  fi rst a minimum after 2 days which corresponds to a 
dissolution of the crystallised salts in the stone. Then the potential rises until the end 
of the experiment which is due to the desalination process. The potential of poultice 
electrodes descends during the whole experiment due to the accumulation of salts. 
The  fi nal values of potentials are similar for corresponding electrodes in stone 
and poultice. The differences of the two positions are due to the previous suction 
with an accumulation of salts around electrode 4. The  fi nal height of solution was 
electrode 5.   

 A comparison is given of Chloride content from salt analyses of drill dust paral-
lel to the electrodes (1.5 cm depth, Ø 3 mm) before and after desalination, and of the 
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  Fig. 5    Potential difference measurements in the chapel of Schönbrunn castle in Vienna in a wall 
plate of Adneter limestone after installation of a wall heating system. The Insert shows momentary 
values in the stable phase in September. Reference electrode: Calomel       

poultices with the reciprocal potential (Fig.  4 ). The qualitative behaviour is 
comparable. The slight differences occur due to the different measurement conditions. 
The Chloride content is a middle value over a larger volume and the potential values 
are measurements at one point. Additional the analyses were taken after complete 
drying of stone and poultices. 

 A  fi eld test was performed at the chapel of Schönbrunn castle in Vienna. Eight 
electrodes were installed in a plate of Adneter limestone at a wall. The height was 5 
to 40 cm above a wall heating system which was started at the same time. The 
energy provided from the system is 50 W per m. The system works since end of 
April 2010. Figure  5  shows the measured potential values.  
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 After 2 to 3 months the system reaches stable conditions. The missing values in 
July and August are due to communication problems of the wireless system in that 
period. In September four electrodes show potentials of around -40 to -50 mV and 
four of around -10 to 10 mV. The temperature due to wall heating reaches 27.5 °C 
at 5 cm height and 21.9 °C at 50 cm height. Salt analyses of drill dust from electrode 
installation show a domination of Sulphates (Gypsum and Thenardite) with con-
tents from 0.03 up to 7.23 mass-%, and some Chlorides from below 0,01 up to 0.07 
mass-% in the ef fl orescence. Due to the salt mixture the potential values are only 
qualitative information. Additional salt analyses are foreseen in near future to give 
information of the stable phase.  

   Conclusions 

 The developed electrodes and electrometer show reasonable results and could be 
used to monitor the salt content in mineral materials. Further tests are needed to 
evaluate potential values in case of salt mixtures which are normal in historic build-
ings  [  9  ] . The desalination experiment shows the potential of the method for the 
development and optimisation of desalination procedures, and poultice materials. In 
this case the method could be used as non-destructive online monitoring tool on salt 
distributions.      
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  Abstract   As shown recently, the quanti fi cation of damage in historic masonry 
structures is possible by using active thermography. In this paper, a case study is 
presented concerning systematic studies of the determination of damage size and 
prognosis of damage increase inside a sandstone column by using different approaches 
of active thermography. Various heating sources as well as impulse and periodic 
heating have been compared. Reproducible investigations in regular time intervals 
for structural monitoring are possible.  

  Keywords   Active thermography • Camera calibration • Historic structure • Monitoring 
• Sandstone      

   Introduction 

 Environmental in fl uences like sun radiation, air pollution, moisture, freeze thaw 
alterations, vibration and settlements very often induce deterioration processes 
starting mainly at the surface of building structures. The temporal behaviour of 
these processes mainly depends on climatic and material parameters. For the prediction 
of structural performances and for the evaluation of protection measures, strategies for 
long term monitoring are urgently required. Thus, for early digital detection, spatial 
recording and quanti fi cation of damage at and close to the surface, innovative auto-
mated electronic methods have been evaluated and optimized in the frame of a 
national funded research project. 
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 A measurement principle based on the combination of laser supported methods 
for recording the outer geometry and topology of building surfaces and for keeping 
geometrical changes (e. g. of cracks, bulging, deformation) and of active thermog-
raphy for detecting defects in the near surface area, which cannot be seen directly 
(e. g. delaminations, voids, structure of masonry behind plaster, moisture at interfaces 
between plaster and masonry) is very well suited for monitoring. The combination 
of the geometric and thermographic data offers a more precise insight into the 
transport and deterioration processes taking part below the surface of historical 
structures  [  1  ] . On the one hand side, details which have been detected with active 
thermography can be related to small geometrical structures. This simpli fi es the 
interpretation of the  fi nding. On the other side, marginal and long term geometrical 
modi fi cations in the magnitude of submillimeters are perceived with active ther-
mography, if the underlying processes have an in fl uence on the thermal behaviour. 
In this case delaminations of layers or swelling and shrinkage due to different moisture 
contents can be identi fi ed. 

 In this contribution, one tool of this system is presented. Active thermography 
provides the detection and characterization of defects and inhomogeneities in 
building structures up to a depth of 10 cm. Different heat sources, the variation of 
heating duration and periodic heating reveals an adaption of this method to different 
testing problems. An application is presented demonstrating investigations of a col-
umn made of Lower Triassic sandstone.  

   Experimentals 

 The active approach of thermography investigation of historic masonry structures 
implies a direct heating. Common heating techniques are usually operating 
directly like step impulse and periodic heating  [  2  ] . The optimal heat source should 
generate a homogeneous heat  fl ow without any delay along the whole surface area 
of the structure under investigation. In reality, these conditions can only be 
approximated. In several cases, radiation sources like  fl ash lights, halogen lamps 
and infrared (IR) radiators have proven to be the most suitable sources by being 
fast and ef fi cient and generating a homogeneous and moderate temperature 
increase at the surfaces of historical building materials. For uneven and/or inho-
mogeneous surfaces with varying emissivities and jutties, convective sources, e. g. fan 
heaters, should be applied  [  3  ] . 

 Heating with a step impulse is visualised in  Fi g.  1 . In  Fi g.  1 a, the black line 
shows that the halogen lamps have been switched on for 60 s and a heat  fl ow  Q  is 
introduced into the object for a duration time  t . The related increase of surface 
temperature  T  as well as the cooling down is displayed in  Fi g.  1 b, black line. Here, 
results of investigations on the sandstone column of the case study described below 
are shown as an example. For periodic heating (also known as lock-in  thermography), 
the surface temperature is modulated with a step function or a sinus, e. g. by using 
halogen lamps, see  Fi g.  1  a, grey line. Thus, the surface background  temperature is 
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increasing as shown in  Fi g.  1b , grey line. With periodic heating (on and off) for 80 
s, only about half of the average temperature rise of impulse heating for 60 s was 
measured. The generated thermal waves are re fl ected at interfaces, where the thermal 
effusivity is changing abruptly. These re fl ections superimpose with the incident 
thermal waves and generate a speci fi c temperature  fi eld at the surface. Intensity and 
phase of the temperature  fi eld vary with position and time and depend on depth and 
material properties of the re fl ector. This temperature  fi eld is recorded as a sequence 
of thermograms by the IR camera. Afterwards, the sequences, which are correlated 
to the frequency of the heat source, can be analyzed by Fast Fourier Transformation 
(FFT)  [  4  ] . 

 In the case study presented below, a microbolometer IR camera (Variocam hr 
from Infratec) with a maximum frame rate of 50 Hz and an array size of 640 x 480 
pixels was used. The lenses are exchangeable and a wide angle, standard or tele-
photo lens can be mounted. As heating sources, a fan heater and two halogen lamps 
with a power of 500 W each were applied. In the following, only the results recorded 
by using the halogen lamps are presented.  

   Case study 

 The Protestant Cathedral Saint Mauritius and Saint Katharina in Magdeburg, 
Germany, is a Gothic monumental building with rich equipment. It was constructed 
from early 13th to the early 16th century and is the second largest cathedral in 
Germany after the Cologne Cathedral. The Bishop’s corridor, constructed after 
1232, is unusually wide and high  [  5  ] . Big windows correspond to the wide gothic 
vaults of the choir. Columns made of Lower Triassic sandstone run around the 

  Fig. 1    (a) Heat  fl ow  Q  in arbitrary units (a. u.) as a function of time for impulse heating for 1 min 
(black line) and periodic heating with a frequency of 0.25 Hz (grey line). (b) Average temperature 
 T  at the middle of the sandstone column (in the Magdeburg Cathedral of the case study described 
below) as a function of time during and after heating       
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 octagon pillars, see  Fi g.  2  a. Several of these columns show large amounts of sand 
spreading and spalling due to environmental in fl uences. One of these columns 
(see  Fi g.  2  b) has been an object of further research and thus has been selected for 
investigation with active thermography (and 3D laser scanner, see  [  1  ] ). The heating 
was performed with impulse duration of 60 s as well as periodically with different 
frequencies of 0.25, 0.10 and 0.05 Hz for 10 to 20 periods by using two halogen 
lamps. During and after heating, the thermal images were recorded with a frame rate 
of up to 50 Hz with the above mentioned IR system. The distance of the two halogen 
lamps to the object surface was always 1.2 m, while the distance of the camera to 
the surface was 1.8 m. All investigations presented here were performed with the 
standard lens with a  fi eld of view of 30°x23°.    

   Results 

 The  fi rst measurement campaign was performed in June 2009 and was repeated in 
November 2009 and March 2010. The related thermograms recorded just after 
impulse heating of 60 s are shown in  Fi g.  3  a–c. The environmental parameters, the 
temperature of the surface before heating and the maximum temperature rise during 
heating are summarized in Table  1 . Although the illumination with the  halogen lamps 
could not be reproduced in an optimal way as shown in the thermograms in  Fi g.  3 , 

  Fig. 2    (a) Octagon pillar with three sandstone columns in the bishops corridor. (b) Investigated 
sandstone column       
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a b c d

  Fig. 3    (a) to (c) Thermograms of the sandstone column recorded directly after a heating time of 
60 s using two halogen lamps. (a) June 2009, temperature range from 18.0 to 23.3 °C from black 
to white; (b) November 2009, from 10.6 to 18.0 °C; (c) March 2010, from 9.4 to 14.4 °C. 
(d) Amplitude image calculated from lock-in thermography at 0.05 Hz in November 2009       

   Table 1    Environmental conditions and maximum temperature rise at the surface of the sandstone 
column after 60 s heating with two halogen lamps at three different dates of investigation   

   June 2009  November 2009  March 2010 

 Relative humidity  60%  62%  72% 
 Air temperature  19.0°C  13.5°C  10.0°C 
 Temperature on object surface (contact 

thermometer) 
 17.3°C  11.0°C  8.5°C 

 Maximum temperature rise directly after 
heating 

 5.9 K  7 K  5.9 K 

and although the initial surface temperatures were different (maximum in June 
2009, minimum in March 2010 after a cold winter), it is shown in Table  1  that the 
maximum temperature rise was more or less similar for all campaigns (from 5.9 to 
7.0 K). By comparing the temperature distributions in the thermograms in  fi gures  3  
a to c, it becomes obvious that some signi fi cant loss of material occurred between 
June and November 2009 (see rectangulars). And it is also obvious, that this loss 
occurred at the position with the highest temperature (delamination) in  Fi g.  3 a. 
Comparing  Fi gs.  3 b–c, only very small areas with additional loss of material can be 
detected, but again at the positions with the highest temperatures. Therefore, high 
temperatures reveal the positions where delaminations are present and where further 
loss of material is expected. In  Fi g.  3 d, the amplitude image calculated from lock-in 
thermography with 0.05 Hz is shown. Here, the best contrast of the different layers 
is obtained. Based on the known geometrical data of lens and  system set-up, a spatial 
resolution of 1.5 mm per pixel is calculated.    
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   Conclusions 

 The aim of the presented research was the development and quali fi cation of an 
 ef fi cient strategy for early detection, spatial recording and quanti fi cation of damage 
at and close to the surface. It has been shown that structural changes can be observed 
and predicted for longer periods by using active thermography. The analysis of ther-
mograms with maximum thermal contrast after impulse heating enables the detec-
tion of detached layers while the analysis of data recorded with lock-in technique 
gives detailed information about the structural composition of the single layers. The 
loss of material can be recognised by means of varying shapes of the layers. 

 The thermograms show that the positions of heating sources and camera cannot 
be reproduced in detail for each time of data acquisition. Thus, an automated direct 
comparison and quanti fi cation of loss of material is only possible by mapping the 
thermal data to the 3D geometry. The 3D geometry can be captured very well by 
using a 3D laser scanner  [  1  ] . By the combination of both techniques, appropriate 
measures and repair can be applied at an early stage. Beyond that the effectiveness 
and sustainability of protective measures can be analyzed. 

 Further on, from the geometrical 3D model and the known position of the IR 
camera, the view angle of each surface point is known and enables the correction of 
angular dependent emissivities and thus temperature values. This is especially 
important for complex 3D structures like columns, sculptures, reliefs etc.      
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  Abstract   The paper deals with the ability of high-frequency multi-component 
GPR data to detect and monitor evolution of cracks over time. For this purpose, 
multi-component GPR data and advanced processing, based on spectral decomposi-
tion of GPR signal, are used. The study takes into account theoretical forward mod-
els and actual data acquired on the  fl oor of an ancient building where cracks, with 
displacements from about 0.001 to 0.02 m and evolving during the time, are present. 
In-line and cross-line electric  fi eld components with x- and y-directed antennas 
were acquired. The 2x2 data matrix was collected along ten transects over  fi ve years. 
Time lapse analysis of spectral decomposition allows to overcome environmental 
in fl uence on the data (as the coupling of the antenna-structure depending on the 
season in which the measurements were collected) and to discover and locate the 
zones affected by displacement variations which are not detectable by time slices.  

  Keywords   Crack monitoring • GPR • Historical building • Multi component 
• Spectral decomposition • Theoretical modelling • Time lapse      

   Introduction 

 In this paper I address the problem of the detection and monitoring of cracks, affect-
ing structures with instability problems, using high frequency ground penetrating 
radar (GPR). The ability to monitor small changes in the size of the cracks could be 
an useful tool for the control of underground movements, to use in the joint inter-
pretation with extensometers, topographic survey and SAR (Synthetic Aperture 
Radar)  [  1,  2,  3,  4  ]  measurements. 
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 Many studies  [  5,  6  ]  pointed out both the ability of GPR technique to detect cracks 
and the dif fi culty to monitor their evolution over time  [  7  ] . The main problems in the 
monitoring of cracks are due to the in fl uence of environmental variations on the GPR 
data, such as the antenna coupling and the amount, in repeated surveys, of scattered 
energy, which often do not allow a quantitative and/or a qualitative evaluation of dis-
placement evolution over time. In this study, to by-pass these problems, I employ data 
collected in the same season over  fi ve years and an advanced processing based on the 
spectral decomposition (SD) of the signal  [  8  ] . The key of SD is to create a set of data 
cubes or maps, each corresponding to a different spectral frequency, which can reveal 
variation of frequency content. The concept behind spectral decomposition is that a 
re fl ection from cracks which changes feature in time can an amplitude spectra varia-
tion in narrow windows of frequency domain. To validate the use of SD forward 
models for simple and complex cracks reproducing the setting of the actual site are 
calculated. 

 The actual data were collected on the  fl oor of an ancient building in which the 
damage occurs in the form of cracks  [  9  ]  and stressed zones. This suggests that 
underground movements can be monitored by mapping the evolution of cracks and 
stressed zones during time using GPR frequency-lapse. The damage variations seem 
to have seasonal periods instead of a constant-over-time evolution.  

   Theoretical Model 

 In order to validate the ability of SD in cracks detection and monitoring, a forward 
model simulating an oblique displacement,  fi lled by air, was calculated and mapped. 

 The modelling was performed using a Ricker wavelet with a 200 MHz peak fre-
quency, and assigning to the host material a relative permittivity ( e  

r
 ) of 10, conductivity 

( s ) of 0.02 S/m and relative permeability ( m  
r
 ) of 1. The displacement is 0.03 m in size. 

 The theoretical model was calculated using a code based on a  fi nite difference 
approximation algorithm on time domain FDTD, GprMax2D v.2.0  [  10  ] , which 
solves the Maxwell equation for electric and magnetic vector  fi elds as a function of 
time and space. The problem is approached in a 2-dimensional space assuming that 
i) the media are homogeneous and isotropic; ii) the transmitter antenna is a linear 
source; iii) the constitutive parameters of media are frequency independent. 

 The spectral decomposition of models shows a decrease of spectral amplitude in 
correspondence of the crack. This result validates the utility of SD in the detection 
and evaluation of crack displacement.  

   Site Setting and Data Acquisition 

 The GPR surveys were performed on the  fl oor of a building constructed at the end 
of the nineteenth century. The ~0.22 m thick  fl oor has been restored and, starting 
from the bottom, it consists of ancient barrel vaults built with iron beams and bricks. 
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During the restoration phase the ancient bricks were joined and covered with a 
 concrete layer which was reinforced with an iron net, above a concrete layer, includ-
ing utilities is present. The  fl oor is covered with tiles 0.015m thick. In a previous 
study  [  9  ]  I found that the horizontal component of stress induces cracks with com-
plex features on the  fl oor because of the different rigidity of the  fl oor layers. Cracks 
migrate laterally from the bottom to the top of the  fl oor and are located in weakness 
zones as utilities, junction of tails, etc. 

 I investigated an area 10 x 1.2 m wide, with a multi-component (polarimetric) 
GPR system of IDS Corporation, equipped with 2 GHz bipolar antennas with 
dipoles placed in a rectangular arrangement  [  11,  12  ] . The instrument allows 
acquisition of the electric  fi eld under four different con fi gurations at the same 
time and location: parallel broadside y-directed antennas, parallel broadside 
x-directed antennas, perpendicular antennas with x-directed source and y-directed 
receiver, and perpendicular antennas with y-directed source and x-directed 
receiver. In this paper I analyze the two components acquired with parallel broad-
side y-directed antennas and with perpendicular antennas with y-directed source 
and x-directed receiver. 

 The data were collected several times over  fi ve years using the same scanning 
geometries and measurement settings. The main cracks on the tiles were mapped 
during each survey and referenced to the georadar surveys to aid interpretation of 
the GPR data. They do not show changes over time. 

 Pro fi les, about 10 m long and 0.10 m spaced, were acquired in continuous mode 
along the x-direction perpendicular to the main cracks and parallel to the long side of 
the investigated area. The electric  fi eld components were recorded with an in-line 
sampling interval of 0.02 m, total time window of 20 ns and time sampling of 
0.014648 ns in each pro fi le.  

   Data Processing and Analysis 

 The data were processed with a standard 2D scalar algorithm and with the spectral 
decomposition. The standard 2D processing includes time zero setting, spectral 
analysis and band pass  fi lter (100-3200 MHz). The standard processed data were 
used to obtain vertical pro fi les, 3D cubes and time slices for both components. 

 Spectral decomposition (SD) consists in the calculation of a Fast Fourier 
Transform of the data to create a set of data cubes for each selected narrow fre-
quency window  [  7  ] . I analyze only frequency slices referred to a 2ns window. The 
SD was applied to raw data taking into account a time window of 2ns which 
includes direct air wave and the near surface re fl ections. The data were  fi rst nor-
malized to the maximum value of each data set and then corresponding spectra of 
each channel were compared. 

 Below I discuss the data of surveys 5 and 9 acquired in August 2006 and 2009, 
respectively. 

 Amplitude spectra (Fig.  1 ) of surveys 5 (a,b) and 9 (c,d), acquired with parallel 
broadside y-directed antennas (a, c) and perpendicular antennas with x-directed 
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source (c,d), show a decrease of amplitude spectra for band wide in the 1500-2600 
MHz band over time of channel 1 (CH1) and an increase of amplitude spectra for 
band wide in the 2100-3200 MHZ band of cross-polarized channel 3 (CH3).  

 Taking into account the theoretical results, the spectral decomposition of the 
actual data related to a window of 2ns were calculated for step band wide of 260 
MHz. In  Fi g.  2 , the amplitude frequency lapses (1870-2130 MHZ) of in line (CH1) 
and cross line (CH3) data related to surveys 5 (a) and 9 (b) are compared. The data 
analysis shows variations of the amplitude  specturm time in the zone indicated with 
the arrow. Specturm amplitude of channel 1 decreases and amplitude of channel 3 
increases from survey 5 to survey 9. The variations of amplitude spectrum over the 
time are in agreement with the amplitude spectra of  Fi g.  1 . SD, respect the simple 
amplitude spectra of pro fi le, allows to locate the zone were the variation of frequency 
amplitude occurs over time. From the theory we know that the cross-polarized 
energy is generated by complex structures and therefore we have interpreted the 
zone indicated with arrow in  Fi g.  2  as a losing zone that has been exposed over time 
to stress.   
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  Fig. 1    Amplitude spectra of pro fi les of surveys 5 (a,b) and 9 (c,d), acquired with parallel broad-
side y-directed antennas (a,c) and perpendicular antennas with x-directed source (c,d)       
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   Conclusion 

 The study shows that 2 GHz multi-component GPR data are suitable for the  reconstruction 
of the setting of a restored ancient  fl oor in a building whose stability is affected by a 
landslide. In this study I demonstrate the ability of spectral decomposition to detect 
small changes in the crack size existing in the  fl oor of the building. Amplitude spectra 
acquired with parallel broadside y-directed antennas and perpendicular antennas with 
x-directed source show a reverse trend over time of amplitude spectra for band wide in 
the 1500-2600 MHz band and allow to locate a loosening zone. 

 The actual data are validated by forward models which con fi rm a decrease of 
amplitude spectra of signal in correspondence of cracks.   
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  Abstract   Currently, the assessment of ultrasonic methods on pumice bricks is not 
a state-of-the-art technology. The vault of a neo-Gothic church made of pumice 
brick showed large cracks resulting from World War II and the structure of other 
areas was damaged. Normally, tasks like these are solved by visual inspection com-
bined with drilling cores at a few measuring points. By this means, only the surface 
and just a few areas of the structure can be inspected. With ultrasonic echo it is 
possible to study the internal structure of the vault laminar. The investigations are 
non-destructive and have no effect on the monument. 

 The entire vault of the nave and aisles was examined, using the ultrasonic echo 
technique. The structural constitution differs even in one nave. The results show the 
need for quality control of the various restoration measures (some of which are only 
“cosmetic”) by means of the ultrasonic echo technique. With the results, a detailed 
restoration concept and a priority list were developed in which the areas that need 
chemical strengthening (e. g. with silicic acid esters) are de fi ned. By metering the 
application of the chemical strengthening agent to improve the structure, signi fi cant 
savings in material costs are possible. 

 In addition, the wooden roof structure was examined visually, tapped with a 
hammer, examined by an ultrasonic echo and drilling resistance technique and core 
samples taken. Areas with strong degradation caused by brown rot as well as other 
areas with active insect infestation were identi fi ed.  

  Keywords   Inspection • NDT • Pumice bricks • Ultrasonic echo technique     
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    Introduction 

 During the visual inspection of a damaged historic construction, the question often 
arises whether there is damage that is not visible on the surface. In the following 
paper, the inspection procedure for the St. Cornelius Church in Tönisvorst / Germany 
is shown (illustration  1  and  2 ). The inspected vault made of pumice brick is in the 
neo-Gothic style (1885-1903). Large cracks resulting from World War II were visible 
as well as structural damage in other areas. Normally, tasks like these are solved by 
visual inspection in conjunction with drilling cores taken from a few measuring 
points. With this approach, only the surface and a few areas of the structure can be 
inspected. And it was not clear whether the construction of the vault and the materi-
als used in the different parts of the church were the same. The question was raised 
whether damaged areas with no visible cracks or other super fi cial damage could be 
detected with ultrasonic echo and, if so, whether the extent of structural damage 
around cracks could be determined.    

   Methods 

   The ultrasonic echo technique 

 The ultrasonic echo technique is based on the re fl ection of acoustic waves on 
 material inhomogenities such as the back wall of the specimen or at any other inter-
face. The signals received give indirect information about the condition of the struc-
tural unit or internal damage. Details on the ultrasonic echo technique, especially on 
timber, are given in  [  1-  4  ] . 

  Illustration 1    St. Cornelius Church in Tönisvorst / Germany       
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 Currently, the assessment of ultrasonic methods on pumice brick is not 
 state-of-the-art technology. The high content of air in the structure results in a 
high damping ratio for ultrasonic signals. This well known effect for longitudinal 
waves cannot be directly transferred to transverse waves. The analysis of the 
measurements is based on research work carried out by the Federal Institute for 
Materials Research and Testing (BAM) and the authors´ preliminary tests. With 
ultrasonic equipment optimized for concrete (density 2.0…2.6 g/cm³), measure-
ments were carried out on mineral specimens with a density of approximately 1 
g/cm³. The successful results on lightweight concrete (density 1.0…2.0 g/cm³) 
and porous concrete (e. g. Ytong, density 0.3…0.8 g/cm³) lead to the assumption 
that transverse waves (illustration  3 ) are transmitted through shear in the  fi ne, 
coherent framework structure. Therefore, transverse waves were used for the 
measurements on pumice brick. The transverse wave transducers need no cou-
pling agent, since they are coupled by point contact. The centre frequency was 
optimized at 55 kHz  [  5  ] .   

  Illustration 2    Left: Plan of the church, inspected areas are highlighted, Right: View of the roof 
structure       

  Illustration 3    Tansverse waves  [  6  ]        
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   Tapping combined with visual inspection 

 Tapping the surface with a hammer is a common testing method for concrete bridges. 
In this case, tapping was used in addition to the ultrasonic measurements.   

   Measurements 

 For both testing methods – tapping and ultrasonic measurements – a direct contact 
to the surface of the vault is necessary. Because the condition of the vault was 
unknown, measurements on the top of the vault were carried out with safety ropes 
(illustration  4  left). First tapping of the surface with a hammer was used to check the 
measuring area. Damages close to the surface can be located by tapping, in this case 
no further measurements by ultrasound were necessary.  

 When measuring with ultrasonic echo, the measuring surface is very important. 
To compare which measuring surface of the vault (top or bottom) provides better 
results, some measurements were taken from both sides (illustration  5 ). In many areas, 
extended, laminar measurements from the bottom are not possible because of pews, 
sacral objects or an under  fl oor heating system which makes the use of a cherry picker 
impossible. On the other hand, glass wool had been placed on the top of all vaults 
which had to be removed before measurements were carried out from the top.  

 In illustration  5  the results of ultrasonic measurements are shown. Illustration  5  left 
shows three different measurements (“parts”) from the bottom: Part 1 and 3 show 
good results because the received signal energy was high which means that the struc-
ture was without damage. Part 2 is a damaged area: no signals can be received because 
of a crack (which did not extend to the surface). The indication of cracks is “indirect”. 
Illustration  5  right shows the measurements from the top: Part 1 shows good results 
– intact structure without damage because the received signal energy was high. Part 2 

  Illustration 4    Left: Measurements on the top of the vault with safety ropes, glass wool was 
removed; Right: Measurements from the bottom taken while standing on a scaffold       

 



1127Using the ultrasonic echo technique to inspect the structure of a pumice bricks vault

  Illustration 5    Results of the ultrasonic echo measurements Left: measured from the bottom; part 
1 and 3: structure without damage (the received signal energy was high); part 2: damaged area, no 
signals can be received because of a crack; Right: measured from the top; part 1: structure without 
damage; part 2: damaged area, no signals can be received because of a crack; part 3: damaged area, 
no signals can be received in the area around the crack which means that the area around the crack 
is also damaged       

  Illustration 6    Left: Heavily damaged roof structure exactly over a heaviliy damaged part of the 
vault (white arrows indicate the measuring lines). Right: Results of ultrasonic echo measurements 
of the marked beam: the  fi rst (left) part of the measurement was taken in the middle of the beam 
(“echo” = no damage), centre part along the top of the beam (circles = no “echo” = heavily dam-
aged), third part (right) along the bottom of the beam (“echo” = no damage)       

is a damaged area: no signals can be received because of a crack. Part 3 is a damaged 
area, no signals can be received from the area around the crack, which means that the 
area around the crack – which looks intact from the surface – is also damaged. So the 
extent of the damage around cracks can be located with ultrasonic echo. 

 While ultrasonic echo measurements were being carried out on the vaults, it was 
discovered that the wooden roof structure was damaged. Therefore, the wooden 
structure of the roof was examined visually, tapped with a hammer, examined using 
the ultrasonic echo and drill resistance technique and core samples taken. Large areas 
with heavy damage caused by brown rot were identi fi ed (particularly in some load-
bearing nodes, see illustration  6 , and the inferior purlin). Rotten areas were found 
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on the eaves, especially on the western side (= “weather side” with most of the rain 
and wind). Some areas with a heavily damaged vault were found directly under 
areas with a heavily damaged roof structure. Some of the rafters showed active 
insect infestation.   

   Conclusions 

 It was shown, that the ultrasonic echo measurements taken on vaults made of  pumice 
brick can be taken from the top or the bottom of the vault. The measurements showed 
a different structure of the vault and different materials even in just one nave. 
Different bricks, different mortar between the bricks, different mortars on the sur-
face and different materials to repair the cracks had been used. Large areas of the 
structure are damaged on the inside and it is not just areas close to the cracks that 
are damaged. In addition to the cracks apparently visible, cracks were also detected 
that were hidden below restoration work that had not always been properly carried 
out during the 70s. Many of these cracks are not visible from a distance. They can 
only be determined as insigni fi cant or dangerous cracks by climbing close to the 
surface and testing them with ultrasonic echo. The restoration of the cracks with 
cement that was carried out after World War II was not successful because the mod-
ulus of elasticity between the pumice brick and the cement is very different. This 
resulted in new cracks close to the restored areas. 

 The results show the need for a quality control of the various restoration mea-
sures (some of which are only “cosmetic”), using the ultrasonic echo technique. 
With these results, a detailed restoration concept and a priority list were developed 
in which the areas in need of chemical strengthening (e. g. with silicic acid esters) 
are de fi ned. By metering the application of the chemical strengthener to improve the 
structure signi fi cant savings in material costs are possible.      
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  Abstract   Acoustic emission (AE) technique has recently become an important 
non-destructive tool to gain insight into the evolution of damage in materials. It is 
widely used as a laboratory method in material science and civil engineering. 
However, it has not been applied suf fi ciently in the  fi eld of cultural heritage, mainly 
due to the great variety of historic materials and limited knowledge about their 
physical properties. In comparison with other non-destructive techniques AE 
possesses some very important advantages – it is simple in application and does not 
require any external stimulation of the object. 

 In this paper a comparison of AE signals measured for different materials (stone 
samples, timber joist specimens) and different destructive and non-destructive 
processes, including mechanical tests, is presented. The proper evaluation of the 
results obtained in the laboratory can help to distinguish between AE signals related 
to material damaging and non-damaging processes. The presented work demonstrates 
the potential of AE as a practical tool to assess the risk of mechanical damage to his-
toric building materials also at different moisture contents or in varying state of decay.  

  Keywords   Acoustic emission • Material fracture • Monitoring • Non-destructive 
testing      
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   Introduction 

 The care and protection of cultural heritage has, primarily, long been the task of 
conservators and curators. Many years of experience, intuition and great manual 
dexterity were the most important tools in their work. However, these skills have, 
in many cases, proved to be insuf fi cient for making the right – scienti fi cally 
justi fi ed – decisions concerning the best methods of preservation of historic buildings 
and artefacts  [  1,  2  ] . 

 In recent years there has been a better understanding of the need for preventive 
conservation techniques development based not only on experience and intuition, 
but primarily on an objective scienti fi c basis. On the other hand, more and better 
cooperation between the conservation and scienti fi c communities as well as the 
dynamic development of non-invasive techniques and measurement tools has made 
it possible to introduce and adapt them from the applied sciences to the  fi eld of 
cultural heritage protection. 

 AE considered as a laboratory method used in experiments with well-controlled 
conditions, when the in fl uence of environmental noises can be controlled and 
minimized, has many obvious advantages, one of which is non-invasive character. 
However, the application of AE on site during long-term monitoring with dif fi cult 
access and limited user maintenance is a major challenge. Nevertheless, the usefulness 
of AE as a reliable monitoring method has recently been con fi rmed also within the 
 fi eld of cultural heritage preservation. The method was successfully applied for 
the damage evolution assessment of large historic structures  i.e.  damaged historic 
buildings  [  3  ] , bell towers  [  4,  5  ]  and cathedrals  [  6  ] . On the other hand, it was also 
used for objects of completely different sizes and kinds,  i.e.  for tracing the evolution 
of damage caused by climate-induced stress in wooden cultural objects  [  7,  8  ] .  

   Experimental 

 The results presented in the next section were obtained from two different types of 
materials,  i.e.  sandstone and wood. All of sandstone specimens,  i.e. sandstoneS2 , 
 sandstoneT4  and  sandstoneU4 , used in destructive compression tests were a historic 
material from near Stuttgart (Germany). The  fi rst was taken from the façade of a 
tenement house, while the second and third – consolidated and not consolidated, 
respectively, were collected from window frames (the same material as used for 
polychrome portals) of the Holy Cross Minster Schwäbisch Gmünd in Germany dated 
to around 1350. The consolidation was performed in 1980ies by the impregnation 
of the stone with silicic acid esters. Wooden specimens  poplar1  used in the destruc-
tive tension test as well as  spruce1  used in non-destructive friction test were sawn 
from a newly seasoned woods. The other two  i.e. spruce27B  and  spruce3  used in 
destructive compression and non-destructive 4-point bending test in elastic regime 
of wood were historic material (almost 100 years old) taken from the original beams 
of the roof construction of Palace Malvezzi dated 1560 in Bologna (Italy). 
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 The AE experimental setup consisted of: a wideband differential AE sensor 
( Phys. Acoust. Corp. ), an acoustic ampli fi er ( EA System ), a simultaneous-sampling 
analogue input card PCI-9812 ( Adlink Technology Inc. ) and a personal computer 
used for controlling the experiment as well as storing and post-processing the 
acquired data. AE signals in form of data sets were recorded within 128 or 64 ms 
time-windows for 1 MHz and 2 MHz sampling rate, respectively, while the duration 
of a typical AE event was of the order of hundreds of  m s. The dead time between two 
consecutive data sets was found to be around 100 ms. Sets of row data recorded 
during whole test were next post-processed with the help of a computer program 
searching for individual AE events, extracting them and calculating the most 
important AE features  i.e.  amplitude, energy, duration and frequency distribution. 
Moreover, the program also calculated the frequency distributions averaged over 
any time-window length and visualised them graphically as a time-frequency 
coloured map, where the amplitude of each Fourier transformation is represented by 
a speci fi c colour (see  Fig.    1  ). The global frequency distribution averaged over all the 
Fourier transformations of each single AE event can also be calculated.   

   Results and discussion 

   Historic sandstone 

 The results of the  fi rst type of test, namely uniaxial compression performed on 
historic specimen  sandstone1  presented as a time-frequency map correlated with a 
stress-strain (s-s) curve as well as the cumulative energy (CE) and the hit rate (CH) 
are shown in  Fig.    1  . 

 As is depicted, the s-s curve is divided into three regions,  i.e.  elastic, plastic and 
post-failure. Within the elastic regime the stress increases linearly and low AE activity 
is observed (apart from the initial phase of the test when the specimen adapted to the 
UTM clamps). In the plastic region above 1.2 % of strain the AE activity increased 
rapidly reaching a maximum around 1.55 % of strain. The most interesting, from 
a monitoring point of view, are the strains above the elastic limit and below the value 
at which failure of the material begins. From this point both CE and CH change 
rapidly. 

 The analysis based on the comparison between frequency distributions calculated 
for AE signals from elastic and plastic regions can be used for choosing the best 
frequency range for tracing the micro-destruction progress. For the  sandstoneS2  
specimen, there is a signi fi cant difference in frequency characteristics for signals 
measured within the elastic and the plastic region. In this case, the  fi ltering out of all 
signals with frequency outside 500-600 kHz window allows the measuring mainly 
events connected with fracture. Almost all the AE events resulted from sample-
to-clamps adaptation were removed making the transition between the elastic and 
plastic regions more distinct and accurate. Such analysis is illustrated in  Fig.    1  , 
where the comparison between CE and CH calculated for AE events recorded nearly 
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without  fi ltering (only 5 kHz high-pass  fi lter was applied, grey lines) and with digital 
band-pass  fi lter (black lines) is shown. Band-pass  fi ltering also improved the 
correspondence between CE and CH curves. 

 In the case of historic sandstone from Schwäbisch Gmünd (both consolidated and 
not), the analysis of the frequency distribution was not so successful. The difference 
in frequency characteristic for the elastic and plastic regions is negligible and therefore 
the potential for discerning AE events related with destructive and non-destructive 
processes on the basis of frequency characteristic only is practically impossible.  

   Historic wood 

 From the comparison of frequency distributions presented in  Fig.    2a   it is evident 
that in mechanical tests on wood samples low-frequency AE signals (below 50 kHz) 
are dominant. However, AE signals related with the fracturing of wood have a high 
frequency content ( i.e.  above 100 kHz). Within this range, the frequency distribution 
is signi fi cantly different (more uniform) in the case of wood friction imitating a 
non-destructive process.  

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
0

2

4

6

8

10

12

14

16

18
 stress-strain

5 kHz HP filter
 cumulative energy
 cumulative hit rate

500-600 kHz BP filter
 cumulative energy
 cumulative hit rate

S
tr

es
s 

(M
P

a)

Strain (%)

elastic

plastic

post failure

0 1 2 3 4 5 6 7 8 9 10
Time (min)

0

200k

400k

600k

800k

1M

F
re

q
en

cy
 (

H
z)

  Fig. 1    Time-frequency map of  sandstoneS2  specimen correlated with stress-strain (dashed-dot) as 
well as cumulative energy (solid) and hit rate (dashed). Cumulative curves are calculated for AE 
events recorded with 5 kHz high-pass  fi lter (grey) and digitally  fi ltered in 500-600 kHz range 
(black)       
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 As is shown in  Fig.    2b  , it is even more pronounced when a high-pass frequency 
 fi lter is applied (in this case it was 100 kHz). The 4-point bending in the elastic 
regime of wood, which is a non-destructive process, does not create events contain-
ing high frequencies. On the contrary, AE events related with destructive processes 
recorded during the compression test have a signi fi cant content of high frequencies 
(between 200 and 300 kHz). Therefore, it may be useful to apply band-pass 
frequency  fi ltering for signals recorded from the wood specimen, especially when a 
high level of environmental low-frequency noise is expected. This may result in the 
signi fi cant increase of signal to noise ratio.   

   Conclusions 

 Different types of destructive (compression, tension) and non-destructive (friction, 
elastic 4-point bending) processes for two different types of materials - namely two 
sandstones from historic buildings as well as historic and new seasoned wood, were 
presented. A methodological approach of searching for the best and possibly the 
simplest micro-damage indicator based on frequency analysis was proposed. 
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 At this point it should be noted that such an approach, focused on a high-frequency 
indicator of micro-damage, has one serious disadvantage. It requires using a relatively 
high sampling rate,  i.e.  at least two times greater than the searched frequency. It is 
connected with high power consumption and as a consequence it is unacceptable in 
the case of a long-term monitoring system based on battery power supply. The possi-
ble solution allowing to decrease power consumption of the monitoring system can 
be seen in  Fig.    1   – the cumulative energy is proportional to the cumulative hit rate, 
therefore it can be used as an indicator of micro-damage. Thus, in short, the measuring 
procedure can be as follows. After determining the proper frequency characteristics, 
adequate analogue frequency  fi lters can be applied. Next, using an acceptably 
small sampling rate only the hit rate can be monitored. This makes AE monitoring 
very simple and robust. Therefore, to sum up one can say that there is potential that 
the AE method will be more widely introduced into the  fi eld of cultural heritage 
protection.      
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  Abstract   InfraRed Thermography (IRT) is a wireless, contactless and smart 
technique potentially suitable for the qualitative and/or quantitative buildings long-
term monitoring. However, the monitoring of a particular object/defect in a masonry 
structure can succeed only if the thermographic survey is performed with a suitable 
experimental setup, de fi ned after a speci fi c laboratory calibration, leading to the 
proper de fi nition of the operational parameters (active/passive approach, distances, 
time-windows, etc.). The aim of this document is to describe the advanced testing 
of “ leccese ” stone masonry samples, in order to evaluate the effectiveness of IR 
thermography to qualitatively detect defects and inhomogeneities (voids, irregular 
mortar joints, wooden and metallic inclusions) inside masonry textures or behind 
plaster layers, as well as evaluating the capacity of IR thermography to detect 
the beginning of material deterioration and its long term evolution. At the end of the 
experimental work the calibration of an infrared technique to be used for the NDT of 
historic structures was de fi ned, by identifying the best set of operative parameters.  

  Keywords   Masonry structures • Nondestructive evaluation • Infrared thermogra-
phy • Conservation      

   Introduction 

 The aim of this document is to describe the advanced testing of “ leccese ” stone 
masonry samples, in order to evaluate the effectiveness of IR thermography to 
qualitatively detect defects and inhomogeneities inside masonry textures or behind 
plaster layers. The investigation was carried out in laboratory by considering two 
specimens, simulating a typical masonry structure of southern Italy, with enclosed 
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defects and anomalies of different geometry and thermal characteristics. The  fi rst 
wall (W 

1
 , single leaf masonry, plastered; reference, without defects) was built with 

a double thickness of lime plaster on the back side and two different types of plaster 
on the front side (lime plaster and cement plaster). The second wall (W 

2
 , single leaf 

masonry, plastered; defected) was built with a series of defects behind the plaster, 
such as air bubbles, metallic and wooden inclusion, holes with different depth, etc. 

 The thermocamera employed was a ThermaCam SC2000 (a commercial micro-
bolometric FLIR System, with a 320 x 256 Focal Plane Array) with the wide-angle 
80° and the standard 24° lens; material emissivity was set to the value of 1. 

 The data analysis approach has foreseen to carry out a qualitative interpretation 
of thermograms: relative temperature variations and not absolute temperatures have 
been taken into account, as the real material emissivity has not been measured. 
The temperature scale visualised in each thermogram has been used to compare 
temperatures between areas in the same frame or between the same points in 
thermograms registered at different times. From this analysis it has followed the 
identi fi cation, location and extension of anomalies, which have then been evaluated. 
At the end of the experimental work the best set of operative parameters was 
identi fi ed. The work was carried out within the European Project SMOOHS “Smart 
Monitoring of Historic Structures” (  http://www.smoohs.eu    ).  

   Laboratory Specimen and Apparatus 

 Two “ leccese ” stone wall specimens with dimensions of 1600x1500x250 mm 3  were 
built as a minimum base for supporting the laboratory research activity. 

   Construction materials 

  Leccese stone .  Leccese  limestone is a calcareous stone dating back to the Miocene 
period (21 million years ago). Its unique compactness, colour and structure are due to 
its components, while its charm and geo-logical value are given by little bits of fossils. 

  Mortar and plaster . According to some ancient tenders of southern Italy private and 
public works, lime mortar is the main binder of “ leccese ” stone, “carparo” stone, tuff 
or heap of stones masonries. However, particular attention must be paid in the pro-
portioning and manufacturing because traditional mortar has very few chances to 
bind these kinds of stone.  

   Manufacturing of laboratory specimens 

  Specimen 1 (W  
 1 
 ) was plastered with lime plaster on the back side (three plaster layers 

on the left side and two plaster layers on the right side) and with two different types 
of plaster on the front side (FASSA BORTOLO KS9 cement based on the left side 

http://www.smoohs.eu
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and lime based on the right side; thickness 10 mm). Mortar joints have thickness of 
approximately 1,5 cm and were made of 1/3 of lime paste and 2/3 of “ leccese ” stone 
powder. Composition and thicknesses of different plaster layers are reported in 
Table   1  .  

  Specimen 2 (W  
 2 
 ) was built with the same block, mortar joints and plaster of W 

1
  with 

a series of defects behind the plaster, such as air bubbles, metallic and wooden 
insert, plaster  fi lling and holes with different depth (Figs.  1  and  2 ). In detail:

   Table 1    Composition and thicknesses of plaster layers   

 Lime paste [%]  “ Leccese”  stone powder [%]  Thickness [mm] 

  1   st    layer    35    65    10  
  2   nd    layer    50    50    5  
  3   rd    layer    75    25    5  

  Fig. 1    W 
2
  with simulated defect: back side (a) and front side (b)       

  Fig. 2    W 
2
  with simulated defect before (a) and after plaster (b)       
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    1)    plaster detachments (dim.: 10×10, 15×15 and 20×20 cm 2 ), simulated by  Te fl on  
bags placed behind and between the plaster layers [defects n. 1-3];  

    2)    dead holes (depth: 5, 10, 15 and 20 cm) with diameter of 80 mm [defects n. 4-7];  
    3)    irregular mortar joints [defect n. 9] and metallic inclusion [defect n. 10];  
    4)    wooden inclusion (dim. 25×25×25 cm 3 ) [defect n. 8]  
    5)    different type of brick material (dim. 25×12.5×4.5 cm 3 ) [defect n. 12]  
    6)    bricks of different thickness (blocks with thickness equal to 12.5 cm, instead of 

25.0 cm; air gap  fi lled with mortar) [defects n. 11, 13]         

   Experimental Program 

 The experimental program aimed at evaluating the effectiveness of IR thermography 
to qualitatively detect defects and inhomogeneities inside masonry textures or 
behind plaster layers, as well as evaluating the capacity of IR thermography to 
detect the beginning of material deterioration and its long term evolution. All the 
tests (reference and defected wall) were performed with an active approach in 
re fl ection mode with both heating system and camera positioned on the same side 
with respect to the specimen. At this purpose, a support for four infrared lamps, 
each one with a power 1300 W, was used; this scheme was chosen in order to 
ensure a uniform heating of the widest possible investigated area. 

   Test on Specimen W 
1
  

 W 
1
  was tested for the calibration of the experimental setup in order to assure a uniform 

heating of the surfaces to be inspected and to understand the heat propagation phenom-
ena. Some preliminary tests have been performed on both sides of the wall, in order to 
de fi ne the best experimental setting for the heating apparatus and the test set-up (Fig.  3 ). 
On the back side, according to the infrared survey pointed out that the masonry texture 
becomes fully visible after about 20 minutes of heating (acquisition rate of 10 minutes). 
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  Fig. 3    W 
1
  reference wall: front side (a) and back side (b)       
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 On the front side, on the contrary, the masonry texture becomes fully visible after 
8 minutes of heating on the left side (cement plaster) and after about 18 minutes 
on the right side (lime plaster). The infrared lamps were placed at about 2 metres 
from the specimen.   

   Test on specimen W
2
 

 Based on the results obtained on W 
1
 , W 

2
  was tested for the calibration of the experimen-

tal thermographic procedure able to identify hidden defects behind the plaster (many 
parameters were investigated: IR lamps – wall distance, number of turned-on lamps, 
horizontal and vertical inclination of each lamp, heating time, etc.), in order to de fi ne the 
best set of experimental operative parameters allowing the best visibility for each defect 
and de fi ne a reliable post processing procedure. Sequences of thermal images were 
recorded at a time interval of 120’’ and 30’’, during both heating and cooling transient 
up to room temperature. Heating time ranged from 60’ up to 100’, depending on the IR 
lamps – specimen distance and the depth of the defects behind the plaster. 

  Specimen W  
 2 
  front side . In Fig.  4 , two thermal images of the specimen W 

2
 , recorded 

during the heating transient after 30’’ and 100’, respectively, are shown. In 3b all the 
defects, with the exception of n. 9 and 10 are strongly visible. The experimental 
survey evidenced that it is not necessary to heat for more than 100’, because after-
wards it is not possible to highlight any signi fi cant increase in the thermal contrast.  

 In order to de fi ne the best set of experimental operative parameters, the following 
data were recorded and/or investigated for each defect:

    1)     T  
 0 
 : starting temperature (during heating or cooling);  

    2)     best visibility : time at which the difference between the temperature of the defected 
and a sound area next to the defect is maximized (i.e. time at which the thermal 
contrast between any inspected area and a sound reference region in maximized);  
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  Fig. 4    W 
2
   front side with different heating time       
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    3)      D T  
 1 
  and   D T  

 2 
 : respectively, deviation between the starting temperature (T 

0
 ) and 

the temperature at which each defect start to be visible (  D T  
 1 
 ) and reach the best 

visibility (  D T  
 2 
 );  

    4)     measured dimension  and  error : size of the defect measured according to the 
post-processing procedure and difference from the real defected area.       

   Conclusion 

 This document described the advanced testing of “ leccese ” stone masonry samples in 
order to evaluate the effectiveness of IR thermography to qualitatively detect defects 
and inhomogeneities inside masonry textures or behind plaster layers. Experimental 
studies gave promising results and lead to the following conclusions:

    1)    Defects under cement plaster need a shorter heating time to become visible, in 
comparison with defects under lime plaster; moreover, defects n. 1, 2, 3 and 8 on 
the left side remain visible longer than on the right side;  

    2)    The error made in the estimation of the defected area has a minor deviation when 
measured on the left side of the wall (cement plaster);  

    3)    During the cooling transient, the best visibility is reached immediately after the 
switching off of the heating apparatus;  

    4)    On both sides, the defect n. 8 is still detectable after almost 5 hours after the 
switching off of the heating apparatus;  

    5)    On the right side, under the same conditions, almost all the defects reach the best 
visibility after a time longer than on the left side;  

    6)    After 21 minutes the warming of the specimen is no longer necessary for the 
detection of the defects;  

    7)    In most cases defects are detectable just with a  D T 
1
  of 2 or 3 degrees. These small 

differences in temperature are very important in cultural heritage diagnosing 
when the damage of the works to be inspected must be prevented.          
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  Abstract   Within the framework of a European Commission project entitled Cultural 
HEritage against Flood (CHEF), a research was carried out in Milan on full-scale 
stone and brick masonry models by means of a simulated  fl ood to investigate the 
effects of  fl oods on historic and masonry buildings. The objective was to evaluate the 
post- fl ood moisture content and the drying process through non-destructive or minor-
destructive techniques. Several non-destructive testing (NDT) were applied (thermog-
raphy, sonic tests, radar) and were compared with the powder drilling test. 
Thermography and radar tests were the most useful; the attention is here more concen-
trated on radar tests which revealed interesting results. A high frequency GPR system 
was used to perform measurements on selected points of the models at selected inter-
vals during the drying period. Radar velocity, radar amplitude in transmission and in 
re fl ection mode, radar waveform distortion and spectra were analyzed as a function of 
time after  fl ooding and were compared to moisture content assessed by the powder 
drilling method. Measurements of radar velocity and radar waveform distortion were 
found meaningful and in agreement with the expected drying process.  

  Keywords   Masonry • Minor-destructive • NDT • Powder drilling • Radar • Sonic 
• Thermography      

   Introduction 

 An experimental research started on site within the framework of a European 
Commission project entitled Cultural HEritage against Flood (CHEF) on the 
effects of  fl oods on cultural heritage. A simulation of  fl ood was performed in 
Milan on some full-scale masonry models, especially built for research, exposed 
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to the environmental agents of the city. The masonry materials used for the full 
scale models were largely investigated in the past  [  1  ]  and subjected to decay 
caused by the crystallization of sodium sulphate coming from the ground. Some 
of the walls were also treated with surface treatments used as consolidant or water 
repellent and their durability was studied  [  1  ] . These walls can actually simulate 
the state of naturally contaminated walls before a possible  fl ood and represent a 
situation for which the main parameters are known and can be controlled. Several 
NDTs were applied as: thermography, sonic tests, radar tests and compared with 
powder drilling tests  [  2  ]  as proposed by standards for the detection of moisture in 
masonry walls. Here, the attention will be more concentrated on radar tests. 
Previous works on masonry already presented good results where radar velocity 
is used as moisture indicator [ 3 ,  4  ] . In the paper, radar velocity, radar amplitude in 
transmission and in re fl ection mode, radar waveform distortion and radar spectra 
were analyzed as a function of. time after  fl ooding and compared to moisture 
content assessed by the powder drilling method.  

   Full-scale Models and Flood Simulation 

 Three full-scale physical models were built in 1990 in stone and brick masonry in a 
polluted area of Milan; they are one- fl oor buildings with the principal facades 
divided into modular orthogonal panels exposed South and West (Fig.  1a ). The 
walls of the models are made with sandstone blocks or with soft-mud facing bricks. 
The models are 3.8 m high on the front side (38 and 30 cm thick the brick and stone 
masonry walls respectively) and 3.4 m on the rear side. Prior to construction, the 
subsoil was coated with a layer of bentonite in order to assure the capillary rise of 
water into the masonry (Fig.  1b,   c ).  

 A  fl ood simulation was carried out on a portion of four different walls. First the 
subsoil was fed by water for about a month and then a tank with additional water 
was sealed to each panel for a period of 4 days. The walls used for these tests 
were: 1) Stone masonry panels: untreated (A4) and treated by a surface coating of 
epoxy resin (A1) and 2) Brick masonry panels: untreated (B4) and treated as A1 (B1). 
The tests were performed with models in dry conditions (or better natural conditions 
as a function of the environment), immediately after the  fl ood simulation and after 

  Fig. 1    (a) View of some full-scale masonry walls: sandstone on the left and brick on the right, 
(b) cross section of one model and (c) Details of the facade walls       
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regular periods of time during the drying process. The investigation survey  [  5 ,  6  ]  
consisted in: a) passive thermography, comparing the wet and the dry areas of 
each masonry panel; b) Radar in the wet and dry areas of each panel with an 
antenna frequency of 2GHz; c) Sonic pulse velocity tests (3.5kHz) performed in 
direct transmission, on a selected area across the evaporation line; d) Powder 
drilling test carried out to verify the moisture content and distribution, at 2 differ-
ent heights (30cm and 120cm, wet and dry area respectively) in 4 different depth 
intervals in order to monitor the whole cross section of each masonry panel.  

   Radar Velocity and Calibration with Powder Drilling Tests 

 The average velocity of the radar wave through the cross section of the masonry was 
estimated from the travel time of the re fl ection generated by the opposite side of the 
wall. Figs.  2  and  3  show the results for the A1 stone wall and the B1 brick wall 
respectively. Similar plots were obtained for the A4 and B4 walls. According to the 
velocity results, the  fl ood simulation did not affect the stone wall above the level of 
the tank indicating the absence of capillary rise effects while some variations of the 
velocity were observed on one of the brick walls (B1) up to a couple of  measurement 

  Fig. 2    Stone masonry. 
Average velocity measure-
ments at 12 selected positions 
(see left). The dashed box 
shows the water tank position       

  Fig. 3    Brick masonry. 
Average velocity measure-
ments at 14 selected positions 
(see left). The dashed box 
shows the water tank position       
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points, i.e., about 20cm, above the tank perimeter. Where the wall was not interested 
by the  fl ood simulation the radar velocity is quite stable with oscillations lower than 
0.5cm/ns. Before  fl ooding, unlike stone masonry, the brick masonry velocity is pro-
gressively decreasing moving the measuring point closer to the soil. This indicates a 
remarkable moisture gradient in the lower part of the brick wall due to capillary rise 
from the soil. In the stone masonry, the  fl ooding effect is observed as a velocity 
decrease of about 2cm/ns. After one day from tank removal the velocity is already 
1cm/ns higher indicating a fast drying process occurring during the  fi rst hours. 
During the following weeks, the drying process is progressing at a lower rate. After 
35 days the velocity is still 0.5cm/ns lower than the velocity before  fl ooding indicat-
ing that although the experiments were performed in the summer season it takes a lot 
of time to return to the original situation. During the drying process a different 
 behaviour between the odd and the even stone courses can also be observed due to 
the different orientation of the stones in the measuring points. The even courses show 
a slower drying process because the velocity is measured by crossing two stones put 
as stretchers rather than one. It means that the mortar is keeping a signi fi cant amount 
of moisture and its drying process is slower than the stone one put as headers.  

 In the brick masonry, the  fl ooding produces a more remarkable effect: the veloc-
ity after the tank removal is 6.5cm/ns vs. a velocity before  fl ooding ranging between 
9.5 and 14cm/ns as a function of the course distance from soil. After 1 day no veloc-
ity variations are observed indicating a slower drying process compared to the stone 
walls. After 7 days the velocity increase is still minimal and after 7 weeks the veloc-
ity range in the  fl ooded portion of the masonry is still much lower than the range 
observed before  fl ooding. The different behaviour observed in the stone and in the 
brick masonries is explained by the strong difference in porosity between this type 
of stone and the bricks. The higher porosity of the bricks determines the higher 
velocity variations and the longer drying process observed with these experiments. 

 The drying process was also monitored at few selected positions by measuring the 
moisture level with the powder drilling method. Two positions for each tested wall 
were chosen, one in the lower part of the  fl ooded area at 30cm from the soil and one 
above the tank position at 120cm from the soil. Figure  4  shows the radar velocity as a 

  Fig. 4    Radar velocity vs. 
moisture from the powder drilling 
method       
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function of the moisture level assessed with the powder drilling method (average value 
measured through the wall section). The plot combines stone and brick data to show the 
remarkable difference of the moisture levels measured in the two materials. The gen-
eral behaviour in Fig.  4  shows a velocity that rapidly decreases as moisture increases 
within the 0-2.5% range. Then, it changes signi fi cantly and the curve tends to bend 
towards a quasi-horizontal asymptote for moisture levels that are reached only in the 
brick masonry structure (up to 26%). Stone and brick data are surprisingly aligned 
along a common trend curve but in general different trend curves can be expected from 
different materials depending on the respective permittivities. Figure  4  seems to indi-
cate that the radar velocity method is not sensitive enough to discriminate moisture 
levels in the 0-1% range. For higher moisture levels the method looks quite consistent 
but it is dif fi cult to derive a quantitative conclusion about its accuracy because the pow-
der drilling method could also be affected by intrinsic measuring errors.    

   Radar Wave Distortion 

 Other methods were explored to obtain moisture indications from the radar data. 
Amplitudes of re fl ected events, either the opposite side re fl ection or the surface 
re fl ection measured by keeping the antenna at a constant distance from the wall 
surface, were analyzed versus drying time and moisture levels. Although the emit-
ted radar intensity was accurately calibrated at the beginning of each measuring 
session, the data looks poorly consistent and unreliable. A more promising method 
seems to be the analysis of the radar wave distortion produced by the different com-
bination of the air wave with the surface wave travelling in the material with differ-
ent velocity depending on moisture. Before  fl ooding, the radar wave consists of a 
constructive combination of the air-wave and the surface wave travelling in the 
material between the TX and RX antennas. After  fl ooding, the surface wave veloc-
ity decreases dramatically because of the higher permittivity of the moist material. 
As a result the two waves tend to separate and the A-scan looks very different with 
a lower amplitude excursion spanning over a longer time window. To compare these 
observations with the moisture measured by the powder drilling method, the time 
delay of the last negative signi fi cant oscillation belonging to the near-surface radar 
wave has been plotted on a graph as in Fig.  5 . The  fi gure illustrates all the data mea-
sured on the B1 and B4 walls at 30 and 120 cm from the soil. The result is encourag-
ing since a rather consistent trend can be observed. The accuracy is probably lower 
compared to the average velocity method but again, for a quantitative and rigorous 
analysis of the accuracy of the method, laboratory tests are necessary.  

 Likely, a more robust parameter can be de fi ned in order to increase the reliability 
of the method. A similar analysis was also performed on the radar wave recorded on 
the stone walls. As expected no signi fi cant distortions of the radar wave were 
observed because of the restricted range of permittivity variations induced by the 
low moisture levels. Longer TX-RX separations are needed to observe waveform 
distortions within the permittivity range measured on the stone walls. Thus, the 
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optimization of the radar  hardware for this kind of measurements is another option 
that is still to be explored before deriving conclusive estimates about the sensitivity 
and the accuracy of the method.  

   Conclusions 

 Different radar parameters were measured on full scale stone and brick masonry models 
before and after a  fl ood simulation. The average radar velocity through the wall cross 
section is the most robust indicator of the moisture level and can be calibrated on-site at 
few selected positions by using the powder drilling method. The amplitudes of the 
re fl ected events, despite an accurate calibration of emitted radar intensity, looks poorly 
consistent with moisture data. A more promising method seems to be the analysis of the 
radar wave distortion produced by the different combination of the air wave with the 
surface wave travelling in the material with different velocity depending on moisture. 
The preliminary results are encouraging and the method is still to be optimized. If suc-
cessful, this method would be very interesting because the measurement is expected to 
be in fl uenced only by the near-surface portion of the masonry. Thus, by performing this 
test on both sides of the wall and by combining the results with the average velocity 
method, moisture variations through the wall cross section could be observed.      
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  Abstract   Existing research on structural deterioration of historic structures generally 
concentrated on direct mechanical causes of deterioration rather than on physical-
chemical effects of aggressive agents on the mechanical parameters of masonry and 
their interaction. The research presented herein studies deterioration of masonry in 
a uni fi ed environmental framework which accounts for both the mechanical and 
the physical-chemical effects and their coupling. Numerical models and experi-
ments have considered various cases including mechanically damaged and undam-
aged masonry walls with moisture capillary rise from foundations, with and without salt 
inclusions at different concentrations. Examples from on-going work are shown.  

  Keywords   Coupled model • Masonry • Moisture rising • NDT techniques • Salts rising      

   Introduction 

 Centuries of masonry construction in the majority of Countries have left a wide 
historical building-stock inheritance whose correct preservation and use has become 
a priority. The causes of structural deterioration can be subdivided into two main 
groups: physical-chemical and mechanical aspects. Regarding masonry, greater 
attention has been drawn to direct mechanical degradation causes while less atten-
tion has been devoted to physical-chemical effects and to their interaction with the 
mechanical parameters. Due to recent severing of environmental conditions, the 
environmental decay cannot be disregarded, as it causes a slow deterioration in the 
mechanical properties. Considering interaction between environment and construc-
tion materials, the presence of water has a pre-eminent role. The water rise in 
masonry is a decay promoter not only for the freezing-thaw cycles; but also for the 
consequences of capillary rise and crystallization of penetrating substances (salts).  
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   Background 

 Moisture capillary rise is one of the main causes of environmental decay in masonry: 
this phenomenon affects the propagation of penetrating substances in the material and 
creates tension because of freezing-thaw cycles or, in presence of salt ions, due to their 
crystallization and chemical reactions. When water is close to small cavities such as 
pores in bricks, stones or mortar, it rises spontaneously driven by a pressure, function 
of the super fi cial water tension, of capillary tube radius and of the contact angle 
between water drops and material surface. The water rise continues until capillary 
pressure equals hydrostatic pressure. Moisture capillary rise, which theoretically 
could rise up to about 15 m height, in most real cases reaches 2-3 m or less because of 
water evaporation. In fact, capillary rise needs time: if initially its speed is of about 2 
cm/hour, later it is much slower and the phenomenon kinetic is close to zero after few 
years if water suction is constant. Water evaporation through the surfaces affects the 
residual moisture content in the wall, which is also affected by the masonry type and 
the microclimate (wind, temperature, humidity…). Moisture in masonry varies, for 
same heights, with wall thickness and tends to be lower from the surface with greater 
evaporation but, in the lower part of wall, moisture content can reach 20-30%. 

 The practical consequences of moisture capillary rise in masonry are many and all 
negative. I.e., the water transport brings to salt deposits formation on the external 
surfaces (ef fl orescence, aesthetically disturbing whitish deposits) or just beneath it 
(sub-ef fl orescence, when the water evaporation is so fast that salt deposition and crys-
tallization happens inside the masonry). All hydro soluble salts that are present in the 
ground, in the foundations or in the masonry itself undergo in time the same upwards 
journey, accumulating in the highest and cortical part of the masonry. Because of salts 
presence, some chemical reactions can take place if sulphates are included. These are 
particularly dangerous for the stability of mortars and plasters. In presence of mois-
ture, the growth of vegetable micro organisms is favoured (mould, moss, fungi, 
lichens), with serious consequences on the aesthetic of masonry. Also alkali-aggregate 
reaction can take place in moist masonries, in the long time. These phenomena will 
not be discussed here; neither will the consequences of freezing-thaw cycles. Instead, 
sulphates react chemically generating ettringite and thaumasite  [  1  ]  but also mirabilyte 
and/or thenardite according to moisture and temperature conditions. Because salt 
crystallization can imply a considerable volume increase, tensions in the materials 
accumulate in the salt deposit areas until bulging and detachment of  fl akes or material 
break up happens. This causes a real damage to masonry.  

   Objectives 

 This work’s aim, in the frame of the 7 th  FP European project SMooHS, is to study 
the masonry deterioration in a uni fi ed environmental framework, which accounts 
for both mechanical and physical-chemical parts of the problem and their coupling. 
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Masonry physical models replicating historic panels have been built in the labora-
tory and numerical models by F.E. technique have been developed for various 
experimental cases including mechanically damaged and undamaged masonry walls 
with moisture capillary rise from foundations, with and without salt inclusions at 
different concentrations. Examples from ongoing work will be shown.  

   Test Object 

 Experiments and analyses have been carried out on a masonry model built in the 
laboratory by means of solid clay bricks (dimensions 250 x 120 x 55 mm 3 ) and 
hydraulic lime mortar. The panel measures 1.16 x 0.25 x 1.3 m 3  and it is made of 20 
masonry courses (Fig.  1a ). The panel has been studied both in as-built conditions 
and after a semi-diagonal compression test, which has caused mechanical damage 
and a severe crack pattern (Fig.  1c ). Water and brine of sodium chloride have been 
considered as diffusive agents during moisture capillary in both experimental and 
numerical study cases. Material properties are summarized in Table  1   [  2  ] . The salt 
considered in the study herein reported is sodium chloride (2160 Kg/m 3 ) at 0.05% 
brine concentration.    

  Fig. 1    (a) Masonry wall before damage, (b) panel with a simulated initial pattern of damage, 
(c) real crack pattern  [  3  ]  on the wall, after a diagonal compression test       

   Table 1    Mortar and brick parameters used in the numerical simulations  [  2  ]    

 Bricks  Mortar 

 Mass (Kg/m 3 )  1757  1800 
 E (N/mm2)  3840  981 
 n  0.2  0.2 
  m  (water vapour diffusion resistance factor)  8  12 
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   Numerical Simulations 

 As mentioned above, the diffusion of aggressive agents such as ions of salts dissolved 
in water is one of the main causes of environmental decay. For this reason, a model 
which takes into account the diffusion of water and heat as well as the diffusion of 
penetrating substances has been developed considering also the coupling between 
these processes. The evaporation phenomenon cannot be neglected because it affects 
directly the water rise and it primes the salt crystallization. 

 The masonry model has been studied as a porous, isotropous, 2-dimensional 
medium, and diffusive processes have been represented in the mid-plane of the wall 
but differential equations governing moisture, heat and aggressive  fl ow account, for 
example, for evaporation  fl ow orthogonal to the mid-plane. The coupling between 
these equations is in the diffusive coef fi cients, similarly to what reported in  [  4  ]  
and  [  5  ]  for the case of concrete. 

 Two are the tests simulated: 

  Diffusion of salts at 0.05% in undamaged masonry wall:  the input values of diffusion 
coef fi cients have been initially based on  [  6-  7  ]  but modi fi ed for porous media. 
The simulation of the diffusive problem has been carried out by F.E. analysis using 
Strauss7 and 2-D (plate) 4-node elements of 5-mm side (Fig.  2a ). The simulation 
results are shown visualizing a salt (sodium chloride) concentration (g/mm 3 ) map in 
the lower 10 masonry courses of the wall after 18 days (Fig.  2b ).  

  Diffusion of salts at 0.05% in cracked masonry wall:  the above simulation has been 
repeated for a similar wall with hypothetical crack pattern (Fig.  1b ). Cracks are 
localised in mortar joints and the damaging parameter is equal to 0.5 (Fig.  2c,   d ).  

  Fig. 2    (a) Masonry model,  fi rst 10 courses, undamaged, (b) map of salt concentration at 18 days, 
(c) cracked model, d) salt concentration at 18 days  [  8  ]        
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   Experimental Work 

 A moisture capillary rise experiment has been carried out on the really cracked masonry 
panel (Fig.  1c ) placed in a water basin. The height of water rising in the wall has been 
monitored by visual inspection, photographic documentation and infrared (IR) ther-
mography. During the experiment, the base of the wall has been constantly kept in 
contact with 15-20 mm deep fresh water, while main environmental parameters have 
been measured (moisture and temperature of the air, temperature of the water and 
super fi cial temperature of the specimen). A Flir B250 thermocamera mounted on a 
tripod has been used in a passive mode for repeatedly acquiring thermograms both of 
the whole specimen and a close-up of its lower part. Instants of data acquisition have 
been denser in the  fi rst minutes and hours from the beginning of the experiment and 
have become sparser towards the end of it. A metrical reading of moisture rise from the 
wall bottom has been taken at selected points on the front and rear side of the specimen: 
in particular at mid point of wall width, over the crack and, symmetrically, on the right 
hand side of wall. As expected, the presence of mechanical damage has in fl uenced the 
moisture capillary rise in the wall, that is, especially in the  fi rst phases of the test, 
the height of water rise has been faster at the crack, on the left of the wall front side 
(Fig.  3a,   c ). Also the mortar head joints have been a favourite path for the water, in 
comparison with the bricks at the same masonry courses. In general, the level of water 
rise has shown to be very uneven on the outer surfaces of the wall.  

 Unexpectedly, two points have been highlighted by IR monitoring: the  fi rst is that 
inspection of moisture level is more easily readable by IR than by visual or photo-
graphic inspection (Fig.  3 b). This is especially true when the colour of moist material 
does not differ signi fi cantly from dry material. The difference between dry and moist 
material is shown in the thermograms by the slight difference in surface temperature 
between the 2 areas, as the moist, lower region will result cooler due to water evapo-
ration. In the thermogram of Fig.  3 c, the lower temperatures are shown in light blue, 
green and yellow tones. The second aspect is that moisture capillary rise has revealed 
a second area of mechanical damage on the right hand side of the wall. This decay 
had not been noticed during previous crack pattern survey. At a closer look with a 
magnifying glass, damage has been observed located at mortar joint/brick interfaces, 
including bed joints and it is due to shear stress during the mechanical test.  

  Fig. 3    (a) IR thermogram (T=17.3°-19.7°C) after 2 days, (b) photo of wall after13 days, (c) IR 
thermogram (T=16°-22.3°C) after 13 days       
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   Conclusions 

 Given the diffusion and relevance of masonry constructions, and the deterioration 
attack they are undergoing from environmental causes, their study and conservation 
is of primary and topical importance. The present work reports about an ongoing 
research and preliminary results from modelling and experiments. Environmental 
decay in masonry walls has been discussed both in sound and mechanically damaged 
conditions. The focus has been put on moisture capillary rise as diffusion vehicle for 
penetrating substances such as salt in the materials, and its crystallization as a mean 
for provoking additional damage. The study of these phenomena aims at understand-
ing and reproducing how environmental factors and their coupling affect the health 
state of masonry, and at foreseeing its damage evolution in time. 

 On a masonry panel built in the laboratory and simulating historic masonry, 
mechanical and non-destructive tests have been conducted, such as experimental 
moisture capillary rise monitoring by IR thermography of the  fl awed panel. At the 
same time, various studies have been performed by F.E. modelling. Water evapora-
tion has a paramount role on both capillary rise rate in masonry and salt crystalliza-
tion. The coupling between moisture and salt diffusion has been observed. It has 
also been seen how the presence of a crack pattern in the masonry panel affects 
consi derably the speed of moisture rise and the distribution of salts, showing that 
where masonry suffers greater mechanical damage, higher salt concentrations and 
thus a higher risk may occur.      
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  Abstract   In historic masonry structures – focus of the 7FP European project 
SMOOHS – the monitoring and effects of environmental agents in walls and of 
structural problems is being investigated in a joint perspective. Numerical simulations 
and experimental work aim to correlate the decay effects of moisture and salt transport 
in masonry, with structural damage. To better address the problem, a cross-feeding 
collaboration is set up between numerical and experimental studies. Initial experi-
mental data obtained in the lab on masonry materials become the main input data 
for hygro-thermal simulations of behaviour of masonry specimens in aggressive 
environment, that is solutions of sodium sulphate (Na 

2
 SO 

4
 ). Simulation output helps 

to improve the experimental accelerated ageing procedures. Later, the salt damage 
process development in these specimens and their reduced structural capacity will 
be mechanically evaluated. A function relating these parameters will couple hygro-
thermal and structural simulations to predict a structural damage index for historical 
buildings.  

  Keywords   Historical masonry • Hygrothermal analysis • Laboratory test • Salt 
migration • Structural damage index      

   Introduction and objectives 

 Historical masonry structures, as an important part of our world’s cultural heritage, 
need to be preserved and protected for next generations. Environmental phenomena 
are between the main causes of structural damages and the role of water is of key 
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importance in various deterioration mechanisms  [  1  ] . For this reason, in recent years, 
many studies have been carried out to understand the mechanism of degradation 
processes due to moisture and salts migration in porous materials  [  2-  7  ] . Nonetheless, 
a clear correlation between moisture and salt migration in historical masonry walls 
and structural damage that can be used as a decay index has not been established. 
NDT testing, such as GPR radar, IR-thermography, sonic, ultrasonic and impact-echo 
test, have so far been recognized as a main tool for structural diagnosis as they can 
give detailed information on the inner characteristics of the elements and on their 
health conditions. As an example, it is possible to determine on masonry walls 
the level of water capillary rise by means of NDT techniques, such as GPR radar; 
moreover, the effects of degradation phenomena on surfaces, due to environment, 
can be assessed by IR thermography ( Fi g.  1 ). So, the use of NDT on historical masonry 
structures should be greatly recommended, although it is necessary to better evaluate 
and enhance their capacity to detect the beginning of material and structural deterio-
ration and its evolution over longer periods.  

 Within the 3-year 7th FP EU Project SMooHS, Smart Monitoring of Historic 
Structures (2008-2011), numerical simulations and lab tests are being jointly carried 
out to establish a correlation between moisture and salt migration in historical masonry 
walls, and structural damage. Several masonry specimens of different dimensions have 
been built using bricks and lime mortar as it would be found in historical buildings 
selected as case studies in the SMooHS project. These specimens are undergoing 
different types of ageing from wetting and drying, through capillary rise or full 
immersion in bath. Moisture solutions also vary from tap water to different salt 
concentrations. Drying phases of the specimens have been foreseen in open-air 
ventilation or forced in an oven. 

 Salt attack by sodium sulphate has been chosen in this study because of its 
destructive nature. It is responsible for signi fi cant damage in porous materials due to 
volume increasing and high hydration pressure generated during phase changes  [  4  ]  

  Fig. 1     (a ) Vertical survey line on masonry, with level of water capillary rise  [  6  ] ;  (b ) IR thermography 
on a masonry wall showing capillary rise level on surfaces       
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and especially during mirabilite crystallization  [  7  ] . Repeated cycles of crystallization/
hydration within walls can lead to internal stress and, thus, to micro-cracking and 
loss of strength in the materials. Numerical investigation of the maximization 
of thenardite/mirabilite crystallization in masonry, and their phase changes, can 
guarantee the damaging phenomena to best address the experimental procedure. 
The main aim of this work is to assess the salt related damage progress in masonry, 
comparing data obtained both from numerical simulation and lab tests. This should 
allow to draw a function relating structural parameters with moisture and salt content 
of the studied masonry specimens, which will be useful to couple hygrothermal 
and structural simulations in order to predict a structural damage index for historical 
buildings. The paper’s approach is to determine the experiments layout with the 
help of simulations as well as the experiments implementation. These are described 
and preliminary results are discussed.  

   Experimental Work I 

 Masonry specimens of dimensions 250x185x120 mm 3 , that is 3-brick columns with 
2 mortar joints, have been built in the lab using solid clay bricks (250x120x55 mm 3 ) 
and natural hydraulic lime mortar (10mm thick joints). Among the physical parameters 
affecting the hygro-thermal characteristics of the materials only the density (brick 
1790 kg/m 3 , mortar 1900 kg/m 3 ) and the porosity (23.2 Vol-% for the bricks and 
20.6 for the mortar) have been determined experimentally. This reduced amount of 
measured hygro-thermal material parameters has caused problems to initial simula-
tions as the necessary input information could not be satisfactorily selected from 
assumed similar materials in the SW database. In turn, this has caused preliminary 
simulation analyses to provide unrealistic water, respectively brine, uptake timings 
in the considered materials. Thus, experiments of moisture capillary rise from the 
base (saturated Na 

2
 SO 

4
  solution), and absorption by full immersion have been 

conducted in controlled air moisture and temperature conditions, according to the 
norms  [  8-  9  ] , both on brick units and small masonry assemblies. The obtained data 
from this 2 extreme cases have served for feeding the simulations with suf fi ciently 
accurate assumptions on material properties, as well as the right order of magnitude 
for material viscosity. 

 Meanwhile, the design of the accelerated ageing test procedure for the masonry 
samples has started considering different hypotheses of several cycles of soaking 
and drying phases, that is soaking by full immersion in a 10% brine concentration 
of sodium sulphate and subsequent forced drying in a climatic chamber with 
controlled environmental parameters, to extend the damaging crystallization 
phase changes between thenardite and mirabilite. This design phase has consi-
dered mainly logistic and time issues together with proper temperature and relative 
humidity values.  
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   Simulations 

 Numerical simulations of moisture and salt migration in small masonry samples have 
been carried out using the software Delphin (v.5.6). Mono-dimensional analyses 
have been performed in order to predict the time distribution of moisture and salt 
concentration (sodium sulphate Na 

2
 SO 

4
  and its phases) in the masonry assemblies 

and to select the most ef fi cient wetting and drying cycles, replicable in laboratory, that 
maximize the crystallization of the two main phases of sodium sulphate: thenardite 
(Na 

2
 SO 

4
 ) and mirabilite (Na 

2
 SO 

4
 ·10H 

2
 O). Also 2-D analyses have been carried out, 

but only to simulate moisture migration since salt migration is not jet implemented 
in the software for 2-D problems. The same geometry of the masonry samples built 
in the lab has been introduced into the software simulations. 

 In the very preliminary numerical analyses, the unknown hygrothermal parameters 
of the construction materials -clay bricks and lime mortar- had been chosen from 
suitable values in the SW database. As reported above, facing unsatisfactory output, 
the modelling has been improved by feeding it with data from water and brine 
uptake experiments. The simulations will be further improved by adding measured 
hygrothermal properties of the materials as soon as available. 

 The simulations have been conducted considering different boundary conditions, 
replicable in laboratory:

    1.    Water contact to simulate a bath of the specimens in tap water  
    2.    Solution contact to simulate a bath of the specimens in 10% brine  
    3.    Ambient conditions de fi ning a constant temperature (20°C) and RH (50%)  
    4.    Oven conditions de fi ning a variable T (20°-60°C) and RH (20%-75%).     

 The initial conditions of the samples have been set to: T 20ºC, RH 50%, salt mass 
density of each phase equal to zero. Starting from these input, the sample has been 
simulated immersed in a sodium sulphate solution and then dried in a climatic 
chamber, to force the salt crystallization and hydration. 

 In the phase diagram for sodium sulphate (Fig.  2 a), it is possible to observe that 
(i) at T>32.4°C with decreasing RH always thenardite crystallises from a solution, 
whilst (ii) at lower temperatures the salt crystallises according to RH and T values. 
Changing T and RH can cause hydration of thenardite to mirabilite and vice versa. 
Within the boundary conditions described, various cycles have been simulated, 
varying the T and RH in the oven, the time duration of each wetting/drying phase 
and taking into account the feasibility of these tests in the speci fi c laboratory. It has 
been found that keeping a low RH (20%) in the oven the sample dries out too fast 
inducing much more thenardite than mirabilite crystallization, while, with a higher 
RH (50% to 75%), the sample dries out slowly and crystallization occurs only after 
temperature decrease, with a similar amount of thenardite and mirabilite. Thus, to 
maximize mirabilite crystallization, the experimental design proposal reported in 
the following “Experimental II” paragraph, appears effective.  

 The results (Fig.  2 b) show that thenardite crystallization occurs mainly during the 
last period of drying in the oven when the temperature is high (more than 32.4 °C) 
and the RH is below the equilibrium line 1 of Fig.  2 a. Mirabilite crystallization starts 
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when the temperature decreases towards ambient temperature (20° C). The longer the 
time period at ambient condition, the higher the amount of mirabilite crystallization. 
Simulations show also that crystallization occurs only within the exterior layer of the 
sample that is: mirabilite within 5 mm from the sample edge and thenardite within 
1 mm (only surface ef fl orescence).  

   Experimental Work II 

 After the design phase and the numerical checking, the accelerated ageing by salt 
crystallization has started to be replicated on the masonry samples. Laboratory 
ageing tests are being conducted on the 1 st  set of masonry samples (3-brick columns) 
following the optimum timing and environmental conditions of wetting/drying cycles 
veri fi ed by numerical simulations. In this  fi rst part of the experiments, the cycles are 
being repeated 20 times in order to reach the maximum damage degree. Photographic 
documentation and visual inspections have been performed every 2 cycles, to monitor 
the damage progress. 

 Every cycle consists of the following steps:

   3 hours of immersion in sodium sulphate solution;   –
  8hours of drying in climatic chamber, with T up to 60°C (this low value avoids  –
dilatation damage in masonry) and RH decreasing to 50%;  
  18hours in climatic chamber at constant temperature (60°C) and relative humidity  –
(50%);  
  8hours in climatic chamber, at constant humidity (50%) and decreasing tempera- –
ture until 20°C plus 8 more hours of rest in the climatic chamber.    

 From the visual inspection, salt crystallization on the specimens surface 
(ef fl orescences) is evident already after very few cycles with exfoliation and cracks 
in the bricks (Fig.  3 ) whilst the mortar joints experience loss of material with 
progressive erosion. In later cycles, beginning of detachment between mortar and 
bricks has occurred at selected interfaces, for a limited specimens number.   

  Fig. 2     (a ) Sodium sulphate phase diagram  [  10  ] ;  (b ) Simulation results showing salt and moisture 
content (MC) as an integral curve of 5 accelerated ageing cycles       

 



1162 C. Colla et al.

   Discussion and Conclusions 

 Numerical simulations of salt and moisture transport in masonry have been used to 
verify the design of the experimental setup and the most effective wetting/drying 
cycles for accelerated ageing. Comparison of preliminary simulations and water/
solution uptake experiments has shown suf fi ciently accurate modelling for the sake of 
setup de fi nition. Ageing test has accordingly started in the laboratory. The simulation 
model will be further enhanced and material hygro-thermal characteristics need to 
be measured and implemented; 2-D salt migration simulations will be performed as 
soon as the model will be implemented by SW developer. At the end of experimental 
ageing cycles on the masonry samples, damage development due to salt crystalliza-
tion will be mechanically evaluated to establish a correlation between salt migration 
and structural damage. This will then be implemented in a coupled model for 
hygrothermal and structural modelling.      
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  Abstract   Changes in the moisture content and the resulting recrystallisation of the 
entrained salts is one of the major damage causes in historic materials like natural 
stones, tiles, plasters and mortars. This paper presents a new development in wireless 
monitoring of the moisture content in historic mineral materials. In this ongoing 
research, electrical impedance measurements are carried out to monitor the changes 
in the measured electrical conductivity of materials, as affected by both the total 
moisture content and the salt concentration. A measurement system consisting of a 
pair of electrodes, a sensor board and a low power data acquisition hardware was 
developed which was optimised for use in wireless sensor networks. Initial results 
of the laboratory validation tests are presented in the paper.    

  Keywords   Impedance measurements • Mineral materials • Moisture • Salt 
• Wireless monitoring    

   Introduction 

 Within the frame of the European SMooHS project  [  1  ] , an adaptable wireless sensor 
system with a multitude of different sensors for monitoring historic structures and 
buildings is being developed. One sensor module was developed to measure changes 
in the complex impedance of mineral materials. This value is dependent on both the 
moisture content and the salt concentration - two properties that are very important 
in the assessment of structural cultural possessions. By continuously observing the 
impedance at one or more points of an object, it is anticipated to detect water, and 
with it salt intrusions into the material, before it can lead to damage. 

 In a  fi rst series of laboratory measurements, the developed sensor element was, 
amongst others, cross-checked against a proven reference system with respect to 
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its accuracy and reliable measurement range. Furthermore, three different coupling 
agents were evaluated concerning their response behaviour upon changes in the 
material and their applicability to natural stone.  

   Electrical Impedance Measurements on Mineral Materials 

 The electrical impedance  Z  of a material is a measure for its opposition to an electric 
current. Mathematically, it is a vector addition of the material’s resistance  R  and 
reactance  X . The former describes the opposition of the material against the 
 fl ow of an electric current, while the latter describes the opposition of the material 
against a change in the frequency  f  of the applied alternating current. In the case of a 
direct current, i.e. without any change in the current over time ( f  = 0), the impedance 
becomes the material’s resistance.

     = - ·Z R i X    (1)  

     | |· iZ e= ϕ

   (2)  

where the magnitude     = +2 2| |Z R X    and the phase angle     ϕ æ ö= ç ÷
è ø

arctan
X

R
  . 

 When passing a current from an electrode into an electrolyte, a change in the 
type of conduction takes place. While in the metal the current can be described as 
drift of free electrons, in the electrolyte it is a shifting of ions. At the interface 
between the two states, an electrical double layer is formed, which is due to the 
effort of the electrons to pass over into the electrolyte at the cathode (reduction) and 
to the oxidation of the ions at the anode. In the reverse conclusion this means, that a 
measurement of the resistance between two electrodes - which implies the applica-
tion of a current, i.e. an external potential - always includes the potential of the 
phase boundary  [  2  ] . In the case of a two-point impedance measurement system, this 
problem of the electrode polarisation can be reduced by increasing the measurement 
frequency, which yields a reduction of the polarisation reactance (decrease of  X ). 
On the other hand, a frequency too high would result in a corruption of the measure-
ment results due to a disproportionally high current via the measurement cell itself, 
compared to the current through the material. This is especially true in the case of a 
low material conductivity  [  3  ] . The frequency range in complex impedance measure-
ments on mineral materials therefore has to be carefully optimised.  

   Electrical Impedance Measurements using SmartMote WS  Nodes 

 To capture electrical impedance data in mineral materials, an impedance meter for the 
use with SmartMote WS  sensor nodes (see Fig.  1 ) in a wireless sensor network was 
developed  [  4  ] . It consists of two electrodes which are to be embedded in the material 
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to be tested and an attached measurement board. The impedance measurement 
is conducted by an Analog Devices AD5933 network analyzer chip  [  5  ]  which is 
capable of measuring in a frequency range from 10 Hz to 100 kHz and an impedance 
range from 1 k W  to 10 M W . Due to the sensor node’s small dimensions, autonomous 
power supply and wireless data transmission, it can easily be installed on objects 
and structures without impairing the sight.  

 Standard timber moisture measurement pins are currently used as electrodes 
(Fig.  2 ). The steel pins are coated with a non-conductive material except for a coni-
cal tip and a connection end. To ensure the pin position in the material, they are 
connected with a piece of PTFE. A minimal invasive intrusion into the structure with 
a small drill is required for their placement. They can then be glued into the structure 
to assure a good and lasting connection between the material and the electrodes. 
In preliminary laboratory tests, an electrode distance of 20 mm was chosen. While a 
greater distance yields a higher impedance, which might be out of the measurement 
range, a smaller distance might focus too much on local effects.   

  Fig. 1     SmartMote   WS    node 
with electrical impedance 
measurement board        

  Fig. 2    Measurement 
electrodes       
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   Measurement Accuracy and Range 

 To be able to exploit the entire impedance range of the measurement chip, different 
internal gain resistors have to be used. They control both the upper and lower limit 
of the measurement range, with the value of the gain resistor being the smallest 
measurable resistance. To  fi nd adequate gain resistors and to evaluate the system’s 
effective range, a set of ohmic resistors between 10  W  and 22 G W  was measured. 
Their real resistivities were determined using a commercially available multimeter. 
As a reference, the set was also recorded using a Schlumberger 1260 impedance/
gain-phase analyzer. Figure  3  shows the measurement deviation of the wireless 
impedance meter with different gain resistors in comparison to the Schlumberger 
1260 reference system. The impedance meter measurements were each 1-point 
calibrated with a resistor according to the actual gain resistance. This results in 
relatively large discrepancies between the measured and the actual resistance 
values. Note, that the chip’s stated impedance range only starts at 1 k W . In the test, 
a frequency sweep from 10 Hz to 100 kHz was carried out. Corresponding to the 
theory, no or only little reactance was measured. The results show the average value 
of the determined impedance, which here corresponds to the resistance.  

 The values for the impedance within the admissible ranges show accuracy 
with a maximum deviation from the actual impedance of 0.18. As expected, high 
impedances are not measurable with small gain resistors, although a range of 3 
decades can be covered. To further increase the measurement accuracy, the system’s 
1-point calibration can be extended to a 2- or multi-point calibration. Figure  4  
shows the same measurements as Fig.  3 , but with each measurement calibrated at 
the neighbouring full decade. Consequently, the accuracy of the measurements is 
greatly increased. This is not surprising, as a further re fi nement of the calibration 
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steps would eventually lead to a straight line. However, two important  fi ndings 
can be derived:

   Especially the impedance range close to the gain resistor requires a  fi ne step size • 
in the calibration. The smaller the gain resistor, the more calibration points have 
to be recorded.  
  Given a good calibration, only two different gain resistors are needed to cover • 
the entire measurement range, e.g. a 1 k W  and a 100 k W  gain resistor for the 
impedance ranges from 1 to 100 k W  and 100 k W  to 10 M W  respectively. This is 
very important in terms of measurement duration and thus battery life of the 
sensor nodes.     

 Generally, a very high accuracy in the measurements can be achieved. This holds 
especially true for the fact, that the system is originally designed to measure changes 
in the impedance, not absolute values only.  

   Electrode Coupling 

 To  fi nd a suitable adhesive for the electrodes, several different glue types were tested 
in the laboratory, amongst others dispersed white lime hydrate, silica stone glue and 
silicic acetate bonded stone injection compound. Figure  5  shows the development of 
the impedance at 1 kHz for three different electrode adhesives, when a water front 
propagates into an accordingly equipped sandstone. The time of the addition of water 
is marked in the graph with a vertical line. This event is recognised almost immedi-
ately by the embedded temperature sensor. After one hour, two of the electrode pairs 
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indicate the arrival of the water front. The impedance then declines while the water 
front passes the measurement area and approaches a constant value when the 
sandstone is fully saturated. It is apparent, that the silicic acetate compound shows 
a much more agile behaviour than the dispersed white lime hydrate. This is most 
probable due to the difference in permeability of the two materials.  

 The difference in the absolute values is believed to be a result of the difference in 
the coupling strength and thus in the electric conductivity. While the silicic acetate 
compound allows a compact installation of the electrodes in the surrounding material, 
the dispersed white lime hydrate leads to a rather loose connection, which results in 
a higher impedance in the beginning. When the water surrounds the electrodes due 
to capillary forces, the conductivity is higher compared to a dense adhesive contact, 
leading to a lower  fi nal impedance. In the case of the silica stone glue, no change is 
noticed over the entire measurement period. This is due to the hydrophobic character 
of the glue as long as it is not fully dried out. The electrodes were glued into the 
sandstone approximately 24 h prior to the testing.  

   Conclusion and Outlook 

 The presented wireless impedance meter has proven its value in initial laboratory 
measurements. When calibrated suf fi ciently, preferably using a 2- or multi-point 
calibration, it shows a very high accuracy. 
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 While in presented tests, standard timber moisture measurement steel pins were 
used as embedded electrodes, currently other materials are investigated for their 
suitability. This includes platinised and iridium oxide coated titanium electrodes, as 
well as gold- and rhodium-plated steel electrodes. It is believed that these materials 
might show a more favourable behaviour in the measurements with respect to the 
electrical double layer. More research is also needed to investigate the optimal 
electrode coupling. So far, the electrodes were directly glued into the material, 
which calls for a minimal invasive intrusion. Especially in the case of valuable 
historic monuments, even this is often undesirable. Therefore, a further focus lies on 
non-invasive and reversible electrode surface coupling. To study in-situ effects on 
the measurement system, a device is now installed at the Holy Cross Minster in 
Schwäbisch Gmünd, Germany.      
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  Abstract   The paper presents the results of investigation and documentary research 
conducted by the authors upon the constituent material of stone and brick masonry 
structures located in Dobrudja county. It’s important to mention that in Dobrudja are 
encountered a great number of heritage buildings belonging to 18 th  – 19 th  century 
that have a stone and brick masonry structure resistance. For these reasons the main 
objective of the study is to determine the mechanical properties of materials which 
structure is made of. In order to achieve this objective the authors have determined the 
mechanical characteristics of brick and stone elements in masonry with nondestruc-
tive methods for various heritage buildings in Dobrudja area. To verify and validate 
the results obtained by nondestructive methods, those results were compared with the 
ones obtained by applying destructive methods in the laboratory of the Faculty 
of Civil Engineering, “Ovidius” University of Constanta. The results have been 
summarized and constitute the beginning of a database of mechanical characteristics. 
The obtained results offer a valuable amount of information in establishing measures 
for interventions in restoration.    

  Keywords   Heritage buildings • Mansonry • Mechanical properties • Stone    

   Introduction 

 In the research program a series of studies and researches on mechanical properties 
of masonry were conducted for a series of heritage buildings from Dobrudja area 
(Constanta County, City of Constanta and Tulcea County) - buildings which 
according with National List of Historical Monuments are classi fi ed as historical 
monuments or are located in areas of historic preservation or constructions with 
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architecture or materials and technologies of great historical importance for the 
communities which they belong to. Limestones (with compressive strenght ranging 
from 12-55 MPa) and sandstones are the most well known of sedimentary stones, 
being the most widely used in construction. 

  Fig. 1    Church of Ratesti Monastery, 1887       

  Fig. 3    Dara church, 1650       

  Fig. 2    Traditional house, 1780       
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 After their selection and processing in order to meet current code requirements 
for nondestructive and destructive testing it remained a total number of 10 specimens 
of stone and 16 specimens of brick. The  fi rst specimens were taken from the infra-
structure of two orthodox religious buildings classi fi ed as class A in our national list 
of historical monuments (Figs.  1  and  3 ), the next specimens were taken from inte-
rior and exterior walls of buildings dating from 1780, 1887 and 1920 - buildings 
located in historical sites or historic preservation areas (Fig.  2 ). The research was 
conducted both in the laboratory and in situ.     

   Results Presentation 

 Nondestructive tests were performed in situ, before taking each specimen from 
the established location. Two methods were applied: super fi cial hardness method 
(Schmidt hammer method - R I ) and ultrasonic pulse method (R II ). The measurement 
dates and results were summarized in Table  1  for stone elements and Table  2  for 
brick elements.   

 For each specimen we determined the average kick index (N) and, using the 
calculated coef fi cient determined experimentally both in situ and in laboratory tests 
(C 

t
 ), the compression strength was determined in column 8 of Tables  1  and  2 . The 

specimens were also subjected to destructive tests and the data was summarize in 
columns 4, 5 and 6 of the Tables 1 and 2. A comparation of results obtained by the 
two methods – nondestructive (Schmidt hammer method) and destructive - is pre-
sented in Figs.  4  and  5 .   

 After applying the ultrasonic pulse method, the longitudinal wave propagation 
velocity through the specimens was measured, the duration of this spread also and, 
using the experimental data from situ and laboratory analysis the compressive 
strength on each specimen was established. The data are summarized in Table  1  for 
stone elements and Table  2  for brick elements in column no. 9. In Figs.  6  and  7 a com-
parasion has been made between the values of compressive strength determined by 

   Table 1    Summary of  fi ndings for stone elements   

 No. of 
sample  year  N 

 A  F  R destructive 

 C 
t
  

 R I  nondestructive  R II  nondestructive 

 [m 2 ]  [kN]  [MPa]  [MPa]  [MPa] 

  1   1650  17,5  0,011  164  15,37  0,9  15,75  15,44 
  2   1887  49  0,008  116  14,33  0,3  14,70  14,01 
  3   1887  30,5  0,004   92  22,45  0,8  24,40  19,46 
  4   1887  53  0,011  298  27,81  0,6  31,80  27,91 
  5   1650  36  0,015  200  12,83  0,4  14,40  12,86 
  6   1887  37,5  0,010  238  23,33  0,7  26,25  23,15 
  7   1920  57  0,009  292  31,29  0,6  34,20  30,14 
  8   1920  42  0,009  149  15,07  0,4  16,80  15,9 
  9   1780  48  0,004  119  31,85  0,7  33,60  31,77 
  10   1780  54  0,003   14   5,17  0,1   5,40   5,24 
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   Table 2    Summary of  fi ndings for brick elements   

 No. of 
sample  year  N 

 A  F  R destructive 

 C 
t
  

 R I  nondestructive  R II  nondestructive 

 [mm 2 ]  [kN]  [MPa]  [MPa]  [MPa] 

  1   1780  23,5  0,020  288  14,32  1,3  17,87  15,63 
  2   1780  23  0,020  298  14,62  1,3  18,46  13,22 
  3   1780  21,5  0,026  554  20,79  1,3  18,98  20,58 
  4   1650  35  0,010  214,5  21,20  0,8  17,76  20,77 
  5   1887  28  0,017  286  16,86  1,1  18,59  11,45 
  6   1887  17  0,014  134,2   9,76  1,1  10,67  11,67 
  7   1887  16  0,010   86   8,13  1,1  9,02   8,97 
  8   1887  21  0,014  164  12,01  1,1  13,75   8,48 
  9   1887  23,5  0,011  132  12,19  1,1  13,2   9,8 
  10   1887  31  0,005   52   9,90  1,1  11,66  12,08 
  11   1887  25  0,023  114,7   5,03  1,1   5,83  11,15 
  12   1920  23  0,014  106   7,66  0,6   4,56   4,63 
  13   1920  23  0,017  126,2   7,54  0,6   4,56   8,46 
  14   1920  26  0,012   99   7,99  0,6   4,92   7,85 
  15   1920  25  0,008   48,2   5,88  0,6   3,18  11,46 
  16   1920  26  0,017  162   9,22  0,6   6   8,73 
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ultrasonic pulse method and the compressive strength values determined on destruc-
tive tests.   

 The results from nondestructive testing show an average compressive strength of 
11.18 MPa (super fi cial hardness method) and 11.55 MPa (ultrasonic pulse method) 
compared to an average strength of 11.45 MPa obtained after the destructive tests.  

   Conclusions 

 The  fi ndings of the research conducted are expected to constitute the beginning of a 
valuable database both by its applicability at assessing the strength and stability of 
historic buildings and in clarifying technical details of the history of construction in 
the area of reference. The mechanical properties obtained by nondestructive methods 
can be used in numerical simulations of the structure, thus resulting in a response 
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much closer to their real behavior. Studying the results, large differences between 
specimens values can be observed due to:

   for bricks: their age, the brick manufacturing process, the existing state of degra- –
dation of building;  
  for stone: its age, state of degradation of existing building.     –

 The specimens from buildings which have been well preserved over time have 
obtained better results of compressive strength. 

 Another interesting aspect is observed by comparing the results obtained on the 
constructions from Dobrudja County and Buzau County. Note in this case that 
the compressive strength of bricks from Dobrogea County (R 

c average
  ~ 9,5MPa) is 

much weaker than those from Buzau County (R 
c average

  ~ 18MPa). It can be observed 
that the values obtained for Buzau brick compared to the ones used in Dobrudja are 
much better (~ 50%). The data from the specimens considered will provide the  fi rst 
steps of a very interesting and useful database in order to conclude on the intervention 
solutions for assuring the strength and stability of heritage buildings that  fi t the 
parameters presented. 

 Future research directions aim to increase the database, to determine physical 
characteristics of the constituent material, and also to determin the masonry resistance 
considering the in fl uence of mortar, time and execution technology.      
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  Abstract   For several years, UV-VIS-spectrometry has been employed to identify 
colorants used in the polychromy of diverse art objects such as paintings, textiles 
and ancient sculptures. UV-VIS-spectrometry is a non-destructive method used to 
identify colorants (pigments and dyestuffs). The surface to be examined is brie fl y 
illuminated by white light. Part of the white light is absorbed and part is re fl ected. 
The re fl ected light is detected and split by a spectrometer. Achromatic materials can 
also be identi fi ed if the spectral range is adjusted to the visible light in the near UV 
and the near infrared region. The spectra can be compared with those in specially 
created data libraries. The combination of high ef fi cient optical equipment such as 
light source,  fi bre optics and diode-array detector together with the mathematical 
preparation of the spectra enables us to identify successfully nearly 90% of the 
colorants without taking samples. The various technical options for this analytical 
method and the results obtained by examining the Alexander-sarcophagus owned 
by the Archaeological Museum of Istanbul will be illustrated. It was possible to 
identify more than 24 colorants.  

  Keywords   Ancient sculptures • Non-destructive • Polycromy • UV-VIS-spectrometry      

   The Method 

 Many ancient buildings and sculptures still show unmistakable traces of their former 
polychromy. Even now, little attention is paid to these remnants of their original 
splendidly colourful appearance, either because the traces of colour seem impossible 
to interpret, or because it would be irresponsible to take samples for the purpose of 
investigation. 

    H.   Piening   (*)
     Bavarian Palace Administration ,  Laboratory for Archaeometry ,   Munich ,  Germany  
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 To identify pigments and other colorants used for that polychromy, non-destructive 
methods of analysis should be applied. However, because of the way that the 
equipment is constructed, methods such as X-ray  fl uorescence analysis or Raman 
spectroscopy can be used only to a very limited extent at the location of the work of 
art and do not produce usable results for every kind of colorant. Mobile UV-VIS 
absorption spectrometry offers an alternative. 

 In the  fi eld of analyzing colorants used on works of art, this method has been 
employed for almost twenty years to identify historic colorants in book illumina-
tions  [  1  ] . For over ten years it has been used by the Bayerische Schlösserverwaltung 
(Bavarian Palace Administration) to identify colorants in every context (paintings, 
wall paintings, textile dyes, wood stains and polychrome wood). 

 UV-VIS absorption spectrometry is a purely physical procedure in which white 
(polychromatic) light is directed onto the area to be examined. The size of the area 
from which readings are taken is 1.5 mm². Part of the light is absorbed by the surface, 
the rest is re fl ected. The re fl ected part of the light exhibits different characteristics for 
each colouring agent. The method makes use of the extended wavelength region  [  2  ]  
between 300 and 1100 nm, since almost all colorants are optically active within this 
region. Speci fi c interactions take place between electromagnetic radiation and the 
physical and chemical structure of the colorant  [  3  ] . The interactions are multi-layered 
and produce unambiguous characteristic spectra. These “optical  fi ngerprints” can 
be compared using mathematical criteria, though a mathematical similarity is not 
necessarily to be equated with a spectral similarity  [  4  ] . The important thing here is 
to have suf fi cient veri fi ed material for comparison.  

   Application 

 In practice, a high-resolution diode array spectrometer is used. The light source 
(halogen bulb or high-pressure xenon lamp) provides the necessary excitation energy, 
which is directed onto the surface under examination by a  fi bre-optic light guide. 
The re fl ected light also passes to the spectrometer by means of a light guide. The diode 
row of the spectrometer delivers the information received to the measurement 
computer ( Fi g.  1 ). To measure the absorptions of a colorant, a reference spectrum 
of the light source is stored using a white re fl ectance standard (Spectralon™). 
The spectrum is represented as the relationship between the wavelength (x-axis) 
and the dimensionless intensity (y-axis).  

 The colorants are identi fi ed by matching the measured spectrum against veri fi ed 
data in existing data libraries. These data libraries are not on the market and were 
developed by the author. More than 6000 spectres of identi fi ed material in different 
contexts are helpful for the identi fi cation of unknown material. By means of appro-
priate search algorithms mathematical similarities are identi fi ed and presented in a 
hit list which is then veri fi ed by the analyst. The analyst decides on the basis of 
experience what further procedures should be undertaken. 
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 By mathematical processing the spectra mixtures of colours can be recognized. 
Here the  fi rst derivative helps in the recognition of mixtures of colorants, since each 
component produces separate in fl exion points in the spectrum  [  5  ] . In addition, 
colorimetric data can be generated from a measurement. They do provide infor-
mation about the colour impression of the colorant. The chromaticity system 
(CIE 1931, X, Y, Z)  [  6  ]  and the dominant wavelength are of assistance in arriving at 
a conclusion.  

   Procedural Method as Applied to the Object 

 At the location, the spectrometer is calibrated to the standards. Depending on 
the conditions of the surroundings, the measurements are usually taken with a 
hand-held light guide using a measuring angle of approximately 45° to 0°. +/- 15° 
will not affect the quality of the spectrum. For the measurements a measuring duration 
is 30–150 ms, and a mean spectrum based on at least  fi ve ore more measurements is 
automatically calculated and stored.  

  Fig. 1    Schematic representation of the measuring system. The white light source has a broad 
spectral range for the excitation. The light is directed to the examination area and a part of the light 
is absorbed. The re fl ected light is split in the spectrometer. The presentation of the data varies 
according to the intended use       
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   Results: The Colorants of the “Alexander-Sarcophagus” 
in Istanbul 

 During the last  fi ve years, more than 60 ancient objects of art were examined and 
over 3000 scans were taken. More than 80 % of the data were interpreted up to now. 
These results give an essential overview of the used colorants and fundamental 
information for a scienti fi c reconstruction. The results of the coproduction of scienti fi c 
 fi ndings and analytical based reconstruction are shown at the travelling exhibition 
“Gods in Colour” and the latest results were just published by Vinzenz Brinkmann, 
Oliver Primavesi and Max Hollein  [  7  ] . 

 The Alexander-Sarcophagus at the Archaeological Museum of Istanbul is 
de fi nitely one of the most impressive relicts of antique sculptures. The sarcophagus 
was excavated in 1887 at the royal necropolis of Sidon. The marble sarcophagus 
was made c. 320 B.C. for king Abdalonymos, a friend of Alexander the Great. 
Being in an excellent state of preservation, it still gives an impressive idea of its 
former magni fi cence. The polychrome paint work which survives in many places 
forms an important part of the sarcophagus’ appearance. 

 In February 2006, of fi cial permission was granted to examine the sarcophagus and 
to take photogrammetric measurements. To identify the colorants, UV-VIS-absorption 
spectrometry was used  [  8  ]  ( Fi g  2 ). Based on the examination of the sarcophagus in 
situ and the evaluation of the results, some particularities could be observed:  

 The colorants were chosen very carefully, thus emphasizing certain parts of the 
sculptural work. There are several details which were partly sculptured and partly 
painted onto the surface. To accentuate lower laying areas of the relief, outlines of 
the same colour were used. These lines were applied  fi rst thus enhancing the 
depth of colour and the three-dimensional appearance of the sculptural work. They 
were probably not applied by the painter as they would have enhanced rather than 
covered traces of the stone working. 

 The painting was executed with great delicacy and subtlety, as can be seen on 
eyes, bridles, armour and clothes. Since mixtures of pigments could not be detected 
so far we can assume that the colorants were used unmixed. The pigments are very 
clean, without residues of minerals which generally are often found after grinding 
minerals. This indicates a high technological standard of pigment preparation in the 
ancient world. Different colours were placed side by side, only rarely on top of each 
other. In fact, outlines and shadows were detailed by using various and  fi nely graded 
nuances of the same pigment. The remains of paint appear dense and poorly bound. 
Unfortunately the identi fi cation of the binding media was not possible up to now as 
it would require material samples. 

 Two blue pigments were detected, which only differ slightly in their visual 
appearance. One pigment is Egyptian blue ( Fi g  3 ,  a ), a synthetic calcium-copper-
silicate, produced and used in Egypt since antiquity. The second pigment can not be 
clearly identi fi ed. There are indications, however, that the pigment could be smalt, 
a  fi nely ground cobalt glass. The red part of the colour palette is represented by the 
colorants minium, pure red iron oxide pigments, red ochre in different variants and 
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madder lake. The bright iron oxide red and the madder lake are of particular impor-
tance in this case. Madder lake is produced by a chemical reaction of an extract of 
madder roots ( Rubia tinctorum  L.,  Rubia peregrina  L.) - which is used for dyeing 
textiles – and alum (potassium-aluminium-sulphate). Depending of the preparation 
of the plant extract, the colours vary between reddish brown and bright red or 
even pink. Different types of yellow ochre could be identi fi ed. These colours show 
nuances between almost white yellow and gold or red ochre. Ochre pigments can 
be differentiated according to their source and quality of preparation. Two different 

  Fig. 2    Taking measurements at the Alexander-sarcophagus, Archaeological Museum Istanbul       
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types of green pigments were used. One variant seems to be a green umbra, an 
iron-manganese pigment. An intensive bluish green can be identi fi ed as Egyptian 
green. Egyptian green was produced in a similar process to Egyptian blue. The violet 
colorants are quite surprising. One type of violet is a colour-intensive hematite. 
A second violet variant can be identi fi ed as madder lake. The third colorant is an 
organic dyestuff, which has a strong similarity to antique purple (!). This dyestuff 
was used very sparingly on the Alexander sarcophagus and only on military insignia 
( Fi g  4 ,  a ). This corresponds to the army tradition of purple military insignia, either 
dyed or painted onto armour.   

 The colorants identi fi ed so far demonstrate the very high technological standard 
of preparing pigments and dyestuffs, and also the skills of the painters. The results 
obtained lead to a better understanding of antique polychrome sculpture. It would 
also allow a close reconstruction of the lost splendour. The data collected from the 
“Alexander-sarcophagus” are not yet completely evaluated. However, interesting 
results are to be expected, especially if compared to  fi ndings concerning other 
antique sculptures.  

   Conclusions 

 UV-VIS absorption spectrometry is a calorimetrical method which can reliably be 
used for  fi eld research. The different kinds of substrates do not affect the results 
signi fi cantly. Nearly 90% of pigments and dyes used on art objects can be identi fi ed 
with this non-destructive method by using intelligent analytical software and a com-
prehensive data base.      
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  Abstract   The oratory of St. Giuseppe dei Minimi in L’Aquila, Italy, sustained 
 serious damage after the seismic events of April 2009. The earthquake caused out-
of-plane overturning of the façade, with wide cracks on both lateral walls. Such 
rotation caused the “sinking” in the crack of one of the pillars of the belfry, which 
did not collapse, but remained in a very dangerous situation.   After the initial stabi-
lisation measures, carried out during the months following the seismic event,  fi eld 
investigations were carried out by the authors in spring-summer 2010, to guide the 
 fi nal strengthening intervention, supervised by the Italian Ministry of Culture.   The 
investigation campaign involved intensive use of non and minor destructive tech-
niques, such as thermography, radar, sonic tests, core sampling, single and double 
 fl at jack tests and chemical analysis on sampled materials. Moreover, the overall 
dynamic characteristics of the church were extracted from vibrations measured in 
the upper areas of the building, using output only techniques.   Finally, a structural 
monitoring system was installed in the church (involving also the adjacent St. Biagio 
church), to monitor the damage progression and to evaluate the effectiveness of 
strengthening applications.  

  Keywords   Cultural heritage buildings • Earthquake • Masonry • NDT • Structural 
monitoring     
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    Background 

 The oratory of St. Giuseppe dei Minimi in L’Aquila, Italy, reported serious dam-
age, as many other churches of the city, after the seismic events of the April 
2009, although the overall performance of the church was quite satisfactory as 
it survived the earthquake (magnitude 5.8 on the Richter scale). The  fi rst 
 construction of the oratory dates back to 1646, when a part of the previous St. 
Biagio church was given to the brotherhood of the Suffragio, which decided to 
build a new, small church, however maintaining some features of the ancient 
one, such as the two lancet windows and the thirteenth century portal in the 
facade on via Roio. The church was opened in 1649, but construction works 
continued up to 1701. After only 2 years, the earthquake of 1703 induced severe 
damage on the church. Finally, in 1770 the building was sold to the brotherhood 
of S. Giuseppe dei Minimi. 

   Reported damage pattern 

 The façade of the oratory of St. Giuseppe dei Minimi was subjected, due to the 
seismic forces, to an overturning mechanism towards the outside, as indicated by 
the wide cracks on the two side walls, close to the corners (Fig.  1 ). Quite likely, the 
presence in the S-W corner of the overhanging belfry structure worsened the situa-
tion, since a massive pillar of the belfry acted as a wedge for the crack below. Few 
other damage mechanisms were detected, such as shear damage in the façade and in 
the back wall of the apse.    

  Fig. 1    Wide cracks on both sides of the façade, indicating the detachment of this last from the rest 
of the building       
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   Field Investigations 

 After the initial comprehension of the dynamics which led to the observed damage 
pattern (e.g. by using the kinematic mechanisms approach based on limit analysis), 
the investigation campaign started, involving a wide use of non and minor destructive 
techniques, such as thermography, radar, sonic tests, to identify the masonry texture 
and to evaluate its homogeneity, at different depths, core drilling tests, to detect 
the inner composition of the walls, single and double  fl at jack tests to estimate the 
local state of stress and the stress-strain behaviour of selected masonry elements, 
and laboratory analysis on sampled materials. Moreover, the overall dynamic char-
acteristics of the church were detected by using output only techniques (ambient 
vibrations), measuring the vibrations in the upper areas of the building. Tests were 
applied to the vertical load bearing elements (pillars, walls), in order to proceed 
with consistent bases in the following structural assessment phase, and  fi nally 
strengthening and conservation design. 

   Tests application and results 

 Results emerged from the tests applied on the structures of the St. Giuseppe dei 
Minimi oratory proposed useful information on the constituting masonry typology, 
analyzed both via non destructive and minor destructive techniques. The layout of 
the applied techniques is reported in Fig.  2 .   

 Sonic tests  [  1  ]  – diffusedly applied on the perimeter walls of the building, and in 
one of the four irregular cross section massive pillars sustaining the vault of the 
central hall of the oratory – gave qualitative/quantitative information on the charac-
teristics of the resisting masonry elements. From the analysis of results, it emerged 
the possible presence of internal voids and/or irregularities in positions SO5, a 
remarkable masonry heterogeneity in positions SO1, SO3 and SO4, and a fairly 
good masonry “composition” in position SO2 (Figure  3 ). From the sonic tests car-
ried out, an overall average sonic velocity value of about 1010 m/s emerged, on 164 
analyzed sonic paths.  

 Termography  [  2  ]  was applied to the apse and side walls, showing different 
masonry arrangements: in general the masonry typology corresponds to irregularly 
shaped stone blocks disposed in fairly regular horizontal courses. Pilasters are on 
the contrary composed by a more regular masonry typology, namely squared stone 
blocks alternated with regular layers of brickwork masonry. 

 Radar tests  [  3  ]  con fi rmed what emerged with the other testing methodologies, and 
by direct visual inspection (core samples extraction and video endoscope): inner 
composition in relatively irregular stone masonry, sometimes brickwork masonry 
facing, “solid” composition throughout the thickness (absence of loose in fi ll). 
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 Although demonstrated a certain presence of irregularities in the masonry 
 composition through ND methodologies,  fl at jack tests  [  4,  5  ]  indicated fairly good 
mechanical characteristics of masonry, since medium-high compressive stress values 
were attained still masonry stiffness being not substantially decreased (Fig.  4 ). 
During test MD3, Young’s modulus values were approximately between 3000 N/mm 2  
(stress range 0,00-1,00 N/mm 2 ) and 1000 N/mm 2  (stress range 1,00-2,00 N/mm 2 ), 
while they were quite constant around 2000 N/mm 2  throughout test MD4 (max 
attained stress value equal to 1,50 N/mm 2 ).  

 It also emerged a very high stress concentration at the base of the façade 
(as expected because of the remarkable out of plumb), especially in the S-East cor-
ner, where values of local compressive stress of 4,5 N/mm 2  were measured. 

 The dynamic behavior of the building was  fi nally assessed via operational modal 
analysis procedures  [  6  ] . Six mode shapes clearly emerged (two in transverse direc-
tion and four related to the behavior of the façade, Fig.  5 ). The aim of the dynamic 
identi fi cation was to de fi ne the global dynamic response of the building in the 
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  Fig. 5    Dynamic identi fi cation tests: acceleration transducers and mode shapes       
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 present-day or “damaged” state, in order both to calibrate reference behavioral 
models and to appraise the effects induced by the strengthening intervention which 
should start in spring-summer 2011. In fact, a dynamic and static monitoring system 
installed in the church in November 2010 (involving also the adjacent St. Biagio 
church), is continuously assessing the conditions of the buildings by evaluating 
static and dynamic parameters (cracks monitored via displacement transducers, 
vibrations via accelerometers, Fig.  6 ), and this will propose interesting information 
on the progression or stability of the assessed damage pattern, with reference to the 
already carried out stabilisation actions (e.g. hooping of the façade) and the foreseen 
strengthening interventions.     

   Conclusions 

 The investigation techniques applied on the oratory aimed at the attainment of a 
higher degree of knowledge about the structure and its constitutive elements, in 
order to proceed with the seismic evaluation of the building and the strengthen-
ing application in a more informed fashion. Minor destructive tests, quantita-
tively determined the masonry mechanical properties used for the successive 
structural analysis, and were complemented by other non-destructive tests 
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describing in a qualitative/quantitative manner the characteristics of individual 
structural elements. 

 Monitoring is being more and more considered, in conservation of cultural 
heritage buildings, as a key activity in order to increase the knowledge on the 
structural behaviour of monuments and therefore to have a deeper insight into 
their structural condition that allows optimization of the strengthening interven-
tion, if needed, and prevention of intrusive repair works unless justi fi ed through 
quantitative evaluation  [  7,  8  ] .      
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  Abstract   After the earthquake that stroke the city of L’Aquila during the night of 
April 6 th  2009, many historical buildings at the city centre were severly damaged. 
Nevertheless many others survived the seismic event with only local damages, 
showing a good mechanical behaviour against vertical and horizontal actions. In 
order to continue preserving these buildings, a careful investigation is necessary 
before applying any repair technique, new or traditional to understand the past 
design practices for building durable and safe structures. In order to understand the 
structural behaviour of the church of St. Biagio in L’aquila, an extensive diagnostic 
investigation based on non-destructive and minor destructive techniques was carried 
out by the authors. The paper describes mainly the applied methodology which can 
produce some guidelines to be followed in the future study of other Cultural Heritage 
(C. H.) buildings hit by the earthquake.    

  Keywords   Earthquake • Flat jack tests • Masonry • NDT • Radar test • Sonic test 
• Thermographic test    

   Introduction 

 The buildings that survived the earthquake, that stroke L’Aquila during the night of 
April 6 th  2009, are the evidence of appropriate construction techniques already 
known at their location even centuries ago which gave them adequate performance 
against the effects of time and several earthquakes. Investigation techniques can 
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evaluate the characteristics of these buildings revealing their state of conservation. 
The authors have experienced a diagnostic activity on the ancient church of 
St. Biagio in the centre of L’Aquila, nearby the Cathedral. The church main damage 
was the collapse of the tympanum on top of the facade; other damages concerned 
part of the central nave timber vault, the shallow domes of the lateral naves and 
some cracking of the pillars and of the apses. The rest of the structures resisted to 
the earthquake: in fact the central and lateral naves, the apses with their vaults and 
the roof are still standing. The survival of this building under the seismic actions 
demonstrates that traditional buildings can stand heavy events according to the 
mechanical characteristics of their structures. 

 In order to identify and understand the behaviour of the building system of the 
church of St. Biagio, an extensive diagnostic investigation based on non-destructive 
and minor destructive techniques (Fig.  1 ) was applied  [  1  ] . The paper describes mainly 
the applied methodology together with a short report on the numerous results for lack 
of space.   

   Methodology of Investigation for the Assessment 
of Structural Damages 

 Performing a contained amount of non destructive tests, extended just to the most 
signi fi cant areas of the load bearing walls of the church, the authors provided 
the basic information to develop the  fi nal conservation design of the church. 

  Fig. 1    Localization of the tests carried out in St. Biagio Church       
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This  methodology is based on four level of knowledge: i) study of the historical 
evolution of the building structure from the origin to today, ii) interpretation of the 
damage mechanisms occurred to the different structural elements by surveying the 
crack pattern present on masonry walls, vaults and timber structures; iii) detection 
of the morphology of the different masonry sections, by performing thermographic, 
radar and sonic tests, and core drilling tests; iv) measure of the state of stress and of 
the mechanical characteristics of the load bearing walls, applying single  fl at jack 
tests, and double  fl at jack tests; v) chemical analysis on mortars. This paper pro-
vides the description of the techniques used to qualify the structure of the Church of 
St. Biagio, their potentialities and their limits, the problem solved by each ND tech-
nique or by the complementary use of more ND techniques. The collected data and 
information were used to carry out a  fi rst dynamic analysis of the structure. 

 The aim of the research was also to implement a methodology useful for the 
estimation of the damage that must be known to calibrate a design on a building 
stroke by an earthquake.  

   Damage Survey and Emergency Actions After the Event 

 The mostly affected area of St. Biagio was the façade, where the out-of-plane  collapse 
of the upper part, the overall overturning mechanism were noticed (Fig.  2 a). 
A 1980’s “strengthening” intervention, consisting in the substitution of the original 
timber roof with a heavier and stiffer r.c. structure, may have worsened the earth-
quake effects on masonry elements. Other reported damages are the collapse of 
portions of the timber vaults of the main nave, cracks in the domes of the aisles, at 
the base of the pillars due to out of plane actions, and at the keystones of the 
transverse arches.  

 Provisional interventions – rapidly carried out after the seismic event by spe-
cialized teams of  fi re brigades – given the low probability of damage  progression, 
 considered the moderate reported overall damage level, aimed at the protection 

  Fig. 2    Collapse of the upper part of the façade (a), design (b) and realization of the intervention (c)       
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of the church by closing the breach in the wall through the application of a 
waterproof nylon sheet connected to a wooden beams frame solidly  fi xed to the 
church (Fig.  2 b,  c ).  

   Geometrical and Crack Pattern Survey and Damage 
Interpretation 

 Cracks are the evidence of the response of the building provided to contrast the 
movements produced by the seismic event. Their developments must be studied to 
interpret the actions that stroke the building. The interpretation of the crack pattern 
allows one to understand the collapse mechanisms of the structure, as well as the 
damage in the other parts. Moreover, the crack pattern was visually surveyed to 
highlight the presence of discontinuities in the different structures. After the survey, 
the crack pattern was correlated to the mechanisms reported in a template proposed 
by the Ministry of Cultural Heritage  [  2  ] . 

 In the present case, the most relevant seismic action acted in the longitudinal 
direction of the church, and determined the damage of the walls of the central nave 
and of the façade. By the several in situ observations, the interpretation of the state 
of damage of the church allows to recognize also the low transversal intensity of 
the seismic action, which effects were probably fade out due to the presence of the 
adjacent buildings, while the longitudinal walls cracks were surveyed next to the 
arches (Fig.  3 ), spanning between the pilasters of the lateral naves. This information 
was correlated to those regarding the historical development of the complex: in 
the baroque age, the church was rebuilt and restyled. The diagnostic tests con fi rmed 
the presence of an external brickwork leaf detached from the inner lateral walls by 
7 cm (see  Fi g. 5).   

  Fig. 3    Section of the central nave (a); detail of the cracks of the lateral nave (b)       
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   State of Damage and Masonry Quality 

 An extensive use of non destructive and minor destructive tests was proposed to 
study in depth some characteristic of the masonry elements church and the exten-
sion of their damages. 

  Thermovision.  Active thermographic tests were carried out on the following repre-
sentative areas: the internal side of the main façade, the apses, and the pillars and 
the lateral walls. The thermograms revealed the masonry texture of the investigated 
structures, and permitted to identify hidden structures (such as  fi lled up windows 
or doors) and discontinuities. Thermography provided also information to verify 
the historical evolution of the church: the presence of heterogenic masonry textures 
and various materials (stones bricks) indicated structures belonging to different 
ages and different ways to conceive the building technique to apply. 

  Direct sonic tests.  The velocity of propagation of sonic waves is strongly in fl uenced 
by the density and the connections between the elements forming the structures. 
The results indicated that pillars which do not present an extended crack pattern are 
characterized by high velocities, while the pillars with a large concentration of 
cracks present much lower velocities. Sonic velocity is a parameter that provides a 
 fi rst indication to identify the damaged areas on which the investigation campaign 
can be developed. 

  RADAR tests.  GPR tests were performed on masonry structures to identify the mor-
phology of the section of walls and pillars. The method is based on the dielectric prop-
erties of the materials and this property is strongly in fl uenced by the moisture content. 
Therefore Radar tests provided indications concerning the areas affected by this prob-
lem. Moreover, an extended application was carried out on the  fl oor of the central nave 
to detect the presence of ancient structures and the foundations under the pillars. 

  Inspections.  Supported by the results coming from the previously mentioned tech-
niques, the positions of boroscopy and videoboroscopy tests were set on speci fi c 
areas of walls, parasters and pillars, in order to verify the presence of irregularities 
and the stratigraphy of the structures (see Fig.  4 a). Inspections were carried out in 

  Fig. 4    Interpretation of video-boroscopy (a) and inspection of the section (b)       
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order to verify the information coming from other non destructive techniques: pro-
viding qualitative results, these techniques can  present some uncertainties for the 
interpretation of their data. Placing limited inspections in the supposed most repre-
sentative areas of the investigated structures, a  fi nal control of the ef fi ciency of the 
applied techniques is available. Figure  4 b shows an inspection revealing the pres-
ence of stone block and bricks in the same texture, as suggested by the thermo-
graphic tests performed before.  

  Single and double  fl at jack.  The local values of the compressive stress and stress-
strain behaviour in strategic points were provided respectively by single  fl at jack 
and double  fl at jack tests. The identi fi cation of concentration of stress on walls and 
pillars and information concerning their deformability are parameters of great 
importance for the safety design of the building. 

  Dynamic Analysis and Monitoring.  The dynamic behavior of the building was 
 fi nally assessed via operational modal analysis procedures  [  3  ] . Several mode shapes 
and related frequencies clearly emerged. Interesting results emerged from the data 
collection also in adjacent buildings, where different frequencies and mode shapes 
were detected, observation related to hammering and dynamic interactions between 
structures in aggregate.  

   Conclusion 

 The methodology developed by the authors  [  1  ]  through many years of experience 
was applied to the St. Biagio church with success. The high number of inspections 
and ND tests carried out on site was useful to suggest the designers a careful inter-
vention respectful of the building authenticity. The developed methodology paved 
the way for use of some NDT as sonic tests and thermography in similar future 
investigations. 

 Due to lack of space it is impossible to detail the complementary use of NDTs 
and MDTs. Nevertheless some general comments are possible: 

   geometrical and crack pattern survey allowed to outline the mechanism of dam- –
age and to interpret them for the structural analysis and for emergency actions;  
  the complementary of NDTs and MDTs allowed to: survey the masonry texture  –
and sections (thermovision, radar, sampling and coring), the masonry quality 
(sonic,  fl at jack, radar, sampling and material characterization) in detail.         
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  Abstract   In order to study the building technology of an old 19 th  century timber 
vault in the Palace of the Academy of Sciences in Torino, authors performed several 
diagnostic tests to detect the construction technique and the damages to this struc-
ture. The vault has the peculiarity of being a timber structure, made with a speci fi c 
technology that is not easily visible from intrados and extrados. For this reason the 
interpretation of its mechanical behaviour must be based on the knowledge of its 
construction technology. The non destructive technique that provided the most 
interesting information was IR thermography. This technique provided valuable 
data about the timbering used to build the shell of the vault and enabled correct 
execution of other minor destructive tests, such as light sampling and stratigraphic 
investigation on the painted plaster.    

  Keywords   Building techniques • Detachments • Thermographic test • Timber vault 
• Stratigraphic investigation    

   Introduction 

 The vault of the Academy of Science in Turin ( Fi gs.  1 a,  b ) was damaged by waste-
water coming from a broken pipe in the  fi re protection system  [  1  ] . As a result, stain-
ing on the stucco-work of the intrados of the vault appeared. After the removal of 
the damaged water pipe, the vault had to be repaired. In order to determine the 
extent of the damage, the authors were asked to detect the presence of water and the 
consequent damages to the structure using non destructive tests in order to avoid 
spoiling the painted vault. The vault had the peculiarity to be a timber structure  [  2  ] , 
made by a speci fi c technology that is not easily visible from intrados and extrados. 
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For this reason the interpretation of its mechanical behaviour must be based on the 
knowledge of its construction technology. The non-destructive technique that pro-
vided the most interesting information was IR thermography ( Fi g.  1 c).  

 IR thermography is a non destructive technique that can provide a character-
ization of the super fi cial layers of a construction element without a direct contact 
between the testing device and the observed area. The technique is based on the 
recording of the super fi cial distribution of temperatures by a thermographic cam-
era that is designed to observe the infrared radiation emitted from materials. In 
this case, authors explored using passive and active thermography, and obtained 
signi fi cant results that helped to characterize the position of the wooden ele-
ments forming the structure. Active thermography was useful to detect the pres-
ence of detachments between the rendering and the real structure and even to 
evaluate the crack pattern present on the intrados of the vault. The results could 
be interpreted also with the use of light sampling and stratigraphic investigation 
on the painted plaster. This research represents an opportunity to calibrate the 
potentiality of the thermographic test in characterizing a typology of an original 
timber vault.  

   Field Tests 

 The activities of the authors, for the study of the vault of the Assembly Room, 
were part of a larger investigation campaign coordinated by members of the 
Academy of Science and the designer responsible for the safety project of the vault. 
Different research teams took care of various aspects concerning the vault: the 
geometric characteristics of its structure; the state of conservation of the wooden 
elements; the structural safety of the timber system; the damages of the stucco-
work covering the intrados; the control of the mechanical behaviour of the vault 
by  fi nite element model. 

  Fig. 1    View of the Assembly Room (a); digital straightening image of the intrados of the vault 
(courtesy of professor M. Chiorino from Politecnico di Torino) (b); execution of the test by the IR 
camera on the intrados of the vault (c)       

 



1205Use of Thermovision for the Survey of a Timber Vault in Torino

 The authors studied in depth the features of the structure of the vault. A 
 complementary use of different diagnostic techniques was proposed: thermovision, 
to identify the elements forming the timber vaults and to detect damages; strati-
graphic survey, to study the layers of the plaster on the intrados of the vault; boros-
copy, to observe the section in the timber vault; dynamic tests, to determine the 
tensile stress in tie-rods elements. Timber experts were in the meantime detecting 
the state of conservation of the timber elements. Thermovision was supposed to be a 
promising application in order to detect the correct position of the wooden frame 
composing the shell of the structure. The knowledge of the lay-out of each frame was 
necessary to perform, in the most signi fi cant position, minor destructive tests on the 
structure: boroscopy to detect the depth of the section and stratigraphic analysis 
to observe the different layers applied on the wooden shell of the vault in order to 
identify the technology used to connect the different elements. 

 Thermography was carried out by an IR camera, Avio TVS 500E model, 320x240 
Dpi, Vanadium Oxide microbolometer sensor type. When active thermography was 
applied, the heating system consisted of an infrared lamp, with a heat output of 
about 1.5 kW. For the detection of the presence of detached areas of the stucco-
work, it was thought to use active IR thermography. After heating the surface of the 
intrados for about 40 minutes by the IR lamp, detached parts should provide a higher 
distribution of temperatures due to the presence of air between the detached layers 
of plaster and the support  [  3,   4  ] . For the same reason, even the presence of passing 
through cracks should result more evident if air can penetrate deep in the section of 
the vault. Finally, for the identi fi cation of the structural elements of the wooden 
frame, passive thermography was supposed to work correctly: performing the tests 
at the end of April, it was possible to work in a very good condition in order to have 
two different thermal gradients at the extrados and at the intrados of the vault  [  5,   6  ] . 
This condition permitted to observe by the IR camera a consistent increasing of the 
temperature emitted from the surfaces of the vault during the day. Thank to the dif-
ferent thermal conductivity and heating capacity of the materials forming the vault, 
each single element was clearly recognizable by a speci fi c range of temperatures.  

   Detection of the Construction Technique 

 The study of the building system of the timber vault was requested in order to iden-
tify the elements that compose the structure. The technology of this architectonic 
typology is not very well known, due to the fact that the construction methodology 
was in fl uenced by local building traditions: for this reason each timber vault pres-
ents peculiar characteristics. Generic interpretation of its properties are available in 
manuals describing traditional buildings techniques (see  Fi g.  2 a), but speci fi c details 
of the frame can be realized following different models and rules.  

 The geometry of the vault of the Assembly Room presents a pavilion shape, with 
a very low pro fi le forming a  fl at central area. The structure is leaning on masonry 
walls on three sides, while it is supported by a coated timber beam on the fourth side 
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  Fig. 2    Detail of the representation of a wooden vault (a) (taken from “Manuale del recupero del 
comune di Città di Castello”, p.101, DEI, Roma, 2003); view of the extrados of the vault of the 
Assembly Room of the Academy of Science (b)       
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  Fig. 3    Two thermograms of the intrados of the vault showing the timbering       

( Fi g.  2 b). The curved shell is built up by a series of ribs made by simple poplar 
planks, coupled by split-level joints and hobnailed. On the lower part of the ribs, 
wooden strips are inserted. In many cases, as suggested by several technical manuals 
 [  7,   8  ] , a mat formed by plaited canes used to be  fi xed to the timbering. This caning 
could be covered by a layer of plaster, in order to protect the wooden elements from 
pests. The caning itself could be present on both sides of the timbering. In this case 
a short layer of caning was visible only at the basement of the extrados of the vault. 
The rest of the structure at this side showed a sequence of strips alternate to mortar 
and peaces of bricks, used as  fi lling material between the wooden strips. The intra-
dos of the vault is totally covered by painted plaster and for this reason it was not 
possible to identify the presence of the caning on this side. 

 Thermovision was assumed to be the correct technique to study: a) the position 
of the main timber structures b) the system of the horizontal wooden planks; c) the 
information concerning the connections between the main elements. Thank to a 
scaffolding designed to access the intrados of the vault, thermographic tests were 
carried on observing the whole surface of the structure maintaining a correct per-
pendicular framing with it. The results (see  Fi g.  3 ) showed that caning was not pres-
ent at this side of the vault, except for an area along the basement. The intrados of 
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the vault results to be formed by painted plaster placed on the shell made by the 
wooden strips and the mortar  fi lling.  

 As said before, this result was obtained in a very favourable condition, work-
ing in a con fi ned environment that accumulated warmth from the extrados side to 
the opposite one: this transmission of heat from one side to another permitted to 
recognize very clearly the peculiar temperature that characterized each single 
element of the vault: wooden strips presented a temperature of about 18.4°C; 
mortar  fi lling between the strips had a characteristic temperature close to 18.2°C; 
the presence of the main ribs provided a super fi cial temperature on the extrados 
of about 18.7°C. Figure  4  shows two 3D models of the building system of the 
section of the vault, obtained by the results coming from IR thermovision and 
other tests.   

   Interpretation of the Crack Pattern and Detection 
of Detachments 

 The vault presents an extended crack pattern that was surveyed trying to classify 
each crack: usually dangerous cracks cross the whole section of the structure, but in 
this case the extrados of the vault was not clearly visible in order to verify the presence 
of cracks with the same development of the one surveyed on the opposite side. 
Active IR thermography permitted the detection of the passing through cracks 
indicating the presence of higher temperatures due to the air contained in those 
passing through cracks (see  Fi g.  5 a). The crack pattern is clearly due to movements 
of the supporting timber structure which has to be repaired.   

  Fig. 4    3D models of the building technology of the timber vault       
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   Conclusions 

 The results of the survey will be the bases for the de fi nition of the model which is 
going to be used for the structural analysis of the vault. Its layout could not be based 
simply on typological classi fi cations coming from manuals, but the peculiar features 
of the structure had to be studied in depth. IR Thermography supported the tests 
applied to reach different level of knowledge of the timber vault: the characteristics of 
the hidden elements forming the frame of the shell completed the information achieved 
by the geometrical survey; the detection of the crossing cracks drove the designer to a 
correct interpretation of the crack pattern of the vault; the identi fi cation of the detached 
areas of the stucco-work was useful to de fi ne the point of the structure on which other 
tests to verify the state of conservation of the vault could be performed.      
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  Abstract   Monitoring of cultural heritage structures is an application area for 
Wireless Sensor Networks (WSNs) which is implemented in the project “Smart 
Monitoring of Historic Structures (SMooHS)”, funded by the European 
Commission within the 7th Framework Programme. The project aims at the 
development of a WSN system especially designed for use on real structures to 
enable smart interpretation of acquired data and comparison of results with 
those obtained from established laboratory tests in an effort to evaluate the 
usefulness of the WSN system. While the development of the WSN system 
is still ongoing by the partners, many sensor types are already supported. 
This paper presents WSN implementations on the Holy Cross Minster in 
Schwäbisch Gmünd, Germany, Schönbrunn Castle Chapel in Vienna, Austria, 
archaic houses in Hebron, Palestine, and Bode Museum in Berlin, Germany. 
The system design, including hardware and software, sensor types and their 
characteristics, and their adaptation to the system is described. System setup is 
described for each case study and results of initial measurements are shown, 
including smart automatic interpretation mechanisms. An assessment of the 
wireless monitoring system concludes the paper, stating research needs and 
future work.  

  Keywords   Case studies • Environmental sensing • Historic buildings • Long-term 
monitoring • Wireless sensor network      
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   System Description: Hardware and Software 

   Need for monitoring cultural heritage structures 

 The Wireless Sensor Network presented here was designed especially for the 
 application in outdoor environments, while at the same time keeping in mind 
the demands of historic objects as de fi ned within the SMooHS project  [  1 ,  2  ] . These 
demands include speci fi c types of sensors derived from the problems tackled most 
often when dealing with movable and immovable cultural heritage. Weathering 
processes arise from environmental conditions; hence, it is mandatory to be able to 
monitor these. Air temperature and air humidity can be measured easily, while wall 
temperature and wall moisture already con fl ict with the necessity of the method to 
be non-destructive. Humidity issues arise either from capillary suction of ground 
moisture or by condensation of air humidity. To keep track of the air masses that 
carry the moisture, air fl ow sensors can be use. Inclination sensors can be used to 
detect faltering walls even earlier than with other methods. These and many other 
requirements lead to the WSN as presented in the following.  

   System development 

  Base system . The basic functionality common to all sensor nodes, e.g. communica-
tion, data processing etc., is integrated into the so-called processor board. This 
processor board allows the interfacing of different sensor adaptation boards. In 
addition to the processor board there is a power supply module, capable of powering 
the sensor node by battery or by alternative concepts. With the implemented Lithium 
Thionyl Chloride Battery (Li-SOCl2), which has very low nominal self-discharge 
rate (less than 1%/year), the lifetime of the system could be tens of years if only 
power consumption is considered. 

  Sensor adaption boards . Most sensors differ in their way of how to read out data, so 
for each sensor a sensor adaptation board has to be present in the system, allowing 
the proprietary sensor interface to communicate with the standardized base system. 
Fig.  1a ) shows small adaptation for the connection of two air fl ow sensors, while 
Fig.  1b ) shows an electrometer board, which is larger than the tiny standard board 
layout, however allowing to measure eight channels with extremely high input 
impedance of up to 1 G W . As can be seen for the electrometer, it is also easy to 
integrate non-standard designs in the system, when required. Currently, four further 
sensor boards are available: i) a signal conditioning board for interfacing piezo- and 
PVDF-sensors for acoustic emission and dynamic analysis; ii) a multi-sensor signal 
conditioning board for strain gauges, displacement transducers and pressure cells in 
combination with temperature/humidity and vibration measurements; iii) an incli-
nation sensor board; iv) an impedance converter system for electrochemical analy-
sis and impedance spectroscopy.  
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  Software . The node is operated by customized embedded software that was 
 programmed in-house. Application software resides upon a boot loader that handles 
communication and provides other base functionality. Software is con fi gurable 
over-the-air and, when necessary, both boot loader or application software can be 
updated over-the-air. Transmission is done by a routing-free direct-path communi-
cation with acknowledgements. This ensures a reliable communication with mini-
mum energy costs. Drawback is a limited range, and for larger deployments either 
several base stations are required or a multi-hop protocol has to be used. Application 
software is speci fi c to the measurement task at hand and can also provide data pre-
processing if desired. 

  Housing . Fig.  2a ) depicts a completely assembled and housed wireless node. In this 
casing, the sensor node is water and dust protected (IP65) and could work in a tem-
perature range of -20 °C – +80 °C. Fig.  2b ) shows the same node when it was 
deployed on a ceiling of church nave, measuring temperature and humidity on two 
points, one directly at the node and the other about 1 m below the ceiling with an 
external sensor hanging down through a gap in the wooden planks.    

  Fig. 1     a)  Sensor adaptation board for air fl ow sensor (also depicted with a small cable for easier 
mounting)  b)  Sensor adaptation board for electrometer sensor, with an eight-channel multiplexer       

  Fig. 2     a)  Wireless sensor node, readily assembled.  b)  Wireless sensor node, deployed       
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   Case Studies on Historic Buildings 

   Holy Cross Minster, Schwäbisch Gmünd 

 The Holy Cross Minster is a late gothic hall church built from the 14th to 16th 
 century. The church is richly furnished with sculptures as in the  fi ve, partly as poly-
chromy, and many gargoyles and pinnacles. Deterioration of the portals originates 
mainly from the swellable claybound sandstone, the freezing and thawing cycles, 
humidity input from above and agitations by door closing. These problems were 
tackled by installing an electrometer sensor node, measuring the effect of desalina-
tion packages that were applied to the salinated parts of the portal. Details of the 
observations made and related graphs can be found in  [  4  ] . Vibrations on the wooden 
frame on the south portal are monitored by a three-axial accelerometer. See Fig.  3  for 
an example curve of an event. Events are evaluated for the rate they occur as well as 
for maximum signal strength and for peak signal frequency. Table  1  shows these 
statistics for the 2010-09-30.    

  Fig. 3    View of closing door event, wirelessly recorded by acceleration sensor, as presented on the 
University of Stuttgart SHM website  [  3  ]        
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   Schönbrunn Castle Chapel, Vienna 

 The Chapel is situated in a northwestern corner of the Castle and in this way exposed 
to wind and rain, which normally comes from western directions in Austria. 
Problems arise from the humidity rising in the wall, which attack the marble decora-
tions. Therefore, the actual condition with respect to temperature, air fl ow, air humidity 
and wall humidity is monitored in the chapel.  

   Bode Museum, Berlin 

 In Bode Museum, Berlin, the list of surveys includes monitoring of air temperature 
and humidity again, as well as contact temperature of the walls. Additionally, to 
have a good input for the Computational Fluid Dynamics (CFD) simulation that is 
performed by the European Academy Bolzano (EURAC), air fl ow sensors are 
installed on three passages. With all this input, the indoor climate will be calculated, 
to see differences between climatized and non-climatized areas of the museum and 
issues related to that. In addition, light sensors will be installed, that track both visi-
ble light and ultra-violet (UV) radiation, which is both considered harmful to pic-
tures and historic objects. With a suf fi ciently short measurement interval, an energy 
pro fi le can be erected, that gives the lux·h/year or W·h/year of harmful radiation.   

   Results and Outlook 

 The usability of WSN in cultural heritage monitoring is proved by the test cases 
shown and others that had to be skipped. Data fusion and automatic data interpreta-
tion is still work in progress. Raw data can be accessed via the access webpage  [  3  ]  
and is open to everyone for certain test cases. The variety of sensors used in the 
context of the presented test cases shows the easy integration of sensor types into 
the existing WSN framework. 

 With respect to system reliability and security, certain efforts are necessary. 
While for scalar sensor types, a certain degree of loss rate can be tolerated for time 
series this is not always tolerable. However, this depends on the exact sensor and the 
exact demand. Results of the system and radio transmission stability for some test 
cases that were equipped with the same system can be found at  [  5  ] . It was found that 

   Table 1    Acceleration statistic on the south choir portal   

 Events  Max. acceleration (pp)  Mean peak frequency 

 152  0.8 g  34.3 Hz 
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from the theoretical point of view, a simple star topology is supposed to lead to no 
problems for its simplicity, however, in practical applications problems may arise.      
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  Abstract   Clients worldwide face increasing pressure to obtain best value for money 
from NDT surveys. Yet this gives rise to the dilemma of whether a high quality survey 
and analysis is being undertaken. ACI 228 Committee provides documentation on 
the available NDT test methods, but stops short of giving advice on the interpreta-
tion of data. RILEM TC Committee on the NDT of Concrete does give advice – but 
the Committee has a  fi xed term of operation. 

 This paper discusses progress towards international standards of NDT of concrete 
and makes speci fi c comments on differences in international practice. Finally, exam-
ples of best international practice in NDT will be highlighted. The American Concrete 
Institute (ACI) is identi fi ed as a leader in translation from research to practice.  

  Keywords   Concrete • Data interpretation • International standards • Methods 
• NDT • Practice      

    Introduction 

 Worldwide there is increasing pressure to obtain best value for money from NDT 
surveys. Yet this gives rise to the dilemma of whether a high quality survey and 
analysis is being undertaken. ACI 228  [  1  ]  Committee provides documentation on 
the available NDT test methods, but stops short of giving advice on the interpreta-
tion of data. RILEM TC Committee on the NDT of Concrete does give advice – but 
the Committee has a  fi xed term of operation. 

 The aim of most Civil Engineering NDT is to achieve the highest quality of 
visual imaging of the relevant internal features of a structure. Medical ultrasonics 
and NMR have provided excellent images and so has aircraft ultrasonic imaging of 
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metallic structures. In the Civil Engineering NDT community, concrete has seen 
more developments than masonry, perhaps because the material is more widely 
used and there are more problems with aging concrete structures.  

   Structure of the Industry Internationally 

 The structure of the civil engineering NDT industry is less mature than that of the 
aerospace and Medical Industries. One of the reasons that the civil engineering NDT 
industry is less mature is that civil engineering projects are one off or bespoke and 
most civil engineering infrastructures perform satisfactorily for the  fi rst 30 years 
with little maintenance. This means that there is not the opportunity for systematic 
and straightforward training for repetitive surveys as in say aero engine inspection. 

 The overall result of fragmentation in the industry is that there are many small 
operators with limited skills and yet they attempt to offer a whole range of services. 
Sometimes these small operators will promote a speci fi c NDT technique to the 
exclusion of a better technique. Being a very small operator means lower overheads, 
but means that these operators do not have the resources to discuss complicated 
issues with like minded colleagues. The client clearly faces a dilemma.  

   The Informed Client 

 It has become clear that there is an urgent need for “Informed Clients”. Simply 
specifying a “Comprehensive NDT Inspection” is no longer good enough. Some 
critical aspects of surveys are highlighted below. Universities need to incorporate 
NDT into their curriculums.  

   Measuring & Delivering NDT Research Impact 

 In the UK, university research is measured by a combination of peer assessment 
reviews and evaluation of metrics: RAE’2008 and next REF 2014 (Research Excellence 
Framework). A key feature of REF 2014 is that Research Impact will be measured. 

 Thus a key issue to be discussed is how to channel international research publications 
into engineering practice. Quality peer reviewed papers in ISI rated journals are vital in 
order to archive good NDT research – but industry will rarely make use of this data. 

 The way forward is to incorporate research innovation into international codes of 
practice and standards and thus into industry. Unless NDT research is adopted by 
industry, little has been achieved. Typical international codes of practice and 
 standards include:

   ACI Technical Report 228.2R-98 (1998)  [  • 1  ]   
  ASTM C 597  • 
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  Concrete Society TR48 (1997)  [  • 2  ]   
  BS & EU test standards BS 1881 #201; BS 1881 #203 (206); ISO/DIS 8047  • 
  Highways Agency (UK) BA86/06 (2006)  [  • 3  ]   
  Rilem TC 207-INR “Interpretation of NDT results and assessment of RC structures”    • 

 ACI: Although slow to evolve, due to consensus voting, and inevitably conservative – 
ACI has the advantage of a standing committee system that meets twice per year 
at the ACI Conventions. 
 ASTM & British Standards: standardize one off test procedures with limited 
discussion. 
 Concrete Society (UK): publishes one off reports 
 Highways Agency: no standing committee. 
 Rilem: detailed reports after a 5-year  fi xed term committee life. No formal continu-
ation of committees and limited dissemination outside the Rilem membership.  

   Examples of ACI “Impact” 

 There are 3 outstanding examples of ACI Impact in developing and promoting 
methods for the NDT of concrete structures:

    (1)    Ground Penetrating Radar GPR. This technology evolved from geophysics. 
ACI 228.2R-98 has played a major role in disseminating many areas of innova-
tions in interpretation. Examples of international research which have impacted 
GPR practice include the signi fi cance of antenna centre frequency.  

    (2)    Impact Echo (I-E) is a spectacular success in terms of translation from univer-
sity research at Cornell University and NIST - to industrial practice. An exam-
ple of international collaboration and research which has impacted on IE 
practice includes the signi fi cance of impactor frequency.  

    (3)    Impulse response, marketed as s’Mash, is an industry driven innovation in NDT 
testing of structures. This technique enables a large area of concrete to be tested 
relatively rapidly compared to impact echo. The technique is considered to be 
appropriate for comparative analyses rather than absolute measurement. 
Essentially, the test mobilises bending modes in a slab like surface and thus areas 
of higher mobility will indicate honeycombing within the concrete or a void 
beneath the concrete member – depending upon the response characteristics.     

 Comments will be focused on GPR, I-E, ultrasonics and tomographic imaging 
below.  

   Ground Penetrating Radar (GPR) 

 Continuing the theme of the “Informed Client” – a critical area relates to the 
 signi fi cance of antenna centre frequency. 
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   Table 1    GPR resolution and minimum detection depth (Zmin)   

 Material   e  
r
  

 Frequency 
in air (MHz) 

 Frequency 
in material 
(MHz) 

 Velocity 
(mm/ns) 

 Wavelength 
(mm) 

 Resolution 
(mm) 

 Z 
min

  
(mm) 

 Dry Concrete  6  1,500  1,050  123  117  59  39 
 Damp Concrete  10  1,500  1,050  95  90  45  30 
 Dry Concrete  6  900  630  123  195  98  65 
 Damp Concrete  10  900  630  95  151  76  50 
 Dry Concrete  6  500  350  123  351  176  117 
 Damp Concrete  10  500  350  95  271  136  90 
 Dry Concrete  6  100  70  123  1757  879  586 
 Damp Concrete  9  100  70  95  1357  679  452 

  Where  e  
r
  = relative dielectric constant  

 The radar pulse is re fl ected at interfaces where there is a change in the di-electric 
properties of layers. The shallowest depth that can be detected is one-third of the 
wavelength,  l ,  [  4  ] . Table  1  summarizes the resolution and minimum depth (Zmin) 
that can be detected for different centre frequencies and concrete conditions. Resolution 
refers to the smallest target that is detectable. These numbers are based upon the 
assumptions that resolution is based upon  l /2 and the minimum detectable depth is 
 l /3. Calculations assume that the centre frequency in air of a dipole radar antenna 
signal reduces by approximately 30% when brought into contact with concrete  [  5  ] .   

   Impact Echo 

 The ACI 228 Document has addressed and updated Impact Echo work in line with 
developments arising since the original work of  [  6  ]  and later work of  [  7  ]  was pub-
lished. Impact echo testing is well known and illustrated below: 

 The contact time of the impactor determines the minimum depth and lateral 
dimension of the  fl aw that can be detected. These factors are as follows:

   Using spherical impactors, the contact time (assuming no local crushing of the • 
concrete) is approx a linear function of the ball diameter tc (in µs)  »  4.3 D where 
D is the impactor diameter in millimeters Fig.  1a .  
  The maximum useable frequency contained in the impact is approximately the • 
inverse of the contact time (fmax »  1/tc).  
  The smallest  fl aw depth (or plate thickness) that can be measured for a given • 
wave speed and impact duration equates to half the wavelength ( l /2) associated 
with the resonant thickness frequency  [  7,   8,   9  ]  Fig.  1b .  
  The minimum lateral dimension of a  fl aw that can be detected, regardless of depth, • 
equals the wavelength associated with the maximum useable frequency  [  7  ] .       

 Thus the minimum lateral dimension of  fl aw that can be detected is affected both 
by the contact time and  fl aw depth. See Sansalone and Streett  [  7  ]  for additional 
information. 
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 Assuming a P-wave speed through concrete of 4,000 m/s, Table  2  gives the mini-
mum depth and lateral dimension of a  fl aw that can be detected for typical sizes of 
spherical impactors. The values in Table  2  are based on a maximum useful fre-
quency equal to the inverse of the contact time. Sansalone and Streett  [  7  ] , suggest a 
maximum useable frequency of 1.25 times this value. However Table  2  provides a 

   Table 2    Minimum depth &  fl aw size related to Impactor diameter   

 Sphere diameter 
(mm) 

 Contact time 
t 
c
  ( m s) 

 Maximum useful 
frequency = 1/t 

c
  (kHz) 

 Minimum-depth 
of  fl aw that can be 
detected (mm) 

 Minimum 
lateral 
dimension of 
 fl aw that can be 
detected (mm) 

 5  22  47  43  86 
 6.5  28  36  56  112 
 8  34  29  69  138 
 9.5  41  24  82  163 

 11  47  21  95  189 
 12.5  54  19  108  215 

a

Time

Displacement

Contact
Time

Force

Tim Impact
Receiver
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  Fig. 1    Impact Echo Test       
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more conservative estimate of detectable  fl aw depth or size, to account for some 
inelastic behavior during impact - that is the surface of the concrete crumbles slightly 
upon impact.   

   Shear Wave Ultrasonics & Tomography 

 Other areas of innovation relate to sonic and ultrasonic tomography. 
 Low cost ultrasonic tomography has been used successfully to identify voiding 

in metallic ducts in post-tensioned concrete bridge beams - Fig.  2  and  3   [  10  ] . The 
system used was hand operated and used 56 kHz ultrasonic transducers for both 
transmission and reception.   

 By using a fuzzy logic tomographic software program, areas of very low velocity 
can be identi fi ed – as seen in Fig.  4  below. 

 A new approach to ultrasonic inspection, the “MIRA” system, involves the use 
of shear waves and multi-transducers with dry contacts and tomographic imaging 
using SAFT techniques Figs.  5  and  6 . This is an exciting new approach which 
should see wider applications in the next decade.     

   Other Key NDT Developments not Supported by ACI 

 ACI 228 is a consensus led document that focuses on existing site proved technol-
ogy, rather than “research in progress”. One can sense the tensions and arguments 
that can emerge about lack of innovation in ACI documents. Areas where ACI 228 
has not adopted innovative technology includes a number of areas.  

   Data Fusion – Robotics 

 BAM has focused on issues related to data fusion, particularly with respect to con-
crete structures – fusing impact echo, shear wave ultrasonics and GPR. In order to 
achieve credible data fusion precision, robotic locational precision is required for 
readings. Hand operated systems did not give suf fi cient locational precision  [  11  ] . 
A substantial reference to the BAM NDT Toolbox is available on the internet  [  12  ] .  

   Whole Structure Dynamic Testing – Modal Analysis 

 Whole structure dynamic testing has proved dif fi cult, but more effective on metallic 
than concrete structures. Gentile  [  13  ]  has given an excellent example of such an inves-
tigation on a concrete arch bridge; Aktan has reported on metallic and other structures 
 [  14  ] . ACI de fi ne whole structure dynamic testing as monitoring and not site proven.  
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  Fig. 5    Principles of MIRA ultrasonic tomography (Germann Instruments)       
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  Fig. 6    Example of tomographic slice (Courtesy of Germann Instruments)       

   Acoustic Emission (AE) 

 Acoustic emission (AE), where Japan is a world leader in research and practice, has 
proved increasingly successful on concrete beams and bridges  [  15,   16  ] . The ACI 
228 debate again revolves around whether AE is monitoring or NDT.  

   Role of Independent Manufacturers 

 Small to medium enterprises (SMEs) are key to driving innovation into international 
industry. 

 In the GPR sector one has seen a change from complex dif fi cult to use general 
purpose GPR systems that require a graduate level of skill to operate – to the devel-
opment of speci fi c technical solutions sharply focused on industrial applications. 
A good example has been the low cost high frequency GPR systems used to detect 
reinforcing bars in concrete  fl oor slabs. These systems are often purchased by 
plumbers to enable detection of post-tensioned cables when drilling to install en-
suite bathrooms in conversions.  
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   Conclusions 

     (1)    Translation from academic to industry impact is critical if NDT is to move 
forward.  

    (2)    Impact can be achieved by harnessing ACI, Rilem, ASTM and so on.  
    (3)    Innovation comes from both researchers in universities and research institutes - 

plus critically SMEs.  
    (4)    The role of the informed Client is crucial.          
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  Abstract   Timely maintenance actions on deteriorating structures depend on the 
quality of the non-destructive testing (NDT) method. Damage detection with less 
delay can lead to less maintenance delay. The efforts to detect existing fatigue cracks 
and predict fatigue crack propagation reliably will contribute to reduce the damage 
detection delay, and furthermore to establish optimum maintenance and management 
strategies of fatigue sensitive structures. In this paper, a probabilistic approach for 
optimum NDT planning for deteriorating structures subjected to fatigue is presented. 
The optimum NDT plan is obtained by minimizing the expected damage detection 
delay. Uncertainties associated with fatigue damage occurrence / propagation and 
quality of the NDT are considered to formulate the damage detection delay. Effects 
of number and/or quality of the NDT on optimum planning are studied. The approach 
presented is illustrated using a realistic example of a fatigue sensitive structure.  

  Keywords   Detection delay • Fatigue • Optimization • Propagation • Quality of 
inspection       

   Introduction 

 NDT of steel structures including bridges, offshore structures and naval ships is essen-
tial to assess the structural integrity, and to predict the remaining lifetime. Steel struc-
tures are usually inspected by NDT at uniform or non-uniform time  intervals, in order 
to detect damage with less delay and take appropriate  maintenance actions. Generally, 
maintenance actions depend on the quality of NDT method. During the last decades, 
there have been important efforts to detect existing fatigue cracks and predict fatigue 
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crack propagation reliably. It has been expected that these efforts will contribute to 
reduce the damage detection delay, and furthermore to establish more realistic main-
tenance and management strategies for fatigue sensitive structures. 

 In this paper, uncertainties associated with fatigue crack damage occurrence / 
propagation and damage detection are studied, and  fi nally optimum NDT planning 
to minimize damage detection delay is presented. The formulation of expected dam-
age detection delay considers these uncertainties. The optimum NDT planning is a 
solution of an optimization problem by minimizing the expected damage detection 
delay. Effects of number and/or quality of NDT on optimum planning are studied. 
The approach presented in this paper is applied to a ship hull structure.  

   NDT for Fatigue Crack Detection Under Uncertainty 

 Fatigue sensitive steel structures including bridges, offshore and naval structures can 
continuously deteriorate under various loadings  [  1  ] . Initial fatigue cracks may be pre-
existing from fabrication. Under repetitive loads, the initial cracks can be propagated 
into macro-cracks which may lead to failure, or unserviceability of a structure. 

   Crack growth model 

 In order to predict the crack length due to fatigue, Paris’ equation  [  2  ]  has been used 
 [  3,   4  ] . The ratio of the crack length increment  da  to stress cycle increment  dN  is 
described as  [  2  ] 

     ( )/
m

thrda dN C K for K K= D D > D    (1)  

where  a  = crack length;  N  = number of cycles;  D  K  = stress intensity factor; and 
 D  K  

 thr 
  = threshold of stress intensity factor.  C  and  m  are material parameters. The 

stress intensity factor  D  K  is [5]

     ( )K S Y a aD = × p    (2)  

where  S  = stress range, and  Y ( a ) = geometry function. Based on Eqns. ( 1 ) and ( 2 ), 
crack size associated with a prescribed time, and time for crack to reach a speci fi c 
size can be predicted.  

   NDT to detect fatigue crack 

 Development of NDT techniques to improve the accuracy and ef fi ciency has been 
performed during the last two decades. These NDT techniques can be categorized 
into global and local techniques  [  6  ] . The local NDT technique can be used to detect 
and measure local damage in a structural component. The global NDT techniques 
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focus on an entire structural system. The following NDT techniques are commonly 
used to detect fatigue crack in steel structures: visual inspection, liquid penetrant 
testing, magnetic particle testing, radio graphic testing, ultrasonic testing, and 
acoustic emission testing  [  1  ] . The local NDT technique is applied to detect, verify, 
and quantify crack damage in a steel structure, after the location associated with 
possible fatigue crack damage is identi fi ed by the global NDT technique.  

   Probability of fatigue damage detection 

 The probability of detection for a given crack length can represent the quality of 
NDT method. The relation between probability of detection and fatigue crack length 
is expressed by a detectability function. This function has the following representa-
tive forms: (a) shifted exponential distribution, (b) logistic curve, and (c) normal 
cumulative distribution function (CDF). Figure  1 , using the normal CDF as detect-
ability function  [  7  ] , shows the relation between the probability of detection  P  

 NDT 
  and 

the fatigue damage intensity d for d 
0.5

  = 0.02, 0.04 and 0.06. d 
0.5

  is de fi ned in Fig.  1 . 
The fatigue damage intensity d is expressed as ( a  –  a  

 min 
 ) / ( a  

 max 
  –  a  

 min 
 ), where  a  

 min 
  and 

 a  
 max 

  are the minimum and maximum crack sizes. The value of d ranges from zero 
(i.e., no damage) to one (i.e., full damage). In Fig.  1 , it is  evident that the NDT asso-
ciated with smaller d 

0.5
  leads to higher probability of detection for a given fatigue 

damage intensity d. In this study, d 
0.5

  is used to represent the quality of NDT.    

   Optimum NDT Planning 

 Timely maintenance actions can be achieved through damage detection with less 
delay as mentioned previously. For this reason, the minimization of the damage 
detection delay is the objective of optimum NDT planning in this study. 
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   Expected damage detection delay 

 Considering uncertainties associated with damage occurrence / propagation and 
NDT, the expected damage detection delay  E ( t  

 delay 
 ) for the  n -time application of the 

same NDT, is formulated as [8]

     ( ) ( ) ( ),

, 1

1

1

·NDT i

NDt i

n

delay delay Ti
i

tE t E t f t dt
t -

+

=

é ùì ü= í ýê úî þë û
å ò    (3)  

where  f  
 T 
 ( t ) = PDF of damage occurrence time  t ;  t  

 NDT,i 
  =  i th NDT; and  E ( t  

 delay 
 ) 

 i 
  = 

expected damage detection delay when  t  
 NDT,i-1 

   £   t   £   t  
 NDT,i 

 ·  E ( t  
 delay 

 ) 
 i 
  is formulated using 

an event tree model. For example, if a NDT is applied three times to detect damage, 
there are four cases of  E ( t  

 delay 
 ) 

 i 
  according to damage occurrence time  t  as:  t  

 s 
   £   t   £  

 t  
 NDT,1 

  (case 1);  t  
 NDT,1 

   £   t   £   t  
 NDT,2 

  (case 2);  t  
 NDT,2 

   £   t   £   t  
 NDT,3 

  (case 3); and  t  
 NDT,3 

   £   t   £   t  
 e 
  (case 

4), where  t  
 s 
  and  t  

 e 
  are the lower and upper bounds of damage occurrence time  t . For 

case 3,  E ( t  
 delay 

 ) 
 3 
  is expressed as

     ( ) ( ) ( ) ( ),3 ,3 , ,33
1delay NDT NDT NDT e NDTE t t t P t t P= - ´ + - ´ -    (4)  

where  P  
 NDT,3 

  = probability of detection associated with the third application of the 
NDT.  

   Application 

 The proposed approach is applied to a naval ship hull structure. As shown in Fig.  2 , 
the joint between longitudinal plate and bottom plate of a ship hull structure is 
treated as the critical location. The sea water waves can induce repeated loading, 
under which the fatigue crack in the bottom plate can initiate and propagate in the 
transverse direction as shown in Fig.  2 .  

 NDT planning is a solution of an optimization problem to minimize the expected 
damage detection delay  E ( t  

 delay 
 ) as follows  [  8  ] 

     { },1 ,2 ,Find , ,...,NDT NDT NDT nt t t=NDTt    (5)  

     ( )to minimize delayE t    (6)  

     , , 1such that 1yearNDT i NDT it t -- ³    (7)  

     ( )0.5given , and Tn f td    (8)  

where  t  
 NDT 

  = vector consisting of  n  design variables of NDT times. The number of 
applications of the NDT  n , d 

0.5
 , and  f  

 T 
 ( t ) are given as indicated in Eqn. ( 8 ). 
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 The relation between the minimum expected damage detection delay  E ( t  
 delay 

 ) and 
number of applications of the NDT  n  is presented in Fig.  3a . Each point of this 
 fi gure is the solution of the optimization problem. When  n  = 3, the optimum NDT 
plans associated with d 

0.5
  = 0.02, 0.04 and 0.06 are illustrated in Fig.  3b . If three 

applications of NDT with d 
0.5

  = 0.02 are used to detect fatigue damage, the NDT has 
to be performed at 8.95, 11.46 and 15.02 years. The associated expected damage 
detection delay is 4.98 years (see Fig.  3a ).    

   Conclusions 

 This paper presents a probabilistic approach for optimum NDT planning. The 
 optimum NDT plan is a solution of an optimization problem to minimize the 
expected damage detection delay considering the uncertainties associated with 
damage occurrence and propagation, and quality of the NDT. Effects of number 
applications and quality of NDT method on optimum planning are studied.      

  Acknowledgements   The support from (a) the National Science Foundation (NSF) through CMS-
0639428, and (b) the U.S. Of fi ce of Naval Research (ONR) Contract Number N00014-08-1-0188 
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  Fig. 2    Schematic representation of (a) cross sectional view; and (b) the assumed critical location for 
fatigue (adapted from [8])       
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  Abstract   The subcommittee of the JSCE (Japan Society of Civil Engineers) 
 concrete committee for the improvement of the reliability of non-destructive evalu-
ation technology for concrete chaired by Professor Toshiro Kamada of Osaka 
University (Committee 339 below) has discussed measures for the improvement of 
the reliability of non-destructive evaluation technology from two perspectives: 
education, and standards and speci fi cations. This paper describes the roles that 
standards and speci fi cations play in terms of improving the reliability of these 
technologies. Moreover, a pattern of reliability based on the client-engineer cor-
relation is identi fi ed. As a result, it was found that the reliability of non-destructive 
evaluation can be enhanced to some extent by identifying the scope of application 
and standardizing the method of non-destructive testing. For ultimate improvement 
of reliability, the pattern of reliability itself should be changed through technical 
innovation for non-destructive testing or the enlightenment of the client.  

  Keywords   Concrete • Non-destructive evaluation • Reliability improvement 
• Satisfaction • Standards and speci fi cations      
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   Introduction 

 Ideal situations of the education and certi fi cation of personnel as well as the valida-
tion of NDT methods are shown in some international standards such as ISO 9712
(quali fi cation and certi fi cation of personnel involved in non-destructive  testing), 
DIN EN 473(Non-destructive testing - Quali fi cation and certi fi cation of NDT 
 personnel - General principles), and so on. Against the background, the subcommit-
tee of JSCE (Japan Society of Civil Engineers) concrete committee for improve-
ment the reliability of non-destructive evaluation technology for concrete chaired 
by Professor Toshiro Kamada of Osaka University (Committee 339 below) has dis-
cussed the measures for improvement the reliability of non-destructive evaluation 
technology, especially focusing on concrete  fi eld, from two perspectives: education, 
and standards and speci fi cations. This paper describes the roles that standards and 
speci fi cations play for improvement the reliability. Moreover, a pattern of reliability 
based on the client-engineer correlation is identi fi ed.  

   Pattern of Reliability 

 A pattern of reliability was assumed. The reliability of non-destructive testing 
greatly depends on the satisfaction of the client with small variations of test results 
and other points. In the case of a low level of demand of the client, satisfaction is 
achieved even if the test results are not fully accurate or inadequate. Even if highly 
accurate results with small variations are obtained, the level of satisfaction is low 
(not as good as expected) as compared with the demand exceeding the results. Thus, 
one of the reasons for the loss of reliability of non-destructive testing of concrete is 
the gap between the excessively high expectations of the client and the technical 
level available. If the engineer is not suf fi ciently skilled and uses the method outside 
the designated scope of application or follows a wrong procedure or makes a wrong 
interpretation of results, the test results vary greatly. The variations deteriorate the 
reliability of results although some are caused by the technical level available or the 
variations of concrete materials. Variations of results are, however, relatively evalu-
ated. Variations may sometimes pose no problems in the case where the demand for 
the accuracy or validity of results is low. When crack widths are required with a 
margin of error of plus or minus 10 cm, for example, a variation of 1 cm is not a 
problem. In the case where a margin of error of 1 mm is allowed, a variation of 1 cm 
is considered unreliable. In this study, therefore, “high level of satisfaction” is 
regarded as the “reliable state”. 

 Figure  1  shows a pattern of reliability created between the client and engineer. 
Speci fi c demand that the client presents to the engineer arises from the needs at a 
higher level. For example, in the case where there is a need to evaluate the sound-
ness of a structure in terms of compressive strength, a demand is presented for 
knowing the compressive strength with a certain level of accuracy. The engineer, 
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receiving the demand from the client, selects and implements a non-destructive test-
ing method. Then, the capacity of estimating compressive strength (level of P) var-
ies according to the non-destructive testing method selected by the engineer. Even 
if an appropriate non-destructive testing method is selected, measurements vary 
greatly according to the skill of the engineer or engineer’s interpretation of an 
appropriate procedure or scope of application of the method. The  fi nal results of 
non-destructive testing are therefore evaluated based on their accuracy or variations. 
Evaluated here are not the quantitative results of non-destructive testing but the 
qualitative results. When estimating the crack depth by a non-destructive testing 
method for example, the results may vary for technical reasons and further varia-
tions may occur according to the skill of the engineer. The qualitative reliability of 
the results are evaluated as the results of non-destructive testing. Finally, the satis-
faction of the client is determined based on the balance between the evaluation of 
and the demand for test results. 

 The terms used in Fig.  1  are de fi ned below. 

   Needs (N) 

 Needs are the basic desire of the client and basically do not change. In the case 
where the client irrationaly demands compressive strength or other parameter for 
the purpose of evaluating the soundness of the structure, the needs may be changed 
by suggesting another appropriate parameter. It is assumed here that needs may be 
replaced through the “enlightenment of the client”.  

N 
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E 
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P 
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Client

Enlightenment 
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a higher level 

Engineer

Technical 
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high expectations Deterioration 
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  Fig. 1    Pattern of reliability       
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   Demand (D) 

 Demand is an expectation arising from the needs of the client. Demand may some-
times be represented by a speci fi c  fi gure related to accuracy or other parameter. 
In numerous cases, reliability is deteriorated as the client has a great expectation 
without understanding the technical level or the scope of application of the non-
destructive testing. Then, the excessively high expectation may be optimized by 
presenting standards to the client or educating the client on standards.   

   Performance (P) 

 This is the performance of a non-destructive testing method, which is enhanced only 
through technical innovation. It cannot be improved by standardization of non-
destructive testing or education of the engineer.  

   Evaluation (E) 

 This is the result of evaluation of non-destructive test results. Evaluation is made not 
of the test results but of the reliability of test results. The results of non-destructive 
testing generally vary according to the performance of the equipment or the skill of 
the engineer. The highest performance provided by a non-destructive testing method 
is rarely achieved and reliability is deteriorated to some extent. The result of evalu-
ation can, however, be reinforced by reducing variations through the education of 
the engineer or standardization of the testing method.  

   Satisfaction (S) 

 This refers to the satisfaction of the client, and is determined based on the balance 
between the evaluation E obtained by the non-destructive testing and the demand D 
of the client. The balance determines the level of reliability. 

 Based on the above de fi nitions, satisfaction (reliability) can be improved by sev-
eral methods. The  fi rst method involves the enhancement of performance (P) (Fig.  2 ). 
Technical innovation enhances performance. Performance can be improved solely 
through technical innovation such as the enhancement of equipment performance 
and the discovery of new principles. Even with no enhancement of equipment 
performance, the performance of non-destructive testing can be improved by rein-
forcing the skills of engineers and standardizing methods and providing uniform 
interpretations of test results (Fig.  3 ). The results of non-destructive testing vary 
according to the skill of the engineer. Minimizing the amplitude of variations, 
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  Fig. 2    Performance enhancement through technical innovation       
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  Fig. 3    Enhancement of evaluation by reducing variations       

making evaluations properly and improvement measurement accuracy are expected 
to improve the performance of non-destructive testing. Identifying the appropriate 
technical level may help modify excessively high demand of the client (Fig.  4 ). The 
needs of the client can be changed through enlightenment by the engineer (Fig.  5 ). 
For example, replacing the needs for compressive strength for the  purpose of deter-
mining soundness with the needs for another parameter may enable the suggestion 
of a higher-level non-destructive testing method  fi t for the parameter. The above 
discussions show that standards and speci fi cations serve as a basis for disseminating 
information on appropriate technical levels to the client and as a means of standard-
izing procedures and interpretations and of optimizing the scope of application for 
the engineer. Organizing standards and speci fi cations and educating clients and 
engineers on standards and making them familiar with standards are expected to 
improve the reliability of non-destructive testing. 

 The above discussions suggest that identifying the scope of application and stan-
dardizing methods and providing uniform interpretations of test results for non-
destructive testing enable the reduction of excessively high expectations of the client 
and of the variations of test results according to the skill of the engineer.       
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   Closing Remark 

 Committee 339 examined the role that standards and speci fi cations play to improve 
the reliability of non-destructive testing. As a result, it was found that the reliability 
of non-destructive testing can be enhanced to some extent by identifying the scope 
of application and standardizing the method of non-destructive testing. For ultimate 
improvement of reliability, the pattern of reliability itself should be changed through 
technical innovation for non-destructive testing or the enlightenment of the client.       
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  Fig. 5    Replacement of needs through enlightenment       
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  Fig. 4    Reduction of expectations by disseminating information on technical levels to the client       
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  Abstract   Numerous non-destructive testing (NDT) methods are used for concrete 
structures to obtain relevant data about material properties and damage states for reli-
able condition assessment. Whether the objective is to determine physical properties 
such as the porosity and the water saturation rate, or mechanical properties such as 
the elastic modulus or the compressive strength, sensitivity of NDT techniques to 
many characteristics of the material and its environment is a commonly encountered 
problem. Thus, accurate and reliable information is often dif fi cult to extract due to 
the high level of uncertainty involved. Complementary use of different NDT methods 
for coherent combination of information obtained from each method is a sensible 
strategy to improve evaluation. The data fusion methodology presented in this paper 
makes use of the complementary data obtained from different non-destructive or 
destructive techniques to improve diagnosis reliability. In the case of imprecise and 
uncertain data, an assessment can still be made with a quantitative measure of the 
uncertainty involved. The methodology is based on the possibility theory and allows 
the selection of the best combination of data and techniques to evaluate the material. 
Applications of the methodology are presented and the results are discussed. Results 
show good agreement between estimations by data fusion and measured values. Also 
shown by the results is that the selection of complementary techniques is essential for 
a better estimation of indicators and improved diagnosis.  

  Keywords   Compressive strength • Data fusion • Diagnosis • Quality      
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   Introduction 

 Non Destructive Testing gives information on the mechanical properties or 
 pathologic states of concretes by the experimental measurements inversion. A lot of 
parameters in fl uence the results of these evaluations. The regression laws between 
the NDT measures and the concrete characteristics are often uncertain. A solution 
to improve the diagnosis is to combine the information produced by the different 
techniques. We propose to use data fusion to combine the measurements in order to 
help for the decision and to increase its reliability. 

 The more commonly used methods for data fusion are based on classi fi cation 
(like Dempster-Shafer theory) in particular for the image fusion: X-ray and ultra-
sounds in welds  [  1-  2  ] , infrared thermography and eddy currents in carbon rein-
forced composite  [  3  ] , radar waves and ultrasounds on reinforced concrete for image 
reconstruction  [  4  ] , medical imagery in the brain  [  5  ] , and infrared thermography 
images in nuclear applications  [  6  ] . Moreover data fusion has been already used for 
assessing civil engineering components  [  3  ]   [  4  ]   [  7-  8  ] . Its classical use is to analyze 
two or more images that are compared and processed together. That increases con-
trast, decreases noise and makes defects clearer.  

   Data Fusion 

 Data fusion using the possibility theory has been chosen in the French project 
SENSO  [  9  ]  because it allows combining heterogeneous information more or less 
precise and reliable, to provide global quantitative information with increased qual-
ity  [  10-  12  ] . This theory based on fuzzy sets is more appropriate for this quantitative 
estimation problem than the usual methods of classi fi cation. Moreover the adopted 
way of data fusion is a translation of human logic, with notions of possibility, cred-
ibility… contrary to statistical methods based on probability. 

 The process consists in three steps: Data modeling - Fusion process - Decision. 

   Data modelsling 

 The distribution of possibilities   p (u)  for a NDT measurement is supposed to be 
trapezoidal around a mean value. It is plotted on the vertical axis on  Fi g.  1   .

 To determine only one indicator like porosity, modulus or strength, we have to 
extend this distribution by the correlation curve between the observable (result of 
ultrasonic, resistivity or radar… measurement) and the researched indicator. 

 In this case, for a simple calculation, we work with linear regression, in blue. 
If we combine three pieces of information   p 1  p 2 and  p 3 , we get different possible 
con fi gurations as presented in  Fi g.  2 .  
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 In the  fi rst  fi gure, the concordance between the different results is bad. The 
 indicator values proposed by each method are really different. 

 In the second, the concordance is good.  

   Fusion process 

 For typical experimental results given in  Fi g.  3 , we introduce the reliability of each 
technique by an index issued from the laboratory measurements.  

 It can be de fi ned by an expert regarding his con fi dence in the techniques or by 
statistical experimental analysis  [  13  ] . It varies from 0 to 1 and it modulates the 
maximum value of the possibilities distribution. We use an operator developed by 
Delmotte  [  14  ]  to calculate the data fusion (dotted line in  Fi g.  3 ). It adapts itself 
depending on the concordance.  

observable

Strength Mpa

measured
value

π

π

  Fig. 1    Extension of the 
possibilities distribution for 
an observable on the indicator 
(strength for example)       
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  Fig. 2    Results of two measures obtained by three techniques       
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   Decision 

 The distribution of the possibilities for the three merged measurements generally 
shows a solution that is extracted from the maximum value or from a distribution 
over a threshold decided by the expert as shown in  Fi g.  3 . 

 The height and the width of the distribution are criteria of the quality of the result 
after the fusion. The higher the maximum, the better the quality of the solution. The 
narrower the peak, the better the solution.   

   Application 

 In this example, the data comes from Italian bridges on which Rebound Hammer  R , 
Ultrasonic Velocity  Vus  and Pull-Out force  F  measurements have been realized at 
many locations on several piers and beams. Thirteen cores for different locations 
give the compressive strength  f  

 c 
  by destructive testing. The regression laws, the 

determination coef fi cient R² and the standard deviation Sd are determined for each 
observable.  
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    2.7Sd kN=    

 We implement these relations and coef fi cients in a module specially devel-
oped [13]. We test the different measurement sets and combine them to extract 
the concrete strength after fusion by the maximum of the possibilities distribu-
tion. The R² coef fi cients are bad. They are by hypothesis the index of each 
observable.  

 The Table 1 presents the strength obtained by the fusion of the experimental 
NDT values, the destructive measured ones and the shift between the two values. 
RV is the relative variation  D  strength / measured strength. The shifts between the 
results obtained by fusion and measurements are very low for more than half of the 
results with a relative variation coef fi cient RV smaller than 10 %. 

 On the  fi rst line  Fi g.  4  shows the possibilities distributions of the three observ-
ables for two points 6 and 5. The second line plots the results after the fusion pro-
cess. For point 6 we get the best estimation regarding the merged and experimental 
values. The concordance is very good and the solution is unique. The shift is 0. 

 It is important to remark that the maximum value of the merged solution is 
more important than the maximum of the measurements distributions. So the fusion 
reinforces the information and gives more con fi dence in the results.  
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   Table 1    Merged, measured and shift strength for the 13 points of the bridge   

   Strength (N/mm²)   D  Strength  RV 

 Point  Fusion  Measurement  (N/mm²)  % 

 1  28,7  29,3  0,6  0,02 
 2  49,4  35,1  14,3  0,41 
 3  51,2  46,6  5,6  0,10 
 4  34,5  43,3  8,8  0,20 
 5  20,4  35,7  15,3  0,43 
 6  27,9  27,8  0,1  0,00 
 7  39,9  41,4  1,5  0,04 
 8  16,8  25,1  8,3  0,33 
 9  36,4  24,9  11,5  0,46 
 10  66,9  63,8  3,1  0,05 
 11  23,4  32,4  9,0  0,28 
 12  33,4  33,0  0,4  0,01 
 13  34,5  32,8  1,7  0,05 

 On the other hand, the bad predictions generally present a characteristic 
 possibilities distribution like the one proposed for point 5 (RV=0.43). The concor-
dance between the three distributions is very bad. The result of the fusion is not 
good and two maximums are possible. This double solution informs on the bad 
fusion that is generally issued from bad initial measurement data or by regression 
laws. It is very easy to reject the results from these calculations. The points that do 
not present good results show this type of distribution. We can say without doubt 
that the con fi dence in the solution is very low. 

 For this work, we thank Gennari Santori (CND Controli Non Destructivi 
srl-Roma) for their experimental data.  

  Fig. 4    Possibilities distributions for point 6 (RV=0) and 5 (RV=0.43)       
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   Conclusions 

 In the case of bad regression laws, inversing the direct problem is not possible. The 
data combination can generate con fl icts. The data fusion is able to give a solution to 
the problem of con fl ict between the information given by different techniques of 
measurement. The result of fusion can, in the case of a bad concordance, lead us to 
reject the NDT evaluation. Proposing a solution is always possible, but we can have 
a critical opinion of the results. 

 On the other hand, if there is no con fl ict, the result is reinforced by the different 
measures. We have applied this principle to the strength evaluation on a set of 
 current concretes with three different measures. The prevision of the strength is 
 possible in a lot of cases with a small uncertainty. This is an important improvement 
in the determination of the concrete strength and allows proposing an index of 
 con fi dence to give a quantitative solution of the evaluation quality.      
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  Abstract   A tailor-made model was developed, which utilizes state-of-the-art 
 information from literature as well as VCE’s experience gained in the course of 
performing bridge monitoring and bridge inspection worldwide. Probabilistic 
methods are used for the service life calculations of the whole structure as well as 
for individual structural members. The reason is to cover occurring uncertainties 
which have to be also implemented into the established maintenance plan in terms 
of lower & upper bounds of life expectancy. The starting point of the bridge’s ser-
vice life – in terms of the safety level – is according to the initial over design and 
depends on the applied design code and certain safety considerations in the course 
of the static calculations. This paper presents a custom model developed for service 
life prediction of bridge structures based on the state-of-the-art information from 
the literature and VCE’s worldwide experience in bridge monitoring and inspection. 
The developed model was implemented in an urban highway extension project with 
more than 100 existing and new bridges.  

  Keywords   Condition assessment • Lifetime assessment • Maintenance optimi-
zation • Service life calculation • Structural health monitoring      

   Introduction 

 The A15 highway is the main connection of the Rotterdam seaport with the  industrial 
area in the Netherlands. At present the A15 suffers from considerable accessibility 
and safety problems. A major upgrade and extension project has been planned to 
increase the number of traf fi c lanes and to switch to a safer and more ef fi cient road 
design. 
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 The project is implemented by means of a PPP (=Private-Public-Partnership) 
model, where the design, execution, maintenance, operation and  fi nancing are 
placed into the hands of a market party (contractor) for more than 25 years includ-
ing a construction time of 5 years. The payments to the contractor are conditional 
on compliance with and veri fi cation of the road availability. 

 As the payment of the contractor is dependent on the availability and the traf fi c 
impediment, a well elaborated maintenance concept is of major interest. A Management 
Information System (MIS) shall be developed and implemented for the optimisation 
of the condition assessment and the maintenance planning of all engineering struc-
tures as well as the road pavement over the whole availability period. This MIS shall 
collect and analyse all relevant data from visual inspection, structural health moni-
toring, maintenance measures and the traf fi c management system. The results will 
be interpreted and lead to an as-precise-as possible maintenance planning. A con-
tinuously working, dynamic updating procedure for the maintenance plan shall be 
implemented.  

   Applied Methodologies 

 With the introduction of lifecycle aspects it became even more important to create a 
time depending deterioration model represented by a condition index. Numerous 
models have been already developed that describe the transition of a variety of 

  Fig. 1    Expected (analytical) lifetime of new structures       
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 condition states which are mainly based on a linear deterioration where the 
 deterioration rate can be expressed in terms of condition rating loss per year. 
Actually most of the existing Bridge Management Systems (BMS) use the Markov 
chain approach to model condition deterioration.  

   The determination/estimation of the design life of new structures 

 A tailor-made model was developed, which utilizes state-of-the-art information 
from literature (European, American & Asian) as well as VCE’s experience gained 
in the course of performing bridge monitoring and bridge inspection worldwide. 
This knowledge has been incorporated into the assessment procedure that is brie fl y 
described in the following. 

 Probabilistic methods are used for the service life calculations of the individual 
items. The reason is to cover occurring uncertainties which have to be also imple-
mented into the established maintenance plan in terms of lower & upper bounds of 
life expectancy. 

 The starting point of the bridge’s service life – in terms of the safety level – is 
according to the initial over-design and depends on the applied design code and 
certain safety considerations in the course of the static calculations. To esti-
mate the range of lifetime in the  fi rst step, statistic analyses using probability 
density  functions are applied – covering the operational lifetime depending on 
the following parameters: 

   cross section design   –
  static system   –
  material   –
  year of construction      –

 Exempli fi ed for the primary load bearing structure:

     0.6 ( )Average design life a e a¢ * ¢ ¢= + -    (1)  

where

     1 2 3 4· · · · .adapted lower bound life expectancya a k k k k¢ = ¼    (2)  

     1 2 3 4· · · · .adapted upper bound life expectancye e k k k k¢ = ¼    (3)  

   a=45 years……lower bound life expectancy  
  e= 120 years….upper bound life expectancy  
  k 

1
 , k 

2
 , k 

3
 , k 

4
  ….factors for in fl uence parameters (see also Table  1 )    

 To guarantee these stated ranges of theoretical design life of new structures the 
following aspects have to be considered: 

   concrete cover   –
  concrete quality (concrete grade)   –
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  environmental in fl uences   –
  regular maintenance   –
  bridge monitoring      –

 To address the deterioration process properly, the following sources of impact 
affecting the Structural Performance (t) are to be considered in detail:

   freight traf fi c volume   –
  level of freight traf fi c impact   –

  Fig. 2    Failure probability and sum of the failure probability       

   Table 1    Parameters which in fl uence the lifetime of a bridge   

 Year of construction  k 
1
   Static system  k 

3
  

 <1970  0.667  Vault  1.2 
 1971-1985  0.9  Frames and arches  1.05 
 >1986  1  Girder/beam, slab, other  1 

 Cross section design  k 
2
   Material  k 

4
  

 Solid cross section  1.05  Stone  1.2 
 Box girder  1  Concrete and reinforced 

concrete 
 1.1 

 T-beam, composite 
section etc. 

 0.95  Prestressed concrete, 
steel-concrete composite 

 1 

 Corrugated pro fi le  0.8  Wood  0.8 
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  environmental in fl uences (temperature, radiation, frost action)   –
  degradation due to chemical exposure     –

 For demonstration purposes, a well established approach (suggested by 
A. Miyamoto (Japan) and D. Frangopol (USA))  [  1,  2  ]  is described brie fl y, which 
covers all the major sources of deterioration impact. For the present demands these 
suggestions will necessarily have to be broadened and re fi ned due to each of the 
listed major issues. 

 The task of chloride induced corrosion – covered by the CUR Guideline 
“Sustainability of constructional concrete in relation to chloride-initiated reinforce-
ment corrosion” is to be highlighted in the current project. 

 Soundness (vertical axis) h 
n
 (t) - initial consideration (NEW Structures):

     ( ) ( )n n n nh t b a t t c= - -    (4)  

Where:

   t: is the year of service life ending  
  n: the number of times a remedial action was taken by year t (Index)  
  a 

n
 : the slope of the deterioration curve at the time the n th  remedial action has been 

taken  
  b 

n
 : the soundness of the existing bridge at the time the n th  remedial action has been 

taken, which changes according to the effectiveness of the remedial action taken  
  c: is the power exponent of the deterioration equation    

 Updating consideration (Existing structures): 
 The parameters a and b are updated every time repair or strengthening is carried 

out by using the following equations:

     ( ) ( )n n n n nb h t h 1 t R r*= = - +    (5)  

     ( ( ) ( ))n n n nR h 1 t 1 h 1 t= - - - -    (6)  

     n n na a h*=    (7)  

Where:

    r : parameter for reducing soundness recovery  
  a 

0
 : the slope of the initial deterioration curve  

   h : parameter for increasing the rate of deterioration.     

   The determination/estimation of the design life 
of existing structures 

 Basically the same methodology and the same sources of impact are utilized for 
primary load bearing members as well as for secondary load bearing members. 
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What makes the difference for the analysis itself is the fact that design assumptions 
are replaced as well as possible by everything, supporting a deeper understanding of 
the previous lifeline of the investigated structure:

   initial static calculation   –
  schedule of maintenance and rehabilitation measures   –
  loading history (historical traf fi c data)   –
  material tests (chloride penetration, carbonatisation, material strength, …)   –
  historical data about environmental exposure   –
  judgement / rating from bridge inspections   –
  performed monitoring campaigns     –

 Each of these variables can strongly affect the current maintenance condition and 
determine the offset between the initial safety level in the year of construction and 
the present date of judgment. 

 The continuative progression is applied in a similar way to the new structure – 
but of course depends on the former impact. The use of the established maintenance 
condition matrix supports the individual determination of the current remaining 
structural resistance and the present risk level by means of a comprehensive weight-
ing function.   

   Conclusions 

 In times of shrinking budgets at public authorities big infrastructure projects are put 
into the hands of private bodies in form of PPP models for a long period. As the pay-
ments to the private contractor depend on the availability of the infrastructure, either 
directly by tolls or indirectly by periodic payments from the authorities, a well elabo-
rated maintenance concept is of major interest for the contractor. Appropriate condi-
tion assessment and condition monitoring of the infrastrucutre as well as life-cycle 
analysis and prediction are the basic tools for maintencance planning. The tools of 
structural health monitoring are perfectly suited for this purpose.      
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  Abstract   For non-destructive investigation of structures and materials, a crane 
 system was developed to enable easy access and implementation of different non-
destructive methods, such as high-resolution photography and detailed 3D scanning 
of surfaces. The crane was speci fi cally designed for remote inspection and docu-
mentation of cultural assets. It was constructed from the world’s smallest crane base 
that allows access through standard doorways. The crane is self-propelled by a non-
abrasive caterpillar drive and has a small turning circle. The hydraulic outriggers 
ensure a level and secure ground base. A newly constructed telescopic mast mounted 
on the crane’s original arm enables compactness in retracted state and the ability to 
reach an extension length of up to 22 meters. With the help of an extra mast, which 
is driven by an electric motor, the mast can be extended and retract by remote con-
trol. A high-resolution camera with a  fl ash unit can be installed on the 3D head 
placed at the front of the crane. The head is controlled from the ground and can be 
placed in a variety of positions. The camera is operated remotely and features a live-
image view on the ground based computer that allows easy positioning in front of 
the object. Examples from initial applications are provided in the paper.  

  Keywords   Crane • High resolution • Monitoring • Non-destructive analysis
• Scanning      
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   Inspection Needs 

 In the  fi eld of restoration and conservation of cultural assets, such as listed 
 buildings, the  fi rst important task is the documentation and damage assessment. 
Due to the extremely rare and usually fragile areas, non-contact survey and  analyses 
techniques are particularly important. This, however, requires good access to the 
areas to be recorded. If, for example, a wall surface requires recording for the plan-
ning of preservation measures and is located at a great height then a  fi xed scaffold 
is required for access. Fixed scaffolding needs anchoring points which may dam-
age the fabric of the building, thus scaffolding is not suitable for this type of inves-
tigation. The aim of the project was to develop a crane system that allows a 
non-contact survey at heights of more than 20 meters. Especially important are the 
dimensions of the system to ensure, that the crane passes through standard door-
ways, has good manouverability and therefore can be used easily and safely for 
historic interiors.  

   The Crane System 

 As a base module, a mini-crane “carrier” produced in Japan was selected. The crane 
is motorized and self-propelled by a petrol engine or an electricical supply. Two 
levers control the movement for the body of the crane itself. The crane arm can be 
operated via remote control. To ensure high stability, four hydraulic outriggers for 
stabilisation are extended. The carrier weighs one ton, this is necessary for its stabil-
ity. The small dimensions (1.87 m (L) x 0.59 m (W) x 1:29 m (H)) allows to move 
through a standard door or passage. For indoor use, a specially designed electric 
motor with a hydraulic pump system was constructed to replace the petrol engine. 
The original crane arm was removed and a newly developed telescopic arm attached. 
The hydraulic controll that originally operated the rotating and tilting can still be 
used for the telescopic boom. 

 The company Frick Gerätebau from Seligenstadt, Germany together with the 
Chair of Engineering of the Friedrich-Alexander University Erlangen-Nuremberg 
developed, a telescopic mast speci fi cally for this carrier. This arm, which is capa-
ble to reach a length up to 24 meters is made of aluminum hollow pro fi les and 
can be extended and retracted with an electric motor. A supporting boom with a 
grip system moves and stops each element separately they are then secured with 
bolts. The supporting boom moves the single elements to a pre-programmed 
length. A control box with builtin touch screen operates the boom arm. A further 
remote control can move the 3D camera head that is mounted on the top of the 
crane giving a full range of motion. The camera head is free to rotate, tilt on its 
axis and provides space for a high-resolution camera or further equipment as 
required. With a payload of 30kg it can easily hold a professional camera and 
 fl ash system. The  fl ash unit is also controlled from the ground and is synchro-
nized with the camera. For the tests a Hasselblad digital camera is used and 
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  Fig. 2    The partly extended 
crane system, with the 
camera and  fl ash illumination 
during the experimental 
phase in an industrial hall to 
test the range and safety of 
the system       

  Fig. 1    The Crane system 
with the steering unit in 
transportation state       

controlled via a Laptop with the option of live-view. Cable management is an 
important task. The large amount of cabling connected to the control of the indi-
vidual components of the crane are  fi xed together on removable metal hooks that 
can quickly be removed.    

   Initial Tests 

 The test phase was started in an old factory building, were the complete system 
could be tested and minor adaptions have been made (Image 2). The camera is sim-
ply controlled from the ground and the telescopic boom can be remotly positioned. 
The  fl ash system provides suitable illumination, even for the larger areas that require 
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  Image 4    Image taken during 
the tests in the industrial hall. 
The image, at a height of 
approximatly 20 meter, 
shows the details of the 
historic iron construction       

  Image 3    Assembled 3D 
head with  fl ash illumination 
and camera attached       

documentation; the  fl ash can be also controlled via laptop (Image  3 ) The high 
resolution images provide the required information which is needed for documentation 
and further processing (Image  4 ).   

 Due to the high resolution of the camera, it is possible to see damages, such as 
corrosion, blistering and  fl aking of the paint layers. 

 In the near future the system will be used within the research project “Bamberg 
Cathedral Digital” that includes a complete surveying and documentation of one of 
the most famous buildings in the World Heritage Site of Bamberg. The task will be 
carried out using a combination of surveying techniques (photogrammetry, 3D laser 
scanning and recti fi ed photography). The crane system has to support the high reso-
lution recording in the upper areas of the main and side aisle walls inside the building. 
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The high resolution images will be recti fi ed creating an accurate record of the 
masonry work for a damage assessment at a scale of 1:20. Due to the existing under 
 fl oor heating system, the payload of the  fl oor is limited. This restricts the use of 
other lifting devices that are normally in use. Therefore, the crane system has a 
unique opportunity for recording the Cathedrals highly decorative interior.      
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  Abstract   Ageing of infrastructures is a major concern for the civil engineering 
community world over. Buildings, bridges, and every other structure are expected to 
serve for the designed life provided periodic inspection and proper maintenance is 
done. However maintenance is a word seldom associated with civil infrastructure. 
Non Destructive Testing (NDT) has gained relevance in this context as more and 
more infrastructure are getting aged and replacement of a existing  structure with a 
new one is not feasible every time and within a short span of time. Testing, evalua-
tion of the existing condition and retro fi tting of the structures will extend the service 
life and hence give the authorities time to think about future course of action. This 
paper intends to provide a scheme to evaluate the existing condition of any concrete 
structure and suggests ‘points’ based evaluation. The scheme consists of standard 
NDT techniques both  fi eld and laboratory tests that are generally employed indi-
vidually and their results analyzed separately. The formulated scheme has been 
employed on two existing buildings and its applicability demonstrated.  

  Keywords   Carbonation • Chemical analysis • Condition level • Nondestructive 
testing • Ultrasonic pulse velocity      

   Introduction 

 Condition assessment of the civil engineering structures has become a necessity 
with large number of the concrete structures crossing the intended life span. 
Moreover lack of maintenance has further contributed to the problem, since it has 
led to degradation of relatively new structures also. Non Destructive Testing 

    S.   Sundar Kumar   (*) •     B.  H.   Bharatkumar   •     G.   Ramesh   •     T.  S.   Krishnamoorthy  
     CSIR - Structural Engineering Research Centre ,  (Council of Scienti fi c and Industrial Research) , 
  CSIR Madras Complex ,  Taramani,   Chennai   600 113 ,  India   
email:   ssk@serc.res.in   

      Integration of NDT in Rapid Screening 
of Concrete Structures       

       S.   Sundar Kumar   ,    B.  H.   Bharatkumar   ,    G.   Ramesh    
and    T.  S.   Krishnamoorthy      

O. Büyüköztürk et al. (eds.), Nondestructive Testing of Materials and Structures, 
RILEM Bookseries 6, DOI 10.1007/978-94-007-0723-8_175, © RILEM 2013



1260 S. Sundar Kumar et al.

(NDT) gains a lot of relevance due to the fact that, it is the only way in which the 
present condition of an existing structure can be accessed scienti fi cally and the 
extent of damage/deterioration quanti fi ed. Many tests have been developed over 
the years to determine various characteristics of the materials, which serve as a 
basis to further evaluate and arrive upon the existing condition of the structure. 
Basically NDT can be classi fi ed into three categories, one in which the behaviour 
of the structure is monitored by intentionally loading it to a certain level, core 
compressive strength, pull out tests etc to determine the existing strength of struc-
ture. Next category of tests which can be classi fi ed as indirect method of strength 
assessment are essentially chemicals analysis such as pH, chloride, sulphate esti-
mation in the concrete samples. Level of these substances in the concrete gives us 
an indication about the quality which in turn can be correlated with the strength. 
The third category is in a true sense non destructive evaluation, tests such as ultra-
sonic pulse velocity (UPV), rebound hammer (RH) give us an idea about the 
integrity and surface characteristics which are reliable indications about the quality 
of the existing concrete. 

 The tests involved here are well established with good reliability. However the 
interpretation of the results is still to a large extend dependent on the person who 
conducts these results. Quanti fi cation of the level of damage from tests results 
needs standardization. This is available for most of the individual tests through 
standards and codes. However standardization of the damage level is necessary. 
In this paper we have tried to present a scheme where in a single number can 
indicate the damage level. This would be helpful in estimating the seriousness of 
the situation.  

   Scheme for Evaluating the Condition of Concrete 

 The proposed scheme consists basically of two stages of evaluation. The  fi rst stage, 
being ‘Visual Inspection’ wherein visible signs of deterioration such as cracks, spal-
ling, honeycomb, leaching etc are look for. Documenting the location of the signs of 
deterioration in the structure is the most important aspect at this stage. The second 
stage consists of a series of tests that are commonly used in concrete evaluation. The 
tests recommended are Core Test  [  2  ] , Carbonation Test  [  2  ] , Concrete Cover determi-
nation, UPV Test  [  2  ]   [  4  ] , Rebound Hammer Test  [  2  ]   [  5  ] , Half Cell Potential  [  2  ]  [  3  ] , 
Chemical Analysis  [  2  ]  (pH, Chlorides, Sulphates). The decision regarding tests to 
be conducted shall be decided based on the observations from the visual inspection. 
Once completed, based on the results of the tests, points shall be awarded as per 
Table  1 . Further a Damage Index shall be arrived by summing up the individual 
scores from each test results and normalizing it with the number of tests conducted. 
Visual Inspection shall also be considered as a test in the quanti fi cation process. It 
is necessary that at least a minimum of four tests need to be conducted for the  fi nal 
damage index to remain relevant. Hence, Damage Index = ∑ Individual Test Scores/ 
Number of Test Conducted. Finally based on the Damage Index damage level of the 
structure may be arrived upon as per Table  2 .   
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   Table 1    Scoring Scheme Based on Test Results   

   Score 

 10  8  6  4  2  0  Criteria   

 Visual Inspection  Cracks  Nil  Minor  Minor  Medium  Large  Large 
 Spalling  Nil  Nil  Minor  Minor  Medium  Heavy 

 Reinforcement 
Corrosion 

 Nil  <5%  5-10%  10-20%  20-30%  >30% 

 No. of Points having 
half cell potential 
values < -300 mV 

 Nil  <5%  5-15%  15-30%  30-50%  >50% 

 No. of Points having 
UPV values 
< 3 km/sec 

 Nil  <5%  5-10%  10-25%  25-40%  >40% 

 Avg. Rebound 
Hammer value 

 >45  40-45  30-40  20-30  10-20  <10 

 Chloride content 
(kg/m3) & pH of 
concrete powder 

 Cl  <0.6  <0.6  <0.6  >0.6  >0.6  >0.6 
 pH  >12  11.5-12  10-11.5  10-11.5  9-10  <9 

   Table 2    Damage Level Classi fi cation of the Structures   

 Damage 

 Structure Condition  Remarks  Index  Level 

 10.0 – 9.0  0  Good  No visible damage but greater part in 
the initiation period 

 9.0 – 7.5  1  Minor Damage  Minor visible damage, if left 
unattended may lead to loss in 
structural integrity. 

 7.5 – 6.0  2  Moderate Damage  Moderated visible damage, loss in 
structural integrity initiated, needs 
to be attended as soon as possible. 

 6.0 – 4.0  3  Severe Damage  Severe damage visible, falling parts 
may be dangerous but the loss of 
serviceability and safety of the 
structure are minimal, needs to 
attended at the earliest 

 4.0 – 2.0  4  Heavy Damage 
(Reduced safety 

 Loss of serviceability and reduced 
safety of the structure, immediate 
action has to be taken. 

 2.0 – 0.0  5  Heavy Damage/ 
Collapse 

 Repair or rehabilitation may not be 
possible/ viable. Demolition may 
be thought upon for safety of 
nearby structures and public. 

   Case Studies 

 Two building structures, an un fi nished residential apartment complex and a  chemical 
manufacturing factory were investigated for their health status with the proposed 
method to arrive at the damage level.  
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   Case study 1 (residential building un fi nished for 15 years) 

 The structure under consideration here is a residential complex which was 
 constructed more than 15 years ago, but was left un fi nished; it has now been 
decided to complete the remaining work. The investigations were carried out on 
two framed buildings. The  fi rst building consisted of 24 and the second one 16 
apartments. Minor cracks were found at few locations but there were no signs of 
spalling during the visual inspection. Based on the preliminary survey, eight apart-
ments in the  fi rst building and four apartments in the second building were identi fi ed 
for carrying out the NDT investigations. In each apartment, three columns and 
three beams were identi fi ed and investigated. UPV and half cell potential were 
taken at select locations. Concrete powder samples were collected to determine the 
pH and the chloride content. Concrete cores were extracted to determine the com-
pressive strength of the concrete. Figures  1  and  2  shows the NDT (UPV and Half 

  Fig. 1    UPV Test in Progress       

  Fig. 2    Half Cell Potential 
being recorded       
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cell Potential) in progress. The results obtained from the  fi eld investigations were 
analyzed and the  fi nal score arrived at are given in Table  3 . Based on the test results 
and evaluation scheme the structure falls under the category ‘moderate damage’, 
which essentially indicated that structural deterioration has been initiated and 
hence proper measures have to be taken before  fi nishing the remaining works in the 
building so that the occupants are safe and the structure is able to perform well 
during its service life.     

   Case study 2 (chemical factory) 

 The second building assessed with the scheme is a chemical factory engaged in the 
manufacture of agro and non-agro chemicals. Visual inspection revealed that the 
condition of the concrete elements were quite bad due to poor maintenance and 
exposure to aggressive chemical environment. The columns in the ground  fl oor 
showed extensive cracking and spalling, exposing the steel reinforcement bars. 
These bars had undergone severe corrosion. Most of the columns in the  fi rst  fl oor 
were found to be in a fairly good condition during the visual examination. The RC 
beams at many locations had undergone extensive cracking. Most of the beams 
exhibited spalling of concrete leading to exposure of corroded reinforcement. The 
columns and beams in the  fi rst  fl oor area were found to be in a fairly good condition. 
It was decided to conduct UPV test, Schmidt (Rebound) Hammer Test, compression 
test on concrete core, concrete powder samples to determine Chlorides, Sulphates 
and pH on the select beams and columns.  

 Table  4  lists the scores obtained by the building. It was found that the average 
UPV values for the RC columns and beams in the ground  fl oor were below 3.5 km/sec. 

   Table 3    Damage Level Classi fi cation for the Residential Building   

 Results  Score 

 Minor crack and No spalling  8 
 UPV( <3.0 km/sec is <5% points)  8 
 Half cell potential (<-300 mV is 5 – 15 % points)  6 
 Cl is > 0.6 kg/m 3  and pH is 10-11.5  4 
 Damage Index = (8+8+6+4)/4 = 6.5  Damage Level = 2 (Moderate Damage) 

   Table 4    Damage Level Classi fi cation for the Chemical Factory Building   

 Results  Score 

 Larger cracks and medium spalling  2 
 UPV( <3.0 km/sec is 10-15% points)  4 
 Average Rebound Hammer Value 20-30  4 
 Cl is > 0.6 kg/m 3  and pH is 10-11.5  4 
 Damage Index = (2+4+4+4)/4 = 3.5  Damage Level = 4 (Heavy Damage/ Reduced 

Safety) 
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The rebound hammer values in these columns were also in the range of 20-30, 
indicating that the quality of concrete near surface layer is also not satisfactory. The 
minimum UPV values in as much as 24 ground  fl oor columns were less than 3.5 
km/sec and in 14 columns, the values were less than 3 km/sec. It was found that the 
chloride content of the samples was in the range of 1.06 - 7.6 kg/m 3  for the columns 
in the ground  fl oor which is rather high when compared with the permissible value 
of 0.6 kg/m 3  speci fi ed in the Indian standard  [  1  ] . The pH of the concrete sample was 
around 10 thus indicating availability of suf fi cient alkalinity though a reduction has 
been initiated. The damage index was 3.5 which brought the building under heavy 
damage/reduced safety category.   

   Concluding Remarks 

 A simple method to integrate the available standard non destructive tests such as 
UPV test and Rebound hammer tests along with chemical analysis to arrive at the 
existing condition of a structure has been proposed. The evaluating scheme proposed 
here is kept simple so that persons with minimal knowledge in civil  engineering 
can follow it will the help of codes of practices. The scoring scheme is based on the 
value generally recommended by the Indian standards, these values can suitably 
modi fi ed when the methods is being adopted in other places. Two cases studies have 
been stated where the above method of screening was used to arrive at the condition 
of the structures.      
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