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Preface

This book contains 24 papers presented at the symposium on “Recent Advances in 
Mechanics” dedicated to the late Professor–Academician Pericles S. Theocaris in 
commemoration of the tenth anniversary of his death. The symposium was organ-
ized by the Pericles S. Theocaris Foundation. The papers were written by world 
renowned and recognized experts in their fields and serve as a reference and guide 
for future research.  

P.S. Theocaris dominated the Greek and international arena of Theoretical and 
Applied Mechanics during the second half of the twentieth century. With his con-
tinuous presence in the scientific community, manifested by the publication of 
original works, he opened new paths in many areas of Applied Mechanics and 
supervised a plethora of emerging scientists and engineers. Furthermore, through 
the establishment of a well-equipped Laboratory of Applied Mechanics at the Na-
tional Technical University of Athens, he made a name for himself as the father of 
Mechanics in Greece. The Laboratory of Applied Mechanics that he directed from 
1960 until his retirement in 1989 was the nursery and heart of the contemporary 
Mechanics community in Greece. Furthermore, P.S. Theocaris had a particular 
position in the international scientific community. It is rather difficult to find  
a researcher in the area of Applied Mechanics worldwide who has not heard of 
P.S. Theocaris. 

The topics covered in the book can be divided into three major themes:  

• Mathematical methods in applied mechanics (nine papers) 
• Experimental mechanics (nine papers) 
• Fracture mechanics (six papers) 

The papers appear by alphabetical order of the corresponding author in each 
theme. The various topics discussed within each theme are as follows: 

Mathematical Methods in Applied Mechanics 

“Application of Reciprocity Relations to Laser-Based Ultrasonics,” by J.D. 
Achenbach, discusses an application of the reciprocity theorem for thermo-
anisotropic elastodynamics of inhomogeneous solids. The theorem relates body 
forces, surface tractions, displacements, temperatures and strains of two solutions 
of the field equations. It is used to analyze the dynamic response to high-intensity 
heating of a small surface region of a half-space that is transversely isotropic and 
whose elastic moduli and mass density depend on the depth coordinate. 
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“An Asymptotic Method of Boundary-Value Problems Solution of Elasticity 
Theory for Thin Bodies,” by L.A. Aghalovyan discusses an asymptotic method for 
the solution of the first, second and mixed boundary value problems of elasticity 
theory for layered beams, plates and shells. The method permits the solution of 
dynamic problems of thin bodies. General asymptotic solutions are obtained. 

“Reliable Optimal Design in Contact Mechanics,” by N.V. Banichuk, S. Yu. 
Ivanova and E.V. Makeev formulates the problem of contact pressure optimiza-
tion for the case of a rigid punch interacted with an elastic medium. The shape of 
the punch is considered as an unknown design variable. The total forces and mo-
ments applied to the punch and the loads acted at the outside regions are given. 
Optimal shapes are found analytically for punches having rectangular contact  
domains. 

“Scaling of Strength and Lifetime Distributions of Quasibrittle Structures,” by 
Z.P. Bažant and J.-L. Le presents a refined theory on the strength distribution of 
quasibrittle structures, which is based on the fracture mechanics of nanocracks 
propagating by activation energy controlled small jumps through a nano-structure 
and an analytical model for the multi-scale transition of strength statistics. It  
is shown that the theory matches the experimentally observed systematic devia-
tions of strength and lifetime histograms of industrial ceramics from the Weibull 
distribution. 

“Directional Distortional Hardening in Plasticity within Thermodynamics,” by 
Y.F. Dafalias and H.P. Feigenbaum presents a complete theory for metal plasticity 
that includes directional distortional hardening supplemented by the classical  
kinematic and isotropic hardenings. It is shown that the theory fits well experi-
mentally found yield surfaces and can be used to simulate stress controlled biaxial 
ratcheting with good accuracy. 

“Forced Vibrations of the System: Structure – Viscoelastic Layer,” by B.V. 
Gusev and A. S. Faivusovich presents analytical solutions of the problem of inter-
related vibrations of an elastic structure with viscoelastic layer. The investigations 
were made to work out the method of the dynamical computation and optimiza-
tion of technological processes for forming reinforced concrete articles on the 
shock and vibration machines and shock machines developed by the authors were 
used. Numerical results and experimental data were presented.

“Extreme Instability Phenomena in Autonomous Weakly Damped Systems: 
Hopf Bifurcations, Double Pure Imaginary Eigenvalues, Load Discontinuity,” by 
A.N. Kounadis reconsiders the dynamic asymptotic instability of autonomous 
multi-parameter discrete systems under step compressive loading (conservative or 
nonconservative) using the efficient - and rather forgotten - Lienard-Chipart sta-
bility criterion. Attention is focused on the interaction of nonuniform mass distri-
bution and infinitesimal damping which may have a tremendous effect on the 
Jacobian eigenvalues and thereafter on the local asymptotic instability. 

“Variational Approach to Static and Dynamic Elasticity Problems,” by G.G. 
Kostin and V.V. Saurin considers the integrodifferential approach incorporated in 
the variational technique for linear elastic static and dynamic problems. A family 
of static and dynamical variational principles, in which displacement, stress,  
and momentum fields are varied, is proposed. A regular numerical algorithm of 
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constrained minimization for the initial-boundary value problem is developed. The 
case of an optimization problem of lateral controlled motions of a 3D rectilinear 
elastic prism with a rectangular cross section is investigated. 

“An Accelerated Newmark Scheme for Integrating the Equation of Motion of 
Nonlinear Systems Comprising Restoring Elements Governed by Fractional De-
rivatives,” by G.I. Evangelatos and Pol. D. Spanos develops a new algorithm for 
numerical integration of the equations of motion of a nonlinear system with damp-
ing governed by fractional derivatives in the time domain. The major advantage of 
this approach is that, a very small number of past terms are required and, the calcu-
lation of the effective values of mass damping and stiffness is performed only once.  

Experimental Mechanics 

“Photoelastic Tomography as Hybrid Mechanics,” by H. Aben, L. Ainola, and A. 
Errapart develops a non-destructive method based on the use of equations of the 
theory of elasticity and hybrid algorithms for the determination of axisymmetric 
stress fields in arbitrary sections of test objects. The method is used for the deter-
mination of residual stresses in glass. 

“Using an Electronic Speckle Interferometry for Measurement of a Stress-
Deformation State of Elastic Bodies and Structures,” by R.V. Goldstein, V.M. 
Kozintsev and A.L. Popov presents the method and related equipment of the elec-
tronic speckle pattern interferometry (ESPI) for studying stress and deformation 
fields in elastic bodies and structures. ESPI is used for measurement of residual 
stresses in welded structures, micro-displacements related to delamination of thin 
coatings, diagnostics of shrinkage stresses in coatings and determination of their 
elastic characteristics. The method is generalized for measuring displacements at 
the nanometer scale. 

“Structural Integrity and Residual Strength of Composites Exposed to Fire,”
by G.A. Kardomateas studies the compressive response of an axially restrained 
composite column, which is exposed to a heat flux due to fire by analytical and 
experimental means. The column is exposed to fire from one-side and an analyti-
cal approach is outlined for the resulting heat damage, the charred layer formation 
and non-uniform transient temperature distribution. Due to the nonuniform stiff-
ness and the effect of the ensuing thermal moment, the structure behaves like an 
imperfect column, and responds by bending rather than buckling in the classical 
Euler (bifurcation) sense.  

“Theory and Application of Sampling Moiré Method.” by Y. Morimoto and  
M. Fujigaki introduces the theory of sampling moiré and uses it for the measure-
ment of the displacements of a beam and the shape and strains of a rubber struc-
ture. The method uses an image processor of a grating pattern on an object  
recorded by a digital camera. It has the advantage of non-contact measurement of 
displacements with simplicity, high accuracy, high speed, and low cost. The 
method can easily be applied to dynamic problems with a high-speed camera. 

“Recent Advances in Microelectromechanical Systems and their Applications 
for Future Challenges,” by R.J. Pryputniewicz presents recent advances in opto-
electronic methodology for micro- and nano-scale measurements and their use is 
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illustrated with representative examples of microelectromechanical systems 
(MEMS) operating at high frequencies and used in demanding environments. Ad-
vances in emerging technologies of MEMS and nanotechnology, especially relat-
ing to the applications, constitute one of the most challenging tasks in today’s  
micromechanics and nanomechanics. Development of miniscule devices requires 
sophisticated design, analysis, fabrication, testing, and characterization tools and 
should be based on a combined use of the analytical, computational, and experi-
mental solutions methodology. 

“Experimental Mechanics in Nano-Engineering,” by C.A. Sciammarella,  
F.M. Sciammarella and L. Lamberti presents a new approach to studies at the 
nano-scale based on the use of evanescent illumination. The proposed methodol-
ogy provides the means of measuring the dimensions and shapes of objects,  
surface topography, roughness and strains allowing the precise detection of infor-
mation at the nano-scale. It is shown that evanescent illumination is the key to 
making experimental mechanics methodologies well suitable for nano-engineering 
applications. Nanometer resolutions were achieved by using experimental setups 
that included a conventional optical microscope. 

“Advanced Cement Based Nanocomposites,” by S.P. Shah, M.S. Konsta-
Gdoutos and Z.S. Metaxa studies the development of high-performance cementi-
tious nanocomposites reinforced with multiwall carbon nanotubes (CNTs). Effective 
dispersion was achieved by applying ultrasonic energy and with the use of a surfac-
tant. Fracture mechanics test results indicate that the fracture properties of cement 
matrix increased through proper dispersion of small amounts of CNTs (0.025wt% 
and 0.08wt%). Nanoindentation results suggest that CNTs can modify and reinforce 
the cement paste matrix at the nanoscale by increasing the amount of high stiffness 
C-S-H and decreasing the porosity, which leads to the reduction of the autogenous 
shrinkage.  

“Application of Digital Speckle Pattern Interferometry (DSPI) in Determina-
tion of Elastic Modulus Using Plate Vibration,” by Ch. Shakher and R. Kumar 
presents a technique for the evaluation of the elastic modulus of materials based 
on the vibration analysis of a plate using digital speckle pattern interferometry and 
the Rayleigh method. A series of experiments were conducted on square alumin-
ium plates with one edge fixed and other edges free. The experimental results 
show that a single observation of frequency at first torsional mode is sufficient to 
determine the elastic modulus for all practical purposes.  

“The Development and Applications of Amplitude Fluctuation Electronic 
Speckle Pattern Interferometry Method,” by W.-C. Wang and C.-H. Hwang pre-
sents the development and improvement of an amplitude fluctuation electronic 
speckle pattern interferometry (ESPI) method. The effects of environmental noise 
and vibration characteristics on the ESPI fringe pattern are investigated. Theoreti-
cal derivation of the effect of environmental noise is performed and the time vary-
ing brightness of the traditional time averaged (TA) ESPI fringe patterns is  
successfully explained. Furthermore, applications of the method are briefly  
reviewed. 
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Fracture Mechanics 

“Piezonuclear Transmutations in Brittle Rocks under Mechanical Loading:  
Microchemical Analysis and Geological Confirmations,” by A. Carpinteri,  
G. Lacidogna, A. Manuello and O. Borla reports Neutron emission measurements 
by means of 3He devices and neutron bubble detectors during three different kinds 
of compression tests on brittle rocks: (i) under displacement control, (ii) under 
cyclic loading, and (iii) by ultrasonic vibration. It is shown that piezonuclear reac-
tions giving rise to neutron emissions are possible in inert non-radioactive solids 
under loading. 

“Stress Triaxiality at Crack Tips Studied by Caustics,” by E.E. Gdoutos studies 
the three-dimensional nature of the stress field in the vicinity of the crack tip. It 
also analyzes the conditions that should be satisfied among the dimensions of the 
optical arrangement and the specimen properties and thickness in order the caustic 
to be generated by the light rays transmitted or reflected from the region of the 
specimen where plane stress conditions dominate.  

“Reinforcement of a Cracked Infinite Elastic Plate with Defects,” by S.M. 
Mkhitaryan and D.I. Bardzokas studies a series of linear elastic crack problems 
with reinforcements, that are classified as contact problems, and are treated by 
using complex analysis and singular integral equations. The optimal position of 
the reinforcement can be selected in order to obtain lower stress intensity factors 
at the crack tips. 

“Some Actual Problems of Fracture Mechanics of Materials and Structures,”
by V.V. Panasyuk and I.M. Dmytrakh presents some theoretical and experimental 
results on problems of fracture mechanics of materials and on durability of struc-
tural elements. Conceptual problems of fracture mechanics and strength of 
cracked materials are formulated. Furthermore, actual problems of fracture me-
chanics and strength of materials in service environments are considered.

“Cyclic Plasticity with an Application to Extremely Low Cycle Fatigue of 
Structural Steel,” by D. Sumarac and Z. Petraškovi  shows that the Preisach 
model has several advantages when it is applied to the problem of so called cyclic 
stable plasticity of axially loaded members. The model is applied to extremely low 
fatigue. This case is very important for design of dampers applied for reconstruc-
tion of seismically damaged structures, because the Manson-Coffin Law overes-
timates the number of cycles before failure. 

“The Fracture Toughness of a Highly Filled Polymer Composite,” by O.A. 
Stapountzi, M.N. Charalambides and J.G. Williams reports fracture toughness 
values for an ATH-PMMA composite for filler volume fractions ranging from 
0.35 to 0.49 and tested over the temperature range from 0 to 90 °C. It is obtained 
that the toughness decreases with increasing filler content contrary to expecta-
tions. Using a toughness model it was possible to calculate the adhesion energy of 
the particles and the average particle size.  

It is with profound sorrow to announce the unexpected death of one of the  
authors of the book Professor Dimos Bartzokas. Dimos was a colleague at  
the National Technical University of Athens, and a good friend. May his memory 
be eternal. 
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We would like to thank the authors who accepted the editors’ invitation to par-
ticipate in the symposium and to contribute to this book. Thanks are also due to 
the Academy of Athens, the National Technical University of Athens, the Pericles 
S. Theocaris Foundation and Ms Eugenia Theocaris who sponsored this sympo-
sium. A special word of thanks goes to Mrs. Nathalie Jacobs of Springer for her 
kind and continuous collaboration and support and the esthetic appearance of this 
book. 

With humble respect to the memory of the late Professor and Academician  
P.S. Theocaris, we present this book to the mechanics community as a small trib-
ute to his service, leadership and contributions to the mechanics community. 

September 2010 A.N. Kounadis
E.E. Gdoutos



Pericles S. Theocaris 



Biography 

Pericles S. Theocaris 
Professor - Academician 

P.S. Theocaris was descendant of a noble family from the heroic town of 
Kalavryta of the prefecture of Patras, Greece, son of the army General Stavros 
Theocaris. He was born in Athens on September 24, 1921. He registered in the 
Hellenic Military Academy of Athens in 1938. As a junior student he participated 
in the Greek-Italian war of 1940 and served for six months in the Albanian front. 
For his heroic acts during the war he was decorated with the Golden Medal of 
Bravery. 

In 1942 he registered at the National Technical University of Athens (NTUA) 
and graduated in 1948 with the Diploma of Mechanical-Electrical engineer, first in 
his class with the highest degree among all classes of all Schools of NTUA. During 
his studies he was awarded five prizes. From January 1949 to April 1951 he served 
in the Army as a captain of the Technical Corps. 

In 1951 he obtained a fellowship for specialized studies at M.I.T. (U.S.A.) for six 
months. He was awarded a scholarship by the University of Brussels and a scholarship 
the French government for postgraduate studies. He obtained: a) the degree of Doctor 
of Applied Sciences, with Great Distinction from the University of Brussels in 
March 1953, and b) in November 1953 the degree of Doctor of Physical Sciences 
from the University of Paris with very honorable mention.  

In September 1957 he obtained a fellowship at the National Academy of Sci-
ences and National Research Council of the U.S.A. and he was appointed Visiting 
Research Fellow at the Illinois Institute of Technology, in Chicago. In 1958 he was 
appointed Visiting Assistant Professor at Brown University, U.S.A. 

In 1960 he was elected Professor and Director of the Laboratory for Testing Mate-
rials (LTM) at the Athens National Technical University. During his directorship 
LTM was classified as one of the best laboratories of testing materials worldwide. He 
was invited by the French government to be Research Visitor at the Central Labo-
ratory of Bridges and Roads of the Ministry of Public Works of France. In 1963 he 
was appointed Visiting Professor at the Department of Mechanics of Pennsylvania 
State University, U.S.A. In October 1965 he was a Research Visitor at the Ernst 
Mach Institute of the University of Freiburg, Germany. 

In 1968 he was elected Professor (Full) at the Chair of Theoretical and Applied 
Mechanics of NTUA. In 1969 he served as Member of the Senate of NTUA. He 
was elected Rector of the National technical University of Athens twice in 1974 
and in 1979 and contributed to the foundation of the Technical University of Crete 
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as President of the Board of Trustees (1974 - 1979). In 1980 he was honored with 
the title of “Rector Magnificus” of the National Technical University of Athens. 

• In 1973 he was elected member of the National Academy of Athens 
(Section of Sciences).  

• In 1983 he was elected President of the Academy of Athens and during 
the period 1989-1994 Secretary General. 

• In 1974 he was appointed Vice-Minister of National Education in the 
caretaker government of Greece and Vice-President of the board of 
Trustees of the National Observatory of Athens. 

• From 1989 to 1991 he was appointed Secretary General in the General 
Secretariat of Research and Development. 

• In September 1978, he served as President of the Greek Council for the 
Exhibition of Greek Antiquities in Paris, New York and Moscow under 
the title: Greek Art of the Aegean Islands (1979). 

• From 1980 to 1987 he served as Scientific Greek Representative to the 
International Council of Scientific Unions (ICSU). 

• In October 1982 he was elected fellow of the Archeological Society of 
Athens. 

• From 1978 until 1995 he was President of the Hellenic Society of 
Theoretical and Applied Mechanics. 

• He was member of the following National Academies: Royal Academy 
of Engineering of Great Britain, Serbian Academy of Sciences and 
Arts, Bulgarian Academy of Sciences, Academia Tiberina of Italy, 
International Academy of Sciences of Germany and of Academia 
Europea of which he was a founding member. In March 1991 he was 
elected member of Academia Scientiarum et Artium Europaea. 

• He was member of many scientific councils and was awarded with the 
following prizes: Empeirikeion Prize, 1971 (President of the 
Empeirikeion Foundation in 1974), Bernard Hall Prize of Great Britain 
(1974), Aurel Vlaicou Prize of Romania (1980) 

• In 1996 the Aristotelean University of Thessaloniki and in 1999 the 
Democritus University of Thrace granted him the degree of Doctor of 
Science honoris causa. 

He received the following military medals:  

Golden Medal of Bravery 
Silver Cross with Swords of the Order of King George A 
Military Cross 
Medal of Extraordinary Actions 
Medal of the Greek-Italian war 

For his scientific activities, his contribution to the advancement of the science 
of Mechanics he was awarded the following medals: 

Golden Cross of the Order of King George A 
Commander of the Order of Phoenix 
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Commander of the Order of Valour 
Grand Cross of Merit of the Patriarchate of Alexandria and all 
Africa 
Notable Castrinsius of the Holy See of the Patriarchate of 
Canstantinople 
Finally, in July 8, 1999 the President of the Hellenic Republic 
bestowed him the Great Brigade of the Order of Merit 

His scientific work includes 948 papers and books. During the years 1988-1997 
he was the author with the greatest number of published papers in Applied Me-
chanics, according to the journal of Applied Mechanics Reviews.  

P.S. Theocaris, in addition to his above-mentioned scientific work in Mechan-
ics and Applied Mathematics, published exceptional articles for the history of Hel-
lenic Science from Homeric to Byzantine era as well as studies of purely historic 
nature, in general. 

He started his life as a hero of the Greek-Italian war in the Albanian front,  
continued with an outstanding academic career to become finally adorer of the 
Hellenic Ideal, to a true hierophant of science, and a distinguished leader of the 
modern Hellenism. 

P.S. Theocaris passed away on September 14, 1999. 

Research Activities 

General Description 

Professor P.S. Theocaris published 948 books and papers. They may be grouped in 
the following nine main categories: 

(1) One hundred and sixty papers, which deal with problems of elastic-
ity and plasticity by optical methods. New theoretical methods based on the 
theory of complex variables and the properties of isostatics were introduced by 
P.S. Theocaris. The experimental solution of elastic-plastic problems by using the 
experimental methods of photoelastic coatings, moiré and the electrical analogies 
were advanced for the first time. The photoelastic method (classical and photoelastic 
coatings) was extended in different problems of the praxis and important applica-
tions were introduced. The matrix theory based on the Muller and Jones calculus and 
the Poincaré sphere were developed. These developments were included in an au-
thoritative book published by Springer-Verlag. Closed-form solutions for solving 
systems of higher order differential equations and closed-form solutions to difficult 
problems of complicated shell-, beam- and frame-structures in civil engineering 
were introduced in an elegant manner. 

(2) He developed the experimental method of moiré for evaluating dis-
placement and strain fields. Seventy one papers deal exclusively with the method. 
He authored the first book on moiré fringes entitled “Moiré Fringes in Strain Analy-
sis”, published by Pergamon Press in 1969. 

(3) Viscoelasticity and rheology of high polymers, also including the 
mesophase model was another area of his scientific activities. Ninety seven  
papers deal exclusively with this subject. P.S. Theocaris extended the  
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time-temperature superposition principle, valid for the mechanical properties of 
high polymers, to their optical properties and introduced important laws in this area 
of knowledge. 

(4) The optical method of caustics is an exclusive field of his research. He 
published two hundred twenty five papers in this area. 

(5) Solutions to integral equations with singularities. He has contributed 
one hundred fourteen papers. He progressed the state-of-the-art from the theoretical 
point of view, but mainly from the numerical and applications-point of view. 

(6) The theory of fracture takes up a large part of his research time.
Eighty-nine papers were published all over the world in this field. Theoretical and 
experimental studies in this domain concern the static and dynamic behavior of frac-
ture bodies. A main contribution in this field is the introduction of a new fracture 
criterion, the T-criterion which, for the first time, takes into account, in a rational 
way from the point of view of physical properties of the materials, the contribution 
of the distortions and dilatational components of energy for initiation of fracture. 

(7) Dynamic and impact phenomena have also been studied by Professor 
P.S. Theocaris in sixty papers mainly related to this subject. 

(8) Ninety-three papers deal with modern composite materials, fiber-
reinforced and particulates. New viscoelastic theories and models were introduced, 
especially the models taking into consideration the interphase between main 
phases of the composite. The theories developed in this field and especially the 
interphase model made his contributions well-known throughout the world. A book 
published by Springer-Verlag was devoted to this subject. 

(9) A new failure criterion based on the theory of Failure Tensor Poly-
nomials was introduced and developed by P.S. Theocaris. This takes into con-
sideration in a rational way the contribution of all components of strain energy 
density of the materials and is convenient for any type of material, even the 
most anisotropic. This criterion is based on principles of the components of the 
strain energy and was applied to different orthotropic materials, transversely iso-
tropic, foamy materials, as well as porous and microstructures. Forty papers dealing 
with applications of this criterion were published. 

Books

1. “Moiré Fringes in Strain Analysis.” This is the first book dealing exclusively 
with applications of moiré fringes in the metrology of deformations, Pergamon
Press, London, 426 pages, 1969. 

2. “Miarovsie Polos pri Isledovanii Defonnatii.” The previous book was trans-
lated into Russian by Prof. B.N. Uchachov of the Polytechnic University of 
Moscow and published by MIR Publishing Co. of Moscow, 1971. 

3. “Experimental Mechanics of Materials,” Technical University Press, 580 
pages. 1970 (in Greek). 

4. “Experimental Stress Analysis,” Technical University Press, 430 pages, 1974 
( in  Greek). 

5. “Moiré Fringes in Strain Analysis,” Technical University Press, 447 pages, 
1974, Translation into Greek of book No. 1. 
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6.  “Matrix Theory in Photoelasticity,” Springer-Verlag Series in Optical Sciences, 
Vol. 11, Springer-Verlag, 1979 (with Professor E.E. Gdoutos) 

7.  “Mixed Mode Crack Propagation” Edited by G. Sih and P.S. Theocaris, Sijthoff 
& Noordhoff, Holland, 1981. 

8. “Compedium in Astronomy,” Edited by E. Mariolopoulos, P.S. Theocaris and L. 
Mavridis, D. Reidel Publishing Co., Holland, 1982. 

9. “Interrelation Between Processing, Structure and Properties of Polymeric 
Materials,” IUPAC International Symposium, Athens 1982, J. Seferis and P.S. 
Theocaris, Editors, Elsevier, Netherlands, 1984. 

10. “The Concept of Mesophase in Composites,” Springer-Verlag, 1985. 

Monographs

“Experimental Study of the Stability of Parthenon”, Transactions of the National 
Academy of Athens, Vol. 44, No.4, p.116, 1979 (with E. Koroneos). 

Book Chapters 

1 “Studiul Cimpurilor de Tensiuni Singulare Ci Ajutorul Causticelor.” (La Me-
thode des Caustiques a L'etude de Champs des Contraintes Singuliers). Chap-
ter VI in Handbook on Applications of Stress Methods (Book in Romanian, 
Professor D.R. Mocanu, Editor) 1977. 

2 “Methods Kaustik-Nova Doswiadczaina Badania Osobliwosci Pola 
Naprazenia,” Review paper about caustics in Polish published by the Polish 
Academy. 

3 “Stresses in Three-Dimensional Composites with Limiting Shear Properties,” 
Development in Composite Materials, Chapter 9, G.S. Holister Editor, Ap-
plied Science Publishers, England, 1977.  

4 “Modern Methods in Polarization Optics,” Developments in Stress Analysis 
1, Chapter 3, G.S. Holister Editor, Applied Science Publishers, England, 
1979. 

5 “The Method of Caustics Applied to Elasticity Problems,” Developments in 
Stress Analysis 1, Chapter 2, G.S. Holister, Editor, Applied Science Publish-
ers, England, 1979. 

6 “Elastic Stress Intensity Factors Evaluated by Caustics: Experimental Deter-
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Dragoslav Šumarac, Zoran Petrašković
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Application of Reciprocity Relations to  
Laser-Based Ultrasonics 

Jan D. Achenbach 

Department of Mechanical Engineering, Northwestern University,  
Evanston, IL 60208, USA 
achenbach@northwestern.edu 

Abstract. An application of the global reciprocity theorem for thermo-anisotropic 
elastodynamics of inhomogeneous solids is discussed. The theorem relates body 
forces, surface tractions, displacements, temperatures and strains of two solutions 
of the field equations, states A and B, by integrals over a volume V and its bound-
ing surface S. The difference between various anisotropies enters via the stress 
temperature tensor, which is different for different cases of anisotropy. The recip-
rocity theorem is used to analyze the dynamic response to high-intensity heating 
of a small surface region of a half-space that is transversely isotropic and whose 
elastic moduli and mass density depend on the depth coordinate. 

1   Introduction 

The reciprocity theorem for classical linearized elasticity has been known for 
more than a century. As stated in the book by Kovalenko [1], a first statement of 
the reciprocity theorem for isotropic thermoelasticity was presented by Maizel’ 
[2]. Despite its long existence, the theorem was not used extensively to actually 
solve problems. A recent book by Achenbach [3] presents, however, novel uses of 
reciprocity relations for the actual determination of elastodynamic fields.   

As an example, we consider the surface-wave motion generated by line-focus 
laser irradiation of a transversely isotropic half-space whose mechanical properties 
depend on the depth component z. 

Due to length limitations of this paper, we are not able to elaborate as much as 
would be desirable, but details can be found in Refs. [4] and [5]. 

2   Thermo-anisotropic Elasticity 

When a free cube of an anisotropic material is subjected to a uniform temperature 

T, the thermal strains, T
ksε , may be written in the general form 
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,,T
ks ks ks skTε α α α= =  (1)

where ksα  are the components of the thermal expansion tensor. For a material 

with axes of symmetry that are aligned with the Cartesian coordinate axes, we 
may write 

12 23 13 0α α α= = ≡
 

(2) 

On the basis of a simple intuitive argument the thermo-anisotropic stress-strain 
relations may then be written as 

( ),ij ijks ks ksC Tτ ε α= −  or ij ijks ks ijC m Tτ ε= −  (3a,b) 

Where 

ij ijks ksm C α=  (4) 

are the components of the stress-temperature tensor. For the case that Eq.(2) holds 
the general stress-strain relation (6) reduces to 

i j i jk s k s i jC m Tτ ε= −  (5)

Where 

11 11 22 22 33 33ij ij ij ijm C C Cα α α= + +  (6)

3   Reciprocity Theorem 

For convenience of presentation we use indicial notation in this section.  For the 
steady-state time-harmonic case, body forces, displacements, surface tractions and 
temperatures are defined by  

( , ) ( ) i t
i if t f e− ω=x x , ( , ) ( ) i t

i iu t u e ω−=x x , ( , ) ( ) i t
i it t t e ω−=x x , 

( , ) ( ) i tT t T e ω−=x x  
(7)

Let us now consider a solid elastic body of volume V and bounding surface S.  The 
two elasticodynamic states, are indicated by superscripts A and B. As shown in 
Ref [5] the reciprocity theorem for the two states may then by written as 

( ) ( )A B B A A B B A
j j j j i i i i

V S

f u f u dV t u t u dS− + −∫ ∫ ( )A B B A
i j ij ij

V

m T T dVε ε= − −∫  (8)

The terms in the integrals, depend on x and z.  For an isotropic material the recip-
rocity theorem in the form given here was apparently first derived by Maizel’ [2]. 

The quantities indicated by superscripts A can be thought of as the solution of 
an actual problem, while B indicates an auxiliary solution, or in our terminology, a 
virtual wave. Let us consider the case that the disturbance for the actual problem is 
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generated strictly by a distribution of temperature ( )AT x , i.e., 0≡A
jf . The 

virtual wave can be taken as isothermal ( 0BT ≡ ) and with zero body forces, i.e., 

0B
jf ≡ . Equation (8) then reduces to  

( )A B BB A A
i i i ji i i j

S V

t u t u dS m T dVε− = −∫ ∫  (9)

4   Transverse Isotropy with Depth Dependent Properties 

The stress-strain relations are referred to Cartesian coordinates, x and z.  The z –
axis is the axis of symmetry of the transverse isotropy.  Relative to the x, z system 
the stress-strain relations for plane strain of the inhomogeneous transversely iso-
tropic solid may be written as: 

( ) ( )11 13x x
u w

C z C z m T
x z

τ ∂ ∂= + −
∂ ∂

, and 

( ) ( )13 33z z
u w

C z C z m T
x z

τ ∂ ∂= + −
∂ ∂

 
(10a,b)

( )44xz
u w

C z
z x

τ ∂ ∂⎛ ⎞= +⎜ ⎟∂ ∂⎝ ⎠  
(11)

It is noted that the elastic behavior depends on the depth z.  Thus the material is 
inhomogeneous and the formulation includes functionally graded materials.  In 

addition the mass density, ( )zρ is also taken to depend on z.  Here mx and mz are 

components of the stress-temperature tensor: 

( ) ( ) ( )11 12 13x x zm C z C z C zα α⎡ ⎤= + +⎣ ⎦ , and 

( ) ( )13 332 ,z x zm C z C zα α= +  
(12a,b) 

Where xα  and zα  are components of the thermal expansion tensor. 

5   Heating of the Boundary 

Let us consider the case that thermal conductivity may be ignored, and that 

( , )AT x t  is applied only to a boundary, which in this case is taken as the plane 

0z =  . The assumption that the thermal conductivity may be ignored, would gen-
erally be a dubious one. However, if the heat is applied with a high-intensity 
pulse, as will be considered here, the resulting wave motion is also an intensive 
pulse which propagates away from the source of heat with a high velocity. The 
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principal pulse then comes directly from the source region. Additional wave mo-
tion due to diffusion of the heat will be of smaller magnitude and arrive later.  

When T is applied on the boundary, the volume integral on the right hand side 
of Eq. (9) is converted into a surface integral. The vanishing of surface traction of 

state B, the virtual wave, has, however, implications for the form of B
i j i jm ε . For 

example, for a transversely isotropic material we have at 0z = : 

13 33 0B B
z x zC Cτ ε ε= + =  (13)

Hence  

13

33

B B
z x

C

C
ε ε= −  (14)

From Eqs. (5)-(6) and  (11) it then follows that 

13

33

B B B B
i j x x z x xi j

C
m D D D

C
ε ε ε ε= − = − , where 

13 13 11 12 33

33

2 ( )
x

C C C C C
D

C
α− +

=  

(15a,b)

Equation (15) is identical to the one obtained earlier by using an intuitive argu-
ment of thermal expansion of a surface element in Ref. [4].  

When heat conduction is ignored, the temperature is governed by  

V
T

c q
t

ρ ∂ =
∂

, (16)

where ρ and Vc are the mass density and the specific heat at constant deforma-

tion, and q represents the heat deposition per unit volume and per unit time. The 
rate of heat production by mechanical deformation has been neglected. For the 
two-dimensional case of line illumination at 0x = , 0z = , a suitable expression 

for q is often taken as 

(1 ) ( ) ( )iq E R x g tδ= − , (17)

where E is the energy of the laser pulse per unit length in the direction normal to 
the x,z plane, and iR is the surface reflectivity. Integration of Eq.(15) then yields 

0
( ) (1 ) ( ) ( )

t
i

V

E
T t R x g s ds

c
δ

ρ
= − ∫  (18) 

The function g(s) can be represented by a Fourier integral  

1
ˆ( ) ( )

2
i tg g t e dtωω

π

∞

−∞

= ∫  (19)
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In the frequency domain we write 

1ˆ ˆ( ) (1 ) ( )i
V

E
T R g

c i
ω ω

ρ ω
= − − , (20)

For a line temperature application of the type given by Eq.(19), Eq.(9) becomes  

( ) ( )ˆ( ) ( ) , 0A BB A B
i i xi i

S

t u t u dS DT x x z dxω δ ε
∞

−∞

− = =∫ ∫  (21)

6   Surface Waves due to Laser Irradiation 

The line focus irradiation generates a two-dimensional, plane strain elastodynamic 
state. The corresponding radiated surface waves, which we call state A, may be writ-
ten as  

( ) ( ),A ik xu x z iAV z e±= ± , and ( ) ( ),A ik xw x z AW z e±=  (22a,b) 

Here the plus and minus signs apply for propagation in the positive and negative 
x- directions, i.e., for x > 0 and  x < 0, respectively. The corresponding expressions 
for the stresses are 

( ) ( )11 11,A ik xx z AT z eτ ±= , and ( ) ( )1 1,A ik x
z zx z iAT z eτ ±= ±  (23a,b)

For the special case that all elastic constants and the mass density have the same 
exponential dependence on z, details for these expressions are given in Ref. [6]. 

Following a method developed in Ref. [3], the surface waves generated by line-
focus irradiation will be obtained by an application of the reciprocity theorem for 
time-harmonic wave motion given by Eq. (20). In the present application, State A 
is the system of surface waves generated by the laser illumination, as given by 
Eqs. (21)-(22).  For State B, the virtual wave, we select a surface wave propagat-
ing in the positive x- direction: 

( ) ( ),B ikxu x z iBV z e= , and ( ) ( ),B ikxw x z BW z e=  (24)

( ) ( )11 11,B ik xx z BT z eτ = , and ( ) ( )1 1,B ik x
z zx z iBT z eτ =  (25)

For the problem at hand, and considering the contour shown in Fig. 1 by dashed lines, 
the reciprocity relation, Eq. (20), includes contributions from the lines at 

, 0 , , 0x a z x b z= ≤ < ∞ = ≤ < ∞  and from the temperature term at 

0, 0x z= = . There are no other contributions from 0z =  and from the line 

 constantz =  as z → ∞ . We obtain from Eq. (20) 

l ( ) ( )
0 0

0 | | ,AB x b AB x akDT V F dz F dzω
∞ ∞

= =− = −∫ ∫  (26)

Where 

11 1 11 1( , ) A B A B B A B A
AB z zF x z u w u wτ τ τ τ= + − −  (27)
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Fig. 1. Focused laser-beam irradiation of a solid body with contour for reciprocity relation 

As has been noted in earlier calculations, see Ref. [3], the integration along  
, 0x a z= ≤ < ∞  and , 0x b z= ≤ < ∞ , only yield contributions from counter-

propagating waves. By the present choice of the virtual wave, State A and State B 
are counter-propagating at  , 0x a z= ≤ < ∞ . Substituting of the expressions 

for States A and B into Eq. (19) then yields 

l ( ) ( )0 2 ,kDT V iAIω− =  where ( ) ( ) ( ) ( )11 1
0

zI T z V z T z W z dz
∞

= −⎡ ⎤⎣ ⎦∫  (28a,b)

The integral involves exponential terms and can be easily evaluated, see Ref. [6]. 
Fourier analysis can be used to determine the surface wave displacement gen-

erated by a pulsed laser beam. 
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Abstract. By an asymptotic method the solution of boundary value problems of 
elasticity theory for isotropic, anisotropic, layered beams, plates and shells is built. 
The first, second and the mixed boundary problems for one-layered and multy-
layered beams, plates and shells are solved. The asymptotic method permits us to 
solve effectively dynamic problems for thin bodies. Free and forced vibrations are 
considered. General asymptotic solutions are obtained. The conditions of reso-
nance rise are established. 

1   Introduction 

Thin bodies, met in various spheres of technics are characteristic so that one of 
their dimensions sharply differs from the two others. For beams and bars the length 
is much more than the dimensions of the cross-section, and for plates and shells the 
thickness is much less than their tangential dimensions. Therefore, passing to di-
mensionless coordinates in the equations of elasticity theory and using dimen-
sionless displacements, these equations will contain small geometrical parameter 
ε . It has become clear, that the equations system of elasticity theory for thin bod-
ies is singularly perturbed by small parameter [1]. The solution of such systems is 
combined from the solution of the inner problem (basic solution) and the solution 
for the boundary layer [1-4]: 

int
bI I I= +  (1)

In the paper by an asymptotic method the solution of the inner problem for iso-
tropic, anisotropic, layered beams and bars, for plates and shells is built.  

The solution for the boundary layer of the strip-rectangle, plates and shells is 
built. By the asymptotic method the second and the mixed boundary problems for 
thin bodies are solved [1,5,6]. The method permits us to solve effectively dynamic 
problems for thin bodies [6,7]. 
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2   The Asymptotic Solution of the First Boundary Value 
Problem of Elasticity Theory for the Orthotropic 
Thermoelastic Strip: The Connection with the Classical 
Theories of Beams and Bars 

Consider a plane, correspondingly simple problem, on the example of which the 
clear and sequential presentation of the essence of the asymptotic method and de-
termination of possibilities of its application for solving more complicated prob-
lems is possible. 

It is required to find the solution of the plane problem of thermoelasticity for 
orthotropic strip-rectangle },,0:),{( hhyhxyxD >>≤≤−≤≤= AA  un-

der the boundary conditions of the first boundary-value problem of elasticity the-
ory at hy ±=   

)(),(),(),( xYhxxXhx yyxy
±± ±=±±=± σσ  (2)

and under the conditions at A,0=x  (conditions of fastening), which are for now 

considered to be arbitrary. 
In the equations of thermoelasticity by Duhamel-Neuman model, passing  

to dimensionless coordinates A/ξ x= , hy /=ζ  and displacements 

AA v/,/ == VuU , we get a singularly perturbed by small parametre 

A/ε h=  system 
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where ijσ  are the stresses tensor components, ija  are the elasticity constants, 

),(),( 0 yxTyxT −=θ  is the change of the temperature field, ijα  are the  

coefficients of the temperature extension, )(),( xYxX ±±  are the surface loading, 

yx FF ,  are the volume forces, for example, the weight ( gFF yx ρ−== ,0 , ρ  is 

density) or the reduced seismic loading by Mononobe model 

( xysx FFkF 75,0, ≈= βγ , sk  is the coefficient of seismicness, β  is the coeffi-

cient of dynamicness, γ  is the specific weight). The solution of system (3) has the 

form of (1), intI  is sought in the form of 

int ( ) , 0,Qq s sI Q s Nε += =  (4)

The notation means Ns ,0=  summing by the umbral index from 0=s  up to 

the number of the approximations Ns = , Q  is any of the sought stresses and  

displacements, the values Qq  are integers, characterizing the intensity (the as-

ymptotic order) of the given value. They should be established so, that after the 
substitution (4) into the equations (3) the noncontradictory system for the succes-

sive determination of the coefficients )(sQ  could be obtained. The obtained  

solution should satisfy the conditions on the facial surfaces of the thin body. The 

values Qq  sensitively reacts on the type of the boundary conditions on the facial 

surfaces. These values are determined by the only way. In case of the first bound-
ary plane problem (2) for strip (isotropic and anisotropic). 

v3,2

0,1,2

forquforq

forqforqforq yyxyxx

−=−=

=−=−= σσσ
 (5)

Substituting (4), (5) into system (3) and equalizing in each equation the coeffi-
cients at the same degrees of ε , we obtain a recurrent system for determining the 

coefficients )(sQ . With this the contribution of the volume forces and the tem-

perature field will be the contribution order of the surface forces, if 

0,0,,,

,,
)()()(2)0()0(2)0(
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Having solved the recurrent system, we get 
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where 
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In solution (4), (7) the functions 
( ) ( ) ( ) ( )

0 0( ), v ( ), ,s s s o
xy yyu ξ ξ σ σ  are not 

known yet. They should be determined from the boundary conditions. 

Having satisfied boundary conditions (2), )(
0

)(
0 , o

yy
s

xy σσ  are expressed by 

)()( v, ssu  which are determined from the equations 
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0,0,, )()()0()0( ≠==== ±±±±±± sYXYYXX ssε  

therefore 
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According (7) the stresses values depend on the constants )(
4

)(
3

)(
1 ,, sss CCC , and 

the constants )(
6

)(
5

)(
2 ,, sss CCC  will characterize the rigid displacement, which can 

be eliminated, fastening one point, for example )0,0(O : 

0,0)0,0(,0)0,0(
0
0

)()(
)()( =⎟⎟
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∂
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∂==
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ζ
ξξζ

ss
ss VU
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If on the edges A,0=x  the stresses or displacements values are given, for  

example 

)(),0(v),(),0( b)

)(),0(),(),0()a

21

21

ζψξζψζ
ζϕξσζϕζσ

==

==

u

xyxx
 (12)

then it is obvious that it is impossible to satisfy conditions (12) by three constants 
)(s

iC  in each point of the end-wall 0=x  or A=x , which once again confirms 

that the initial boundary-value problem is singularly perturbed. For satisfying con-
ditions (12) it is necessary to have principally a new solution too, the solution of a 
boundary layer type is like that. 

In order to build the solution of the boundary layer type near the end-wall 
0=x , in equations (3) without accounting the volume forces and the temperature 

field (they are taken into account in the solution of the inner problem) we intro-
duce a new substitution of the variable εξγ /= , we ascribe index “b” to all the 

unknown and the solution of the new system will be sought in the form of the 
functions of the boundary layer type: 
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where λ  is for now an unknown number which characterizes the velocity of the 
values diminution when removing from the boundary. The sought values may be 

expressed through )(s
yybσ  by formulae 
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where )(s
yybσ  is determined from the equation 
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 (15)

The solution of the boundary layer should satisfy the boundary conditions 

0)1(,0)1( )()( =±==±= ζσζσ s
xyb

s
yyb  (16)

From the correlations (14) and conditions (16) a very important property follows – 

the stresses xybxxb σσ ,  in the arbitrary cross-section kγγ =  are self-balanced 

kxybxxbxxb ddd γγζζγσζζγζσζζγσ =∀≠== ∫∫∫
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,0),(,0),(,0),(
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1

1

1

1
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(17)

the displacements do not have this character, i.e. 

kbbb ddudu γγζζγζζγζζζγ =∀≠=≠ ∫∫∫
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1

1

1

1

1

(18)

The solution of equation (15) depends on the sign of the discriminant 

2211
2

1266 4)2( aaaa −+=Δ . Determining )(s
yybσ  and satisfying conditions (16), 

we shall have 

)()()( ζσ n
s

n
s

yyb FA=  (19)

In the skew-symmetric problem (bend) 

a) ζβλβλζζβλβλζ nnnnnF cossinsincos)(,0 −==Δ  (20)
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nλ  is the root of the equation 4
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b) ζλβλβζλβλβζ nnnnnF 2112 sinsinsinsin)(,0 −=>Δ  (21)
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10,,2,0shsin <<===− ω
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αωβλωω nnnn zzz  

Parameters βαββ ,,, 21  are expressed through the constants of the elasticity by 

the formulae, brought in [1]. In the analogous way the solution in the symmetric 
(tension-compression) problem is written [1]. It is considered, that in (19) summa-

tion in correspondence with all the roots nλ  with 0Re >nλ  of the transcenden-

tal equations takes place. 
Transcendental equations (20)-(22) have denumerable set of the complex-

conjugate roots. Considering this, we write any of the stresses and displacements 

bQ  in the form of 
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Virtue of homogeneity of the boundary layer  boundary-value problem the  
solution will be determined with the exactness of the arbitrary constant.  
Solution (24) for every s  is exact. The solution corresponding to the end-wall 

A=x  can be obtained from solution (13) by the formal change γ  into 

hx /)(
1

1 −=−= Aγ
ε

γ . 

The boundary layer values when removing from the end-wall 0=x  diminish 

as )Reexp( γλn− . Usually when satisfying conditions (12) is neglected by the 

influence of the boundary layer at A=x , which is equivalent to the condition 
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1Reexp1 1 ≈⎟
⎠
⎞

⎜
⎝
⎛−+

h

Aλ  

which is always fulfilled for beams from real materials and real lengths 

( h10≥A ). For example, for the beams made of glassplastic STET nλ  is deter-

mined from equation (21), we have 398.3Re,297.2Re 21 ≈≈ λλ , 

622.5Re 3 ≈λ  i.e. this condition is practically always fulfilled. As the bound-

ary-value problem of the boundary layer is homogeneous, its solution is deter-
mined with the exactness of the constant multiplier, which is often represented as 

χε , the value χ  depends on the type of the conditions at A,0=x . 

Such approach permits us to produce the conjugation of the inner problem and 
the boundary layer solutions. 

3   Conjugation of the Inner Problem and the Boundary Layer 
Solutions: Proof of Validity of Saint-Venant Principle 

Consider the question of satisfaction of conditions (12). According to (1), (4), (5), 
(13), (23) 
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After the substitution (25) into (12) we obtain noncontradictory conditions only at 
1−=χ : 
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Using the self-balance property of the boundary layer stresses, from (17), (26) the 
conditions 
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will follow. 

From three conditions (27) three constants )(
4

)(
3

)(
1 ,, sss CCC  are determined in 

the solution of the inner problem, therefore the solution of the inner problem itself. 
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Returning to conditions (26), for determining the constants )(
2

)(
1 , s

n
s
n AA  in the solu-

tion of the boundary layer we get the conditions: 
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or 
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kn ,1= , k  is a number of selected nλ . 

From conditions (29) )(
2

)(
1 , s

n
s
n AA  may be determined by Fourier, collocations, 

least squares methods. The right parts of conditions (29) are self-balanced, there-
fore, the boundary layer in the first boundary-value problem of elasticity theory 
takes the self-balanced part of the end-wall loading on itself, it did not influence 
on the solution of the inner problem. This purely mathematical result proves the 
validity of Saint-Venant principle in the first boundary-value problem of elasticity 
theory. 

In the case of conditions (12,b) we have  
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Conditions (30) will be noncontradictory at 3−=χ , therefore 
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According to (18) the displacements of the boundary layer are not self-balanced, 
that is why we can’t use the previous method as Saint-Venant principle for the 
displacements is not valid. 

For the cojugation of the solutions it is possible to use the method of least 
squares, i.e. minimization of the error integral I  
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From the system of algebraic equations 
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Considering that )v,(),,0(~Im),0(~Re),0( )(
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3 , ss CC of the inner problem and )(

2
)(

1 , s
n

s
n AA  of the boundary 

layer are determined. 
The asymptotics (4), (5) and the above described method of the solution are ap-

plicable for layered beams and bars, too. The structure of solution (1) remains in 
force when solving space problems of plates and shells.  

For orthotropic plates },0,0:),,{( hzhbyaxzyxD ≤≤−≤≤≤≤  after 

the change of the variables ),min(,,, bahzyx ==== AAA ζηξ  and pass-

ing to dimensionless displacements AAA /,/v,/ wwVuU ===  we again 

come to the singularly perturbed system. In the inner problem we have asymptotics 
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The solution of the inner problem is reduced to the solution of the system 
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At 0=s  the first two equations (34), written in dimensional coordinates coincide 
with the equations of the generalized plane problem, and the last equation coin-
cides with the equation of the bend according to Kirchhoff-Love classical theory  
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of plates. The next approximations make the results according to classical theory 
more precise. 

The boundary layer for plates and shells consists of plane and antiplane 
(boundary torsion) boundary layers. The structure of the generalized plane bound-
ary layer is analogous to the structure in the plane problem, and the values of the 
antiplane boundary layer diminish when removing from the lateral surface 0=x  
as 

⎟⎟
⎠

⎞
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⎝

⎛
−

h

x

G

G π
12

23exp  and ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

h

x

G

G

2
exp

12

23 π
 (36)

corresponding to the symmetric (tension-compression) and antisymmetic (bend) 
space problems. 

Kirchhoff-Love classical theory of plates does not take into account these 
boundary layers. E. Reissner and S.A. Ambartsumyan precise theories take into 
account the antiplane boundary layer and its influence on the inner stress-strain 
state. 

4   The Solution of the Second and Mixed Space  
Boundary-Value Problem for Thin Bodies 

Classical and precise theories of beams, plates and shells consider only one class 
of problems – when on the facial surfaces of a thin body the values of the corre-
sponding stresses tensor components are given. Under other conditions on the fa-
cial surfaces, for example, when the values of displacements are given, or on one 
surface the values of stresses and on the opposite surface displacements are given 
the corresponding solutions have not been obtained yet. 

It is proved that for this class of problems hypotheses of classical and precise 
theories are not applicable [1]. For solving these classes of problems the asymp-
totic method has appeared to be very effective. Principally new asymptotics for 
stresses and displacements, permitting to obtain solutions of not only plane but 
also space problems for thin bodies, including anisotropic (21 constant of elastic-
ity) and layered problems [1,5]. 

Let us illustrate possibilities of the method by the solutions of the second and 
mixed space boundary-value problems of thermoelasticity theory for anisotropic 
plates. 

It is required to find in the area 
,,0,0:),,{( hzhbyaxzyxD ≤≤−≤≤≤≤=  )},min(, bah =<< AA  

busy with the plate of the thermoelasticity equations solution by Duhamel-Neuman 
model of an anisotropic body: 

equations of equilibrium 

),,(,0),,( zyxzyxF
zyx x
xzxyxx =+

∂
∂+

∂
∂

+
∂

∂ σσσ
 (37)
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correlations of thermoelasticity 

θασσσσσσ

θασσσσσσ

23464544342414

332211321

11161514131211

v

),,;,,;,v,;,,(

++++++=
∂
∂+

∂
∂

++++++=
∂
∂

xyxzyzzzyyxx

iii

xyxzyzzzyyxx

aaaaaa
zy

w

aaaaaawuzyx

aaaaaa
x

u

),,;6,5,4;,,;,,( 121323 αααwvuzyx  

(38)

Satisfying the boundary conditions 

),(),,(),,(v),,(v),,(),,( yxwhyxwyxhyxyxuhyxu −−− =−=−=−  (39) 

),(),,(),,(),,(),,(),,( yxhyxyxhyxyxhyx zzzzyzyzxzxz
+++ === σσσσσσ  (40)

or 

),(),,(),,(v),,(v),,(),,( yxwhyxwyxhyxyxuhyxu +++ ===  (41)

and the conditions on the lateral surface, which for now are considered to be  
arbitrary. 

In the equations (37), (38) passing to dimensionless coordinates and displace-
ments AAAAA /,/v,/,/,/,/ wWVuUhzyx ====== ζηξ , we 

again obtain singularly perturbed by small parametre A/h=ε  system, the solu-

tion of which has the form of (1), but, for intI  asymptotics (4), (33) is not admis-
sible, which indicates inapplicability of the hypotheses of classical theory for the 
solution of the above formulated problems. For their solution asymptotics is  
applicable 

0,1 ,v, =−= wuqq
ijσ  (42)

Substituting the representation (4), (42) into transformed system (37), (38) we get 

a recurrent system for determining ),,()( ζηξsQ . The solution of this system 

will contain six arbitrary functions, which are uniquely determined from condi-
tions (39), (40) or (39), (41). 

This class of problems differs from classical by this, too, as the solution intI  
becomes fully known. Rising residual on the lateral surface is removed by the so-
lution for the boundary layer, which does not influence on the solution of the inner 

problem any more. If the functions ),( yxQ±  entering conditions (39)-(41) are 

polynomials, the iteration process cuts off and we obtain a mathematically precise 
solution of the inner problem (solution for layer). 

We derive it for the plate with general anisotropy, corresponding the problem 

(39), (40), when constwu zzyzxz ==== +++−−− σσσ ,,,0v : 
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For orthotropic plates we have 
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Boundary conditions (39), (41) at 0v ≡== −−− wu , constwu =+++ ,v,  for 

orthotropic plates the precise solution corresponds 
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Asymptotics (4), (42) is applicable for the solution of the second and mixed 
boundary-value problems of layered anisotropic plates, as well as for shells [5]. 

5   Solutions of Plane and Space Dynamic Problems 

The asymptotic method is especially effective for the solution of the problems on 
forced vibrations of thin bodies. 

Consider forced vibrations of orthotropic beams-strips hyxyxD ≤≤≤= ||,0:),{( A , 

}A<<h  with the series of the boundary conditions on the facial surfaces hy ±= : 

a) tixXhxxy Ω±=± ± exp)(),(σ
 

tixYhxyy Ω±=± ± exp)(),(σ  
(47)

b) tixYxXhxhx yyxy Ω= ++ exp))(),((),(),,( σσ
 

0),(v,0),( =−=− hxhxu  
(48)

c) tixxuhxhxu Ω= ++ exp))(v),((),(v),,(  

0),(v,0),( =−=− hxhxu  
(49)

where ++±± v,,, uYX  are known functions, Ω  is the frequency of the forcing 

action. It is considered that the beam is in the conditions of the plane deformation. 
The solution of dynamic equations of the plane problem of elasticity theory will 

be sought in the form of [6,7] 

))exp(),(),,((),,(v),,,(

2,1,;,,),exp(),(),,(

tiyxuyxutyxtyxu

kjyxtiyxtyx

yx

jk

Ω=

==Ω= βασσαβ
 (50)
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Substituting (50) into the equations of dynamic problem, then passing to dimensionless 

variables hyx /,/ == ζξ A  and displacements AA /,/ yx uVuU == , we  

obtain a singularly perturbed by small parametre A/h=ε  system 
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The solution of system (51) has the form (1), where 

NsVUVU ssss
jk

s
jk ,0),,(),(),,( )()()(1int === +− εζξσεσ  (52)

Note a very important fact – asymptotics (52) of the dynamic problem solution 
principally differs from asymptotics (4), (5) of the corresponding static problem. 
Asymptotics (52) is universal, as it remains unchangeable in all dynamic plane 
and space boundary-value problems for thin bodies – beams, plates and shells. 

Substituting (52) into (51) from the obtained system it is possible to express 
)(s

jkσ  by )()( , ss VU : 
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Values )()( , ss VU  are determined from the equations 
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The solutions of equations (54) are 
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where )()( v, ssu  are the particular solutions of equations (54). 

Four functions )()( ξs
jC  are determined from the conditions for each group of 

equations (47)-(49). For example, applying (53), (55) satisfying conditions (47), 

we find )()( ξs
jC , substituting them into (55), we determine the following solu-

tion of the inner problem 
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In the analogous way the solutions corresponding conditions (48), (49) are written 
out. From the solution (56) it follows, that the solution of the dynamic inner problem 
is fully determined from the conditions on the longitudinal boundaries hy ±= , 

unlike the first static boundary-value problem (2). Therefore, the dynamic boundary 
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layer will not influence on the solution of the inner problem and will remove the 
residual on the transversal edges A,0=x  i.e. on the lateral surface. Solution (56) 

will be final, if  

0/2sin,02sin *11*66 ≠ΩΔ≠Ω βa  

These conditions are broken, when the value Ω  coincides with the frequency 
value of the free vibrations, then a resonance will arise.  

Again, if the functions ±± YX ,  are polynomials, iteration process cuts off and 

mathematically exact solution of dynamic problem for layer is obtained. 
In space dynamic problems for plates and shells, including layered, asymptotics 

(50), (52) is preserved for all stresses )3,2,1,(, =kjjkσ  and displacements 

wu ,v, . By the above described procedure the solutions of the three-dimensional 

problem equations satisfying space boundary conditions on the facial surfaces, 
like conditions (47)-(49) are determined. We bring this solution for an orthotropic 
plate ,0:,,{ axzyxD ≤≤=  }),,min(;,0 AA <<=≤≤−≤≤ hbahzhby  
corresponding to the conditions 
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particularly, simulating behaviour of the constructions foundations and airfields 
flying strips on the seismic actions 
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By the asymptotic method the solutions of the space dynamic problems for layered 
plates [8] and shells [9] can be written out, as well. 
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6   Conclusions 

An asymptotic method for the solution of two-dimensional and three-dimensional 
static and dynamic problems of elasticity theory for isotropic and anisotropic thin 
bodies is expounded. The effectiveness of the method for the solution of new 
classes of thin-body problems – in particular, for those problems that cannot be 
solved by the classic and refined theories, is illustrated. 
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Reliable Optimal Design in Contact Mechanics 
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Russian Academy of Sciences, Moscow, Russia  

Abstract. The problem of contact pressure optimization is formulated for the case 
of rigid punch interacted with elastic medium. Coupling of the punch penetration 
and action of external loads at the outside regions is taken into account. The shape 
of the punch is considered as an unknown design variable. The minimized integral 
functional characterizes the discrepancy between the actual contact pressure and 
the required pressure distribution. The problem is studied under condition that the 
total forces and moments applied to the punch and the loads acted at the outside 
regions are given. It is shown that the considered optimization problem can be 
splitted and transformed to two successively solved problems. Optimal shapes are 
found analytically for the punches having rectangular contact domains. 

1   Introduction 

In the engineering and mathematical literature there are many results concerning 
the shape optimization in contact problems of the theory of elasticity (see, for ex-
ample, Contry and Sereig (1971), Haug and Kwak (1978), Paczelt (1980), Bene-
dict and Taylor (1981), Haslinger and Neittaanmaki (1984, 1986, 1987, 1988), 
Haslinger et al. (1986), Paczelt and Szabo (1994)). In many papers devoted to con-
tact interaction of rigid bodies (punchs) and elastic (deformable) medium the 
analysis and optimization problems were considered in the frame of static, qua-
sistatic and dynamic approaches. It was also supposed that the loading configura-
tion fully describes the distribution, magnitude and domains of application of all 
the mechanical loads; no variability of the load configuration was allowed. 

The problems of contact stress minimization have been rigorously formulated 
and investigated by Haug and Kwak (1978). In this paper the unknown contour 
was taken as a design variable and numerical optimization method was proposed. 
It was shown by Benedict and Taylor (1981) that a Lagrange multiplier technique 
can be used to transform the inequality equilibrium relations found for contact 
problems to equality relations. Besides, an efficient numerical contact problem so-
lution based on a direct minimization of the potential energy function by a con-
strained quadratic programming algorithm was developed and demonstrated on 
several examples.  
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A new optimization problem of controlling the contact pressure p  was pre-

sented by Paczelt and Szabo (1994). The minimum of the maximal contact pres-

sure maxp  was investigated under the constraints that the contact pressure should 

satisfy the inequality 0p ≥  as well as the controlling condition maxvp p≥ , 

where ( )v x  is the controller function. It was also taken into account that the gap 

between two bodies should be positive or zero after deformation. Some numerical 
examples demonstrated of the controlling technique for the shape optimization 
problem of a roller bearing were presented.  

Some mathematical aspects of the shape optimization theory have been studied 
by Haslinger, Neittaanmaki and Tiihonen. The existence of the optimal shapes in 
contact problem was proved by Haslinger and Neittaanmaki (1984). The questions 
of approximation and numerical realization were investigated by Haslinger and 
Neittaanmaki (1986, 1987, 1988), Haslinger et al. (1986). Note that a nonlinear 
programming approach to the contact optimization problems for elastic plates with 
pointed supports has been described by Kartvelishvily (1974) and Banichuk 
(1983). 

After the pioneering theoretical works by Galin (1976, 1980), Galin and Gor-
yacheva (1977), the wear process was taken into account in analysis and optimiza-
tion of contact interaction. Some important results in this direction were obtained 
by Goryacheva and her coworkers (Goryacheva and Chekina 1989, Goryacheva 
and Dobychin 1984, Goryacheva and Torskaya 1992) and Paczelt and Mroz (2005. 
2007, 2009). 

Note also some new optimization problems in contact mechanics with incom-
plete data concerning external loadings studied by Banichuk and Ivanova (2009).  

The purpose of this investigation is to develop an effective approach for a class 
of optimal design problems for system consisting of rigid and elastic bodies inter-
acted without friction. Problems involving two loading systems are considered. 
The first one consists of a given forces and moments applied to a punch and  
the second one is represented by a fixed distributed loads acted at the regions out-
side the contact domain. The pressure positiveness constraint is important to the 
nature of these problems imposes a unilateral constraint on the contact pressure 
distribution. 

A contact problem formulation that is well suited to optimal design techniques 
is developed. This formulation is used to derive an effective decomposition 
method and optimality conditions for contact pressure distribution. As a result of 
performed decomposition of the original shape optimization problem we effec-
tively find the optimal contact pressure (at the first stage) and the corresponding 
shape of the rigid punch penetrated into elastic half-space (at the second stage). 
The last sub-problem is solved taking into account the application of found pres-
sure distribution in the contact domain and given normal loads in the outside re-
gions. Some analytical solutions are obtained for a rectangular (in-plane) punch 
and various pointed loads.  
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2   Formulation of the Problem 

Consider in rectangular coordinate system 0xyz  the equilibrium of a rigid punch 

interacted without friction with an elastic half-space. The plane 0x y  bounding 

elastic half-space 0z ≥  and denoting by Ω  contains the domain of contact fΩ  

(base of the punch), the regions of external forces ( ),iq x y  application i
qΩ  

( 1, 2,...,i m= ) and the domain 0Ω  that is free of loads, i.e. 

0f qΩ = Ω + Ω + Ω , where i
q qΩ = Ω∪ . Here we suppose that 0i

f qΩ Ω =∩  

for 1, 2,...,i m= . The punch is in equilibrium under applied external forces and 

moments and reaction of the elastic medium. Surface of the punch is described by 

the equation ( ),z f x y= , ( ), fx y ∈Ω . Boundary conditions for considered 

problem of the theory of elasticity are written in the case of frictionless contact in-
teraction as 

( ) ( ), , 0, 0, ,xz yz fw f x y x yσ σ=    =    =       ∈Ω     (1)

( ) 00, 0, 0, ,zz xz yz x yσ σ σ=    =    =       ∈Ω  (2)

( ) ( ), , 0, 0, , i
zz i xz yz qq x y x yσ σ σ=    =    =       ∈Ω  (3)

where 1, 2,...,i m=  and m  - given number. The normal component  w  of the 

displacement vector is oriented in z - direction and kjσ  ( , , ,k j x y z= ) – com-

ponents of the stress tensor. Contact pressure is described by the function ( ),p x y , 

i.e. ( ),zz p x yσ = , ( ), fx y ∈Ω . If the pressure distribution ( ),p x y  defined 

on the bottom of the punch is known, then the resulting force P  and moments 

,x yM M  can be evaluated. In what follows we suppose that the values P , 

,x yM M  are given and play the role of the problem constraints. We have  

( ) ( ),
f

fP p p x y d P∗

Ω

= Ω =∫  (4)

( ) ( ),
f

y f yM p xp x y d M ∗

Ω

   = Ω =∫  (5)

( ) ( ),
f

x f xM p yp x y d M ∗

Ω

= Ω =∫  (6)

where 0, 0, , 0y xP M M∗ ∗ ∗≥   ≥   ≥  - given positive values.  
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It is required also that 

( ) ( ), 0, , fp p x y x y= ≥       ∈Ω  (7)

As an optimized functional we consider the following integral 

( ) ( )2
[ ]

f

g fJ J p f p p d
Ω

= = − Ω∫  (8)

where ( ),gp x y  - given function characterized the required pressure distribution. 

Functional (8) determines the discrepancy between the actual pressure ( ),p x y  

corresponding some punch shape ( ),f x y  and required pressure distribution 

( ).gp x y . In particular, the function gp  can be given as the constant pressure 

distribution. 
Let us consider the following shape optimization problem. It is required to de-

termine the function ( ),f x y  describing the shape of the punch and minimizing 

the discrepancy functional  

( ) ( )min [ ] [ ]
f

J J p f J p f∗ ∗= =  (9)

under conditions (1)-(7). 
Formulated optimization problem (1)-(9) can be reduced to two successively 

solved problems. The first problem consists in finding such contact pressure dis-

tribution p∗  that minimizes the discrepancy functional (8) under constraints (4)-

(7). The second problem consists in determining the shape of the punch ( ),f x y∗  

for which the obtained optimal pressure distribution ( ),p x y∗  is realized.   

3   Finding of the Optimal Pressure Distribution 

To find the optimal pressure distribution ( ),p x y∗  minimizing the functional (8), 

let us consider the constraints (4)-(7) imposed on the integral characteristics (4)-
(6) and local constraint (7). To take into account the local constraint we represent 
the condition (7) in the form 

( ) ( )2 , 0, , fp x y x yψ− =       ∈Ω  (10)

where ( ),x yψ  - unknown variable determined in the process of solution. Con-

struct the augmented Lagrange functional LJ  for the formulated problem of pres-
sure optimization. We have   
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( ) ( ){ }2 2

f

L
g fJ p p p xp yp p dλ α β χ ψ

Ω

= − − − − − − Ω∫  (11)

where λ , α , β  - Lagrange multipliers and ( ),x yχ  - Lagrange function. Ex-

tremum conditions for the functional (11) with respect to variables p  and ψ  are 

written in the form 

( ) ( )1
, ,

2g fp p x y x yλ α β χ= + + + +       ∈Ω  (12)

( )0, , fx yψχ =       ∈Ω  (13)

The pressure distribution (12) contains the unknown values λ , α , β , χ . To 

determine the constraints λ , α , β  we can use the equalities (4)-(6). The func-

tion χ  is found with the help of (13). Using the condition (13) and representation 

( ) ( )2, ,p x y x yψ=  we can find that ( ), 0x yχ =  for ( ), f fx y +∈Ω ⊂ Ω , 

if ( ), 0x yψ ≠ . If ( ), 0x yψ = , then ( ), 0p x y =  for ( ), f fx y −∈Ω ⊂ Ω . 

In general case we can divide the original domain fΩ  into two sub-domains  

f
+Ω , f

−Ω  ( f f f
+ −Ω + Ω = Ω ), where ( ), 0p x y >  ( ( ), fx y +∈Ω ) and 

( ), 0p x y =  ( ( ), fx y −∈Ω ). 

Taking into account (10), (12), (13) we will have the following expression for 

the optimal pressure distribution in the domain fΩ   

( ) ( ){ }, max 0, ,p x y p x y+
∗ =  (14)

( ) ( ) ( )1
, ,

2gp x y p x y x yλ α β+ = + + +  (15)

The operation max in (14) means that we choose the maximum of two values 
written in parentheses. The unknown Lagrange multipliers are found with the help 
of the linear system of algebraic equations 

( )
( )
( )

2 2

2 2

2 2

g
y x

g
y y xy y y y

g
x xy x x x x

S S S P P P

S I I M M M

S I I M M M

λ α β

λ α β

λ α β

+ + + ∗ +

+ + + ∗ +

+ + + ∗ +

+ + = = −

+ + = = −

+ + = = −

�

�

�
 (16)
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where the contact area S + , the statical moments yS + , xS + , the moments of inertia 

xI + , yI + , xyI + and the values P+ , yM + , xM +  are determined as 

2 2

, ,

, ,

, ,

f f f

f f f

f f f

y x

y x xy

g g g
g y g x g

S dxdy S xdxdy S ydxdy

I x dxdy I y dxdy I xydxdy

P p dxdy M xp dxdy M yp dxdy

+ + +

+ + +

+ + +

+ + +

Ω Ω Ω

+ + +

Ω Ω Ω

+ + +

Ω Ω Ω

=    =    =

=    =    =

=    =    =

∫ ∫ ∫

∫ ∫ ∫

∫ ∫ ∫

 
(17)

Let the contact pressure is positive ( 0p > ) in the domain ( )f f f
+Ω  Ω = Ω  and 

this domain is symmetrical with respect to the axes x  and y . Then 

0x y xys s I= = =  and we have 

2 2
2 , ,y x

y x

M M
P

I I
λ α β=    =    =

� ��  (18)

If in addition the function ( ),gp x y  is also symmetrical with respect to x  and 

y  then the following equalities will be satisfied 

0, 0

2 2
,

f f

g g
y g x g

y x

y x

M xp dxdy M yp dxdy

M M

I I
α β

Ω Ω

∗ ∗

= =    = =

=    =

∫ ∫
 (19)

Consider the case when the middle pressure 

( )1
,

f

mp p x y dxdy
S Ω

= ∫  

is taken as a required pressure distribution ( ),gp x y , i.e. 

( ), , , 0
f

g m g

P
p p P p x y dxdy P P

S

∗
∗ ∗

Ω

= =    = =    =∫ �  (20)

 



Reliable Optimal Design in Contact Mechanics 33
 

In this case we obtain 

( ) 1 1
0, ,

2 2

P
p x y x y

S
λ α β

∗

∗=    = + +  (21)

4   Determination of the Optimal Punch Shape 

The direct determination of the optimal punch shape is reduced to the following 

boundary value problem. It is required to find normal displacements ( ), ,0w x y  

defined in the contact domain fΩ  and corresponding boundary conditions (2), (3) 

and 

( ) ( ), , 0, 0 ,zz xz yz fp x y x yσ σ σ∗=    =    =       ∈Ω  (22)

The solution of the boundary value problem of the theory of elasticity is found 

with the help of potential of “simple layer” ( ), ,x y zω  and is written as 

( ) ( ) ( )
( ) ( )

( )
( ) ( )

2 2 2

2 2 21

,
, , , ,

,

f

i
q

m
i

i

p x y dx dy
w x y z x y z

x x y y z

q x y dx dy

x x y y z

κω κ

κ

∗

Ω

= Ω

′ ′ ′ ′
= = +

′ ′− + − +

′ ′ ′ ′
+

′ ′− + − +

∫

∑ ∫
 (23)

where ( )21 / Eκ ν π= − . Consequently, the optimal punch shape corresponding 

to the optimal contact pressure ( ),p x y∗ ′ ′  and given normal loads ( ),zq x y′ ′  

applied to the region qΩ  can be represented in the form   

( ) ( ) ( ) ( )

( )
( )

( )
( )

1

, , ,0 , ,0 , ,0

, ,
,

, , , , , ,

i

i
i

f q

m

p q
i

i
p q

f x y x y x y x y

p x y dx dy q x y dx dy

x y x y x y x y

κω κ ω ω

ω ω
ρ ρ

∗

∗

∗
=

∗

Ω Ω

⎡ ⎤= = +⎢ ⎥⎣ ⎦
′ ′ ′ ′ ′ ′ ′ ′

=    =
′ ′ ′ ′

∑

∫ ∫
 (24)

Here ( ) ( ) ( )2 2
, , ,x y x y x x y yρ ′ ′ ′ ′= − + − . The influence of the external 

loads ( ),iq x y  on the optimal shape is described by the terms 
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( ) ( ), , ,0 , 1,...,
i iq qf x y x y i mκω=    =  (25)

and the term 

( ) ( ), , ,0p pf x y x yκω
∗ ∗

=  (26)

determines the optimal shape in the case 0, 1,...,iq i m=    = , i.e.  

( ) ( ) ( ) ( ) ( )
1

, , , , ,
i

m

p q p q
i

f x y f x y f x y f x y f x y
∗ ∗∗

=
= + = +∑  (27)

If the external loads are represented by the pointed forces 

( ) ( ) ( ), , , , i
i i i i i i qq x y Q x x y y x yδ= − −    ∈Ω  (28)

then, as it follows from (25), (28) and (24), we have  

( ) ( )
( ) ( ) ( )

1

2 2

,
, , ,

, , ,

m
i

q
i i i

i i i i

Q
f x y

x y x y

x y x y x x y y

κ
ρ

ρ

=

=

= − + −

∑
 (29)

Consider the case of rectangular (in plane) punch ( ),f a x a b y bΩ   − ≤ ≤  − ≤ ≤  

where ,a b  - given values. Suppose that  

( ), const 0gp x y = >  (30)

and introduce the notation 

1 1 1
, ,

2 2 2gC p A Bλ α β= +    =    =  

In this case the optimal pressure distribution is given by a linear function of the 
independent coordinates ,x y′ ′ , i.e. 

( ),p x y C Ax By∗ ′ ′= + +  (31)
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Corresponding solution for ( ),pf x y
∗

 has been found by Banichuk (2009) and 

has the explicit form 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

0

0 1 1 2 2 3 3 4 4

2 2 2 2
1 1 2 2 3 3 4 4

1 1 2 2 3 3 4 4

1 1
, , ,

2 2

1
, , , ,

2

, , , ,

, , , ,

p C s

C

s

f C Ax By D x y AD x y BD x y

D t x y t x y t x y t x y

D t x y t x y t x y t x y

D t g x y t g x y t g x y t g x y

κ

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

∗

⎧ ⎫= + + + +⎨ ⎬
⎩ ⎭

= + + +⎡ ⎤⎣ ⎦

= + + +

= + + +

 (32)
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Fig. 1. Optimal shape f  without outside contact domain loading ( )0γ = .
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Here we use the following notations 

1 2 3 4

2 2 2 2 2 2 2 2
1 3 4 2 2 3 3 1 4 4 1 2

1 3 4 1 2 2 4 2

3 1 2 3 1 1 3 4

3 4 4 2 4 1
1 2

3 4 4 2 4 1

, , , ,

, , , ,

2 , 2 ,

2 , 2 ,

ln , ln

t a x t b y t a x t b y

t t t t t t t t

g t g t

g t g t

t t t

t t t

ρ ρ ρ ρ

ρ ρ ρ ρ

ρ ρ ρ ρ

ρ ρ ρϕ ϕ
ρ ρ ρ

= −    = −    = +    = +

= +    = +    = +    = +

= + −    = + −

= + −    = + −

⎛ ⎞+ + +=     =  ⎜ ⎟− − −⎝ ⎠
2 3

2 3

4 3 3 12 2 1 4
3 4

2 2 1 4 4 3 3 1

,

ln , ln

t

t

t tt t

t t t t

ρ
ρ

ρ ρρ ρϕ ϕ
ρ ρ ρ ρ

⎛ ⎞+
⎜ ⎟−⎝ ⎠
⎛ ⎞⎛ ⎞ + ++ +=     =   ⎜ ⎟⎜ ⎟− − − −⎝ ⎠ ⎝ ⎠

 

(33)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 −1
0

1
3.5

4

4.5

5

5.5

6

6.5

7

7.5

y

x

f

 

Fig. 2. Optimal shape f  for the only force applied outside contact domain at the point 

( )2 , 0x a y= = , when 1γ = . 
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Let us present some particular examples for rectangular punch 
( ,a x a b y b− ≤ ≤  − ≤ ≤ ), when 

0, 0, ,x y g

P
M M P P p

S

∗
∗ ∗ ∗=    =    =    =  (34)

and consequently, as it is seen from (16)-(21), we have ( 0x yP M M= = =� � � ) 

( )0, ,
P

p x y
S

λ α β
∗

∗= = =    =  (35)

Consider at first the case of action of one pointed load ( )1 ,q Q x c yδ= −  applied at 

the point ( )1 1, 0x c y c a=  =    > . With the help of (27), (29), (32), (33) we obtain  

( )
( )

0 2 2
,p q g

g

Q
f f f p D x y

p x c y
κ

∗

⎡ ⎤
⎢ ⎥= + = +
⎢ ⎥− +⎣ ⎦

 (36)
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Fig. 3. Optimal shape f  for the only force applied at the point ( )2 , 0x a y= = , when 

5γ = . 
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Using the dimensionless values 

2
, , ,

g g

x y f Q
x y f

a a a p a p
γ

κ
=    =    =    =�� �  (37)

we present at fig. 1, fig. 2 and fig. 3 the optimal shape 

( )0 2
2

,f D x y
c

x y
a

γ= +
⎛ ⎞− +⎜ ⎟
⎝ ⎠

� � �

� �

 
(38)

Presented optimal shapes correspond to the following parameters: 
0, .0, 5.0γ =    1    ; / 1b a = ; / 2c a = ; 1 1x− ≤ ≤� ; 1 1y− ≤ ≤� . (The tilde 

at all figures is omitted). Note that the optimal shape shown in fig. 1 when 0γ =  

(the punch is free of outside contact domain loadings) is symmetrical with respect 
to the coordinates x  and y . 
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Fig. 4. Optimal shape f  under loading of four pointed forces ( )2 , 0x a y= = , 

( )2 , 0x a y= − = , ( )0, 2x y b= = , ( )0, 2x y b= = − applied outside contact 

domain, when 5γ = . 



Reliable Optimal Design in Contact Mechanics 39
 

Consider another case when a system of four pointed forces 

( ),i i iq Q x x y yδ= − − , 1, 2,3,4i =  is applied outside contact domain at the points 

( )1 12 , 0x a y= = , ( )2 20, 2x y b= = , ( )3 32 , 0x a y= − = , 

( )4 40, 2x y b= = − . Using (27), (29), (32), (33) we will obtain 

( )
( ) ( )

4

0 2 2
1

1
,g

ig
i i

Q
f p D x y

p x x y y
κ

=

⎡ ⎤
⎢ ⎥= +
⎢ ⎥− + −⎣ ⎦

∑  (39)

In dimensionless variables (37) we have the following expression 
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Fig. 5. Optimal shape f  under loading of four pointed forces ( )2 , 2x a y b= = , 

( )2 , 2x a y b= − = , ( )2 , 2x a y b= = − , ( )2 , 2x a y b= − = −  applied outside 

contact domain, when 5γ = . 
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( )
4

0 2 2
1

1
,

i
i i

f D x y
x y

x y
a a

γ
=

= +
⎛ ⎞ ⎛ ⎞− + −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

∑� � �

� �

 
(40)

depending on parameters γ , /b a .  

The optimal shape (40) is shown in fig. 4 for 5.0γ = , / 1b a = . This optimal 

shape is also symmetrical with respect to coordinates x  and y but in comparison 

with the shape shown in fig. 1 it is more truncated. 

−1

0

1 −1 −0.5 0 0.5 1

5

5.5

6

6.5

7

7.5

8

8.5

9

y
x

f

 

Fig. 6. Optimal shape f  for the only force applied outside contact domain at the point 

( )2 , 2x a y b= = , when 5γ = . 

The optimal shape presented in fig. 5 corresponds to the case of four pointed 

forces ( ),i i iq Q x x y yδ= − − , 1, 2,3,4i =  applied outside contact domain at 

the points ( )1 12 , 2x a y b= = , ( )2 22 , 2x a y b= − = , ( )3 32 , 2x a y b= = − , 
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( )4 42 , 2x a y b= − = −  for 5.0γ = , / 1b a = . The shape shown in fig. 6 cor-

responds to the case of the only pointed force applied outside contact domain at 

the point ( )2 , 2x a y b= =  for 5.0γ = , / 1b a = . As it is seen from the pre-

sented figures, the depth of punch penetration is increased, if  the outside contact 
domain force is increased. 

5   Conclusions 

In this paper we formulated and investigated the problem of contact pressure op-
timization for the rigid punch interacted without friction with an elastic medium. 
The forces and moments applied to the punch and the external loads acted at the 
outside regions were taken into account. All considerations have been performed 
in the frame of quasistatical loading of the system: rigid punch – elastic founda-
tion. It was shown that the application of the proposed approach gives us the pos-
sibility to decompose the formulated optimization problem to two successively 
solved problems. The first problem is concerned with the finding of the pressure 
distribution realized the minimal value of considered discrepancy functional under 
constraints on the equilibrium equations and positive pressure condition. The sec-
ond problem is concerned with the finding of the optimal punch shape and is re-
duced to determination of the normal displacements arising as a result of solution 
of the first problem. The shape of optimal punch has been found in the form of 
“simple layer potential” corresponding to the case of linear distributed contact 
pressure. 

It was obtained analytical solution of the shape optimization problem for the 
punch having rectangular form in plan. Note, that the proposed approach can be 
applied to the case of a system of contacted punches. The main results obtained in 
this study are illustrated using examples of normal loads application in the some 
given domain. Of course, there are many other cases with tangential loads action, 
which can be effectively represented. 
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Abstract. Engineering structures such as aircraft, bridges, dams, nuclear contain-
ments and ships, as well as computer circuits, chips and MEMS, should be designed
for failure probability < 10−6–10−7 per lifetime. The safety factors required to en-
sure it are still determined empirically, even though they represent much larger and
much more uncertain corrections to deterministic calculations than do the typical er-
rors of modern computer analysis of structures. The empirical approach is sufficient
for perfectly brittle and perfectly ductile structures since the cumulative distribution
function (cdf) of random strength is known, making it possible to extrapolate to the
tail from the mean and variance. However, the empirical approach does not apply to
structures consisting of quasibrittle materials, which are brittle materials with inho-
mogeneities that are not negligible compared to structure size. This paper presents a
refined theory on the strength distribution of quasibrittle structures, which is based
on the fracture mechanics of nanocracks propagating by activation energy controlled
small jumps through a nano-structure and an analytical model for the multi-scale
transition of strength statistics. Based on the power law for creep crack growth rate
and the cdf of material strength, the lifetime distribution of quasibrittle structures
under constant load is derived. Both the strength and lifetime cdf’s are shown to be
size- and geometry- dependent. The theory predicts intricate size effects on both the
mean structural strength and lifetime, the latter being much stronger. The theory is
shown to match the experimentally observed systematic deviations of strength and
lifetime histograms of industrial ceramics from the Weibull distribution.

1 Introduction

In the design of various engineering structures, it is of paramount importance to
understand and ascertain the types of probability distributions of structural strength
since an experimental verification of design strength for the tolerable failure proba-
bility Pf < 10−6 [21, 38, 36] is virtually impossible. For perfectly brittle structures

� This paper is an authorized republication, with minor modification, of a previous paper in
CD proceedings [6].
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failing at initiation of a macro-crack from one representative volume element (RVE)
with a negligible size, the strength distribution is known to be Weibullian, based on
the infinite weakest link model. For perfectly ductile structures, the failure load is a
weighted sum of the strengths of the RVEs along the failure surface. According to
the Central Limit Theorem, the strength distribution must follow the Gaussian (or
normal) distribution, except the remote tail.

It has been shown that the failure behavior of quasibrittle structures varies from
quasi-plastic to perfectly brittle as the structure size increases [14, 2, 3]. Conse-
quently, it must be expected that the type of probabilistic distribution of strength of
quasibrittle structures will vary with the structure size and geometry.

This study deals with quasibrittle structures of positive geometry, which is a
broad class of sturctures that fail at the macro-crack initiation from one RVE. Exten-
sive experimental data showed that the strength histograms of various quasibrittle
materials, such as concrete [56], industrial and dental ceramics[37, 34, 46, 47, 52],
and fiber composites [55, 54], consistently deviate from the two-parameter Weibull
distribution. Recently, the three-parameter Weibull distribution with a non-zero
threshold has been adopted as a remedy [27, 49, 22].

It is observed, however, that the three-parameter Weibull distribution still shows
a systematic deviation from sufficiently broad experimental histograms in the high
probability regime (Fig. 10 in [13]). Furthermore, the three-parameter Weibull dis-
tribution implies a vanishing size effect on the mean strength for large size struc-
tures, which does not agree with the experimental observations [32, 39]. In fact, the
experimental size effect curve on concrete and fiber composites [16, 18] at large size
limit implies that the threshold must be zero [39].

Recent studies [12, 13] showed that the problem actually lies in the assumption of
infinite weakest-link model which underlies the Weibull statistics of strength. One
must consider a finite weakest-link model because of the fact that the size of one
RVE is not negligible compared to the structure size, which is the salient feature of
all quasibrittle structures. A probabilistic theory was recently developed to model
the strength distribution of quasibrittle structures [12, 13, 8].

The theory is derived from the strength statistics of a nano-structure considered as
a nano-scale block of either a regular lattice or a disordered nano-structure, which is
based on the probabilistic fracture mechanics of random jumps of the crack tip prop-
agating through the nano-structure [7, 8]. The transition of strength statistics from
the nano-scale to the RVE scale can be statistically represented by a hierarchical
model consisting of bundles and chains [12, 13]. Based on the asymptotic proper-
ties of strength cdf’s of bundles and chains, it has been shown that the strength cdf
of one RVE can be approximately modeled as a Gaussian distribution onto which a
power-law tail is grafted at the failure probability of about Pf ≈ 10−4–10−3.

With the crack growth rate law, the theory is further extended to model the life-
time cdf of quasibrittle structures under constant loads [8, 33, 5]. The model agrees
well with the strength and lifetime histograms of various quasibrittle materials such
as concrete, industrial and dental ceramics, and fiber composites [13, 39, 32].

This paper, representing both a digest and an extension of [8], reviews the re-
cently developed theory, and derives some key asymptotic properties of strength
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distribution of bundles with softening stress-strain behavior, which further validates
the grafted distribution of RVE strength underlying the weakest-link model of struc-
tural failure. The theory is then verified by optimum fits of some recent tests of the
strength and lifetime histograms of industrial ceramics.

2 Failure Statistics of Nano-structure

The failure of a structure originates from the failure of its nano-structures, either
atomic lattice blocks or disordered nano-structures. Naturally, the statistics of struc-
tural failure at macro-scale must be related to the statistics of breakage of nano-
structures. In the present theory, a nano-crack is considered to propagate by random
jumps through either an atomic lattice block or through a disordered nano-structure.
These jumps are governed by the activation energy barriers separating a series of
metastable states on the surface of the free energy potential of the nano-structure.

When the nano-crack advances by one atomic spacing or one nano-
inhomogeneity, the energy release due to fracture must correspond to the change
of activation energy barrier. Based on the equivalent linear elastic fracture mechan-
ics, the energy release can be explicitly related to the remote stress applied on the
nano-structure [7, 8].

Since the interatomic separation across the crack line increases by only a small
fraction of the atomic spacing during each jump, the activation energy barrier for
the forward jump differs very little from the backward jump. Therefore, the jumps
of the state of nano-structure must be happening in both directions, though with
slightly different frequencies.

By virtue of the transition rate theory [30, 40], the first-passage time for each
transition can be calculated by Kramer’s formula [45], which gives the net frequency
of the propagation of nano-crack. After a number of jumps of the nano-crack tip,
the crack loses its stability and propagates dynamically, which leads to the break of
nano-structure.

It may reasonably be assumed that each jump of the nano-crack tip is history
independent [31]. Therefore, the failure probability of the nano-structure is propor-
tional to the sum of frequencies of all the jumps needed to reach a certain critical
crack length. The failure probability has thus been found to follow a power-law
function of the remote stress with a zero threshold (e.g. [7] and [8]).

3 Multi-scale Transition of Strength Statistics

To relate the strength cdf of an RVE at the macro-scale to the strength cdf of a nano-
structure, a certain statistical multiscale transition framework is needed. Though var-
ious stochastic multi-scale numerical approaches have been proposed [53, 26, 57],
the capability of these approaches is always limited due to incomplete knowledge
of the uncertainties in the information across all the scales. Instead, for the sole
purpose of statistics, the multi-scale transition of strength statistics has been char-
acterized by a hierarchical model, which consists of bundles and chains shown in
Fig. 1 [12, 13].
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Fig. 1. Hierarchical model for multiscale transition of strength statistics.

For a chain of nc elements where all of the elements have a strength cdf with a
power-law tail of exponent p, the strength cdf of the entire chain has also a power-
law tail and its exponent is also p. If the tail exponents for different elements in the
chain are different, then the smallest one is the tail exponent of the cdf of strength.

For a bundle of nb elements (or fibers) of random strength, the strength cdf of
a bundle depends on the load-sharing mechanism of the fiber. Various load sharing
rules have been discussed in the literatures [20, 41, 42, 43, 35]. A more realistic
model is to derive the load redistribution rule based on a mechanical model. Con-
sider that all the elements (fibers) have the same elastic stiffness and are subjected
to the same displacement.

Two limiting cases are now well understood: 1) the brittle failure, in which the
stress in the fiber suddenly drops to zero once it reaches the peak stress, and 2) the
plastic failure, in which, after the fiber reaches the peak stress, the stress remains
constant as the displacement increases. Two asymptotic properties are of interests
here: the tail behavior of strength cdf of a bundle and the type of strength cdf for a
large bundle.

For a bundle of nb fibers, if the strength cdf of each fiber has a power-law tail of
exponent pi(i = 1, ...,nb), then the strength cdf of the bundle has also a power-law
tail, with its exponent being p = ∑n

i=1 pi. For the plastic bundle, this property can
simply be proven by asymptotic expansion of cdf [13] or through Laplace transform
of cdf. For the brittle bundle, this property was proven by induction based on the set
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theory [28, 44]. A simpler proof was presented in [13] based on asymptotic expan-
sion of the recursive equation for the strength cdf of brittle bundle by Daniels [20],
who also showed that the cdf of a brittle bundle approaches Gaussian distribution as
nb → ∞. For a plastic bundle, such a convergence is obvious by virtue of the Central
Limit Theorem.

However, the actual behavior of a fiber may exhibit gradual post-peak softening.
For this intermediate case, the proof of additivity of tail exponents and the conver-
gence to Gaussian distribution for a large bundle is still lacking. Here we present a
simple proof.

Consider a bundle with two fibers having the same cross section area, although
a generalization to any number of fibers is easy. Assume that each element has a
bi-linear stress-strain curve (Fig. 2a), which has an elastic modulus E and softening
modulus Et (Et ≤ 0). Let the only random variable be the peak strength σi (i = 1,2).
Then the peak of average stress in the bundle can be written as:

σb = max
ε

[s1(ε)+ s2(ε)]/2 (1)

where ε = strain in the fiber, and s1,s2 = stresses in fibers 1 and 2. We seek the
critical strain ε∗ at which the load on the bundle reaches its maximum. The critical
strain depends on the ratio α = −Et/E (α ≥ 0). Two cases must be distinguished,
depending on whether the weaker element fails completely (1) before or (2) after
the stronger element reaches its peak.

Let the two fibers be numbered such that σ1 ≤ σ2. Then the peak stress of the
bundle, σb, can be written as follows:

Case 1: 0 ≤ α ≤ 1

if (1 + α)σ1/α > σ2: σb = [(1 + α)σ1 +(1−α)σ2]/2 (2)

if (1 + α)σ1/α ≤ σ2: σb = σ2/2 (3)

Case 2: α > 1

if (1 + α)σ1/α > σ2: σb = σ1 (4)

if (1 + α)σ1/α ≤ σ2: σb = max(σ1,σ2/2) (5)

Note that these results cover not only the softening bundles but also the limit cases
of both the plastic and brittle bundles. When α = 0, the element is plastic and the
peak average stress in the bundle is (σ1 + σ2)/2 (which was statistically analyzed
in [13]). When α → ∞, the element is brittle and the peak stress of the bundle is
max(σ1,σ2/2) [20].

If the average bundle strength is less than a prescribed value S, i.e. σb ≤ S, then,
based on Eqs. 2-5, the strength of each fiber must lie in the domain Ω2(S), shown
in Figs. 2 b and c. Since the strengths of these two fibers are independent random
variables, we may use the joint probability theorem to express the cdf of the average
bundle strength;

G2(S) = 2
∫

Ω2(S)
f1(σ1) f2(σ2)dσ1dσ2 (6)
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Fig. 2. a) Mechanical behavior of softening fiber, b) Feasible region of strength of fibers for
α < 1, c) Feasible region of strength of fibers for α ≥ 1.

where fi = probability density function (pdf) of the strength of the ith element (i =
1,2). For the limiting cases of brittle and plastic bundles, Eq. 6 becomes equivalent
to Daniels’ formulation for the brittle bundle [20] and the convolution integral for
the plastic bundle becomes equivalent to the formulation in [13].

Now we assume that the strength of each fiber has a cdf with a power-law tail,
i.e. Pi(σ) = (σ/s0)pi . Considering the transformation: yi = σi/S, we can write the
cdf of bundle strength as:

G2(S) = 2S(p1+p2)
∫

Ω2(1)

p1 p2

sp1+p2
0

yp1−1
1 yp2−1

2 dy1dy2 (7)

where Ω2(1) denotes the feasible region Ω2(S) normalized by S. Since the integral
in Eq. 7 results in a constant, the cdf of bundle strength has a power-law tail whose
exponent is p1 + p2. Q.E.D.

By induction, the foregoing analysis is then easily extended to a bundle with nb

fibers, for which the cdf of average bundle strength can be written as:

Gnb(S) = nb!
∫

Ωnb (S)

nb

∏
i=1

fi(σi)dσ1dσ2...dσnb (8)
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= nb!Sp1+p2+...+pnb

∫
Ωnb (1)

(
nb

∏
i=1

piy
pi−1
i

spi
0

)
dy1dy2...dynb (9)

where Ωnb(S) is the feasible region of stresses in all the fibers, which defines an nb-
dimensional space, and Ωnb(1) is the corresponding feasible region of normalized
stresses, yi = σi/S.

Thus, regardless of the post-peak slope Et of each fiber, it is proven that, if each
fiber strength has a cdf with a power-law tail, then the cdf of bundle strength will also
have a power-law tail, and the power-law exponent will be the sum of the exponents
of the power-law tails of the cdf’s of all the fibers in the bundle.

The reach of power-law tail of the strength cdf of softening bundle was shown to
be another important consideration [13]. It can be calculated from Eq. 9. However,
for large bundles, it is difficult to handle the integral in Eq. 9 numerically. Previous
studies [12, 13] showed that the reach of power-law tail decreases with the num-
ber nb of elements rapidly as Ptnb ∼ (Pt1/nb)nb − (Pt1/3nb)nb for brittle bundles, or
(Pt1/nb)nb for plastic bundles, where Pt1 = failure probability at the terminal point of
the power-law tail of one fiber. Since the behavior of softening bundles is bounded
between these two extreme cases, the rate of shortening of power-law tail of strength
cdf of the softening bundles must lie between them; i.e.

Ptnb ∼ (Pt1/nb)nb − (Pt1/3nb)nb (10)

The series coupling, by contrast, was shown to extend the power-law tail [13]—
roughly by one order of magnitude for each ten-fold increase in the number links.

Another important asymptotic property is the type of cdf of strength of large bun-
dles. For brittle bundles, Daniels derived a recursive equation for the strength cdf of
a bundle with nb fibers and showed that the strength cdf of large bundles approaches
the Gaussian (or normal) distribution [20]. This property is obviously also true for
plastic bundles; it is a natural consequence of the Central Limit Theorem since the
strength of a plastic bundle is the sum of strengths of all the fibers.

To prove that this asymptotic property applies to all the bundles regardless of
their post-peak softening stiffness Et , consider a bundle of 3nb fibers (or elements).

The load carried by the bundle is given by F(ε) = max
[
∑3nb+1

j=2 σ j(ε)A
]
, where

A = cross section area of each fiber, σ j = stress in jth element, and ε = strain in
each element. The mechanical behavior of each fiber can be random. This causes
the randomness of the critical value ε∗ of strain ε , at which F reaches its maximum
value. We label the 3nb elements by j = 2,3,4, ...3nb +1, arrange them according to
their breaking order, and divide them into two groups with different load resultants:

FA(ε) = ∑
i=3k

σi(ε)A, FB(ε) = ∑
i=3k±1

σi(ε)A (k = 1,2,3, ...nb). (11)

The maximum load carried by the bundle is:

Fmax = FA(ε∗)+ FB(ε∗) (12)
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Fig. 3. Stress distribution of fibers within a large bundle.

If n is large, then the stress distribution over the elements in these two groups will be
similar to that in the bundle (Fig. 3). It follows that the cdf of Fmax (i.e. the strength
of bundle) and the cdf’s of FA(ε∗) and FB(ε∗) are of the same type. Then, to satisfy
Eq. 12, the only possible distribution of Fmax is the Gaussian distribution (note that
this argument would not apply if the we divided the bundle into 2 groups with the
same number of elements and the same resultant for large nb).

However, the rate of convergence depends on the post-peak softening stiffness Et

of the elements. The slowest convergence, of the order of O(nb
−1/3(lognb)2) [48],

occurs for brittle bundles. The fastest convergence, of the order of O(nb
−1/2), occurs

for plastic bundles [13].
To figure out the type of cdf of strength of one RVE, one must specify the me-

chanical behavior of the bundles in the hierarchical model. Although different as-
sumptions yield about the same results, here the following assumption is made: For
the bundles at the lowest scale, the elements are connected between two rigid plates,
and thus they are subjected to the same deformation. For the bundles at higher scales,
they follow the equal-load sharing mechanism.

Note that one should calculate the strength cdf in a hierarchical manner, at the
lowest scale, each element represents a nano-structure whose strength cdf is a power-
law function. One can then calculate the strength cdf of the sub-chain that connects
these elements. At the next scale, the strength cdf of the sub-bundle, which consists
of these sub-chains, can be calculated based on the strength cdf of these sub-chains.
Following in this manner, one could move up through the scales, and finally obtain
the strength cdf of one RVE.
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The strength cdf of all the sub-chains follows from the joint probability theorem.
For the bundles at the lowest scale, where all the elements are subjected to a roughly
uniform deformation, the strength cdf will depend on the mechanical behavior of
each element, which is given by Eq. 8, and for the bundles at higher scales, equal-
load sharing is assumed. Regardless of the mechanical behavior of each element,
the strength of a bundle with the equal-load sharing mechanism is given by:

σb = max

[
σ1,

nb −1
nb

σ2, ...,
1
nb

σnb

]
(13)

where σ1,σ2, ...σnb are the strength values ordered by the sequence of their break-
ing. In fact, the strength distribution of such a bundle is exactly the same as the
strength distribution of the brittle bundle. Therefore, the strength distribution of
the equal-load sharing bundle can be calculated by Daniels’ recursive equation
[20, 28, 13].

As an example, we calculate the strength cdf of the hierarchical model shown in
Fig. 1. Every element in the hierarchical model represents one nanoscale element,
which has a power-law cdf of strength. Three cases are considered:

1) Each element has an elastic-brittle behavior.
2) Each element exhibits a linear post-peak softening, where the softening

modulus magnitude is 40% of the elastic modulus of the element.
3) Each element has an elastic-plastic behavior.

Fig. 4a shows the calculated strength cdf’s of the hierarchical model for these three
cases on the Weibull scale. For all these cases, the lower portion of the calculated
strength cdf is a straight line on the Weibull plot, which indicates that it follows the
Weibull distribution (a power-law tail). Such a property is expected since the power-
law tail of the cdf of strength is indestructible in the chain and bundle models.

For the upper portion, the strength cdf deviates from the straight line in Fig. 4a.
Among the three cases considered, case 1 (i.e., elements with brittle behavior) gives
the shortest Weibull tail, which terminates at the probability of about 0.7× 10−4,
while case 3 (elements with plastic behavior) gives the longest Weibull tail, which
terminates at the probability of about 0.7×10−3.

To identify the type of distribution for the upper portion of the cdf, the cdf’s
of strengths are plotted on the normal probability paper; see Figs. 4b-d where the
upper portion of the cdf’s is seen to be fitted quite closely by a straight line. The
straight line not is not too close for case 1 and for Pf ≥ 0.8. For the cases 2 and 3,
the straight line fits quite closely, with a slight deviation occurring only for Pf ≥
0.99. This means that, the upper portion of the strength cdf can be approximated as
the Gaussian distribution. Since, for real quasibrittle structures, the nano-element is
expected to have a softening behavior, the strength cdf of one RVE should be close
to case 2.

In general, the strength distribution of one RVE can be approximately described
by a Gaussian distribution with a Weibull tail grafted on the left at the probability of
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Fig. 4. a) Calculated cdf of strength of one RVE on the Weibull scale, b)–d) Calculated cdf
of strength of one RVE on the normal distribution paper.

about 10−4 −10−3. The grafted cdf of strength of one RVE may be mathematically
described as [12, 13]:

P1(σN) = 1 − e−(σN/s0)m
(σN ≤ σgr) (14)

P1(σN) = Pgr +
r f

δG
√

2π

∫ σN

σgr

e−(σ ′−μG)2/2δ 2
Gdσ ′ (σN > σgr) (15)

where σN = nominal strength, which is a maximum load parameter of the dimension
of stress. In general, σN = cnPmax/bD or cnPmax/D2 for two- or three-dimensional
scaling (Pmax = maximum load of the structure or parameter of load system, cn =
parameter chosen such that σN represents the maximum principal stress in the struc-
ture, b = structure thickness in the third dimension, D = characteristic structure di-
mension or size). Furthermore, m (Weibull modulus) and s0 are the shape and scale
parameters of the Weibull tail, and μG and δG are the mean and standard deviation of
the Gaussian core if considered extended to −∞; r f is a scaling parameter required
to normalize the grafted cdf such that P1(∞) = 1, and Pgr = grafting probability =
1− exp[−(σgr/s0)m]. Finally, continuity of the probability density function at the
grafting point requires that (dP1/dσN)|σ+

gr
= (dP1/dσN)|σ−

gr
.
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4 Lifetime Distribution of One RVE

It has recently been shown [8, 33, 5] that one can derive the lifetime cdf of one
RVE by using the power law for creep crack growth, which has been empirically
described as [23, 51, 24, 15, 14, 4, 37]:

ȧ = Ce−Q0/kT Kn (16)

where C,n = empirical constant, Q0 = activation energy, k = Boltzmann’s constant,
T = absolute temperature, K = stress intensity factor. Recent studies [8, 33] showed
that, under certain plausible assumptions, the power law for creep crack growth can
be physically justified on the basis of atomistic fracture mechanics and a multi-scale
transition framework of fracture kinetics.

Now consider one RVE undergoing strength and lifetime tests, where a linearly
ramped load is applied in the strength test and a constant load is applied in the
lifetime test. By applying Eq. 16 to these two cases, one finds the relation between
the strength and lifetime of one RVE as:

σN = β σn/(n+1)
0 λ 1/(n+1) (17)

where σN = nominal strength of RVE, σ0 = P/l0
2 = applied nominal stress in the

lifetime test (P = applied load), l0 = RVE size, λ = lifetime of RVE, β = [r(n +
1)]1/(n+1), and r = rate of loading in the strength test. Since the distribution of RVE
strength is given by Eqs. 14 and 15, the lifetime distribution of one RVE can be
easily obtained by substituting Eq. 17 for σN of Eqs. 14 and 15:

for λ < λgr: P1(λ ) = 1− exp[−(λ/sλ )m̄]; (18)

for λ ≥ λgr: P1(λ ) = Pgr +
r f

δG
√

2π

∫ γλ 1/(n+1)

γλ 1/(n+1)
gr

e−(λ ′−μG)2/2δ 2
Gdλ ′ (19)

where γ = β σn/(n+1)
0 λgr = β−(n+1)σ−n

0 σn+1
N,gr, sλ = sn+1

0 β−(n+1)σ−n
0 , and m̄ =

m/(n + 1). Similar to the strength distribution of one RVE, the lifetime cdf of one
RVE also has a Weibull tail (power-law tail). However, the rest of the lifetime cdf
of one RVE does not follow the Gaussian distribution. Note that the grafting proba-
bility Pgr for the lifetime distribution of one RVE is the same as that for the strength
cdf of one RVE.

5 Finite Weakest Link Model and Optimum Fits of Histograms

To analyze softening damage and failure, the RVE must be defined as the smallest
material volume whose failure triggers the failure of entire structure [12, 13]. There-
fore, the structure can be statistically represented by a chain of RVEs. By virtue of
the joint probability theorem, and under the assumption of independence of random
strengths or lifetimes of the links in a finite weakest-link model, one can calculate
the strength or lifetime cdf of a structure as:
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Pf (x) = 1−
N

∏
i=1

[1−P1(x)] (20)

where x = σN for strength distribution and x = λ for lifetime distribution, P1 =
strength or lifetime cdf of one RVE given by Eqs. 14 and 15 or Eqs. 18 and 19.Here
we assume that the principal stresses in one RVE are fully statistically correlated to
the maximum one, which seems realistic. If they were uncorrelated, each principal
stress would require one element in the chain.

For large size structures, what matters for Pf is only the tail of the strength or life-
time cdf of one RVE, i.e P1 = (σN/s0)m or P1 = (λ/sλ )m̄. By taking the logarithm
of Eq. 20 and setting ln(1−P1) ≈ −P1 for small P1, one can easily show that the
strength and lifetime distributions for large size structure converge to the Weibull
distribution:

Pf (σN) = 1− exp[−Neq,σ (σ/s0)m] (21)

Pf (λ ) = 1− exp[−Neq,λ (λ/sλ )m̄] (22)

where Neq,σ ,Neq,λ are the equivalent numbers of RVEs for the strength and lifetime
distributions, which can be calculated based on the elastic stress distribution in the
structure [13, 5]. The equivalent number of RVE physically means that a chain that
has Neq,σ or Neq,λ RVEs subjected to a uniform stress gives the same strength or
lifetime cdf as Eq. 20. The Weibull modulus of lifetime distribution is much smaller
than the Weibull modulus of strength distribution. They are related by:

m̄ = m/(n + 1) (23)

Fig. 5 presents the optimum fits of the strength and lifetime histograms of 99.9
% Al2O3 beam under four point bend test [25]. For each histogram, a total of 30
specimens were tested. Obviously, on the Weibull scale, both histograms do not
appear to be straight lines. Instead, there is a kink separating the histogram into two
parts where the lower part is a straight line and the upper part is curved. Such a
pattern cannot be explained by the two-parameter Weibull distribution.

Fig. 5 shows that the present theory gives excellent fits of both the strength and
lifetime histograms. The location of kink actually corresponds to the grafting prob-
ability, which measures the degree of quasibrittleness of the structure.

From the data fits, it is further observed that the grafting probabilities of the
strength and lifetime cdf’s are about the same. This agrees well with the present
theory, in which the grafting probability can be calculated as: Pgr = 1− [1−Pgr,1]Neq .
Since the grafting probabilities Pgr,1 of strength and lifetime cdf’s for one RVE is
the same and the equivalent number of RVE for strength cdf is almost identical to
the equivalent number of RVE for lifetime cdf, then the grafting probabilities for
strength and lifetime cdf’s must be approximately the same.

By optimum fitting, the Weibull moduli for strength and lifetime distributions are
estimated to be about 30 and 1.1, respectively. From Eq. 23 one can get exponent n
of the power law for creep crack growth for 99.9 % Al2O3, which is about 26.
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Fig. 5. Optimum fits of strength and lifetime histograms of 99.9 % Al2O3 [25].

6 Size Effect on Mean Structural Strength and Lifetime

With the grafting probability distributions of strength and lifetime of one RVE, Eq.
20 directly implies the size effects on the strength and lifetime cdf’s. One can further
compute the size effects on the mean strength and lifetime. Based on the calibrated
strength and lifetime distributions of 99.9 % Al2O3 (Fig. 5), one can calculate the
corresponding size effects on the mean structural strength and lifetime as shown in
Fig. 6.

Although a close-form expression for such size effects is impossible, one can ob-
tain the approximate form for the mean strength and lifetime by asymptotic match-
ing. It has been proposed that the size effect on mean strength can be approximated
by [2, 3, 11]:

σ̄N =

[
Na

D
+
(

Nb

D

)ψ/m
]1/ψ

(24)

where parameters Na, Nb, ψ and m are to be determined by asymptotic properties of
the size effect curve.

It has been shown that such a size effect curve agrees well with the predictions
by other mechanical models such as the nonlocal Weibull theory [9, 10], as well
as with the experimental observations on concrete [16] and fiber composites [18];
m = Weibull modulus of the strength distribution, which can be determined by the
slope of the left tail of the strength histogram plotted on the Weibull scale, or more
accurately by size effect tests. The other three parameters, Na, Nb, and r, can be
determined by solving three simultaneous equations based on three asymptotic con-
ditions, [σ̄N ]D→l0 , [dσ̄N/dD]D→l0 , and [σ̄ND1/m]D→∞.
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Fig. 6. Calculated size effects on mean structural strength and lifetime.

One can approximate the size effect on the mean structural lifetime by an equa-
tion with the same form as Eq. 24:

λ̄ =

[
Ca

D
+
(

Cb

D

)ϕ/m
](n+1)/ϕ

(25)

where m is the Weibull modulus of the cdf of strength, and n = exponent of the
power law for subcritical creep crack growth rate. Similar to the size effect on mean
strength, Ca, Cb, and ϕ can be obtained from three asymptotic conditions: [λ̄ ]D→l0 ,
[dλ̄/dD]D→l0 , and [λ̄ D(n+1)/m]D→∞.

It is obvious that the size effect on the mean structural lifetime is much stronger
than that on the mean strength. This is physically plausible. Consider two geometri-
cally similar beams, with size ratio 1:8. Let the nominal strength of the small beam
be ς . Due to the size effect on the mean strength, the nominal strength of the large
beam is about ς/2. If one applied a nominal load ς/2 to both beams, the large beam
will fail within standard laboratory testing period (i.e. about 5 minutes) while the
small beam is expected to survive at that load for decades if not forever.

7 Conclusion

The present theory shows that the types of strength and lifetime distributions depend
on the structure size and geometry. This has important implications for the safety
factors to be used in reliability assessment for the design of many engineering struc-
tures, such as large prestressed concrete bridges, large aircraft or ships made of fiber
composites, and various micro- and nano-electronic devices.
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The present theory indicates that the safety factors guarding against the uncer-
tainties in strength and lifetime cannot be empirical, and cannot be constant. They
must be calculated as a function of the size, geometry of structures and environment.
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6. Bažant, Z.P., Le, J.-L.: Size effect on strength and lifetime distributions of quasibrittle

structures. In: Proc. (CD), ASME 2009 Int. Mech. Engrg. Congress (IMECE 2009), Lake
Buena Vista, Florida, pp. 1–9 (2009)
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15. Bažant, Z.P., Prat, P.C.: Effect of temperature and humidity on fracture energy of con-
crete. ACI Mater. J. 85-M32, 262–271 (1988)
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Abstract. This paper presents a complete theory for metal plasticity that includes
directional distortional hardening, supplemented by the classical kinematic and
isotropic hardenings. Starting from an isotropic yield surface, the distortional hard-
ening will be modeled either by fourth-order tensor-valued internal variable mul-
tiplied by a scalar, a scalar-valued internal variable in conjunction with the back
stress, or a second-order tensor-valued internal variable. These models are unique
because the rate equations for all internal variables, including the fourth order ten-
sor, are derived strictly on the basis of sufficient conditions for the satisfaction of the
second law of thermodynamics for positive dissipation, in conjunction with a few
simple and plausible assumptions about free energy storage and release in the mate-
rial. The models are shown to fit experimentally found yield surfaces rather well, in
particular the model with the fourth-order tensor. Furthermore, this model is shown
to simulate stress controlled biaxial ratchetting better than the same model without
distortion of the yield surface.

1 Introduction

In the field of continuum mechanics it has long been recognized that plastic defor-
mations may induce anisotropy in materials that are initially isotropic. For metals
such anisotropy is due to the development of internal stresses and texture formation
because of preferred orientations of grains in a polycrystal, among other reasons.
The macroscopic manifestation of metal anisotropy takes the form of translation
and shape distortion of the yield surface in stress space, modeled by kinematic and
distortional hardening, respectively. Isotropic hardening or softening is an additional
feature that is modeled by a uniform increase or decrease of the size of the yield sur-
face and does not reflect anisotropic development but rather it is related to change
of the density of dislocations.

In particular, “directional distortion” is a distortion of the shape of the yield
surface such that a region of high curvature (sharpening) develops roughly in the
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direction of loading while a region of lower curvature (flattening) develops in the
opposite direction. This observation has been seen in numerous experiments on vari-
ous types of metals including, but not limited to, those by Phillips et al. [14], Naghdi
et al. [12], McComb [11], Wu and Yeh [18], and Boucher et al. [3]. In general, di-
rectional distortion of the yield surface is observed when a relatively sensitive def-
inition of yield is used. For example, Phillips et al. [14], Wu and Yeh [18], and
Boucher et al. [3] define yield by offset strains of 3×10−6, 5×10−6, and 4×10−5,
correspondingly.

Fig. 1 illustrates the directional distortion by showing a sample yield surface in a
two-dimensional stress space of a normal and a shear stress component, often used
in plotting experimental data. The factor

√
3 multiplying the shear stress compo-

nent aims at representing the Mises-type yield surface as a circle, had it not been
distortion, and such circular yield surface is also shown by dashed line for com-
parison with the distorted one. Also, anticipating the associative flow rule, the unit
deviatoric tensor n, normal to the yield surface, is drawn at a current stress point
symbolized by s. Notice that s is not the tension stress that induced the yield surface
configurations of Fig. 1, but it was chosen for illustration purposes at an arbitrary
location on the distorted yield surface. In general the “directions” of the back-stress
ααα, unit radial expressed by the nr, and outward unit normal n, are different tensors,
as shown in the figure, where the direction of ααα is along the tension axis for this
figure. In particular, the unit tensors nr and n are different because of the distortion,
since without it the yield surface remains a circle and the direction of the radius
along nr coincides with that of the normal along n.

The modeling of directional distortion has been addressed at various degrees
of success by Ortiz and Popov [13], Voyiadjis and Foroozesh [16], Kurtyka and
Zyczkowski [10], Yeh et al. [17], and François [7], among others. Most recently
Feigenbaum an Dafalias [5, 6] developed models for directional distortional hard-
ening. The Feigenbaum and Dafalias 2007 uses a fourth order tensor multiplied by
a scalar to capture directional distortional hardening. In Feigenbaum and Dafalias
2008 two simpler models are proposed which capture directional distortional hard-
ening. The first uses a scalar-valued internal variable in conjunction with the back-
stress to model the directional distortion, and the second model uses a new second
order tensor to capture directional distortion, and thus distortion and kinematic hard-
ening are completely decoupled. In all the Feigenbaum and Dafalias models [5, 6]
the rate equations for all internal variables, including the fourth order tensor, are
derived strictly on the basis of sufficient conditions for the satisfaction of the second
law of thermodynamics for positive dissipation, in conjunction with a few simple
plausible assumptions of free energy storage and release in the material. One aspect
of any distortional hardening model, including directional distortion, is the preser-
vation of convexity of the yield surface during its change of shape process, an issue
of great importance in plasticity theory for reasons of uniqueness and stability. In
Plesek et al. [15] conditions to ensure convexity of the Feigenbaum and Dafalias
models [5, 6] were derived.

The current paper examines the models by Feigenbaum and Dafalias [5, 6] in-
cluding the mathematical formulation of the models and model performance. The
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Fig. 1. An example of directional distortion of the yield surface for loading in pure ten-
sion. Note the two subsequent yield surfaces have the same final stress point in tension, but
the center of the directionally distorted yield surface is moved less than that with kinematic
hardening.

performance of the models will be evaluated against experimentally found yield sur-
faces as well as experimental results from cyclic loading in the plastic range, a.k.a.
ratchetting. Modeling ratchetting behavior is extremely difficult because any small
error in plastic strain during a single cycle will add to become a large error after
many cycles. As is typical with metals, most constitutive models used to fit ratchet-
ing use the associative flow rule which states that the plastic strain increment is in
the direction normal to the yield surface. When the associative flow rule is used, it is
important to have the shape of the yield surface modeled accurately because small
deviations in shape may result in large deviations in the normal to the yield surface
and thus the plastic strain increment. During cyclic plastic loading these deviations
will accumulate and may result in large errors for the predicted strains.

In terms of notation, all second order tensors will be denoted, henceforth, by bold
face in direct notation, e.g. mmm, and all fourth order tensors will be capitalized in bold
calligraphy, e.g. MMM. No bold face symbols will be used when indexed components of
tensors are used. The proposed constitutive model is confined to small deformations.
The stress tensor is denoted by σσσ and the linearized strain tensor is denoted by εεε.
As usual, the strain tensor is decomposed into elastic and plastic parts (εεε = εεεe +εεεp)
and the elastic constitutive law will be assumed linear and isotropic.
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2 Mathematical Formulation of Models

The Feigenbaum and Dafalias 2007 model uses the following yield function:

f = (s−ααα) : [III+(nr : ααα)AAA](s−ααα)−k2 = 0. (1)

where s is the deviatoric component of the stress tensor, ααα is the deviatoric
back-stress tensor that represents the “center” of the yield surface, k represents
the size of the yield surface, AAA is the fourth-order evolving anisotropic ten-
sor, III is the fourth order isotropic unit tensor given by the expression Iijkl =
3
2

[
1
2

(
δikδjl +δilδjk

)
− 1

3δijδkl

]
, with δij the Kronecker delta, and nr is the ra-

dial, in regards to the center of the yield surface, deviatoric unit tensor illustrated in
Fig. 1 and defined by

nr =
s−ααα

|s−ααα|
(2)

with the symbol | · | representing the norm of a tensor defined as |m| =
√

m : m, and
where : denote the trace operation of the product of two adjacent tensors. The fourth
order anisotropic tensor, AAA, is responsible for distortional hardening in general, and
the trace-type scalar multiplier, nr:ααα, is responsible for the directionality of distor-
tion. This can be intuitively understood if one observes that the trace nr : ααα is an
inner product between the tensors nr and ααα, thus, it actually takes the “projection”
of ααα along the different “unit” directions nr. This product can vary from |ααα| to −|ααα|

passing through zero, and such variation effects the role of the distortional tensor AAA

which is multiplied by it. Since the fourth-order tensor AAA is the corner stone of this
model, it will henceforth be referred to as the “AAA-model.”

In Feigenbaum and Dafalias 2008 two yield functions are proposed, the first of
which can been understood as a special case of (1) where AAA is constantly aligned
with the fourth order unit isotropic tensor III by means of a possibly varying propor-
tionality factor, which gives rise to the following simpler expression for the yield
function:

f =
3
2

[1 − c(nr : ααα)](s−ααα) : (s−ααα)−k2 = 0 (3)

where c is a scalar-valued internal variable (c can be also a constant) whose magni-
tude is directly associated with the amount of distortion of the yield surface. Since
the back stress ααα is the entity which dictates the directional distortion, this model
will be referred to as the “ααα-model.” One criticism one might raise for the models in
Eqs. (1) and (3) is that distortional hardening is coupled with kinematic hardening
due to the role the back stress plays in the distortion scheme, while the underlying
physics would imply an uncoupled consideration. To alleviate this problem a second
yield function was proposed in Feigenbaum and Dafalias 2008,

f =
3
2

[1 −(nr : r)] (s−ααα) : (s−ααα)−k2 = 0 (4)

where r is a second order deviatoric tensor-valued directional distortional hardening
internal variable. By introducing r in Eq. (4) the scalar quantity nr : r is completely



Directional Distortional Hardening in Plasticity within Thermodynamics 65

responsible for directional distortion, therefore, kinematic hardening has been de-
coupled from distortional hardening. Since r is the entity which dictates the direc-
tional distortion, this model will be referred to as the “r-model.”

All models in consideration use the associative flow rule, as is typical with metal
plasticity:

ε̇εεppp = λ
∂f

∂σσσ
= λ

∣∣∣∣ ∂f

∂σσσ

∣∣∣∣n (5)

where ε̇εεppp is the rate of plastic strain, λ is the loading index (alias plastic multiplier),
which can be determined from the consistency condition and the hardening rules for
the internal variables, and n is the unit tensor (n : n = 1) normal to the yield surface
as shown in Fig. 1.

The hardening rules for these models are obtained from conditions sufficient for
satisfaction of the second law of thermodynamics, in conjunction with a few simple
and plausible assumptions about energy storage and release in the material. Details
of these thermodynamic assumptions and how the hardening rules are derived in a
way which is sufficient to satisfy the second law of thermodynamics can be found in
Feigenbaum and Dafalias [5, 6]. For now only the hardening rules themselves along
with some thermodynamically necessary restrictions will be presented.

All three models give rise to the same form of isotropic and kinematic hardening,
namely:

k̇ = λκ1k(1 −κ2k) (6)

α̇αα = λ

∣∣∣∣ ∂f

∂σσσ

∣∣∣∣a1(n−a2ααα) (7)

where κ1, κ2, a1 and a2 are non-negative material constants whose exact values
depend on which model is used, i.e. the values for these constants will not be the
same in the AAA-model as in the ααα-model or in the r-model, since the form for the
plastic modulus depends on which model is used.

The hardening rules that arise for the distortional parameters for the three models
are as follows:

Ȧ̇ȦA = −λA1 |s−ααα|2
[
(nr : ααα)nr ⊗nr +

3
2
A2AAA

]
(8)

ċ =
3
2
λc1|s−ααα|2[(nr : ααα)− c2c] (9)

ṙ =
3
2
λρ1|s−ααα|2(nr −ρ2r) (10)

where A1, A2, c1, c2, ρ1 and ρ2 are non-negative material constants. These hard-
ening rules are sufficient for the satisfaction of the second law of thermodynamics
provided that

A2|AAA|2 � 1 , c2c
2 � 1 , ρ2|r|

2 � 1 (11)

for all time, where |AAA|2 = AAA :: AAA and |r|2 = r : r are Euclidean norms.
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Notice that all hardening rules for all models are of the evanescent memory type,
therefore the internal variables all reach finite limits. These limits can be found by
setting the rate equations in (6)-(10) equal to zero, which yields:

kl =
1
κ2

(12)

αααl =
1
a2

nl (13)

AAAl = −
2

3A2a2
nl

r⊗nl
r (14)

cl =
1

a2c2
(15)

rl =
1
ρ2

nl
r (16)

where the superscript l denotes the limit values of the quantities involved, and the
fact that nl

r = nl at the limit, as shown in Feigenbaum and Dafalias [5, 6], has been
evoked. Assuming that the maximum of the inequalities in (11) occurs at the limit,
the thermodynamic requirements in (11) give the following restrictions on material
constants for the AAA-model, ααα-model and r-model, correspondingly:

a2
2A2 � 4

9
, a2

2c2 � 1 , ρ2 � 1 (17)

The assumption of associative flow in conjunction with Drucker’s or Il’iushin’s pos-
tulates makes it necessary to explore the issue of convexity for these models. In
Plesek et al. [15] conditions for convexity were proven. For the AAA-, ααα-, and r mod-
els, respectively,

a2
2A2 > 0.55 , a2

2c2 > 1 , ρ2 > 1 (18)

is required for the yield surface to remain convex. Note that as explained in Plesek
et al. [15], for the AAA-model it is assumed that the most distorted yield surface occurs
at the limit state. Also notice for the ααα- and r-models the requirement for convexity
is the same as the requirement for the satisfaction of thermodynamic requirements.

3 Model Performance

In order to show the effectiveness of the model, its simulations will be compared
to experimentally found yield points. Figs. 2 - 7 show experimental data from Wu
and Yeh [18]. These experiments were performed on thin-walled tubes of annealed
304 stainless steel. The data in Figs. 2 - 4 were obtained using a strain controlled
procedure and loading in torsion (shear). For Figs. 5 - 7 the data was obtained us-
ing stress controlled procedure with loading in combination of tension and torsion.
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Table 1. Material constants used to fit Wu and Yeh [18] experimental data on stainless steel
304 found in Figs. 2 - 7.

AAA-model ααα-model r-model
E 196687 MPa 196687 MPa 196687 MPa
ν 0.28 0.28 0.28
k0 128 MPa 128 MPa 128 MPa
κ1 6000 MPa2 6000 MPa2 6000 MPa2

κ2 0.008 MPa−1 0.012 MPa−1 0.012 MPa−1

a1 40000 MPa 17000 MPa 18000 MPa
a2 0.0065 MPa−1 0.012 MPa−1 0.01 MPa−1

A1 0.5 MPa−4 - -
A2 20000 MPa2 -
c1 - 0.01 MPa−3 -
c2 - 10001 MPa2 -
ρ1 - - 1.9 MPa−1

ρ2 - - 1.3

Fig. 5 shows both loading, unloading and negative loading in this path. Wu and Yeh
[18] defined yield as an offset equal to 5×10−6.

Figs. 8 - 9 show experimental data from Boucher et al. [3]. These experiments
were performed on thin-walled tubes of aluminum alloy AU4G T4 (2024). The tubes
were loaded using stress control in combination of tension and torsion (shear) and
yield was defined by an offset equal to 4× 10−5. Figs. 8 - 9 shows loading and
unloading in non-proportional path (path is given by O-A-B-C as shown in the fig-
ures). Notice that there is a scale difference in the plotings of Figs. 8 and 9, hence,
the same data appear to be different at first impression.

To fit these experiments, the three versions of the model were implemented nu-
merically using the procedure outlined by Bardet and Choucair [1]. This procedure
essentially takes loading increments of stress, strain, or combinations of the two and
converts them into increments of stress only. Using this procedure, the numerical
loading conditions exactly matched those from the experiment, and each increment
of load is converted into stress increments. Once the stress increment is obtained,
incremental changes of strain and internal variables are calculated using the asso-
ciative flow rule and the hardening rules, along with the standard calculations for
loading index and plastic modulus. The numerical procedure solves the rate equa-
tions by an explicit method, and thus small steps were used to ensure convergence
and good accuracy.

Table 1 shows the material parameters used to obtain the model fitting in
Figs. 2 - 7. For Fig. 8 the kinematic and distortional hardening constants are given
by: a1 = 2× 106 MPa, a2 = 0.015 MPa−1, A1 = 20 MPa−4, and A2 = 2.5× 103

MPa2. To determine the plastic material parameters, first experimental data were
fit using only Armstrong-Frederick kinematic hardening along with isotropic hard-
ening, then the amount of kinematic hardening was reduced (the limit value was
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Fig. 2. AAA-model compared to torsion experiments by Wu and Yeh [18]. The first, second,
third, and fourth subsequent yield surfaces resulted from strain controlled loading with fi-
nal values γ = 0.19%,0.38%,0.49% and 1.03%, respectively. Lines represent the proposed
constitutive model and discrete points represent experimental data.

increased and the rate of saturation slowed) to allow for distortion to be added.
Lastly, both the parameters associated with kinematic hardening (a1 and a2) as well
as those associated with distortion (A1 and A2, or c1 and c2, or ρ1 and ρ2) were
adjusted, using the constraint in Eqs. (17) and (18) as a guide. Thus the material pa-
rameters are not necessarily optimal for the material, but rather a relatively good fit
for the data shown. It was also observed that with the ααα-model the use of a constant
value of c gave very good results compared to the choice of a variable c (this can
also be detected from the large difference of the numerical values of c1 and c2 in
Table 1). The constant value of c still allows for the directional distortional feature
of the α-model and can be viewed as a special case that is even simpler than those
presented in this paper. Fig. 9 shows the fitting of the Boucher et al. [3] data using
the α-model and a constant c=0.019MPa−1.

Clearly, there are some flaws in the way the models fit the data. Since the Wu
and Yeh [18] data in Figs. 2 - 4 were fit using strain control, it was much more
difficult to match the stress points, which can be seen in these figures. With both
the ααα and r-models, the simulations fit the region of high curvature relatively well,
but they do not show sufficient flattening in the direction opposite, whereas the
experiments do. The same could be said for the AAA-model, however, overall that
model fits the data better than either of the other two. Figs. 8 - 9 show that the
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Fig. 3. ααα-model with evolving c compared to torsion experiments by Wu and Yeh (1991).
The first, second, third, and fourth subsequent yield surfaces resulted from strain controlled
loading with final values γ = 0.19%,0.38%,0.49% and 1.03%, respectively. Lines represent
the proposed constitutive model and discrete points represent experimental data.

models can simulate complex loading paths. The fitting of the data in Fig. 9 may be
considered satisfactory given the simplicity of the model used, however, as Fig. 8
shows the AAA-model simulates the data better.

3.1 Ratchetting

Since the AAA-model is the most complete and fits experimentally found yield surfaces
best, it will be used to simulate experimental cyclic plastic loading data. During
cyclic plastic loading, plastic strain accumulates and this is called ratchetting. When
the load is applied in two directions biaxial ratchetting occurs. Both stress and stress
controlled cyclic biaxial tests from Hassan et al. [9] will be simulated, and uniaxial
cyclic tests from Hassan and Kyriakides [8] will be used for calibration. In biaxial
stress controlled tests the material ratchets in two directions, and thus these test have
been especially difficult to simulate.

Experiments in the study by Hassan and Kyriakides [8] and Hassan et al. [9] were
performed on thin walled tubes of carbon steel 1026. For the uniaxial experiments,
axial stress was applied cyclically. Various levels of mean stress σxm were used and
the stress amplitude was σxa = 0.79σ0, where σ0 = 40 ksi. For the strain controlled
biaxial data, the tubes were first loaded with internal pressure σθ and then cycled
axially using various levels of strain amplitude εxc. While the cyclic loading was
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Fig. 4. r-model compared to torsion experiments by Wu and Yeh (1991). The first, second,
third, and fourth subsequent yield surfaces resulted from strain controlled loading with fi-
nal values γ = 0.19%,0.38%,0.49% and 1.03%, respectively. Lines represent the proposed
constitutive model and discrete points represent experimental data.

occurring the internal pressure was kept constant. This results in strain accumula-
tion, i.e., ratchetting, in the circumferential direction εθ. For the stress controlled
biaxial data, tubes were first stabilized by strain symmetric axial cycles in the range
of ±1% and in approximately twelve cycles the hysteresis loops were stable. Fol-
lowing the strain symmetric cycling the specimens were unloaded to approximately
zero axial stress and strain, although typically some small residual circumferential
strain remained non-zero, then preloaded using stress control with various internal
pressures. Following the internal pressure, the tubes were stress controlled cyclically
loaded in the axial direction about a nonzero mean stress σxm with amplitude σxa.
The stress controlled biaxial loading in conjunction with the cycling about nonzero
mean axial stress results in plastic strains accumulating in both the circumferential
and the axial directions.

With kinematic hardening alone, the Armstrong-Frederick kinematic hardening
rule generally does not fit experimental results from cyclic plastic loading paths
very well, therefore researchers have developed numerous other kinematic harden-
ing rules which show improvement in fitting cyclic loading. This paper will use the
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Fig. 5. AAA-model compared to stress controlled combined tension-torsion experiments by Wu
and Yeh [18]. Top figure shows the loading and bottom figure shows unloading and nega-
tive loading. For both figures the loading path was proportional with normal stress equal to
shear stress, i.e., σ = τ. Lines represent the proposed constitutive model and discrete points
represent experimental data.
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Fig. 6. ααα-model with evolving c compared to stress controlled combined tension-torsion ex-
periments by Wu and Yeh (1991). The loading path was proportional with normal stress equal
to shear stress, i.e., σ = τ. Lines represent the proposed constitutive model and discrete points
represent experimental data.

Fig. 7. r-model compared to stress controlled combined tension-torsion experiments by Wu
and Yeh (1991). The loading path was proportional with normal stress equal to shear stress,
i.e., σ = τ. Lines represent the proposed constitutive model and discrete points represent
experimental data.
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Fig. 9. ααα-model with fixed c compared to stress controlled combined tension and shear ex-
periments by Boucher et al. [3]. Specimens were loaded in pure tension, unloaded some, then
loaded in pure torsion. The load path is shown on the figure as O-A-B-C. Computed initial
yield surface: · · ·, experiential initial yield points: ∗, computed first subsequent yield surface:
—–, experiential first subsequent yield points: •, computed second subsequent yield surface:
- - -, experiential second subsequent yield points: �.
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Table 2. Material constants used to fit ratchetting data from Hassan et al. [9].

without distortion with distortion
k0 18.8 18.8
c1 20000 19000
as

1 3 2.85
c2 400 380
as

2 8.07 7.67
c3 10.45 11
as

3 39.3 41.36
c4 5000 5000
as

4 3 3
ā 5 5
A1 - 2
A2 - 1125

kinematic hardening rule proposed by Chaboche [4] for cyclic loading. This kine-
matic hardening rule can be expressed as:

ααα =

4∑

i=1

αααi

α̇ααi = λ

∣∣∣∣ ∂f

∂σσσ

∣∣∣∣
√

2
3
(

√
2
3
as

in−αααi) (i = 1, 2, 3)

α̇αα4 = λ

∣∣∣∣ ∂f

∂σσσ

∣∣∣∣
√

2
3

(√
2
3
as

in−αααi

〈
1 −

ā

f(ααα4)

〉)
(19)

where f(ααα) =
√

3
2ααα : ααα.

To calibrate the model for ratchetting data, the model with kinematic harden-
ing alone was calibrated by Bari and Hassan [2] and then both material parameters
associated rate and saturation values for kinematic hardening are decreased and di-
rection distortional hardening parameters are added using Eqns. (17) and (18) as a
guide. This procedure exactly mimics what was done to fit experimentally found
yield surfaces, except in this case the strain symmetrically stabilized data as well as
the uniaxial cyclic data were used for calibration. For simplicity no isotropic harden-
ing was included and no adjustments were made to the parameters associated with
ααα4, where the threshold is contained, and approximately equal adjustments were
made to the parameters associated with αααi where i =1, 2, or 3. The results of the
calibration can be seen in Fig. 10 and the parameters are given in Table 2 where all
units are consistent with ksi.

Figs. 11 and 12 show the model simulating ratchetting data from Hassan et al. [9].
For the strain controlled ratchetting in Fig. 11 the model with directional distortional
hardening performs about as well as the model with kinematic hardening alone. For
the stress controlled ratchatting in Fig. 12, the model with directional disortional
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Fig. 12. Stress controlled biaxial ratchetting simulations and experimental data. The simu-
lations with kinematic hardening alone are shown as solid lines, the simulation with kine-
matic hardening and directional distortional hardening are shown as dashed lines, and the
experimental data are shown as discrete points. The mean axial strain εxm and the mean
circumferential strain εθm per cycle are both predicted values. In both 12(a) and 12(b) the
axial stress amplitude is σxa = 0.8σ0, the mean axial stress is σxm = 0.13σ0 and 45 cycles
were performed. Each data set has a different the value for the internal pressure (which leads
to σθ).
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hardening performs consistently better. For some data sets the addition of directional
distortion hardening results in more dramatic improvement (e.g., Fig. 12(b) with
σθ = 0.210σ0), while in others the improvement is minor (e.g., Fig. 12(a) with
σθ = 0.353σ0). Nonetheless, from Fig. 12 it is clear that directional distortional
hardening improves the simulation of stress controlled biaxial ratchetting.

4 Conclusion

It is very importance to accurately model the shape of the yield surface when using
the associative flow rule not only for capturing accurately the yield point, but mainly
because any deviation in shape may result in significant deviation of the direction
of the normal to the yield surface and, thus, of the coaxial plastic strain increment,
which during cyclic loading and resulting ratcheting accumulates the error to unac-
ceptable levels. Three different models were developed within thermodynamics by
Feigenbaum and Dafalias [5, 6] capturing this phenomenon of directional distortion
of the yield surface, and for the first time are presented in unison in this paper. The
Feigenbaum and Dafalias model [5] (i.e., the AAA-model) uses a fourth order tensor
and a scalar multiplier to capture directional distortion, and is the most successful
in data fitting, albeit the most complex as well, of the three models. In particular
this model is used to simulate experimental data from biaxial cyclic loading test
showing the improvement of simulations for ratchetting obtained by the introduced
directional distortional hardening scheme as compared with simulations which do
not involve directional distortion of the yield surface.
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Abstract. Analytical solutions of the problems about interrelated vibrations of an 
elastic (deformable) structure with viscoelastic layer are obtained. The investiga-
tions were made to workout the method of the dynamical computations and opti-
mization of technological processes for forming of reinforced concrete articles on 
the shock-and-vibration machines and shock machines. The analysis of numerical 
results and experimental data are presented. 

1   Introduction 

The authors developed the method for dynamical computations of the system 
“concrete mix – form – forming machine” (FFM) based on the solutions of 2-D 
problems. This method differs from known approach, in which the vibrations of a 
viscoelactic rod with point mass and elastic support is considered. It was deter-
mined by experimental and theoretical investigations that such model is suitable 
for qualitative analysis of FFM dynamical behavior only. It is inadmissible to ne-
glect the bending stiffness of the tray form and its envelope in common case [1]. It 
is necessary to take additionally into account the friction force on vertical walls 
investigating the vibrations of high concrete articles. 

2   Investigation and Analysis of the FFM Vibrations 

The statement and solution of the problem for vibrations of the FFM system has 
been performed taking into account a set of prepositions and assumptions concern-
ing the properties of the concrete mix and the mechanical system. These preposi-
tions are confirmed in experiments. The prepositions for the concrete mix [1, 2] are: 

• the compaction process is long enough; 
• the density of the mix is constant during the compaction process;  
• the concrete mix is a transversely isotropic viscoelastic media; 
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• the case of the plane deformation is investigated in the absence of lateral (in 
plane) mix deviations and friction in the form envelope; 

• the vibrations without separations are considered.  
The prepositions for the mechanical system: 

• the tray of the form is rigidly connected to the forming machine; 
• the structure of the tray is a periodical and consists of a homogeneous cells. 

Further, the tray and envelope cells of the beam type are considered for simplifica-
tion purposes.  

The vibrations of the FFM system can be considered as a superposition of vi-
brations for two particular systems: 

• the tray of the form like a beam with point masses (vibroexciters, and so on) in-
teracted with a viscoelastic layer (concrete mix); 

• sepateted cells of the tray envelope interacted with a viscoelastic layer. 

On a first step, using the first scheme, the natural frequencies for the form with con-
crete mix and the amplitudes of forced oscillations are found. Then, using the second 
scheme, the optimization of the forming regimes are performed taking into account 
the possibility of the admissible closeness for the natural and forced frequencies of 
the system to enhance the dynamical influence on the concrete mix [1, 2]. 

The scheme of the tray is shown in fig.1, where dm  is a linear mass density of 

the beam; pm  is mass of devices (for example, vibroexciters); l  is length of the 

beam; 0P  is amplitude of the force of the vibroexciter; C  is a rigidity of the sup-

ports (springs); ω  is a frequency of forced vibrations. 

 

 

Fig. 1. The system “concrete mix – vibrostand” 

The beam with point pass can be reduced to the equivalent one with uniform 
distributed mass. In this case 
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Fig. 2. The system “concrete mix – envelope cell – forming machine” 

where 1
kx  is the first derivative of the beam function in the considered point; b  is 

a width of the beam; pI - is a moment of inertia of the point mass pm , 2
p pI m a=  

( a is a distance from the center of gravity of the vibroexciter to the beam axe). 
The problem about steady-state vibrations of a beam interacted with viscoelas-

tic layer can be presented in the form: 
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where u , ρ  are a strain and a density of the concrete mix, respectively; E , G  are 

a dynamical elasticity and shear moduli of the concrete mix, respectively; 0ν , 

1ν are inelastic resistance vibration coefficients of the concrete mix; v is a beam 

strain; D  is a beam stiffness; γ is an inelastic resistance vibration coefficient of 

the beam; η , d  are a viscosity coefficient and thickness of the wall viscous layer, 

respectively; δ is impulse delta function; N is amount of the vibrators and point 
masses. 

The empirical data stated relations between structural and mechanics character-
istics of concrete mixes and initial composition which used for engineering  
computations [1, 2] have been obtained based on experimental investigations of 
two-phase media. 

For long-term vibrations we have 

( ),
i t

u U x y
ω=  (12)

( ) i tv V x e ω=  (13)

According the method of separation of variables the solution (2) taking into ac-
count (12) and boundary conditions (3), (5) has the form: 
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n n
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=

= ⋅∑  (14)

where ( ) ( )2 2
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⎡ ⎤= ± − = ± +⎣ ⎦ . 

Analogously for beam: 
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The eigenfunctions ( )mX x  are the fundamental beam ones for beam with free 

ends: 
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 (16)

The coefficients mr  are found from the following frequency equation 

ch cos 1m mr r =  (17)

The solution of the Eq. (6) is found as an expansion in the series over eigenfunc-
tions of the corresponded homogeneous problem.  

Substituting (14) and (15) into (4) and (6) we have the system of equations  
with respect to unknown nA  and mC , applying the numerical algorithm described in 
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[1, 2] we obtain the following expression for the contact dynamical stresses 

( ), ,x h tσ  as follows: 
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 (18)

where  
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In Eq (18) mω  is the eigenfrequency of the beam without loads. The amplitudes of 

vibrations have finite values at resonance since 2 0M ≠ . 

Supposing 0 0P = , the eigenfrequensies mf  are found from the original system. 

For the tray as a rectangular plate the values mf  are given the formula 
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 (19)

The frequency coefficient msθ  is found from the characteristic equation: 
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 (20)

where бm  is mass of the concrete mix. 
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The mathematical model of the cell of the envelope, connected to one mass vi-
brostand can be reduce to the plate model with the boundary conditions including 
the equivalent mass 0M  and the stiffness C  and H with respect to the lateral and 

angular deviations (fig. 2).  
For shock and vibration process analogous scheme is obtained after lineariza-

tion of the boundary conditions with respect to lateral displacements. The original 
equation of motion (2) is also valid for this case. The boundary conditions have 
the form [1, 2]: 

( )
2 4 2 2

0 02 4 2
, , ,

v v u u
y h m D b E P x t

y tt x y
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3 2 2

1 0 13 2 2
, 0, 0.

v v v v
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∂ ∂ ∂ ∂= + + = + =
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Here 1D  is a bending stiffness of the cell. 

For the cases of vibration, shock and vibration, and shock effects the value 

( ),P t x  is equal, respectively 

( ) ( ) ( )0, Re ,i tP t x P e x l xω δ δ= + −⎡ ⎤⎣ ⎦  (21)

( ) ( ) ( )
, 1

, cos ,jm m j
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P t x B X x t Tω
∞
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= ∑  (22)

( ) ( )
0

, ,
r

P t x R t rTδ
∞

=

= −∑  (23)

where ( )xδ  is the impulse delta function, R  is impulse of force. 

Eq (22) is obtained by expanding the periodical function in Fourier expansion. 
For the case of shock effects the initial conditions have the form: 

0, 0 ,t y h= ≤ ≤  (24)

0 , 0 .u y v y h∂ ∂ = ≤ ≤  (25)

When H = ∞  the eigenfunctions for the cell are 

( ) ( ) ( ) ( )0
3m

C A
X x S kx V kx U kx

kk
= − +  (26)

where ( )S kx , ( )U kx , ( )T kx , ( )V kx  are the Krylov beam functions. 
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where 0m is the linear mass density of the envelope. 

The eigenvalues mk  are found from the following equation 
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For the case of shock and vibration effects the contact dynamical pressures are 
equal to:  
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coefficients of the expansion of the periodical function (22). 
Compaction of concrete mixes under shock actions can be considered as a de-

forming process of a concrete layer loading by a set of shock impulses sequen-
tially imposed with time interval T .The stresses arisen after such action can be ar-
ithmetically summed since the maximum of dynamical pressures achieves in a 
time interval just after the impulse action.  

The solution of the corresponded problem written in displacement form for the 
case of hinge-supported cell under instantaneous impulse can be presented as 
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(30)
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The corresponded frequency equation at 0 1 0μ μ= =  is reduced to the form 
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 (31)

where бm  is the linear mass density of the viscoelastic layer. 

The analysis of the solutions (18), (29), (30) shows that the distribution of dy-
namical pressures along the height of a layer is different for these three cases. The 
envelope curve of the dynamical pressures diagram has a sinusoidal character at 
the vibration action, but the envelope curve is the sum of sinusoids at the shock 
action (instantaneous impulse). Note, that the vibrations are in-phase along the 
height of layer independently from its vertical size. But the periodical regime of 
motion changes on an aperiodic one if the height of layer grows and static compo-
nent of compression arises. It leads to considerable diminish of the process effi-
ciency. So, it is necessary to diminish the vibration frequency at growth of the 
height of layer.  

The availability of the zones with zero points depends on the relation of the du-
ration of shock impulse on the period natural vibrations of the system. 

The frequency equations characterized the eigenfrequensies for systems (20) and 
(30) define the dependence between the eigenfrequencies nω  for free of loading and 

interacted with concrete mix layer бP  of the elastic system. The difference is that the 

frequency coefficients for the tray are taken as ones for the beam with free ends, but 
for cell of the envelope these coefficients are found from eq. (28). The character of 
changing the parameter 1k versus on dimensionless parameters 0C  and μ  is shown 

in fig. 3. The areas I, II, and III correspond approximately to the values of parame-
ters for vibration, sock and vibration, and shock machines, respectively. 

 

 
Fig. 3. Dependence the frequency coefficient k1 vs. on parameters μ and C0 
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Thereby, the obtained solutions give us possibility to show the influence  
the bending stiffness, point masses, and elastic bracing on the eigenfrequencies. 
The comparison the eigenfrequencies for loaded and free of loading structures al-
lows to compute the coefficient of added mass прα , which uses in engineering 

computations: 

2
0

пр 2
бб

1n m

mP

ωα
⎛ ⎞

= −⎜ ⎟
⎝ ⎠

 (32)

The parameter прα  depends on the mechanical properties of the mix and ratio of 

linear mass densities and is unique for any concrete mix. So, implementation this 
parameter as a constant ( пр constα = ) can not ensure the satisfactory accuracy for 

practical calculations. 
It is followed from obtained solutions, that viscoelastic layer reduces the eigen-

values of the system. It is also determined, that the inertial resistance dominates at 
0,1h m≥ , but the influence of the mechanical properties of the mix is more es-

sential when layer thickness less than 0,1 m . 

The experimental investigations and numerical computations show, that the 
value of dynamical stresses depends essentially on lowest eigenfrequency and in a 
less degree on a correlation of frequencies in the spectrum at shock actions [1, 2].  

The dependence of dynamical pressure versus the dimensionless frequency 1θ  

is presented in fig. 4.  

 

 

Fig. 4. Dependence of the dynamical pressure vs. the frequency coefficient 1θ . E = 7 МПа, 

1– h = 0,05 м ; 2– h = 0,3 м ; 3– h = 1,0  м. 

 

If the frequency of shock impulses is multiple to the eigenfrequency of the system 
then the phenomenon of the impulse resonance can be realized. However, taking 
into account the natural scatter of mechanical characteristics influencing on the  
dynamical properties of the system, this phenomenon is practically unrealizable. If 
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the eigenfrequency of the layer is less than the frequency of shock impulses, then  
the accumulation of the stresses of unit sign (compression) realizes, i.e., the static 
component of the pressure appears when the dynamical one is not great enough. So, 
the efficiency of the compaction process diminishes considerably. Limiting frequen-
cies presents in [1, 2] for which the unloading of the layer is reached in each cycle of 
vibrations. Thereby, the possibility for optimization of the compaction regimes is 
connected to choice of optimal values of the dimensionless eigenfrequencies 1θ   

and maximal frequency of forced impacts taking into account constraints above 
mentioned. 

The frequency spectrum of driving force has an essential sense for shock and 
vibration regimes of vibrations. The increase of dynamical impacts on the concrete 
mix can be reached via approaching the eigenfrequencies to one of the driving 
force harmonic. Note, that the tuning out resonance is not necessary in view of not 
great grows of the vibration amplitudes. 

The recommendations on the dynamical computations with optimization are 
given in [1, 2]. As for the dynamical computations in whole, the basic problem is 
to find the dynamical system characteristics in such way, that to exclude the tray 
service at the resonance regimes taking into account the longevity constraints. It is 
also important to achieve even distribution of the vibration amplitudes along the 
surface of the tray at the expense of rational placement of the vibroexciters. 

Note the one important speciality of obtained solutions. Since, the value бP  is 

normalized, the value mω (eigenvalue of free loading structure) is found using the 

frequency equations. It is seen from fig. 4 that this value can be defined by chang-
ing the values D , l , 0C , μ .  

The steel intensity of the cell (form) will be different for each case. The analy-
sis of the equations (28) and (29) shows that the minimal value of the steel inten-
sity is reached at the maximal values for 1k . So, it is necessary to tend to the  

following values for parameter 0C : for shock and vibration machines – 0 300C ≥ ; 

for shock machines – 0C → ∞ ; for vibration machines – 0 5C ≤ .Up to now all ele-

ments of FFM are designed separately. It can lead to unexpected phenomena: 

• exploitation of the tray forms in resonance regimes due to a compact spectrum 
of the eigenfrequencies; 

• irregularity in the distribution of the vibration amplitudes along the surface; 
• necessity to grow shock actions on the forms and to increase its steel intensity. 

The engineering methodic for dynamical computations with optimization of the 
process, the laboratory and full-scale experience of application of the form with 
improved dynamics parameters are given in [1, 2]. 

3   Conclusion 

The realized complex of theoretic and experimental researches, including the iden-
tification of the structural and mechanical characteristics of the viscoelastic media 
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(concrete mix) as well as investigation of the system vibrations gave us the possi-
bility to develop the method of the dynamical computations taking into account 
process optimization. It can be supposed that application of the method will allow 
one decreasing of the tray steel intensity in the range about 10-15% under given 
longevity. 

References 

1. Gusev, B.V., Faivusovich, A.S.: Technological mechanics of vibrated concrete mixes. 
Litera, Moscow (2002) 

2. Gusev, B.V., Kondrashchenko, V.I., Maslov, V.P., et al.: Forming of the composite ma-
terials structure and their properties. Nauchny mir, Moscow (2006) 



Extreme Instability Phenomena in Autonomous 
Weakly Damped Systems: Hopf Bifurcations, 
Double Pure Imaginary Eigenvalues, Load 
Discontinuity 

Anthony N. Kounadis 

Academy of Athens,  
Soranou Efessiou 4, Athens 115 27, Greece 
kounadis@bioacademy.gr 

Abstract. The dynamic asymptotic instability of autonomous multi-parameter 
discrete systems under step compressive loading either of constant direction (con-
servative load) or of varying direction (follower or nonconservative loading) is 
thoroughly reconsidered using the efficient - and rather forgotten - Liénard-
Chipart stability criterion. Attention is focused on the interaction of nonuniform 
mass and stiffness distribution with infinitesimal damping. Such parameters alone 
or combined with others may have a tremendous effect on the Jacobian eigenval-
ues and thereafter on the local asymptotic dynamic instability which – strangely 
enough –may occur before static (divergence) instability, even in the case of a 
positive definite damping matrix. It was also found that such systems when 
unloaded, although being statically stable, under certain conditions may become 
dynamically locally unstable to any small disturbance. Hopf bifurcations, double 
zero eigenvalues, double pure imaginary eigenvalues, loading discontinuity and 
other phenomena are properly established. 

1   Introduction 

The importance of damping on the local dynamic stability of flexurally vibrating 
systems under follower (step) load (nonconservative autonomous systems) was 
recognized long time ago as a decisive factor [1, 2, 3]. Particular attention was 
given on nonconservative discrete systems which lose their stability either by flut-
ter (dynamic) or by divergence (static) instability depending on the region of 
variation of the nonconservativeness loading parameter. However, this effect was, 
in general, ignored when the above autonomous systems are subjected to a  
constant in magnitude and direction loading with infinite duration (conservative 
systems [4]). The dynamic stability of both types of such autonomous discrete 
systems when damping is included can be described using a local (linear) analysis 
by the matrix-vector differential equation [4, 5, 6] 



92 A.N. Kounadis
 

M q�� +C q� +V q = 0 (1)

where the dot denotes derivative with respect to time t; q(t) is an n-dimensional 
state vector with coordinates qi(t) (i = 1,…n); M and C are nxn real symmetric 
matrices. More specifically, matrix M associated with the total kinetic energy of 
the system is a function of the concentrated masses mi (i = 1,…n) being always 
positive definite; matrix C with elements the damping coefficients cij (i,j = 1,…n) 
may be positive definite, positive semi-definite as in the case of pervasive damping 
[7, 8] or indefinite [9, 10]; V is a generalized stiffness matrix whose elements Vij 
are linear functions of a suddenly applied external load λ of constant magnitude 
with varying (in general) direction and infinite duration, of stiffness coefficients kij 
(i, j = 1,…,n) and of the nonconservativeness loading parameter η, i.e. Vij = Vij(λ; 
kij, η). V is an asymmetric matrix for η≠1 (since η=1 corresponds to a conservative 
load[11]). Apparently, due to this type of loading the system under discussion is 
autonomous. The static (divergence) instability or buckling loads c

iλ  (i = 1,…n) 

are obtained by vanishing the determinant of the stiffness asymmetric (η≠1) matrix 
V(λ; kij, η) , i.e. 

|V(λ; kij, η)| = 0 (2)

Clearly, eq.(2) yields an nth degree algebraic equation in λ for given values of  kij 
and η. Assuming distinct critical states the determinant of the matrix V(λ; kij, η) is 
positive for c

1λ < λ , zero for c
1λ = λ and negative for c

1 .λ > λ  

The boundary between flutter and divergence instability is obtained by solving 
with respect to λ and η the system of algebraic equations [12]  

V=∂V/∂λ = 0 (3)

for given stiffness parameters kij (i,j = 1,…,n). 
Kounadis [4, 13] in two very recent publications has established the conditions 

under which the above autonomous dissipative discrete systems under step loading 
of constant magnitude and direction with infinite duration (conservative load) may 
exhibit dynamic bifurcational modes of instability before divergence (static insta-
bility), i.e. for c

1λ < λ , when infinitesimal damping is included. These dynamic 

bifurcational modes may occur through either a degenerate Hopf bifurcation 
(leading to periodic motion around centers) or a generic Hopf bifurcation (leading 
to periodic attractors or to flutter). These unexpected findings (implying failure of 
Ziegler’s kinetic criterion and other singularity phenomena) may occur for a cer-
tain combination of values of the mass (primarily) and stiffness distribution of the 
system in connection with a positive semi-definite or an indefinite damping matrix 
[4, 13]. 

Very recently Kounadis [14] established that there are combinations of values 
of the above mentioned parameters – i.e. mass and stiffness distribution - which in 
connection with positive definite damping matrices may lead to dynamic bifurca-
tional modes of instability when the system is nonconservative due to a partial 
follower compressive load associated with the nonconservativeness parameter η. 
These systems of divergence (static) instability, occurring for suitable values of η, 
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are called pseudo–conservative systems when subjected to nonconservative circu-
latory forces, being therefore essentially nonconservative systems [6]. Systems 
exhibiting flutter are called by Ziegler circulatory, although in this terminology 
pseudo - conservative systems are not distinguished [1].  

In this work the local dynamic stability of autonomous discrete conservative or 
nonconservative systems is discussed by studying the coupling effect of the damp-
ing matrix with other parameters (i.e. mass and stiffness distribution, nonconser-
vativeness parameter η) on the Jacobian eigenvalues. Attention is focused mainly 
on infinitesimal damping which may have a considerable effect on these systems 
asymptotic instability. Such local dynamic instability will be sought through the 
set of asymptotic stability criteria of Liénard–Chipart [15, 16] which are very ele-
gant and more readily employed than the well known Routh-Hurwitz stability cri-
teria. Moreover, the conditions for the existence of Hopf (generic or degenerate) 
bifurcations, of double zero eigenvalue bifurcations and of a double purely imagi-
nary eigenvalue bifurcation will be assessed. The local dynamic asymptotic stabil-
ity of these systems using the above criteria is also discussed if there is no loading 
(i.e. λ=0). In addition to the above main objectives of this work, some new cases 
of dynamic bifurcations will be also discussed by analyzing 2-DOF (two degrees 
of freedom) systems for which a lot of numerical results are available [17].  

Hence, this work is rather a recapitulation, assessment and expansion of previ-
ous studies [4, 13, 14, 18] whose impetus was that such local dynamic bifurca-
tions, which could be explored via classical (linear) analysis, escaped the attention 
of eminent researchers in the past. 

2   Basic Equations 

Solutions of eq(1) are sought in the form 

q =reρt   (4)

where ρ is in general a complex number and r a complex vector, independent of 
time (t). 

Introducing q(t) into eq.(1) we obtain [13] 

L(ρ) r = (M ρ2+C ρ+ V) r = 0 (5)

where L(ρ) = M ρ2+C ρ+ V  is a matrix-valued function.  
The characteristic (secular) equation based on eq.(5), detL(ρ)=0, is  

2n12n
12n

1
2n αρα....ραρ ++++ −

−  = 0 (6)

where the real coefficients αi = (i=1,...,2n) are determined by means of Bôcher 
formula [19]. The eigenvalues (roots) of eq.(6) ρj = (j = 1,...,2n) are, in general, 
complex conjugate pairs ρj = νj ± μj i (where i = 1− , νj and μj real numbers)  
with corresponding complex conjugate eigenvectors rj and 

jr  (j = 1,…,n). Since  
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ρj = ρj(λ), clearly νj =νj(λ), μj =μj(λ), rj =rj(λ) and )λ(rr jj = . Thus, the solutions of 

eq.(1) are of the form 

Aeνtcosμjt ,     Beνtsinμjt (7)

where A and B constants which are determined from the initial conditions. Solu-
tions (7) are bounded tending to zero as t→∞, if all eigenvalues of eq.(6) have 
negative real parts, i.e. when νj < 0 for all j.  

The seeking of a pair of imaginary roots of the secular eq (6) which represents 
a border line between dynamic stability and instability is a first but important step 
in our discussion. Clearly, an imaginary root gives rise to an oscillatory motion of 
the form eiμt, (i = 1− , μ = real number) around the trivial state. However, the 
existence of at least one multiple imaginary root of κth order of multiplicity leads 
to a solution containing functions of the form eiμt, teiμt, ..., tk-1eiμt, which increase 
with time. Hence, the multiple imaginary roots on the imaginary axis denote local 
dynamic asymptotic instability.  

All findings presented bellow which are based on linearized solutions have 
been confirmed via non-linear dynamic analyses using an improved Runge-
Kutta numerical scheme. 

Subsequently, we will discuss firstly the more simple case of conservative and 
then the case of nonconservative systems under partial follower load. 

3   Conservative Systems  

Kounadis [4,13,18] has established recently the conditions under which the above 
autonomous systems under step loading of constant magnitude and direction (con-
servative load) with infinite duration may exhibit dynamic bifurcational modes of 
instability before divergence (static instability), i.e. for c

1λ < λ , when infinitesimal 

damping is included These unexpected findings (implying failure of Ziegler’s ki-
netic criterion and other singularity phenomena) may occur for a certain combina-
tion of values of the mass (primarily) and stiffness distribution of the system in 
conjunction with a positive semi-definite or indefinite damping matrix [4,13,18] . 

From the above matrix-valued function L(ρ) one can obtain 

Τr (ρ2Μ+ρC+V)r = 0 (8)

where Τr is the conjugate transpose of r. 
Since all quadratic forms are real (scalar) quantities, eq. (8) is a 2nd degree al-

gebraic polynomial with respect to ρ from which we obtain 

[ ]))(4()(
2

1ρ ΤΤ2ΤΤ
Τ VrrMrrCrrCrr
Mrr

−±−=
 

or iμνρ += ,  (i )1−= ,  
Mrr
Crr
Τ

Τ

2
ν −=  ,   2

Τ

Τ
2 νμ −=

Mrr
Vrr . (9)

For c
1λλ <  matrix V, for given values of the stiffness parameters kij (i,j=1,…,n), is 

positive definite. If in addition matrix C is positive definite and given that matrix M 
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is always positive definite, according to the Parodi theorem [20] all eigenvalues 
(roots) of eq.(6) have negative real parts. Hence, the system is asymptotically stable. 
Indeed, if C is positive definite, as λ increases gradually from zero, at least a pair of 
complex conjugate eigenvalues follows in the ρ-complex plane the path shown in 
Fig.1a becoming a double negative eigenvalue at a certain λ = λ0 slightly smaller 
than c

1λ  due to the vanishing of the discriminant of eq.(9). For λ > λ0 but less than 
c
1λ  the discriminant becomes positive related to two unequal negative eigenvalues 

moving in opposite directions in the real axis. At c
1λλ =  one of these eigenvalues 

vanishes, becoming positive and increasing for c
1λλ > , yielding static (divergence) 

instability, while the other (negative) eigenvalue decreases algebraically. 

3.1   Conditions for Dynamic Bifurcation 

Attention is mainly focused on dynamic bifurcations associated either with degen-
erate or generic Hopf bifurcations (Fig.1b,c) which may occur before divergence 

(i.e. for c
1λλ < ). This will be discussed in connection with the sign of the quad-

ratic form Crr Τ  which may be positive, semi-definite or indefinite. Fig. 1d shows 

a double zero eigenvalue bifurcation at λ H = c
1λ  [13]. 

 

 

Fig. 1. Types of dynamic bifurcations. 

The necessary condition for a degenerate or a generic Hopf bifurcation is the 
existence of one at least pair of conjugate pure imaginary eigenvalues ±iμ  
(i.e. ν=0), while the remaining eigenvalues are complex conjugate with negative 
real parts. Since ν=0 from eq.(9) it follows that  

(a) (b) 

(c) (d) 
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0Τ =Crr   (for r≠0) (10)

Eq.(10) is satisfied when the damping matrix C is either positive semi-definite 
(since |C|=0) or indefinite. When C is a given matrix, the indefinite quadratic form 

Crr Τ  may become zero for a suitable value of r depending on the loading λ  and 
the stiffness coefficients kij (i,j=1,…,n), since r=r(λ; kij). 

The sufficient condition for a generic Hopf bifurcation is the fulfillment of the 
transversality condition [5] 

0
dλ
dν

λλ

≠
Η=

 (11)

where )λ(λλ c
1H <=  is the critical load for which the real part of ρ becomes zero, 

i.e. ν(λΗ; kij)=0. Clearly, if condition (11) is violated, namely if  

 
(12)

a degenerate Hopf bifurcation occurs. 
The conditions for establishing the dynamic instability load λH related to Hopf bi-

furcations (generic or degenerate) are analytically obtained by Kounadis [4, 13, 18]. 
Assuming that the necessary condition for a Hopf (degenerate or generic) bi-

furcation is satisfied, we can introduce into eq.(5) the pair of conjugate pure 
imaginary eigenvalues ±iμ. This leads to 

(A ± iμC)r = 0 (13)

where A=V−μ2M. Clearly, for a non-trivial solution (i.e. for r≠0), the correspond-
ing determinant must be zero, namely 

|A ± iμC| = 0. (14)

According to the proof by Peremans–Duparc–Lekkerkerrer [20] if A and C are 
real symmetric matrices such that A is non-negative definite, then eq.(14) implies 
that there exists a non-trivial real vector r satisfying eq.(13) which yields 

Ar = 0,    Cr = 0   (r≠ 0). (15)

Eqs.(15) are simultaneously satisfied if the determinants of both matrices A and C 
are zero, i.e. 

|A| = 0,           |C| = 0. (16)

The second of eqs.(16) is fulfilled if matrix C is positive semi-definite. 

(a) C is positive semi-definite 
It can readily be shown that if C is a positive semi-definite matrix the dynamic 
bifurcation is a degenerate Hopf bifurcation since the transversality condition is 
violated (Fig. 1b). Indeed, using the expression of ν given in eqs.(9), one can show 

that condition (12) is satisfied. Clearly, since Crr Τ =0 while Mrr Τ ≠0, condition 
(12) is fulfilled provided that 
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0
d
d2

d
d CrrCrr   (17)

which is true since due to eq.(15) Cr = 0. Such a result was anticipated since r 
evaluated through the 2nd of homogeneous eqs.(15) is independent of λ. Note also 
that a real eigenvector r corresponds to both pure imaginary eigenvalues +iμ and 
−iμ [4]. It is worth noticing that the above finding is also valid if C is a symmetric 
singular matrix (i.e. C is not necessarily positive semi-definite). 

One can now obtain a new finding of paramount importance for a multi-
parameter system. By means of the 2nd of eqs.(15) we can determine rj =rj(rn), 
where j =1,…, n−1. Inserting these values into the 1st of eqs.(15), after setting 
A=V −μ2M, we obtain 

(V − μ2M)r = 0. (18)

Writing eq.(18) analytically and solving each of the resulting equations with re-
spect to μ2 we find 

nnn1n1

nnn1n1

n2n121

n2n121

n1n111

n1n1112

r...MrM

r...VrV
...

r...MrM

r...VrV

r...MrM

r...VrVμ
+
+==

+
+=

+
+=  (19)

Relations (19) and (9) yielding μ2, furnish n equations from which we can deter-
mine λ and (n−1) from the mass and stiffness parameters. In this solution we are 
looking for the minimum positive value of λ which must be less than c

1λ . For in-

stance, if n = 2 we can determine in addition to λ = λH one parameter. 

(b) C is indefinite 
If the matrix C is indefinite (since |C|<0) the eigenvectors satisfying eq.(13) must 
be complex. Multiplication of eq.(13) by Tr  (complex conjugate transpose of r) 
leads to 

Tr (A ± iμC)r = 0. (20)

Since Tr Ar and Tr Cr are real (scalar) quantities,  eq.(20) yields 

Tr Ar = 0,         Tr Cr = 0. (21)

Eqs.(21) are also obtained from relation (9), after setting ν=0 and V=A+μ2M, 
since matrix M is always positive definite. 

If C is an indefinite matrix the quadratic form Tr Cr depending on the values  
of ν≠ 0 may be negative or positive. Hence, it may also vanish for a certain  
ν≠0 depending on the value of λ for given values of the parameters (masses and 
stiffnesses). 

Given that conditions (15) are not valid (since |C|≠0, |A|≠0), the procedure  
established previously based on Tr Cr=0 cannot be adopted in connection with 
conditions (21). Ιnstead of this, one can apply eq.(14), the expansion of which, 
after setting real and imaginary parts equal to zero, furnishes two equations in λ  
and μ2 that can be determined provided that all (mass and stiffness) parameters 
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and matrix C are known. Clearly, the determinant in eq.(14) can be established for 
n>2 by using symbolic algebra. For n=2, eq.(14), after setting A=V−μ2M, yields 

( )( ) ( ) ( )
( ) ( ) ( ) 0MμVc2MμVcMμVc

0cccμMμVMμVMμV

12
2

121211
2

112222
2

2211

2
122211

22

12
2

1222
2

2211
2

11

=−−−+−

=−−−−−−  (22)

Eqs.(22) can also be written as follows [13] 

│V-μ2Μ│= │Α│=μ2│C│ 

121211222211

1212112222112

M2cVcMc

V2cVcVcμ
−+
−+=  

(23)

Eliminating μ2 from eqs.(23) we can find λ for given matrix C and known values 
of the parameters. The lowest positive value of λ(< c

1λ ) is the dynamic instability 

critical (flutter) load λ=λH which implies a dynamic bifurcation occurring before 
divergence. This dynamic bifurcation is a generic Hopf bifurcation since the suffi-
cient condition related to the transversality condition is satisfied, namely dν/dλ≠0 

(Fig. 1c). Indeed, due to eqs.(9), it follows that ν=0 which yields Tr Cr =0. 
Thus, one has to show 

( ) 0
dλ
d

Hλλ

T ≠
=

Crr  (24)

where r is a function of λ and the mass and stiffness parameters. For a given ma-
trix C the quadratic form Tr Cr, corresponding to a critical condition (since 
ρ=±iμ), is a real polynomial of 2nd degree with respect to the loading λ for known 
values of the parameters. If the derivative of this polynomial with respect to λ is 
zero, then at λ = λH, eq.(6) yields a two-fold root; a case which is excluded since 
herein only distinct critical points are considered. 

Clearly, the proof for the transversality condition presented here for both, the 
degenerate and generic Hopf bifurcation, is simpler than that recently reported [4]. 

The above, rather cumbersome, analysis for establishing the load λ=λH associated 
with a generic Hopf bifurcation can be drastically simplified in the case of an indefi-
nite matrix C when |C| < −ε2 for ε→0. In the following an approximate technique 
for a simple, rapid and reliable evaluation of λ=λH and μ2 will be presented. The 
accuracy of the results obtained by using this technique increases substantially as ε  
approaches zero. 

3.2   Approximate Technique: |C|<−ε2 for ε→0 

If this case in which the determinant of the damping matrix C is negative but  
negligibly small and Cr ≠ 0, we may consider that Tr Cr=0 in eq.(21) can be  
approximately satisfied by a real vector, r ≠ 0, as in the previous case of a positive 
semi-definite matrix C, where |C|=0. Namely, we may assume that at a certain 
λ=λH there exists a vector r ≠0 for given values of the parameters for which 
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Tr Cr = 0 (25)

and due to eqs.(21) 

Tr Ar = 0. (26)

We may also assume that the latter case is satisfied if |A|=0 which implies 

Ar = 0     (r ≠ 0). (27)

Analytically eq.(27) is written as follows: 

0

r

r
.

.

.
r

r

...

...............

...

...

n

1n

2

1

nnnnn2n1

n21-n,22221

n11-n,11211

=

−

 
(28)

or in a partitioned form 

0
rA

AA

n21

1211 =
r~

 (29)

where A11 is an (n−1)×(n−1) non-singular symmetric matrix, A12 an n×1 (column) 
matrix such that T

21A =A21; αnn is a real (scalar) quantity, r~=(r1,..., rn−1)
T is a vector 

and rn the nth component of the vector r. From eq.(29) one can find 

r~  = −rn 12
1

11 AA−  (rn ≠0). (30)

Introducing this expression of r~  into eq. (25) we obtain 

0
nn21

1211
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CC  

(31)

where 

⎥
⎥
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⎦
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⎢
⎢
⎢
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−
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From eq. (31) it follows that 

0cr2r nn
2
nn

T =++ CC 2111r~ r~ r~  (33)

or due to eq.(30) 

0c2 nn12
1

112112
1

1111
1

11
T
12 =+− −−− AACAACAA . (34)

Eq. (34) along with the determinantal equation 

|A| = 0 (35)

furnish a non-linear system of two equations with unknowns λ and μ2 which can 
be solved numerically provided that the matrix C and all parameters are known. 
The lowest positive λ(< c

1λ ) is the dynamic instability load λ=λH which corre-

sponds to a generic Hopf bifurcation. This is so because the transversality condi-
tion is also satisfied according to the proof given above. 

4   Νon-conservative Systems 

We consider the above autonomοus, weakly damped, system subjective now to a 
partial follower (step) load with η≠1 (nonconservative system). Then, the general-
ized stiffness matrix V=V(λ; kij, η) is asymmetric and hence the previous outlined 
procedure with η=1 is not applicable. However, one can overcome such a diffi-
culty by employing either the very efficient asymptotic stability criterion of Lié-
nard- Chipart [16] or to render the system symmetric through suitable matrix trans-
formations. Subsequently, both procedures will be presented. 

4.1   Liénard-Chipart Stability Criterion 

Consider the general case of a polynomial in z with real coefficients αi (i=0,1,…,n) 

0z...zz)z(f n1n
1n

1
n

0 =α+α++α+α= −
− ,   ( )00 >α . (36)

We will seek the necessary and sufficient conditions so that all its roots have 
negative real parts. Denoting by zκ (κ = 1,…, m) the real and by rj ± isj (j = 1,…, 
(n-m)/2; i= 1− ) the complex roots of eq.(36) we may assure that all these roots in 
the complex plane lie to the left of the imaginary axis, i.e. 

zκ<0, rj<0  (κ=1,…,m; j=1,…,(n-m)/2) (37)

Then one can write 

( ) ( )∏∏
−

==

++−−=
mn

1j

2
j

2
jj

2
m

1κ
κ0 srz2rzzzαf(z)  (38)



Extreme Instability Phenomena in Autonomous Weakly Damped Systems 101
 

Since due to inequality (37) each term in the last part of eq.(38) has positive coef-
ficients, it is deduced that all coefficients of eq.(36) are also positive. However, 
this (i.e. αi>0 for all i with α0>0) is a necessary but by no means sufficient condi-
tion for all roots of eq.(36) to lie in the left half- plane (i.e. Re(z)<0). 

According to Routh–Hurwitz criterion [15, 16] for asymptotic stability, i.e. for 
all roots of eq.(36) to have negative real parts the necessary and sufficient condi-
tions are  

Δ1>0,  Δ2>0, ……, Δn> 0 (39)

where 

 
(40)

where Δi (with ακ=0 for κ>n) is the Hurwitz determinant of order i (i = 1,2,…,n). 
It should be also noted that when the above necessary conditions αi >0 (for all i) 

hold, inequalities (39) are not independent according to Liénard and Chipart who 
established the following elegant criterion for asymptotic stability [16]. 

 
The Liénard – Chipart asymptotic stability criterion 

 

Necessary and sufficient conditions for all roots of the real polynomial 

( )0,0z...zz)z(f 0n1n
1n

1
n

0 >α=α+α++α+α= −
−  to have negative real 

parts can be given in any one of the following forms: 

1. αn>0, αn-2>0,...;            with 
⎩
⎨
⎧

>Δ>Δ
>Δ>Δ

...,,0,0or  

...,,0,0either  

42

31  (41a)

2. αn>0; αn-1>0,  αn-3>0,...; with 
⎩
⎨
⎧

>Δ>Δ
>Δ>Δ

...,,0,0or  

...,,0,0either  

42

31  
(41b)

This asymptotic stability criterion was rediscovered by Fuller [21].  

4.2   Symmetrization of Asymmetric Matrices 

If the generalized stiffness matrix V is asymmetric one should adopt the procedure 
that follows after recalling some theorems from the theory of matrices. A real 
asymmetric matrix A (≠AT) is symmetrizable if it can be expressed as the product 
of two symmetric matrices one of which is positive definite [6], i.e. 

A = S1S2 (42)
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where S1 is positive definite and T
22 SS =  (symmetric matrix). Clearly, from rela-

tion (42) it is deduced 
2

1
1 SAS =−  which indicates that a symmetrizable matrix 

becomes symmetric after multiplication by an appropriate positive definite matrix. 
Moreover, since a symmetrizable matrix is similar to a symmetric matrix, its ei-
genvalues are necessarily real. 

From (ρ2Μ+ ρ C+V)r= 0 it follows that 

0)
~~

( 22 =+ρ+ρ rVCIM  or 0)
~~

( 22 =+ρ+ρ rVCI  (43)

where CMC 1~ −=  and VMV 1~ −= .  

One can find transformations of the form 

TSCSSV 121

~
,

~ β==  (44)

where S1 is a positive definite matrix, S2 and T are symmetric matrices, while β is 
a small positive number. 

Using relations (44) ,eq.(43) is written as follows 

0)( 211
2 =+βρ+ρ rSSTSI  or  0)( 2

2/1
1

2/1
1

2/1
1

2 =+βρ+ρ − rSSTSS  (45)

or        0)( 2/1
1

2/1
12

2/1
1

2/1
1

2/1
1

2 =+βρ+ρ − rSSSSSTSI  (46)

where 2/1
1S  and 2/1

1
−S  are also symmetric matrices, since  S1 is a symmetric  

matrix.  
Similarly from (ρ2Μ+ ρ C+V)r= 0 one can write 

             0)( 211
2T =+βρ+ρ SSTSIMq  or 

0)( 2/1
1

2/1
12

2/1
1

2/1
1

2/1
1

22/1
1

T =+βρ+ρ −SSSSSTSISMq  
(47)

or 

              0)( 2/1
12

2/1
1

2/1
1

2/1
1

22/1
1

T =+βρ+ρ SSSSTSISMq  (48)

The transpose of eq.(48) is 

0)( T2/1
1

2/1
12

2/1
1

2/1
1

2/1
1

2 =+βρ+ρ qMSSSSSTSI  (49)

Comparing eqs(46) and (49) we obtain 

qMSrS 2/1
1

2/1
1 =− , qMSr 1=  (50)

Using eqs(44) one can write 

2
1

1

~
SVS =− ,   TβC

~
S 1

1 =−  (51)

where S2 and T are (as stated above) symmetric matrices, while S1 is a positive 
definite matrix. Note that transformations of the form (44) are not always possible 
for systems with more than three degrees of freedom. 

Subsequently the procedure for a conservative symmetric system outlined 
above can be established.  
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5   Numerical Results 

Since numerical results are available from previous studies [4, 12, 13, 14, 18] 
which are based on 2 or 3-DOF models for the sake of comparison we will use the 
spring cantilevered dynamic model of 2-DOF shown in Fig.2 under a partial fol-
lower load with noncocervativeness parameter η≠1 (nonconservative system) as 
well as for η =1 (conservative system). Numerical results will be presented in 
graphical (mainly) but also in tabular form. Moreover, attention will be focused on 
the effect of the violation of one or more of the conditions of the Liénard-Chipart 
asymptotic stability criterion. 

 
 
 
 

 

Fig. 2. 2-DOF autonomous cantilever model under a partial follower load P. 

The response of this dynamic model, carrying two concentrated masses, is stud-
ied when it is either unloaded or loaded by a suddenly applied load of constant 
magnitude and varying (η≠1) or constant (η=1) direction with infinite duration. 
Such an autonomous dissipative system with infinitesimal damping (including the 
case of zero loading) is properly discussed. If at least one root of the secular eq.(6) 
has a positive real part, the corresponding solution (7) will contain an exponen-
tially increasing function and the system will become unstable. The nonlinear 
equations of motion for the 2-DOF nonconservative model of Fig.2 with rigid 
links of equal length l are given by Kounadis [12].  

0Vcc)sin()cos(m)(1 121211121
2
22121 +  

0Vcc)sin()cos( 211222221
2
12112  

(52)
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l 



104 A.N. Kounadis
 

where  [ ]21211 1)θ(ηθλsinθk)θ(1V −+−−+= , 
2,122 λsinηθθθV −−=  and η 

is the nonconservativeness loading parameter,  m=m1/m2 , k=k1/k2 and  λ=Pl/k2. 
Linearization of eqs.(52) after setting  

t

2

1t

2

1 ee ρρ =⎥
⎦

⎤
⎢
⎣

⎡
ϕ
ϕ

=⎥
⎦

⎤
⎢
⎣

⎡
θ
θ

=Θ φ 

gives 

( )VCM +ρ+ρ2 φ = 0                                                (53) 

where  

−−
−−−−+

==

=
+

==

11

1)(11k

VV

VV

,
cc

cc
,

11

1m1

mm

mm

2221

1211

2212

1211

2212

1211

V

CM

.

 (54)

The static buckling (divergence) equation is given by 

ηλ2 − η(2 + k)λ + k = 0 (55)

whose lowest root is the first buckling load c
1λ  equal to 

c
1λ  = 0.5[k + 2 − 4k/η2)(k 2 −+ ] (56)

which for real roots yields η=4k/(k+2)2 that  defines the boundary between the 
region of existence and non-existence of adjacent equilibria. 

Ιn case of a Rayleigh’s dissipative function the damping coefficients are,  
c11 = c1+c2, c12 = −c2, c21 = −c2 and c22 = c2, where ci (i=1,2) is dimensionless coef-
ficient for the ith rigid link. This case (for which detC=c1c2) is a specific situation 
of the damping matrix C which is not discussed herein. 

5.1   Conservative System (η=1) 

The corresponding equations of motion are obtained for the 2-DOF conservative 
model from eqs(52) after setting η=1. Thus eqs(53&54) are also valid after insert-

ing η=1 into matrix V and c
1λ . 

For a degenerate Hopf bifurcation (Fig.1b), associated with a positive semi-
definite matrix C, using eqs(15) and (16) for n=2, we get 

r = r1/r2 =−c22/c11 (57)

Application of eq.(19) due to eqs(54) gives 

( )
( ) 1r

λ1r

1rm1

1rλ1k

+
−+−=

++
−−+  (58)
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from which we obtain the degenerate Hopf bifurcation load λ = λH, i.e. 

(r2 − mr − 1)λH = r2(m + k + 2) + r(k − m) − 2, (59)

where m and k are positive quantities, while r may be positive or negative. Note 
that if r2−mr−1=0, the critical load λΗ exhibits a discontinuity (varying from +∞ to 
−∞). For r2(m+k+2)+r(k−m)−2=0 it follows that λ=0. Clearly, for given r the 
above extreme values of λH may occur for various combinations of values of the 
parameters m and k.  

It is worth noticing that the discontinuity in the flutter load λH (being independ-
ent of the stiffness ratio k) occurs at m=(r2−1)/r. Namely, for a given damping 
ratio r, one can find a critical value of m, i.e. m=mcr , which corresponds to a dis-
continuity in the load λH. As stated above, since r(=−c22/c11) does not depend on λ, 
eq.(9) yields dν/dλ=0 (violation of the transversality sufficient condition for a de-
generate Hopf bifurcation). 

From eq.(19) we obtain 

r1

λ1rρμ 22

+
−+−=−=     (r≠0) (60)

For the above 2-DOF model with k = 1, m = 10 and a positive semi-definite ma-

trix C with c11 = 0.01, c12 = c21= 0.002 and c22 = 0.0004 (i.e. |C|=0) we find c
1λ = 

0.381966011 r = −0.20, λH = 0.32/1.04 = 0.307692307, and ρ2 = −μ2=−1.115384615 
[4]. The critical mass ratio for which a discontinuity in the flutter load λH for this 
degenerate Hopf bifurcation occurs for mcr = 4.80.  

For a generic Hopf bifurcation (Fig.1c), associated with a given indefinite ma-
trix C, according to the exact analysis, one can obtain λH and μ2 by solving the 
system of eqs.(23). The discontinuity in the flutter load λΗ in the above degenerate 
Hopf bifurcation appears also in generic Hopf bifurcations a shown below. 

In case of an indefinite matrix C for which |C|< −ε2 with ε→0, the determina-
tion of the flutter load λH (and then μ2) is appreciably simplified without diminish-
ing its accuracy.  

Thus, application of eq.(19) gives 

2212
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1211

12112
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+
+

=
+
+

=  (61)

which leads to eq.(58) and then to eq.(59). The ratio r is obtained from eq.(25), i.e. 

c11r
2 + 2c12r + c22 = 0, 

or ( )2211
2
1212

11

cccc
c

1
r −±−=  

(62)

Clearly, the equation yielding a discontinuity in the flutter load λH, i.e. r2−mr−1=0, is 
still valid. For the above 2-DOF model with k=1 and m=10 related to an indefinite 
matrix C with c11=0.01, c12=c21=0.0325 and c22=0.012 (i.e. |C|=−9.3625×10−4<0) we 
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find, according to the exact analysis, λH=0.193698381< c
1λ , and μ=1.109221303 [4]. 

On the basis of the approximate analysis we obtain using eq.(62) r=−0.190179743 
and thereafter through eq.(61), λH=0.193830151 and μ=1.109204333, respectively, 
which practically coincide with the previously found values of λH and μ. The plot λH 
versus m>0 with the corresponding asymptotes m=5.068 and λ=1.19018 is shown in 
Fig.3.  
 

 
Fig. 3. Variation of λH versus mass ratio m for stiffness ratio k=1 with a discontinuity of the 
flutter load λH for m=5.068. 

Fig.4a shows the generic Hopf bifurcation load λH versus mass ratio  
m(= m1/m2)>5.068 for various values of stiffness ratio k(= k1/k2). The small circle 
in each k-curve corresponds to the critical divergence or static (buckling) load 

c
1λ (≡λH). This corresponds to a dynamic bifurcation associated with a coupled 

divergence–flutter instability (Fig.1d). This double zero eigenvalue dynamic bi-
furcation is called an Arnold–Bogdanof dynamic bifurcation [4]. Below the small 

circle we have λH < c
1λ  for each value of k. Clearly, both c

1λ  and λH increase with 

the increase of k. Fig.4b shows a generic Hopf bifurcations load λH versus mass 
ratio m(= m1/m2)<5.068 for various stiffness ratios k(= k1/k2). The values of λH are 
higher than λ = 1.19018 (asymptote). It is worth noticing that a discontinuity in the 
flutter load versus mass was first observed in a continuous damped cantilever 
model carrying concentrated (attached) masses [22, 23]. 
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Fig. 4. Hopf bifurcation load λH versus mass ratio m(=m1/m2) for various values of stiffness 
ratios k(=k1/k2) : (a) for m>5.068; (b) for m<5.068. 
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Table 1. Buckling and flutter loads c
1λ  and λΗ as well as |maxθ(τ)| for various stiffness  

and mass ratios k and m 

 

 

Fig. 5. Phase-plane portrait of the Hopf bifurcation of a 2-DOF model with k=10 and 
m=46.838455646. 
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Table 1 gives values of c
1λ ≡λH, of λH< c

1λ  and of λH slightly smaller than c
1λ   

for various values of the stiffness and mass ratio k and m, respectively, together 
with the corresponding final  amplitudes θ1(τ) of the stable limit cycles. Note  
that θ1(τ) increases with the increase of k and m. Fig.5 shows the phase-plane por-
trait θ2 vs 2θ�  corresponding to the above generic Hopf bifurcation with k=10, 

m=46.838455646 and λH=0.898<λc=0.9009805. Note that the (absolutely) maxi-
mum amplitude of θ1(τ) corresponding to this generic Hopf bifurcation, is nearly 
0.008 rad. The maximum (absolutely) amplitudes of θ1(τ) are, as expected, lower 
than the corresponding |maxθ2(τ)|. 

 
Liénard-Chipard Stability Criterion 

 

Subsequently we will discuss the effect of violation of the above stability criterion 
for λ≠0 and λ=0. 

The characteristic (secular) equation is 

ρ4+α1ρ3+α2ρ2+α3ρ+α4 = 0 (63)

where 
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(64) 

 

where |c| = detC. 
Let us first examine the effect of violation of the Liénard-Chipart criterion on 

the system  stability in the case of zero loading (i.e., λ= 0). Then eqs(64) due to 
relations (54) are written as follows: 
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(65) 

 

According to Liénard-Chipart criterion inequalities (41a) imply  

α4 > 0, α2 > 0, Δ1 >0, Δ3 > 0, (66)
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where Δ1 = α1>0 and Δ3=α3(α1α2-α3)- 2
1α α4>0. Clearly, from the last inequality, it 

follows that α3 > 0. 
For cii>0 (i=1, 2), k>0 and m>0 (implying α4>0), it is deduced that this criterion 

is violated if either one of α1 or α2 is zero or Δ3 is zero. These three cases will be 
discussed separately in connection with the algebraic structure of the damping 
matrix C=[cij]. 

 
Case 1 (α1 = 0 with α2>0) 
If α1 = 0 (yielding Δ3=− 2

3α  < 0), then 

             (1+m)c22+c11-2c12 = 0 (67)

Eq.(67), being independent of λ and k, is satisfied only when the damping matrix 
C is indefinite, that is, 

c11c22-
2
12c <0      (cii>0 for i,j=1,2) . (68)

Indeed, the last inequality due to relation (67) implies 

(1+m)2 2
22c +2(m-1)c11c22+

2
11c >0 (69)

which is always satisfied, regardless of the value of c22/c11, since for m>0, the  
discriminant of eq.(69) (equal to −16m) is always negative. 

Thus, we have explored the unexpected finding that an unloaded (stable) struc-
tural system (λ=0) becomes dynamically unstable at any small disturbance in case 
of an indefinite damping matrix even when infinitesimal damping is included. 

If all coefficients of eq.(63) are positive from the theory of algebraic equations 
it follows that this equation cannot have positive root. Also the case of existence 
of a pair of pure imaginary roots associated with Δ3=0 is ruled out, since Δ3<0 
(due to α1=0). Hence, eq.(63) has either two negative roots combined with a pair 
of complex conjugate roots with positive real part or two pairs of complex conju-
gate roots with opposite real parts. Both cases imply local dynamic instability. 

 
Case 2 (α2 = 0 with α1>0)  
If α2=0 (implying also Δ3< 0), then 

             
04mkc <−−−=      (k, m >0). (70)

Namely, the damping matrix [cij] is indefinite but with a large negative determi-
nant (rather unrealistic case). Since the Liénard-Chipart criterion is violated, the 
model is again locally dynamically unstable. 

The observation mentioned above at the end of Case 1 is also valid for Case 2. 
Namely, we have again local dynamic asymptotic instability. 

 
Case 3 (Δ3 = 0)  
In this case, stability conditions in eq.(66) are satisfied except for the last one, 

since Δ3 = 0 which yields 
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Δ3 = α3 (α1 α2 – α3) – 2
1α  α4 = 0 (71)

Note that λ< c
1λ  implies α4>0 (i.e., detV > 0). 

This is a necessary condition for the secular eq.(63) to have one pair of pure 
imaginary roots ρ=±μi. Indeed, this can be readily established by inserting ρ=±μi 
into eq.(63) and then equating to zero real and imaginary parts. 

Consider now the more general case of nonzero loading (i.e. λ≠ 0). Using rela-
tions (64), eq.(71) can be written as follows 

A λ2+Β λ+Γ = 0 (72)

where 

( )[ ]2
121122

2
221112211 2cccm1)cm(cα2))(mc(cA −++−+−++=  (73a)

( )[ ] [ ]{ }c4mk)c(c2cc1kc2)(mB 22111222111 ++++++++−= +  

( )[ ] ( ) ( )[ ]2
1211222211122211 2cccm12k)c(c2cc1kc2m −+++++++++

 

(73b)

[ ] ( )[ ] ( )[ ]2
1222111122211 2cc1kcmα2cc1kcc4mkΓ +++−++++++=  

−( )[ ]2
121122 2cccm1k ++−  

(73c)

where  

c11 = ( 2
12c +|c|)/ c22,          1α =mα1 (73d)

For real λ, the discriminant D of eq.(72) must be greater than or equal to zero, that 
is, 

D = B2 − 4AΓ ≥ 0. (74)

Subsequently, attention is focused on the following: (a) matrix C is positive semi-
definite (i.e., |c| = 0 with cii>0, i=1, 2) and (b) matrix C is indefinite (|c| < 0 with cii 
> 0, i =1, 2). 

Using the symbolic manipulation of Mathematica [24], one can find that  

D = |c|f(|c|) (75)

where f(|c|) is an algebraic polynomial of 5th degree in |c|. 
 

Case 4 (|c|=0, f ≠0) 
For |c|=0, eq.(72) implying D=0 admits a double root, which due to (73a), 

(73b), (73c), (73d) is given by 

( ) ( )
mcccc

2mkcmkcc2cλ
2212

2
22

2
12

2
222212

2
12H

1 −−
++−−+=  (76)

Using the Reduce Command embedded in Mathematica, one can find the condi-
tions under which, 0 < H

1λ  < c
1λ , given in the appendix of ref [18]. 
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Case 5 (f = 0, |c|≠0)  
Moreover, it was found symbolically that the 5th degree polynomial f(|c|) pos-

sesses three real roots (one double and one single) and two pure imaginary ones. 
Discussing their nature, one can find that the double root of f(|c|), being equal to  
|c| = −(c12−c22)

2− 2
22c m<0, yields 

( )[ ]221112 c1mc
2

1
c ++=  (77)

Then, the double root of eq.(72) becomes 

( )
2211

2211H
1 cc

2mkc2cλ
+

+++=  (78)

which is always greater than c
1λ  and hence of minor importance for the present 

analysis. 
The third real root of f(|c|), if substituted in eq.(72), yields again a double root 

in λ, always less than zero, which is rejected. Thus, only the case of a positive 
semi-definite damping matrix may lead to an acceptable value of the correspond-

ing load (i.e., 0<λH< c
1λ ) associated with a degenerate Hopf bifurcation as theo-

retically was shown by Kounadis [4, 13]. 
 

Case 6 (λ = 0)  
If λ=0, eq.(72) implies Γ=0, which after symbolic manipulation of eq.(73c) can 

be written in the following form 

( ) 0AcAcAc
c

1Γ 01

2

2

3

2
22

=+++= , (79)

where Ai (i = 0, 1, 2) are given in the appendix of ref.[18] . It is evident that A2>0 
and A0≥0, a fact implying that eq.(79) can be satisfied only for |c| ≤ 0 if also A1≥0; 
otherwise (i.e., if A1<0) the system may be dynamically  locally stable or unstable. 
For |c|=0, one can find the corresponding values of cii(i = 1, 2), given in the appendix 
of ref. [18] which are always positive. This special case, for which the trivial 
(unloaded) state is associated with a pair of pure imaginary eigenvalues (necessary 
condition for a Hopf bifurcation) implies local dynamic asymptotic instability. 

 
Conditions for a double imaginary root  

 

For a double imaginary root the first derivative of the secular eq.(63) must be also 
zero which yields 

4ρ3+3α1 ρ2+2α2 ρ2+α3 = 0. (80)

Inserting into eq.(80) ρ = μi, we obtain μ2 = 0.5α2 = α3/3α1 and thus α3=3α1α2/2. 
Introducing this expression of α3 into eq.(71), it follows that α1=0, which also im-
plies that α3=0 and hence eq.(80) becomes ρ2 = −0.5α2. If ρ2 = −0.5α2 is inserted 
into the secular equation ρ4+α2ρ2+α4 = 0, for a double imaginary root, it follows 
that α22−4α4 = 0 which due to relations (64) yields 
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( ) ( ) ( )( ) 2222 cc2m82kmk2m2λλ4m +++++−+−+  

( ) ( ) 04mk4mkc4mk2 2 =−++++++ . 
(81)

For real λ, the discriminant D of eq.(81) must satisfy the inequality 

( ) ( ) 0kmcmk4c 22 ≥+−−+=D  (82)

which yields 

either ( )( ) 164k4km4mk0.5c 222 +++−−< , 

or     ( )( ) 164k4km4mk0.5c 222 ++++−> .  

(83)

Using the conditions found above 

α1 = α3 = 0, (84)

relations (65) yield 

( )
( ) ( ) 0.2cλ1kcλ1c

0,2cccm1

122211

121122

=+−++−
=−++

 (85)

Adding the last two equations, we obtain 

(2 - λ) c11 + (k + m + 2 - λ) c22 = 0. (86)

Since k, m>0, and λ< c
1λ <1, it follows that both coefficients of c11 and c22 in 

eq.(86) are positive. Hence, c11 and c22 are of opposite sign (i.e., c11/c22<0) and 
consequently |c|=c11c22− 2

12c <0; thus the 2nd of inequalities (83) is excluded.  

Solving simultaneously the system of equations α22−4α4=0, α1=α3=0 in k, m, λ, 
two ternaries of values for k, m, and λ are obtained, given in the appendix of ref. 
[18]. 

For all these values to be greater than zero, the Reduce Command embedded in 
Mathematica [24] yields two sets of conditions, given also in the appendix of ref. 
[18]. Further symbolic computations are needed for establishing the conditions for 
a double pure imaginary root for loading values less than c

1λ . Nevertheless, suit-

able combinations of values of cij, k, and m may be found. The corresponding dy-
namic response, since the system is associated with a codimension-2 local bifurca-
tion, is anticipated to be related to isolated periodic orbits which will be estab-
lished via a straightforward complete nonlinear dynamic analysis. 

Subsequently, numerical results corresponding to all the above cases of viola-
tion of the Liénard-Chipart stability criterion are given below in graphical and 
tabular forms.  

Case 1 (α1 = 0)  
(a) λ=0. For an unloaded system with k = m = 1, choosing c11 = 0.015 and  

c22 = 0.002, eq.(67) yields c12 = 0.0095 and as expected the damping matrix is  
indefinite with determinant |c| = −0.0006025. The two pairs of corresponding  
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eigenvalues are ρ1,2 = −0.00332577±0.41421i and ρ3,4 = 0.00335877±0.41421i 
(i=√−1), implying local dynamic instability. Solving numerically the system of 
nonlinear equations of motion (52), we find that the  dynamic response of the sys-
tem is associated with a divergent (unbounded) motion, as depicted in Fig.6 with 
the aid of the plot angular velocities  1θ� (τ) versus time τ. 

 
Fig. 6. Angular velocities 1θ� (τ) versus time τ. 

(b) λ≠0. For a system with k=5, m=4, and λ=0.5< c
1λ =0.807418 and for 

c11=0.01, c22=0.005, eq.(67) yields c12=−0.0175 implying |c|=−2.5625×10−4. The 
trivial state is locally dynamically unstable, since ρ1,2=−0.00397748±0.4351i and 
ρ3,4=0.00397748±0.4351i. The corresponding dynamic response is again related to 
a divergent (unbounded) motion. 

 
Case 2 (α2 = 0)  
(a) λ = 0: If k=m=1 relation (70) is satisfied, for example, for the damping coeffi-

cients c11 = 0.50, c22 = 2.00, yielding c12 = √7 and |c| = −6. For this, rather unrealistic 
subcase, the corresponding eigenvalues are equal to ρ1 = −1.86617, ρ2 = −0.102227, 
and ρ3,4 = 1.37995 ± 1.8269i (local instability). Hence, the response of the system is 
also related to a divergent (unbounded) motion, presented graphically in the 
phase-plane portrait of Fig. 7(a,b). 

(b) λ≠0. Similarly, for a system with k=0.10, m=0.20 (for which c
1λ = 0.0487508) 

in order that α2 = 0, we must choose an indefinite damping matrix with |c| = −4.25. 
Setting, for example, c11 = 2.375, c12 = 3.00, c22 = 2.00, and λ = 0.227273 < c

1λ , the  

trivial state is locally dynamically unstable with ρ1 = −2.46657, ρ2 = −0.00503929, 
and ρ3,4 = 4.2983 ± 1.6612i. The system exhibits again a divergent (unbounded)  
motion [18]. 
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(a) 

 

(b) 

Fig. 7a, b. Phase-plane portraits [θi(τ), θ� (τ)] (i=1,2) for the system of Case 2(a), associated 
with a divergant motion. 

Case 3 (Δ3=0 with α1α2 ≠0) 
(a) Positive semi-definite damping matrix C (|c| = 0).  
Choosing c11 = 0.01, c22 = 0.0004 (and thus c12 = 0.002), the 1st requirement of the 

2nd set of conditions given in the appendix of ref. [18] is satisfied (i.e., c12 > c22). 
The 2nd requirement, that is m > 2(c12−c22)/c22, yields m > 8, and hence one can 
choose m=10. The 3rd requirement given in the appendix of ref. [18] implies that 
0.8333<k<3 and thus one can take k=1. Solving numerically eq.(71) with respect 
to λ, we obtain the value of λH = 0.307692256 < c

1λ  
= 0.381966 associated with a  

pair of pure imaginary eigenvalues, while the other pair has negative real parts.  
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The evolution of both pairs of eigenvalues in the complex plane as λ varies is  
presented in Fig.8(a,b) for λ< c

1λ . For λ=λH, a degenerate Hopf bifurcation occurs 

and the system exhibits a periodic motion, whose final amplitude depends on the 
initial conditions. Relevant results in graphical form can also be found in recent 
publications [4, 13].  

(b) Indefinite damping matrix C (|c| < 0).  
It has been proven by Kounadis [4, 13]  that in this subcase (for λ< c

1λ ) all the 

necessary and sufficient conditions for a generic Hopf bifurcation are fulfilled and 
hence the system experiences a periodic attractor response (stable limit cycles) 
with constant final amplitudes, regardless of the initial conditions.  

 

 

(a) 
 

 

(b) 
 

Fig. 8 a, b. Evolution of both eigenvalues in the p-complex plane for the system of Case3(a) 
associated with a degenerate Hopf bifurcation. 
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(c) Δ3 = 0 and λ = 0.  
If at the same time |c|=0, one can find the values of cii = (i = 1, 2) given in the 

appendix of ref.[18] which are always positive. A further investigation of this case 
as well as of the case |c|<0 for the global stability of the system can be performed 
through a nonlinear dynamic analysis. 

(d) Double pure imaginary eigenvalues  
For this special case, three combinations of damping matrix coefficients cij are 

examined. These, along with the corresponding critical values of k, λ and m, satis-
fying the appropriate relations given in the appendix of ref.[18], are presented in 
Table 2. 

Table 2. Values of the damping coefficients (cij) and critical system parameters (k, λcr, m) 
for three subcases with double pure imaginary eigenvalues. 

 
 

In the three above subcases, the evolution of both pairs of λ-dependent eigen-
values in the ρ-complex plane is depicted in Figs 9, 10, 11(a) and 11(b), from  
 

 

 
Fig. 9. Evolution of both pairs of eigenvalues in the ρ-complex plane for the system of Case 
3(d)1. 
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Fig. 10. Evolution of both pairs of eigenvalues in the ρ-complex plane for the system of 
Case 3(d)2. 

which it is evident that for all λ< c
1λ , except for λ<λcr (where a codimension-2 bi-

furcation occurs), the pairs of eigenvalues remain always in opposite planes of the 
Im axis, but symmetric with respect to the Re axis. This symmetry is always pre-
sent for the pair with negative real parts, while for the other pair (with positive real 
parts), this feature remains until their imaginary part vanishes simultaneously at a 

certain value of the loading λ less than c
1λ . 

The dynamic response of the system for all these subcases is associated with 
isolated periodic orbits (whose final amplitude is constant and independent of 
the initial conditions). A relative phase-plane portrait is shown in Fig.12a,b The 
corresponding dynamic bifurcations related to the above double pure imaginary 
eigenvalues behave like a generic Hopf bifurcation, whose basic feature is the 
intersection of the λ-dependent path of one eigenvalue with the imaginary axis. 
On the other hand, in all the above subcases, the branches of two consecutive λ-
dependent eigenvalues meet the imaginary axis at the same point with λ=λcr. 
Namely, the transversality condition is satisfied through two intersected lines at 
the same point of the imaginary axis, but whose branches in the left (negative) 
and right (positive) half planes belong to the 1st and 2nd pairs of eigenvalues, 
respectively. 
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(a) 

 

(b) 

Fig. 11. (a) Evolution of both pairs of eigenvalues in the ρ-complex plane and (b) corre-
sponding detail for the system of Case 3(d)3. 
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(a) 

 

(b) 

Fig. 12. Phase-plane portraits [θi(τ), θ� (τ)] (i=1,2) for the system of Case 3(d)1, associated 
with an isolated periodic orbit. 

5.2   Non Conservative Systems (η≠1) 

In this case the coefficients of the secular equation(63) αi=(1,2,3,4) are 
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(87)

where .Cdetc =   
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The region of existence of adjacent equilibria (region of divergence instability) 
is related to static bifurcations with two distinct critical loads obtained via  α4=0 or 
eq.(55). The boundary between the region of existence and non-existence of adja-
cent equilibria is defined by (see also eq.(3)) 

0
d

d 4
4 =

λ
α

=α  (88)

which due to relations (87) gives (see eq.(56)) 

20
)2k(

k4

+
=η ,   

2

2k
0

+=λ . (89)

This is a double (compound) branching point related to a double root of eq.(55) 
with respect to λ. Considering the function η=η(λ, k) the necessary condition for an 
extremum,  0k// =∂η∂=λ∂η∂ , yields λ0=2 and k0=2 implying  η0.=0.5 Note that 

η0 is the maximum distance of the double branching point from the λc-axis (curve η 
vs λc ).Two characteristic cases are considered for k<2 and k>2. It is clear that 

1c
0 →λ  and η0→0 as k→0, whereas k>2 yields ∞→λc

0 , η0→0  as k→∞.It is easy 

now to establish the locus of the double branching points in the plane of η versus λc  

(Fig.13), being independent of m . Note that for k→0 or k→∞ the region of flutter 
instability disappears.  

 

Fig. 13. Locus of double branching points ( 0
c
0 ,ηλ ). 
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Subsequently, the Linéard-Chipart criterion for asymptotic stability is used 
which is more simple and efficient than that of Routh-Hurwitz. Clearly, if one of 
the conditions (41α,b) is violated there is no asymptotic stability. We will apply 
this criterion for the above 2-DOF cantilevered model (n = 4, α0 = 1) in case of a 
positive definite damping matrix for which one can show that m>0 always implies 
α1>o. Let us now consider the case of the Rayleigh positive definite viscous damp-
ing matrix in the region of divergence (static) stability, i.e. for η ≥ η0 = 4k/(k+2)2. 
Then since c11 = c1+c2, c12 = c21 = -c2 and c22 = c2 (ci > 0, i=1,2) relations (87) become 

[ ]211 m)c(4c
m
1α ++= , [ ])2m(cc4km

m

1
212 +ηλ−+++=α  

[ ])2k(c)1(c
m

1
213 λη−+λη−=α ,  [ ]k)2k(

m

1 2
4 +λ+η−ηλ=α  

(90)

According to the 1st set of conditions (41a) we have 

α4 >0, α2 >0, Δ1 = α1>0, Δ3>0 (91)

where  

4
2
13213

31
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31

3 )(

0
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0

αα−α−ααα=
αα
αα

αα
=Δ . (92)

From eqs(90) it follows that α1>0. Since α4=det(V/m) (m>0) one may consider the 
following cases regarding the interval of variation of λ : 

   For 0Vdetc
1 >⇒λ<λ  and hence α4>0 

   For 0Vdetc
2

c
1 <⇒λ<λ<λ  and hence α4<0                                    (93) 

   For 0Vdetc
2 >⇒λ≥λ and hence α4>0. 

Considering always the region of divergence (static) instability [i.e. 2)2k/(k4 +≥η ] 

and in connection with above interval of values of λ the following cases of violation 
of conditions (91) are discussed below:  

 

1st case: α4>0 (for λ 0), 2
c
1 <αλ< , Δ3>0. 

Due to eq.(92), clearly Δ3>0 implies α3<0 (since always 01 >α ) or due to rela-
tion (90)  

c1(1-λη) + c2(k-2λη) <0. (94)

Since c1, c2>0 the quantities 1- λη and k-2λη must be of opposite sign.  
Inequality (94) can always be satisfied for suitable values of ci > 0 (i=1, 2). Subse-
quently one can find suitable values for k,η and m for which =λ<λ c

1  

⎥⎦
⎤

⎢⎣
⎡ η−+−+ /k4)2k(2k5.0 2

 
is also consistent with α2<0 The important conclu-

sion which then can be drawn is that a local dynamic asymptotic instability in  
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regions of divergence (for λ less than the 1st buckling load) may occur in case of a 
positive definite damping matrix. This is excluded in case of a conservative loading 
(η=1) as was shown recently by Kounadis [4, 13]. 

More specifically one can establish to the following proof: 
Condition α2<0 due two relations (90) implies 

2m

cc4km 21

+η
+++

>λ  (95)

which must be consistent with eq.(56), i.e. 

<λ
⎥⎦
⎤

⎢⎣
⎡ η−+−+ /k4)2k(2k5.0 2 . (96)

One can show that there are values of  λ for which both inequalities (95) and (96) 
are satisfied for η ≥ 4k/(k+2)2, m>0, k>0 and ci>0 (i=1,2). For example for k=5, 
m=8, c1 = 0.001 and c2 = 0.00013 we get η≥4k/(k+2)2 = 20/49 = 0.408163265. 

Choosing η=0.41 we obtain c
1λ = 3.26574, as well as 

219697.3
2m

cc4km 21 =
+η

+++>λ . 

For ,26574.326.3 c
1 =λ<=λ we find: α1 = 0.00032, α2 = -0.0266, α3 = -4.26x10-6, 

α4 = 0.0001395 and m3Δ3 = 1.96x10-9 ≈0 . Fig. 14 using these values of parameters αi  
 

 

Fig. 14. Phase-plane response [θ2(τ), θ� 2(τ)] for a cantilever with k=5, η=0.41, m=8, 

c1=0.001, c2=0.00013 and λ=3.26< 26574.3c
1 =λ . The model is locally dynamically un-

stable exhibiting a large amplitude chaoticlike motion. 
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(i = 1,...,4) shows a large amplitude chaoticlike response in the phase-plane portrait 
[θ2(τ) vs  2θ� (τ)]. Hence, for 3.26 ≤ λ ≤3.26574 the damped autonomous system 

exhibits local asymptotic instability before divergence for a positive definite 
damping matrix (with coefficients practically zero) of the Rayleigh viscous type. 
This is an unexpected finding which does not occur for the same system under 
conservative (η=1) load [4, 13].  

 

2nd case: α4<0 (for  )c
2

c
1 λ<λ<λ , α2>0, Δ3>0. 

By virtue of relations (90) the condition α2>0 implies  

2m

cc4km 21

+η
+++<λ  (97)

and hence  

c
2

21c
1 2m

cc4km
λ<

+η
+++

<λ  (98)

or due to eq.(55) 

⎥
⎦

⎤
⎢
⎣

⎡
−+++<

+
+++<⎥

⎦

⎤
⎢
⎣

⎡
−+−+

η
4k

2)(k2k0.5
2ηm

cc4km

η
4k

2)(k2k0.5 2212  (99)

For instance, if k = 10, then η≥4k/ 2777777.0)2k( 2 =+ . Choosing η=0.41,  

c1 = c2 = 0.001 and m = 7.5 inequality (99) yields 2.59269<4.23645 <9.40731.  
For λ=3 we get: α1=0.001667, α2=0.83667, α3=0.00097467, α4=-0.142667 and 
m3Δ3=3.39795x10-4. 

As was anticipated the system is locally dynamically asymptotically unstable. 
However, a nonlinear dynamic analysis will show that the system is globally sta-
ble. This is so, because the cantilever under statically applied load exhibits post-
buckling strength and hence the postbuckling stable equilibria act as point attrac-
tors. Fig.15 shows the corresponding to the above parameters αi(i=1,…,4) motion 
in the phase-plane portrait )([ 2 τθ  vs  2θ� )](τ  which after large amplitude chaoti-

clike vibrations is finally captured by the left stable equilibrium point (of the can-
tilever) acting as point attractor. 

 

3rd case: α4>0 (for ),c
2λ>λ  ,02 <α  Δ3>0. 

Apparently α2<0 and Δ3>0 imply α3<0. Inequality α2<0due to relations (90) 
yields 

2m

cc4mk 21

+η
+++>λ . (100)

On the other hand we must also have 

⎥⎦
⎤

⎢⎣
⎡ η−+++=λ>λ /k4)2k(2k5.0 2c

2 . (101)

One can readily show that both inequalities (100) and (101) can be satisfied for vari-
ous values of λ and of the parameters m>0, k>0, ci>0 (i=1,2) and η 2)2k/(k4 +≥ . 
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Fig. 15. Phase-plane response [θ2(τ), θ� 2(τ)] for a cantilever with k=10, η=0.41, m=7.5, 

c1=c2=0.001and =λc
1 2.59269<λ=3<

c
2λ =9.40731. The model exhibits a large amplitude 

chaoticlike motion which finally is captured by the left stable equilibrium point acting as 
point attractor. 
 

For instance, for m = 4, c1 = 0.001, c2 = 0.003 and k=1 implying η= 4/9, after 

choosing η = 0.45 we obtain λ≥(k+m+4+c1c2)/(ηm+2) = 2.36842 and .66666.1c
2 =λ  

Hence, for λ = 2.375 we have local asymptotic instability. Fig.16 shows the  
 

 

 
Fig. 16. Phase-plane responses [θi(τ), θ� i(τ), i=1,2] for a cantilever with k=1, η=0.45, m=4, 

c1=0.001, c2=0.003 and λ=2.37>(k+m+4+c1c2)/(ηm+2)= 2.36842. 



126 A.N. Kounadis
 

corresponding to these values of the parameters phase-plane responses [θi(τ) vs 

θ� (τ), i= 1,2].  

4th case: α4 > 0 for c
1λ<λ , α2 > 0, Δ3 ≤ 0 

The condition Δ3 = 0 (being necessary for a Hopf bifurcation) yields  

4
2
13213 )( αα−α−ααα = 0 (102)

which due to α1 > 0 implies also α3 > 0.            (103) 

For instance, if k=1 then 2)2k/(k4 +=η =4/9. Subsequently choosing η=0.45 we 

obtain 
⎥⎦
⎤

⎢⎣
⎡ η−+−+=λ /k4)2k(2k5.0 2c

1
=1.3333. Let us take λ=1.2, m=1,  

c1 = 0.001and c2 = 0.0036 which yield: α1 = 0.019, α2 = 3.06, α3 = 0.000172,  
α4 = 0.028 and Δ3=-1.3749x10-7. On the basis of these values of parameters 
αi(i=1,...,4) Fig.17 shows periodic motion around centers in the phase-plane por-
trait [θ1(τ), θ� 1(τ)], whose final amplitude depends on the initial conditions. 

 

Fig. 17. Phase-plane response [θ1(τ), θ� 1(τ)] for a cantilever with k=1, η=0.45, m=1, 

c1=0.001, c2=0.0036 and 33333.12.1 c
1 =λ<=λ . The model is locally dynamically un-

stable exhibiting periodic motion around centers, whose final amplitude depends on the 
initial conditions. 

Eq.(102) is the necessary condition for the existence of a pair of purely imagi-
nary roots of the characteristic eq.(63). Τhis case is associated either with a de-
generate Hopf bifurcation or with  a generic Hopf bifurcation [4, 13]. 
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Using relations (87), eq.(102) reduces to the following 2nd degree algebraic 
equation with respect to λ 

Αλ2+Βλ+Γ = 0 (104)

where 
A=m[ηc11+c22−c12(η−1)]2+η[(1+m)c22+c11−2c12]

2 
  −(ηm+2)[(1+m)c22+c11−2c12][ηc11+c22−c12(η−1)] 

B=[(1+m)c22+c11−2c12]{(ηm+2)[c11+c22(1+k)+2c12]+(4m+k+|c|)[ηc11+c22−c12(η−1)]} 
               −2m[ c11+c22(1+k)+2c12][ηc11+c22−c12(η−1)]−η(k+2)[(1+m)c22+c11−2c12]

2 

Γ=m[ c11+c22(1+k)+2c12]
2+k[(1+m)c22+c11−2c12]

2 
               −[(1+m)c22+c11−2c12] (4m+k+|c|)[c11+c22(1+k)+2c12]                        (105) 

Note that contrary to A and B, the coefficient Γ is independent of η. 
For real λ the discriminant D of eq.(104) must satisfy the inequality 

D = B2-4ΑΓ 0≥ . (106)

Three characteristic cases are related to eq.(104): (a) D>0 [two unequal roots of 
eq.(104)], (b) D=0 [two equal roots: ]A2/B−=λΗ and (c) λ=0 implying Γ=0. 

Note also that the intersection between the curve of eq.(102) and the curve of the 
1st static load λ1

c, corresponds to a dynamic coupled flutter-divergence bifurcation.   
 

Conditions for a double imaginary root 
For a double imaginary root the first derivative of the secular eq.(63) must also be 
zero, which yields 

0234 32
2

1
3 =α+ρα+ρα+ρ . (107)

Inserting into eq.(106) iμ=ρ )1i( −= we obtain μ2 = 0.5α2 = α3/3α1 and thus  

α3 = 1.5α1α2. Since ρ=μi must also be a root of eq.(63) we obtain μ2 = α3/α1 which 
implies α3 = 0.5α1α2. This is consistent with the previous expression of α3 = 1.5α1α2 
only when α3 = 0 due to either α1 = 0 (which is excluded for a positive definite 
damping matrix) or α2 = 0 (which is also excluded since it implies μ=0). Hence, if 
the damping matrix C is positive definite of Rayleigh viscous type (i.e. c11=c1+c2, 
c12=c21=-c2 and c22=c2 with c1, c2 both positive) then the case of a double imaginary 
root is excluded.  

6   Conclusions 

The most important conclusions are:  

• A thorough, comprehensive and readily employed technique was developed 
for discussing the effect of the algebraic structure of the damping matrix in 
connection with other parameters on the asymptotic stability of autonomous 
weakly damped symmetric or asymmetric systems using mainly the more sim-
ple and efficient Liénard and Chipart stability criterion. 

• The above systems under certain conditions may exhibit a dynamic mode of 
instability due to: (a) an isolated degenerate Hopf bifurcation, (b) an isolated 
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generic Hopf bifurcation, (c) a double zero eigenvalue bifurcation and (d) a 
purely double imaginary bifurcation. 

• Unlike case (b) related to limit cycles, the global stability in cases (a), (c) and 
(d) is due to periodic motion (around centers) not leading to limit cycles. 

 
Conservative (symmetric) systems 
• Degenerate Hopf bifurcations may occur for a positive semi-definite damp-

ing matrix and positive definite stiffness matrix; then the final amplitude of 
resulting periodic motions depends on the initial conditions. 

• Generic Hopf bifurcations (related to flutter mode of instability or periodic 
attractors) may occur for an indefinite damping matrix. Generic and degener-
ate Hopf bifurcations may occur before divergence even in cases of infinitesi-
mal damping; a fact that may be important in applied engineering problems. In 
this case, Zieglers’s kinetic (dynamic) criterion fails to predict the correct criti-
cal load. 

• A double zero eigenvalue bifurcation associated with a coupled flutter-
divergence mode of instability may occur when both the damping and stiff-
ness matrix are positive semi-definite with a common real eigenvector. 

• The eigenvector corresponding to an isolated degenerate Hopf bifurcation is 
real, while that of a generic Hopf bifurcation is complex. 

• In case of a positive eigenvalue the linearized analysis of the cantilevered model 
leads to the erroneous result of an unbounded motion, while a nonlinear analy-
sis shows that the long term response is associated with a point attractor. 
Moreover, the existence of closed trajectories involving saddle separatrices 
passing through the origin may lead to a misleading conclusion. To avoid this, 
one should also confirm the stability of postbuckling equlilibria via a nonlinear 
static stability analysis.  

• Infinitesimal damping combined with mass (mainly) and stiffness distribution 
may lead to the unexpected result of discontinuity in the flutter load. 

• The coupling effect on the dynamic critical (flutter) load of weak damping 
with mass and stiffness distributions, as well as on the final (maximum) am-
plitude of the stable limit cycles, is also established.  

• The cantilevered model when unloaded (being statically stable), strangely 
enough, under certain conditions becomes dynamically unstable to any small 
disturbance leading to a divergent (unbounded)  motion. 

• The above model when loaded under analogous of the previous conditions ex-
hibits also a divergent motion at a certain value of the external load. It is worth 
noting that the above cases of divergent motion may occur for negligibly small 
negative determinant of the damping (indefinite) matrix when α1=0, while for 
α2=0 (regardless of whether λ = 0 or λ≠ 0), the determinant of the damping ma-
trix is negative but finite. 

• The case of a double pure imaginary eigenvalue may occur for an indefinite 
damping matrix with finite determinant and negative ratio of the corresponding 
diagonal elements. In this special case, there are two pairs of eigenvalues in the 
ρ-complex plane which touch the imaginary axis at the same point for a certain 
value λ=λcr. This situation yields local instability leading to a motion with final 
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constant amplitude, regardless of the initial conditions. Namely, such a dy-
namic bifurcation behaves in a way similar to that of a generic Hopf bifurca-
tion. This new type of dynamic bifurcation was also verified via a nonlinear 
dynamic analysis. 

 
Nonconservative (asymmetric) systems 
• The asymptotic stability can be conveniently established by using the rather 

forgotten but very simple and efficient criterion of Liénard and Chipart. 
• The geometric locus of the double branching point (η0, c

0λ ) corresponding to 

various values of k is established via the relation η versus λc. The locus is in-
dependent of the mass m whose effect on the dynamic stability is considerable. 

The intersection between the curve (102) or (104) and the curve c
1λ  corresponds 

to a coupled flutter-divergence instability bifurcation.   
• The region of flutter (dynamic) instability may disappear for suitable values 

of stiffness parameters. 
• Contrary to existing, widely accepted results, for a positive definite damp-

ing matrix (of Rayleigh viscous type) the system (under certain combinations 
of mass and stiffness distributions) may exhibit local asymptotic instability 
even for a load smaller than the 1st buckling (critical) load.  

• Double purely imaginary eigenvαlues (leading to a divergent motion) may 
occur in case of an indefinite (infinitesimal) damping matrix, while in case of 
a positive semi-definite damping matrix is excluded. 
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Abstract. The integrodifferential approach incorporated in variational technique 
for static and dynamic problems of the linear theory of elasticity is considered. A 
families of statical and  dynamical variational principles, in which displacement, 
stress, and momentum fields are varied, is proposed. It is shown that the Hamilton 
principle and its complementary principle for the dynamical problems of linear 
elasticity follow out the variational formulation proposed. A regular numerical al-
gorithm of constrained minimization for the initial-boundary value problem is 
worked out. The algorithm allows us to estimate explicitly the local and integral 
quality of numerical solutions obtained. As an example, a problem of lateral con-
trolled motions of a 3D rectilinear elastic prism with a rectangular cross section is 
investigated. 

1   Introduction 

Variational principles in mechanics involving the theory of elasticity have been 
very thoroughly developed and intensively studied by scientists. Among these 
formulations the minimum principles for potential and complementary energy, the 
Hamilton principle can be mentioned (see [22], for example). Many different ap-
proaches to deduce variational principles for mechanical problems are presented in 
the literature. It can be noted the recent publication concerning the semi-inverse 
method suggested by He [7]. The variational formulation of the finite element me-
thod is broadly used in scientific and engineering applications. The mathematical 
origin of the method can be traced to a paper by Courant [5]. Other numerical ap-
proaches, e.g., Petrov-Galerkin method [3, 4] or the least squares method [20], are 
being actively developed for solid mechanics. In all these methods it is supposed 
that some of the elasticity relations (equilibrium equations, boundary conditions in 
terms of stresses and etc.) are generalized and the exact solution is approximated 
by a finite set of trial functions.  

Elastic properties of structure elements can essentially affect the dynamical be-
havior of the whole system. Some parts of mechanical structures with distributed  
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parameters are modeled as elastic bodies with given stiffness and inertia characteris-
tics. A significant number of numerical methods has been developed for modeling 
the behavior of dynamical systems described by initial-boundary value problems. 
One of the most widespread approaches to solving problems of such kind is the 
method of separation of variables [6]. In [1] a regular perturbation method (a small 
parameter method) for investigating the dynamics of weakly non-uniform thin rods 
with arbitrary distributed loads and different boundary conditions was proposed. 
Based on the classical Rayleigh-Ritz approach, a numerical analytical method of fast 
convergence was developed in [2] to find precise values of unknown functions for 
arbitrary distributed stiffness and inertia characteristics of elastic systems. In model-
ing the elastic systems the methods of finite-dimensional approximations, for exam-
ple the decomposition method and the regularization method, were developed to  
reduce an initial-boundary value problem for partial differential equations to a  
system of ordinary differential equations [8, 9]. The direct discretization methods in 
optimal control problems are also well known (see, e.g. [10]). 

The aim of this contribution is to develop the method of integrodifferential  
relations (MIDR) for static and dynamic linear elasticity problems based on the in-
tegral formulation of the constitutive equations and to apply this approach to 
analysis of 3D elastic body behavior. The basic ideas of MIDR were proposed and 
discussed by Kostin and Saurin [11-19, 21].  

In the next section, the statements of static and  dynamic linear elasticity prob-
lems and its conventional variational formulations are discussed. In the third sec-
tion a parametric family of quadratic functionals is considered and their stationary 
conditions equivalent to the constitutive relation are obtained. The relations of 
proposed and conventional variational principles are shown in Section 4. In  
Section 5 a new variational formulation in displacements and stresses for the ini-
tial boundary value problem of linear elasticity is given. In Section 6 a numerical 
algorithm used the piecewise polynomial approximations of unknown functions 
(displacements, stresses, and momentums) is developed [19] and the effective in-
tegral and local bilateral estimates of solution quality are obtained relying on the 
extremal properties of the finite dimensional variational problem. Sections 7 and 8 
are devoted to numerical modeling, optimization, and analysis of controlled  
motions of a 3D elastic beam. Concluding remarks are given in the last section. 

2   Statement of the Problems 

2.1   Dynamical Formulation 

Consider an elastic body occupying a bounded domain Ω  with an external piece-
wise smooth boundary γ . Taking into account the assumption of the linear theory 

of elasticity about smallness of elastic deformations and relative velocities the mo-
tion of the body can be described by the following system of partial differential 
equations [16]:  

: ,= Cσ ε  (1)
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,ρ •=p u  (2)

0 ,∇ ⋅ − + =p f�σ  (3)

( )T1
.

2
= ∇ + ∇u uε  (4)

Here σ  and ε  are the stress and strain tensors, p and u are the momentum density 
and displacement vectors, f is the vector of volume forces, C is the elastic 
modulus tensor, and ρ  is the volume density of the body. The dots above the 

symbols denote partial time derivatives, and T
1 2 3( / , / , / )x x x∇ = ∂ ∂ ∂ ∂ ∂ ∂  is the 

gradient operator in the Cratesian coordinate space { }1 2 3, ,x x x x= . The dots and 

colons between vectors and tensors point out to their scalar and double scalar 
products, respectively. The components ijklC  of the tensor C are characterized by 

the following symmetry property: ijkl ijlk klijC C C= = . The superscript T denotes the 

transposition operator. 
Let us constrain ourselves to the case of the linear boundary conditions ex-

pressed componentwise in the form:  

( ) ( ) , ; , 1, 2, 3 ,k k k k kx u x q v x kα β γ+ = ∈ = ⋅ =q nσ  (5)

where q  is the loading vector, n  is the unit vector pointing in the direction of the 

outward normal to the boundary γ , ku  and kq  are the components of the vector 

functions u and q, kα  and kβ  are given coordinate functions defining the type of 

boundary conditions. In particular, if 1kα =  and 0kβ =  on some part of the 

boundary γ  then, according to Eq.(5), the displacement ku  is set by the boundary 

vector function v  via its component kv . To the contrary, if 0kα =  and 1kβ =  

then the external load component kq  are defined through kv on γ . Conditions (5) 

include also various combinations of linear elastic supports if the pair kα , kβ  is 

simultaneously nonzero on a certain part of the boundary. 
It is supposed that at the initial instant 0t =  the distribution of momentum den-

sity p and displacements u are given as sufficiently smooth functions of the coor-
dinates x  

0 0(0, ) ( ), (0, ) ( ), .x x x x x= = ∈Ωu u p p  (6)

Note that initial conditions (6) and boundary conditions (5) should be consistent 
[14]. The components of boundary vector v  are either given functions of the time 
t  and coordinates x  or unknown control inputs defined in some functional space 

( , ), \ ; , .v vt x x V xγ γ γ= ∈ ∈ ∈v v v  (7)
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Let us formulate two classical variational principles for dynamical boundary value 
problems of linear elasticity (see [22]). If the functions of strain energy density 

( )A u  and kinetic energy density ( )K u  exist, the displacements u  as a coordinate 

vector function are given at the initial ( 0t = ) and final ( ft t= ) instants, and 

boundary conditions (5) do not change under displacement variations then Hamil-
ton’s principle follows the principal of virtual work: 

[ ] [ ]
( )

3

10

( ) 0

0, , ;

1
, : : ;

2 2
, , 1,2,3; (0, ) , ( , ) .

f

i

t

i i
i

k f
k k u f

dt Kd A d u v d

K A

u v x k x t x

σγ

δ δ γ

ρ

γ

=Ω Ω

Η = Τ − Π = Τ = Ω Π = − ⋅ Ω −

= ⋅ =

= ∈ = = =

∑∫ ∫ ∫ ∫f u

u u C

u u u u

ε ε     (8) 

In this problem the displacement field u  must rigorously satisfy the kinematic re-

lation (4) and, according to Eq. (5), the displacement conditions on ( )k
uγ γ⊂ , 

where 1kα = , 0kβ = . The equilibrium relation (3) and stress boundary condi-

tions on ( ) ( )\k k
uσγ γ γ= , where 0kα = , 1kβ = , appear in the stationary conditions 

of the Hamiltonian Η  in Eq. (8). 
If the functions of stress energy density ( )cA σ  and kinetic energy density 

( )cK p  exist for the same type of boundary conditions on ( ) ( )k k
uσγ γ γ= ∪ , the mo-

mentum vector p  is given in the initial ( 0t = ) and final ( ft t= ) instants, and 

boundary conditions (5) do not change under stress and momentum variations then 
the stationary principle for the complementary energy follows the principal of vir-
tual complementary work: 
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p p C

p p p p

σ σ    (9) 

According to this principle the fields of stress σ  and momentum p  must rigor-

ously satisfy the equilibrium equation in Eq. (3) and boundary conditions on ( )k
σγ . 

The kinematic equation in (4) together with boundary conditions on ( )k
uγ  are im-

plicitly equivalent to the stationary conditions of the functional cΗ  in Eq. (9). 

2.2   Formulation for the Static Problem 

The static stress-strain state of the body is governed by the differential equations 
of linear elasticity (1) - (4), supposing that the momentum dencity vector p  is 
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equal to zero. Let us restrict ourselves to the case when the boundary conditions 
can be presented in the form 

1, i
i ij j iq n q xσ γ≡ = ∈  (10)

2, i
i iu u x γ= ∈  (11)

30 , 0, i
i i i iq u xκ κ γ+ = > ∈  (12)

Here iq  and iu  are given components of the vector functions of external loads q  

and boundary displacements u ; iκ  are given moduli of elastic foundations. The 

boundary parts i
jγ  satisfy the following conditions: 1 2 3

i i iγ γ γ γ=∪ ∪ ; i i
j kγ γ = ∅∩ , 

j k≠  ( , , 1, 2, 3i j k = ). 

Different variational approaches are broadly used for solving the linear elastic-
ity problems. In the case when the function of strain energy density A ,introduced 
in (8),exists and boundary conditions (10) do not change under displacement vari-
ations, the minimum principle for potential energy follows the principal of virtual 
work [22]: 

3

1
1

1

( ) mini
i i

i i

A d d q u dγ
γ=

Π = Ω − ⋅ Ω − →
Ω Ω

∑∫ ∫ ∫ u
u f u  (13)

Note that the displacement fields u  must rigorously satisfy kinematic relations 
(4), Hooke’s law relation (1), and boundary conditions (11). Equilibrium equation 
(3) and boundary conditions (10) are implicitly contained in the functional Π  in 
Eq. (13) as its stationary conditions.  

When the function of stress energy density cA  (see (9)) exists and boundary 

conditions (11) do not change under stress variations, then the minimum principle 
for complementary energy follows the principal of virtual complementary work 

3

2
1

2

( ) mini
c c i i

i i

A d q u dγ
γ=

Π = Ω − →
Ω

∑∫ ∫ σ
σ  (14)

According to this principle the stress fields σ  must rigorously satisfy equilibrium 
equation in (3), Hooke’s law relation (1), and boundary conditions (10). The ki-
nematic relations (4) and boundary conditions (11) are Euler’s equations for the 
functional cΠ  in Eq. (14). 

It is considered [22] that both variational principles are equivalent each other 
under the hypotheses of the linear theory of elasticity.  

Note that the approximate displacement fields u  obtained from the minimum 
principle for potential energy let one find corresponding stress fields 0 ( )uσ  taking 

into account the linear kinematic relations in (4) and stress-strain relation in (1): 

0 0: ( )≡ C uσ ε  (15)
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On the other hand by using Eq. (1) the stress fields σ  obtained from the minimum 
principle for complementary energy can be related to the following strain fields 

( )ε σ : 

-1 :≡ Cε σ  (16)

It is difficult enough to identify corresponding displacements u  since one has to 

solve the overdetermined system of differential equations ( )0 T / 2= ∇ + ∇u uε . In 

the general case the stresses 0σ  and σ  found by these approaches may not be 

equal to each other ( 0≠σ σ ). 

3   The Method of Integrodifferential Relations 

Relations (1)–(6) describe the deformed state of an elastic body at any internal 
point x  and any instant t . In addition, it is assumed that the stresses and dis-
placements at the internal points of the body should tend to boundary stresses and 
displacements, i.e. conditions (5) are satisfied. It is implied that the components of 
the elastic modulus tensor C  and mass density ρ , defined in the interior of the 

domain Ω , continuously pass through the boundary γ . Analogously, the dis-

placement and momentum density vectors tend continuously to their initial values 
given by relations (6). On the other hand, it is necessary to take into account that 
boundary and initial conditions (5), (6) are generated by specific physical and 
geometrical factors. For example, some part of the boundary could be an interface 
between two or more media (elastic or inelastic). In this case, any boundary point 
belongs simultaneously to the body under consideration and the bodies which 
generate these boundary conditions. So such points on the boundary belong simul-
taneously to material parts with different mechanical properties. In other words, 
the elastic modulus tensor C  and mass density function ρ  on such surfaces, 

strictly speaking, are not defined.  

3.1   MIDR for Static Problems 

To introduce this uncertainty into the static linear elasticity problem we propose 
the integral formulation of the stress-strain relation [11, 15]: 

0
1 1 10, : ,dϕ ϕΦ = Ω = = ≡ −

Ω
∫ η η η σ σ  

(17)

where 0 0 ( )= uσ σ  is the tensor function defined in Eq. (15). Taking into account 

Eq. (17) the boundary value problems of the linear theory of elasticity can be re-
formulated: to find the kinematically admissible displacements u  and equilibrium 
stresses σ  that satisfy relations (3), (4), (17) and boundary conditions (10)–(12). 
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The integrand 1ϕ  in Eq. (17) is nonnegative for arbitrary functions u  and σ  

( 1 0ϕ ≥ ). Hence, the corresponding integral 1Φ  is also nonnegative. Under the cir-

cumstances, the integrodifferential problem (3), (4),(10)–(12), (17) can be reduced 
to a variational problem: to find unknown functions u  and σ  minimizing the  
functional 1Φ  

1 ,
( , ) minΦ →

u
u

σ
σ  (18)

under constraints (3), (4),(10)–(12) on the stress-strain state of the elastic body. 
Let us denote the actual and arbitrary admissible displacements and stresses by 

∗u , ∗σ  and u , σ , respectively, and specify that δ∗= +u u u , δ∗= +σ σ σ . Then 
2

1 1 1 1( , ) δ δ δΦ = Φ + Φ + Φuu σσ , where 1δ Φu , 1δ Φσ  are the first variations of the 

functional 1Φ  with respect to u , σ  and 2
1δ Φ  is its second variation. 

Integrating the first variations by parts and taking into account Eqs. (3), 
(4),(10)–(12), (17) result in the following relations 

1

1

2 : 2 :

2 :

d d

d

γ

δ δ δ γ

δ δ
Ω

Ω

Φ = − ∇ ⋅ ⋅ Ω + ⋅ ⋅

Φ = Ω

∫ ∫

∫

u C u n C u

σ

η η

η σ
 (19)

It is seen from Eqs. (19) that the fist variations 1δ Φu  and 1δ Φσ  are equal to zero 

for any δu  and δσ  if the following equations are valid 

0, : 0, [ : ] 0γ= ∇ ⋅ = ⋅ =C n Cη η η  (20)

Hence, Hooke’s local relation (1) is the stationary condition of the functional 1Φ  

and together with constraints (3), (4),(10)–(12) constitutes the complete system of 
equations for the linear theory of elasticity. 

The second variation 

2
1 1( , ) 0dδ ϕ δ δΦ = Ω ≥

Ω
∫ u σ  

which is quadratic with respect to the displacement and stress variations δu  and 
δσ , is nonnegative because the integrand 1( , ) 0ϕ δ δ ≥u σ  . 

It is possible to derive other variational formulations for the linear elasticity 
problems using properties of the functional 1Φ . If 1 0Φ =  then the corresponding 

integral equalities for the components of the stress tensors σ  and 0σ  hold 

2 0, , 1, 2, 3kld k lη Ω = =
Ω
∫  

(21)

where klη  are the components of the stress tensor η . 
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Using Eqs. (15), (16), (21) one can shown that the integral equalities for the 
components of the strain tensors ε  and 0ε  is also valid 

( )20 0, , 1, 2, 3kl kl d k lε ε− Ω = =
Ω
∫  (22)

Thus, let us introduce into consideration the following nonnegative quadratic 
functional 

0
2 2 20, : ,dϕ ϕΦ = Ω ≥ = ≡ −

Ω
∫ ξ ξ ξ ε ε  

(23)

which reaches its absolute minimum (zero value) on the actual displacements ∗u  

and stresses ∗σ . The first variations the functional in Eq. (23) have the form 

2

1
2

2 2

2 : :

d d

d

δ δ δ γ
γ

δ δ−

Φ = − ∇ ⋅ ⋅ Ω + ⋅ ⋅
Ω

Φ = Ω
Ω

∫ ∫

∫

u u n u

Сσ

ξ ξ

ξ σ
 (24)

The stationary condition for the functional 2Φ  (the same as for 1Φ ) is Hooke’s 

law rewritten in the form 0=ξ , and its second variation is also nonnegative. 

Taking into account Eqs. (15) and (16), the functional 2Φ  expressed in  

Eq. (23) in terms of the strain tensor ξ  can be rewritten in terms of the compo-

nents of the stress tensor η . In particular, for the 2D case (plane stressed state) of 

homogeneous isotropic material the integral 2Φ  has the form 

2 2
2 2 2

2 11 11 22 22 122 2 2

(1 ) 4 2(1 )

(1 ) (1 )
d

E

μ μ μη η η η η
μ μ

⎡ ⎤+ +Φ = − + + Ω⎢ ⎥+ +⎣ ⎦Ω
∫  (25)

Here E  is Young’s modulus, μ  is Poisson’s ratio. The nonnegativity of the func-

tional in Eq. (25) follows the fact that the factor of the mixed term 
24 /(1 ) 2μ μ+ <  because 1 1/ 2μ− < < . 

Generalizing the approach, one can introduce into consideration a parametric 
family of nonnegative quadratic functionals  

( )2 2 2 2 2
11 11 22 22 122 0, | | 1c a b d aη η η η ηΦ = − + + Ω ≥ <

Ω
∫  

(26)

for which the stationary conditions are equivalent to Hook’s relation (1). Here a , 
b  и c  are some real constants. Analogous functional families can be constructed 
for an arbitrary anisotropic 3D case.  
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Let us consider a functional from such families which has the dimension of  
energy 

3 3 3

1
0, :

2
dϕ ϕΦ = Ω ≥ =

Ω
∫ η ξ  (27)

and formulate the following variational problem: to find unknown functions u  
and σ  minimizing the functional  

3 ,
( , ) minΦ →

u
u

σ
σ  (28)

under constraints (3), (4),(10)–(12). 
It is possible to transform the integral in Eq. (27) to the form 

3

0 0 0

2

1 1 1
: , : , :

2 2 2

u

u

W W W

W d W d W d

σ

σ

Φ = + −

= Ω = Ω = Ω
Ω Ω Ω
∫ ∫ ∫σ ε σ ε σ ε  (29)

where uW  and Wσ  are the strain and stress energies, respectively, and W  is the 

work of external forces. Note that uW  and Wσ  are positively defined functionals, 

and W  is a bilinear functional independent explicitly of elastic material properties. 
Integrating by parts the work of external forces W  and using equilibrium equa-

tion (3) give 

( )2W d dγ
γ

= ⋅ ⋅ + ⋅ Ω
Ω

∫ ∫n u f uσ  
(30)

Firstly, let us consider the case when the stress (Eq. (10)) and displacement (Eq. 
(11)) boundary conditions are only given. The mixed boundary conditions (12) 
(elastic foundation) are absent. Then, after substituting Eq. (30) into Eq. (29), the 

functional 3Φ  will have the form 

3 3

3 1 2
1 1

1 2

0i i
u i i i i

i ii i

W d q u d W q u dσγ γ
γ γ= =

Φ = − ⋅ Ω − + − ≥
Ω

∑ ∑∫ ∫ ∫f u  (31)

Taking into account the expressions for the potential energy in Eq. (13) and com-
plementary energy in Eq. (14) one can present inequality (31) as follows 

3( , ) ( ) ( ) 0cΦ = Π + Π ≥u uσ σ  (32)

Thus, the following theorem formulated in [18, 21] is valid for this case: for any 
equilibrium stress fields σ  under boundary conditions (10) and any kinematically 
admissible displacement fields u  under boundary conditions (11) the sum of the 
potential and complementary energies is nonnegative. 
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Consequently, this constrained minimization problem is equivalent to the inde-
pendent minimization of the potential energy over displacements u  under bound-
ary condition (11) and the complementary energy over equilibrium stresses σ  un-
der boundary condition (10) 

3,
min ( , ) min ( ) min ( ) 0cΦ = Π + Π =
u u

u u
σ σ

σ σ  (33)

It is worth to emphasize that for such boundary value problems the approximate 
displacement fields are found using the minimum principle for potential energy 
(13) while based on the minimum principle for complementary energy (14) the 
stress fields are obtained. Moreover, the method of integrodifferential relations 
enables one to construct effective bilateral estimates for the total elastic energy 
stored ( , ) ( ) ( )uW W Wσ

∗ ∗ ∗ ∗= =u uσ σ  as a function of the actual displacements ∗u  

and stresses ∗σ . In particular, if 0iu =  ( 2
ix γ∈ ) or 2

iγ = ∅  ( 1, 2,3i = ) then for ar-

bitrary admissible displacements u  and stresses σ  the following estimates hold 
*( ) ( , ) ( )cW ∗−Π ≤ ≤ Πu u σ σ  (34)

On the other hand, if 0iq =  ( 1
ix γ∈ ) or 1

iγ = ∅  ( 1, 2,3i = ) then the inequalities 

are valid 
*( ) ( , ) ( )c W ∗−Π ≤ ≤ Πu uσ σ  (35)

The positivity of the second variation 2
3δ Φ  with respect to u  and σ  follows 

from the corresponding properties of the second variations 2 0δ Π ≥  and 
2 0cδ Π ≥ . The equality 2

3 0δ Φ =  is valid if and only if all the components of the 

strain tensor 0 ( )δuε  and stress tensor δσ  are equal to zero [22]. 

Let us consider the case when the mixed conditions (12) (elastic foundation) 
are given on some part of the boundary γ  ( 3

iγ ≠ ∅ ). One can show that the de-

composition of the variational problem (28) on two independent problems in dis-
placement and stresses, respectively, is not possible. Indeed, after integrating by 
parts the work of external forces W  has the form 

3 3 3

1 2 2
1 1 1

1 2 3

2 i i i
i i i i i i

i i ii i i

W d q u d q u d q u dγ γ γ
γ γ γ= = =

= ⋅ Ω + + +
Ω

∑ ∑ ∑∫ ∫ ∫ ∫f u  (36)

The last term in relations (36) depends explicitly on both the displacements u  and 
stresses σ . 

Taking into account that the variations δu  and δσ  on 3
iγ  ( 1, 2, 3i = ) are re-

lated by the equality 0ij j i in uδσ κ δ+ =  the second variation 2
3δ Φ  can be pre-

sented as follows 
3

2 2
3 3

1
3

( ) ( ) ( ) 0 , 0i
u i i i

i i

W W u dσδ δ δ κ δ γ κ
γ=

Φ = + + ≥ >∑ ∫u σ  (37)
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The equality 2
3 0δ Φ =  is valid if and only if all components of the strain tensor 

0 ( )δuε , stress tensor δσ  as well as the components iuδ of the displacement vec-

tor on 3
iγ  ( 1, 2, 3i = ) are equal to zero. 

3.2   MIDR for Dynamical Problems 

To introduce uncertainties into the dynamical linear elasticity problem a combined 
integral relation instead of stress-strain and velocity-momentum relations (1)–(2) 
was proposed in [12] and the following integrodifferential formulation of initial-
boundary value problem (1)–(6) was given: to find such functions ∗u , ∗σ , and ∗p  

that satisfy integral relation 

[ ]
0

1
( , , ) 0, : : ;

2

ft

d dtϕ ϕ ρ+ + +
Ω

Φ = Ω = = ⋅ +∫ ∫ u p Cσ η η ξ ξ  (38)

1 1, :ρ − −= − = −u p Cη ξ ε σ  (39)

under equilibrium, kinematical, boundary, and initial conditions (3)–(6). Here the 
auxiliary velocity vector η  and strain tensor ξ  are introduced. 

Note that the integrand ϕ+  in Eq. (38) has the dimension of energy density and 

is nonnegative. Hence, the corresponding integral +Φ  is nonnegative for arbitrary 

functions u , σ , and p  ( 0+Φ ≥ ). The proposed integrodifferential problem (3)–

(6) and (38) can be reduced to a variational one: to find unknown functions ∗u , 
∗σ , and ∗p  minimizing the functional +Φ   

, ,
( , , ) min ( , , ) 0∗ ∗ ∗

+ +Φ = Φ =
u p

u p u p
σ

σ σ  (40)

subject to constraints (3)–(6). 
It was shown in previous Subsection for static linear elasticity that the method 

of integrodifferential relations give one the possibility to formulate various varia-
tional problems. Analogously to the static case, let us introduce into consideration 
a parametric family of quadratic functionals 

2 2

0

1
0, : : , , 0,

2

ft

d dtϕ ϕ αρ β α β α
Ω

Φ = Ω = = ⋅ + + = ≥∫ ∫ Cη η ξ ξ  (41)

which stationary conditions are equivalent to relations (1) and (2). Here α  and β  

are real constants. At 1/ 2α β= =  integral (41) is equivalent to the nonnegative 

functional +Φ  defined in Eq. (38). If 0β > , 0α ≠  the minimization problems 

appropriate to corresponding functional [ ]αΦ  is formulated in much the same 
way as it was made for the functional +Φ . The general variational formulation 

can be proposed for all nonzero values of α  and β  ( 0α ≠ , 0β ≠ ): to find un-

known functions ∗u , ∗σ , ∗p  providing the stationary value for the functional Φ   
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0δ δ δΦ + Φ + Φ =u pσ  (42)

and satisfying constraints (3)–(6).  
After integrating the first variations by parts and taking into account Eqs. (3)–(6) 

the first variations of Φ  have the following form 

[ ] 0
0

0

0 0

1
( : )

2

: ,

2 : , 2 .

f

f

f

f f

t
t t

t

t

t t

d dt d

d dt

d dt d dt

γ

δ α β δ α δ

β δ γ

δ β δ δ α δ

=•
=

Ω Ω

Ω Ω

⎡ ⎤Φ = − + ∇ ⋅ ⋅ Ω + ⋅ Ω⎣ ⎦

+ ⋅ ⋅

Φ = − Ω Φ = − ⋅ Ω

∫ ∫ ∫

∫ ∫

∫ ∫ ∫ ∫

u

p

C u u

n C u

pσ

η ξ η

ξ

ξ σ η

 (43)

It is seen from Eq. (43) that the fist variation of the functional Φ  is equal to zero 
for any admissible variations δ u , δσ , δ p  if the following equations equivalent 

to Eqs. (1) are valid 

0 0.=η ξ= ,  (44)

The stress tensor σ  and momentum density vector p  as well as their variation 

δ p  and δσ  are related each other through the equilibrium equation (3) 

.δ δ• = ∇ ⋅p σ  (45)

Introduce the auxiliary tensor χ  so that 

, .dt= ∇ ⋅ =∫p fχ + σ χ  (46)

Then equation (45) is fulfilled automatically and the stationary conditions for the 
functional Φ  can be rewritten in the forms 

( )

[ ]

( ) [ ]

0 0

0

0
0 0

Τ

0;

: :
2

,

: :
2

1
( ).

2

f f

f

f f

f

t t

t t

t

t t
t t

t

d dt d dt

d

d dt d dt d

γ

η
γ

η

δ δ

δ αρ β δ β δ γ

α δ

δ
α β δ α δ γ β δ

•

Ω

=

=
Ω

=•
=

Ω Ω

Φ + Φ =

Φ
= − + ∇ ⋅ ⋅ Ω + ⋅ ⋅

+ ⋅ Ω

Φ
= + Ω − ⋅ ⋅ − Ω

= ∇ ∇

∫ ∫ ∫ ∫

∫

∫ ∫ ∫ ∫ ∫

u

u C u n C u

u

n

χ

χ

η ξ ξ

η

ε ξ χ η χ ξ χ

ε η η+

 
(47)
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From Eqs (47) it is following the system of Euler’s equations with the conditions 
on the boundary γ  and at the initial and terminal instants 0, ft t=

 

0, 0,

: 0, 0 : ;

: 0.
f ft t t t x x

η η

γ γ

αρ β α β ρ• • ••

= = ∈ ∈

+ ∇ ⋅ = + = ⇒ = ∇ ⋅

= = = ⋅ =

C C

n C

η ξ ε ξ η ε

η ξ η ξ
 (48)

Taking into account the type of boundary and initial conditions(5), (6) and system 
(48) it can be proven that if the unique solution ∗u , ∗σ , ∗p  exists then the station-

ary conditions (47) for the functional Φ  are equivalent to relations (1), (2) and to-
gether with constraints (3)–(6) constitute the full system of dynamical equations 
for the linear theory of elasticity. Moreover the nonnegative functional Φ  for 

0β >  reaches its absolute minimum on this solution and can serve as integral 

quality criteria for any admissible approximations of the displacements, stresses, 
and momentum densities u , σ , p . At the same time the integrand ϕ  can be used 

to estimate the local quality of approximations. 

4   Relations of the Dynamical Variational Principles 

Consider a functional of the family defined in Eq. (41) at 1/ 2β α= − =  

(
1/ 2α− =

Φ = Φ ) in more detail. It is possible to transform the integral −Φ  to the 

form 

[ ]
0

0

1 1

0 0

1
( , , ) 0, : : ;

2

1
2 , :

2

1 1
: : , : :

2 2

f

f

f f

t

t

u p

t t

u p

d dt

d dt

d dt d dt

σ

σ

ϕ ϕ ρ

ρ ρ

− − −
Ω

•
−

Ω

• • − −

Ω Ω

Φ = Ω = = ⋅ −

⎡ ⎤Φ = Θ + Θ − Θ Θ = ⋅ − Ω⎣ ⎦

⎡ ⎤ ⎡ ⎤Θ = ⋅ − Ω Θ = ⋅ − Ω⎣ ⎦ ⎣ ⎦

∫ ∫

∫ ∫

∫ ∫ ∫ ∫

u p C

p u

u u C p p C

σ η η ξ ξ

σ ε

ε ε σ σ

 (49)

where uΘ , pσΘ , Θ  are space-time integrals. Note that the functional uΘ  depends 

only on the vector function u , whereas pσΘ  is independent of the displacements. 

The bilinear functional Θ  does not include explicitly elastic and inertial material 
properties of the body, and after integrating by parts and using relations (3) it can 
be presented as 

[ ] 0
0 0

2
f f

f

t t
t t

t
d d dt d dt

γ

γ=

=
Ω Ω

Θ = ⋅ Ω − ⋅ Ω − ⋅∫ ∫ ∫ ∫ ∫p u f u q u  (50)

Let us analyze the case of the boundary conditions when the components kq  of 

the loading vector q  are given on the parts ( )k
σγ  of the boundary γ  ( 0kα = , 
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1kβ =  in Eq. (5)) whereas on the parts ( )k
uγ γ⊂  the displacement components are 

defined ( 1kα = , 0kβ = ). These patches ( )k
σγ , ( )k

uγ of the boundary γ  satisfy the 

following conditions: ( ) ( )k k
u σγ γ γ=∪ , ( ) ( )k k

u σγ γ = ∅∩  ( 1, 2, 3k = ). In this case 

mixed boundary conditions like an elastic foundation are absent. Then, after sub-
stituting Eq. (50) into Eq. (49), the functional −Φ  can be rewritten as follows 

[ ]

( )

( )

3
( )

10 0

3
( )

0
1 0

f f

i

f

f

i
u

t t

i
u i i p

i

t
t ti

i i u t
i

d dt v u d dt

q v d dt d

σ

σ σ
γ

γ

γ

γ

−
=Ω

=

=
= Ω

Φ = Θ + ⋅ Ω + + Θ

+ − ⋅ Ω

∑∫ ∫ ∫ ∫

∑ ∫ ∫ ∫

f u

p u

 (51)

If at both initial time 0t =  and finale time ft t=  either the displacement or mo-

mentum density vector is given, the functional −Φ  decomposes into two independ-

ent parts 

( )

( )

3
( )

10 0

3
( )

1 0

,

,

.

f f

i

f

i
u

u p

t t

i
u u i i u

i

t

i
p p i i u p

i

d dt v u d dt

q v d dt

σ

σ

σ
γ

σ σ
γ

γ

γ

−

=Ω

=

Φ = Η + Η

Η = Θ + ⋅ Ω + + Ξ

Η = Θ + + Ξ

∑∫ ∫ ∫ ∫

∑ ∫ ∫

f u  
(52)

Here the functional uΗ  depends only on the displacement vector u , pσΗ  is a 

function of the stress tensor σ  and momentum density vector p , uΞ  and pΞ  are 

volume integrals dependent only on u  and p , respectively. In Table 1 the inte-

grals uΞ  and pΞ  are presented for several kinds of initial and terminal conditions. 

The first four cases correspond to space-time boundary value problems, and the 
last row describes periodic body motions. 

The stationary conditions for the functional −Φ  under equilibrium relation and 

space-time boundary conditions discussed above can be written according to rela-
tion (46) as 

0.u pσδ δ δ−Φ = Η + Η =u χ  (53)

Consequently, this constrained variational problem is equivalent to two independ-
ent problems:  
 

Problem 1. To find a displacement vector ∗u  providing the stationary value for 
the functional uΗ  
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0uδ Η =u  (54)

and strictly satisfying boundary conditions on ( )k
uγ  ( 1,2,3k = ) as well as initial 

and/or terminal conditions on the displacement fields shown in Table 1. 
 

Problem 2. To find a stress tensor ∗σ  and momentum density vector ∗p  guaranty-

ing the stationarity for the functional pσΗ
 

0pσδ Η =χ  (55)

and obeying relations (46), stress conditions on ( )k
σγ  ( 1,2,3k = ), and the initial 

and/or terminal momentum conditions from Table 1.  

Table 1. Volume integrals Ξ u and Ξ p for different initial and terminal conditions 

F

 Condition I Condition II 
u;  p;  

1 0(0, ) ( )x x u u  ( , ) ( )f
ft x x u u  0  

0
0

f

f

t t

t
d

 
:

 

⎡ � �⎢⎣

⎤� :⎦

∫ u p

u p
 

2 0(0, ) ( )x x p p  ( , ) ( )f
ft x x p p  

0
0

f

f

t t

t
d

 
:

 

⎡ �⎢⎣

⎤� � :⎦

∫ p u

p u
 

0  

3 0(0, ) ( )x x u u  ( , ) ( )f
ft x x p p  

f

f

t t
d

 
:

⎡ ⎤� :
⎣ ⎦∫ p u  0

0t
d

 
:

⎡ ⎤� � :⎣ ⎦∫ u p  

4 0(0, ) ( )x x p p  ( , ) ( )f
ft x x u u  0

0t
d

 
:

⎡ ⎤� � :⎣ ⎦∫ p u  
f

f

t t
d

 
:

⎡ ⎤� :
⎣ ⎦∫ u p  

5 (0, ) ( , )fx t x u u  (0, ) ( , )fx t x p p  0  0  

H

 
 

The displacement fields ∗u  obtained from Problem 1 let one find correspond-
ing stress tensor : ( )∗C uε  and momentum density vector ( )ρ ∗ •u . On the other 

hand the stress fields ∗σ  obtained from Problem 2 can be related to the following 
strain fields 1 :− ∗C σ . In this case it is difficult enough to identify corresponding 
displacements u  since one has to solve the overdetermined system of differential 

equations ( / ρ• =u p , T∇ + ∇ =u u ε2 ).  

It is important to emphasize that if displacements are given at the initial and ter-
minal instants (the first row in Table 1) then Problem 1 is equivalent to Hamilton’s 
principle (8) ( uΗ = Η ). If the initial and terminal momentum fields are fixed (the 

second row in Table 1) then Problem 2 coincides with complementary principle (9) 
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( p cσΗ = Η ). Both classical principles are also valid in the case of periodic condi-

tions (the last row in Table 1). 
In contrast to variational principles (8) and (9) which are only formulated for 

space-time boundary value problems, the functional −Φ  can be applied to the ini-

tial-boundary value problem (1)–(6) as well. The initial conditions (6) do not al-
low us to separate this functional, because the last term in relation (51) depends 
explicitly on both displacements u  and momentum density p . In this case the 

variational problem must be solved simultaneously with respect to unknown dis-
placement, stress, and momentum functions.  

As it will be seen in Section 6, the value of the nonnegative functional +Φ  can 

serve to estimate the integral quality of approximate solutions of problem (3)–(6), 
(42) for 1/ 2α = , 1/ 2β = − . But even if the decomposition of the variational for-

mulation for −Φ  onto Problems 1 and 2 is possible, nevertheless, both problems 

have to be solved to estimate explicitly the quality of the numerical results. 

5   Dynamical Variational Principle in Displacements and 
Stresses 

As it was shown in the previous sections the variational formulations for the ini-
tial-boundary value problem of controlled motions of an elastic body can be pro-
posed with the displacement vector u , stress tensor σ , and momentum density 
vector p  to be unknown functions. After introducing into consideration the auxil-

iary tensor χ  nine independent functions (components of tensor χ  and vector u ) 
remain in the system. In numerical approaches to 3D dynamical problems this fact 
leads to sufficiently large dimension of system parameters. To decrease the num-
ber of unknown functions in the variational formulation and raise the effectiveness 
of numerical computation a special member of functional family (41), namely, the 

nonnegative functional Φ  at 0α = , 1/ 2β =  can be proposed  

0 0 00
0

1 1
( , ) , : :

22

ft

d dtα ϕ ϕ
=

Ω

Φ ≡ Φ = Ω =∫ ∫ u Cσ ξ ξ.  (56)

To formulate a constrained minimization problem fitting for 0Φ  the velocity-

momentum vector relation 0=η  in Eq. (1) must be considered as an additional 
differential constraint. After that the variational problem is to find unknown func-
tions ∗u  and ∗σ  minimizing the following functional 0Φ  under constraints 

0 0

0 1 0

,
( , ) min ( , ) 0,

,

( ) ( ) , ; , 1, 2, 3 ,

(0, ) ( ), (0, ) ( ).
k k k k kx u x q v x k

x x x x

ρ
α β γ

ρ

∗ ∗

••

• −

Φ = Φ =

= ∇ ⋅ +
+ = ∈ = ⋅ =

= =

u
u u

u f

q n

u u u p

σ
σ σ

σ
σ

 (57)
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In the same way as in Section 3 denote the actual and arbitrary admissible dis-
placements and stresses by ∗u , ∗σ  and u , σ , respectively, and specify that 

δ∗= +u u u , δ∗= +σ σ σ  then 2
0 0 0 0( , ) δ δ δΦ = Φ + Φ + Φuu σσ . The second 

variation quadratic with respect to δ u , δσ  is nonnegative ( 2
0 0δ Φ ≥ ). The fist 

variation of the functional 0Φ  is equal to zero for any admissible variations δ u , 

δσ  if 0=ξ . The displacement vector u  and stress tensor σ  as well as their 

variations δ u  and δσ  are related through the equilibrium equation shown in Eq. 

(57) and  

.δ δ•• = ∇ ⋅u σ  (58)

Introduce the auxiliary tensor χ  so that 

,dtdt ρ ••= ∇ ⋅ + =∫∫u fχ σ χ  (59)

and write down the stationary conditions for 0Φ   

( ) ( ) ( ) ( )

( ) ( )

0

0

0

0

0

T

0;

:

: :

: : ,

1
: : .

2

f

f

f

t

t

t t

t

d dt

d dt

d

σγ

δ

δ ρ δ

δ δ γ

δ δ

••

Ω

=• •

=
Ω

Φ =

⎡ ⎤Φ = Δ − Ω⎣ ⎦

+ ⋅ ⋅ ∇ ⋅ ∇ ⋅ ⋅ ⋅ +⎡ ⎤⎣ ⎦

⎡ ⎤ Ω⎣ ⎦

⎡ ⎤Δ = ∇ ∇ ⋅ + ∇ ∇ ⋅⎣ ⎦

∫ ∫

∫ ∫

∫

n C C n

C C

χ

χ ξ

ξ

ξ χ

ξ χ − ξ χ

ξ χ − ξ χ

ξ ξ

 (60)

The system of Euler’s equations with the corresponding conditions on the bound-
ary γ  and at initial and terminal instants 0, ft t=  can be obtained from Eq. (60). It 

is possible to show (as in Section 3) that the stationary conditions for the func-
tional 0Φ  are equivalent to relations 0=ξ  and together with constraint 0=η  and 

Eqs. (3)–(6) constitute the full system of dynamical equations for linear elasticity. 

6   Numerical Algorithm and Error Analysis  

Let us describe one of the possible algorithms approximating the solution ∗u , ∗σ , 
∗p  of the variational problem defined by Eq. (42). Constrain ourselves to the case 

of zero volume force 0=f . At the beginning the positive integers uN , Nσ , and 

pN  are chosen and the approximations u� , �σ , and p�  of the solution are defined 

in the finite dimensional form 
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( ) ( ) ( )

1 1 1

( , ), ( , ), ( , ).
pu

NN N
k k k

k k k
k k k

t x t x t x
σ

ψ ψ ψ
= = =

= = =∑ ∑ ∑u u p p� �� σ σ  (61)

Here { }( , ), 1,2,k t x kψ = …  is some complete countable system of linearly inde-

pendent functions and ( )ku , ( )kσ , ( )kp  are unknown real coefficients presented in 

the vector and tensor forms. The basis functions kψ  should be chosen so that the 

approximations u� , �σ , and p�  were able to satisfy exactly the equilibrium equa-

tion in Eq. (3) as well as boundary and initial conditions (5), (6). The admissible 
set of the boundary vector v  and initial functions 0u  and 0p  is defined. It is fol-

lows from Eq. (61) that the vectors v , 0u , 0p  must have the structure  

( ) 0 (0 ) 0 (0 )

1 1 1

, (0, ), (0, ),
pv u

NN N
k k k

k k kx
k k k

x xγψ ψ ψ
∈

= = =

= = =∑ ∑ ∑v v u u p p  

where (0 )ku , and (0 )kp are fixed coefficients; ( )kv  are either given constants on 

\ vγ γ  defined on the boundary patch vγ . 

In the next step the conditions (3)–(6) are fulfilled with respect to unknown co-
efficients ( )ku , ( )kσ , and ( )kp  and the admissible approximations u� , �σ , and p�  

obtained are substituted into the functional Φ . Since the functional Φ  is quad-
ratic with respect to the parameters ( )ku , ( )kσ , ( )kp , and ( )kv , the stationary prob-

lem (42) is reduced to the linear system of the algebraic equations versus unknown 
coefficients ( )ku , ( )kσ , and ( )kp . To estimate the quality of the numerical solution 

( , )t xu� , ( , )t x�σ , and ( , )t xp�  the following criterion is proposed [19] 

0

1 1
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1
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∫ ∫

u p

u u u C

C u p C

q u u C q C
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η η + ξ ξ η = − ξ = ε − σ

η + ξ ε σ

 (62)

Here δ  is a small positive constant, 0+Φ ≥�  is the value of functional +Φ  on the 

numerical solution, 0Ψ >  is the time integral of the total mechanical energy W , 
and ψ  is the volume density of this energy. The ratio Δ  of these two values can 

serve as a relative integral error of the approximate solution u� , �σ , and p� ,  

whereas function ϕ+�  shows the distribution of local error. The time derivative  
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(the power) W��  of energy (the power) includes a term errW�  which shows the en-

ergy change rate caused by system discretization. It is follows from Eq. (62) that 

the value of parasitic energy 
0

ft

errW dt∫ �  is related to the value of the error Δ .  

7   3D Beam Lateral Motions 

As an example of algorithm implementation, let us consider the 3D problem of lat-
eral controlled motions for the rectilinear beam with a quadratic cross section (see 
Fig. 1). The sizes of the cross section do not change along the beam length. It is 
supposed that the volume forces are absent ( 0=f ) and the beam is made of ho-
mogeneous and isotropic material with given Young's modulus E , Poisson's ratio 
μ , and volume density ρ . The geometrical beam parameters such as the beam 

length L  and structural height 2a as well as terminal time are fixed, and hence the 
problem is defined in the following 4D time-space domain  

{ }1 2 3 1 2 3{ , : (0, ), }, , , : 0 , | | , | | .t x t T x x x x x L x a x aΣ = ∈ ∈Ω Ω = < < < <  

 

  
Fig. 1. Rectilinear elastic beam 

 

Let us introduce the fixed reference frame 1 2 3Ox x x . Its origin O  coincides with 

the central point of the left beam cross section in the initial time. The 1x -axis is 

directed along the beam and the coordinate axes 2Ox  and 3Ox  are parallel to the 

cross section sides. The boundary conditions under consideration are 

2 2 3 3 3
2

1 1 1 11

12 22 23 13 23 33

11 12 13 1 20 0

0

0, 0

x a x a x a x a x ax a

x L x L x xx L
u u

σ σ σ σ σ σ

σ σ σ

=± =± =± =± =±=±

= = = ==

= = = = = =

= = = = =
 (63)
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The time-dependent polynomial displacement 3u  of the left beam cross section is 

chosen as a control boundary function v : 

1
3 0

2

,
vN

k
kx

k

u v v t
=

=

= =∑  (64)

where vN  is a given integer defined the number of independent control parameters. 

To find an approximate solution and optimize control in the problem of 3D lat-
eral beam dynamics a polynomial representation of the unknown functions was 
used by Kostin and Saurin [17]. In [19] bivariate piece-wise polynomial splines 
defined on rectangular meshes were applied to modeling and optimization of lat-
eral Bernoulli beam motions. In this example a finite element approach and spline 
techniques are used to model 3D beam dynamics. 

Let us consider the variational problem (57), fix an approximation order pM , 

and choose the following approximations ( )pM

ku� , ( )pM

klσ� , , 1,2,3k l = , for unknown 

components of displacement vector u  and the stress tensor σ    

2
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(65)

Here ( , )i j
ku  and ( , )i j

klσ  are functions of the time t  and coordinate 1x  which will be 

defined below. These approximations obey the boundary conditions on the beam 
sides parallel to the 1x -axis. 

The symmetry with respect to coordinate planes 1 2Ox x  and 1 3Ox x  allows one to 

decompose the original problems to four independent subproblems including 3D 
beam compression-stretching, bending around 2Ox  axis, bending around 3Ox  

axis, and torsion. In this example the control displacement in (64) excites only 
bending motions around 2Ox  axis. The polynomials with respect to the variables 

2x  and 3x  proposed in Eq. (65) do not violate the symmetry properties of prob-

lem (57) under the boundary and initial conditions (63)–(65) as it has been shown 
in [17].  
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Fig. 2. Space-time mesh. 

 

Divide the two-dimensional time-space domain 1{ , } (0, ) (0, )t x T L∈ ϒ = ×  on 

N M×  rectangles klϒ  which vertices have coordinates 1, 1k lQ − − , 1,k lQ − , , 1k lQ − , 

,k lQ , where , { , }k l k lQ t y= ; 1k kt t −> , 1, ,k N= … ; 1l ly y −> , 1, ,l M= … ; 0 0t = , 

Nt T= , 0 0y = , My L=  (see Fig. 2). Let also the boundary edges of these time-

space rectangles be named , 1( , )kl k l klL Q Q−= , 0, ,k N= … , 1, ,l M= … , and 

1,( , )kl k l klT Q Q−= , 1, ,k N= … , 0, ,l M= … . In each 4D time-space subdomain 

{ }1 2 3 1 2 3, , , : ( , ) , | | ,| | .kl klt x x x t x x a x aΣ = ∈ ϒ < <  

approximating polynomials ( , )i juα  and ( , )i j
αβσ  are given 
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 (66)

Here ( )Juα  and 2 3( , )j j
αβσ  are unknown real coefficients. The integer pN  is chosen so 

that the equilibrium equation and zero initial conditions in Eq. (57), boundary condi-
tions (63), (64) can be exactly satisfied. In addition, to apply the variational formula-
tion given above the following conformed interelement relations must obey 
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 (67)
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After satisfying local constraints in Eq. (57) and interelement conditions (67) the re-
sulted finite-dimensional unconstrained minimization problem yields an approxi-
mate solution ( , , )t x v∗u� , ( , , )t x v∗�σ  for arbitrary control parameters kv  in (64). 

8   Numerical Results 

In this section the numerical results of 3D modeling for the lateral beam motions 
described in the previous section are presented. For geometrical and mechanical 
parameters the following dimensionless values have been chosen: 

2 41, 0.05, 2, 1, 1, 0.3, 4 , 4 / 3,L a T S EI S a I aρ ν= = = = = = = =  

and the mesh and approximation numbers are assigned: = 5N , = 1M , = 2pM , 

= 10pN . For numerical solution of this dynamical problem a time uniform mesh 

with node instants = /it iT N , 1, ,i N= … , is used. After satisfying equilibrium 

equation, initial, boundary, and interelement conditions, the total number of de-
grees of freedom is equal to 1985DOFN = . The following function of lateral dis-

placement for the left beam cross section is fixed as a sample control law 
2 3(3 ) / 4, (0) (0) ( ) 0, ( ) 1.v t t v v v T v T= − = = = =� �  (68)

For the given system data the estimated value of the energy time integral is 
0.1822Ψ = . The absolute and relative integral error defined in Eq. (62) are 

0 0.0020Φ = , 0 1.1%Δ = . 

In the Fig. 3 the relative displacement of the central point 3( , ,0,0) ( )u t L v t− of 

the right free beam cross section versus time t  is shown.  

 

  
Fig. 3. Relative displacement at the central point of the right free beam cross section vs. time. 
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In Fig. 4 the function of energy linear density 1 1 2 3( , )
a a

a a
t x dx dxψ ψ

− −
= ∫ ∫  is de-

pictured. The distribution of solution local error 1 1 0 2 3( , )
a a

a a
t x dx dxϕ ϕ

− −
= ∫ ∫  along 

axis 1Ox  is presented in Fig. 5. As it is seen from the figure the maximal errors is 

concentrated in the area near the left cross section of the beam. 

 

  

Fig. 4. Linear density of the total mechanical energy along beam axis. 

  

Fig. 5. Distribution of solution local error along beam axis. 
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The 3D beam model takes into account space deflections in any beam cross 
section at an arbitrary control instant. As an example, the deformed cross-section 
shape of the beam at 0.8t =  and 1 0.05x =  is displayed in Fig. 6. The local error 

distribution 0ϕ  in this cross section at the same time is shown in Fig. 7. The error 

function on this rectangle reaches its maximal values at the beam edges. 

 

 

[ H

 

Fig. 6. Deformed cross-section shape. 

 

[ H

 
Fig. 7. Distribution of local error in a beam cross section at a fixed time instant. 

In this controlled process the total mechanical energy W  starting with zero value 
reaches its maximum during this motion as depictured in Fig. 8. The energy change 
rate errW�  caused by system discretization is reflected in Fig. 9. The numerical para-

sitic power defined in Eq. (62) result in noticeable energy underestimate. The linear 

density distribution along beam axis 1Ox  1 2 3( , ) : :
a a

a a
t x dx dxω

− −
= ∫ ∫ C i� �ξ ε  for this 
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numerical disbalance is shown in Fig. 10. As it is seen from the figure the maximal 
energy parasitic source is, analogously to the error distribution 1ϕ , the area near the 

left cross section of the beam. 

  

Fig. 8. Mechanical energy versus time. 

 

  

Fig. 9. Energy changes over numerical parasitic disbalance. 
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Fig. 10. Linear density distribution along beam axis for the numerical energy disbalance. 

9   Conclusions 

Based on the method of integrodifferential relations a family of variational princi-
ples which stationary conditions are equivalent to the constitutive relation was  
deduced for the initial boundary value problems of linear elasticity. For these 
principles the nonnegative functionals under minimization can serve as integral 
criteria of the solution quality, whereas their integrands characterize the local error 
distribution. In the case of dynamical boundary value problems under separated 
boundary constraints on displacement and stress components one of the variational 
formulations with the action-type functional is decomposed to the Hamilton  
principle over displacements and its complementary principle on stress and  
momentum fields.  

The numerical algorithm used the time-space piecewise polynomial approxima-
tions enables one to construct effective estimates for various integral characteris-
tics (elastic energy, displacements, etc.). This algorithm can be directly applied to 
nonhomogeneous anisotropic structures. The case of more complex boundary 
conditions such as aero- and hydrodynamic forces, nonconservative loading, etc. 
does not encounter principal difficulties. The polynomial spline technique (FEM) 
incorporated in the algorithm allows one to consider bodies with irregular shapes. 
The FEM realization will give one the possibility to work out various strategies of 
p-h adaptive mesh refinement by using a local error estimate. The method can ap-
pear to be useful also in advanced beam, plate, and shell theories. The approach 
worked out can be also applied to other inverse mechanical problems such as 
shape optimization, identification, and so on as well as to optimal control prob-
lems with inequality constraints. 
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Abstract. In this paper a new efficient algorithm for numerical integration of the 
equation of motion of a non linear system with restoring forces governed by frac-
tional derivatives in the time domain is devised. This approach is based on the 
Grunwald-Letnikov representation of a fractional derivative and on the well 
known Newmark numerical integration scheme for structural dynamic problems. 
A Taylor expansion is used at every time step to represent the near past terms of 
the solution; thus, a dual mesh of the time domain is introduced: the coarse mesh is 
used for the time integration and the fine mesh is used for the fractional derivative 
approximation. It is shown that with this formulation the problem yields an 
equivalent non linear system without fractional terms which involves effective 
values of mass, damping, and stiffness coefficients as a predictive approach and a 
correction on the excitation. The major advantage of this approach is that a rather 
small number of past terms are required for the numerical propagation of the solu-
tion; and that the calculation of the effective values of mass, damping, and stiffness 
is performed only once. Several examples of applications are included. 

Keywords: Non linear fractional differential equations, Newmark integration 
scheme, Taylor expansion, Duffing oscillator. 

1   Introduction 

Fractional calculus has been successfully applied in many engineering fields. Sev-
eral papers have been published describing the advantages of using fractional de-
rivatives in order to approximate hysteretic behavior [1,2,3], and base isolation 
with frequency dependent materials [21,24,25]. The advantage of using fractional 
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derivatives of time lies in their fading memory property [4,5,6]. That is, the frac-
tional derivative of a function in a certain time instant depends on the history of the 
function and not on a small neighborhood as it is the case of the integer order de-
rivatives. This dependence is computationally inefficient when it comes to numeri-
cal evaluation. Specifically, for a small increment forward one must re-evaluate the 
value of the fractional derivative from the entire history. Using the Grunwald-
Letnikov representation, the complexity increases in a quadratic wayyer with the time 
steps taken. However, due to the fading effect of the Grunwald-Letnikov coefficients 
which are monotonically decreasing, one can truncate the series after a certain or-
der and achieve a linearly increasing complexity. Padovan [7], suggested another 
way to lower the computational cost by evaluating the fractional derivative every b 
number of predetermined steps since the time integration mesh can be fine and the 
value of fractional derivative would be slowly changing between every time step. 
Yuan and Agrawal [8], Adolfsson [9] and Ford et all [10], suggested algorithms 
based on the so-called logarithmic memory principal. When it comes to multi-
degree-of -freedom systems the complexity of the integration increases signifi-
cantly. Schmidt and Gaul [13] implemented an algorithm using finite differences 
that updates the current fractional derivative value using a so-called transfer func-
tion with very good results for multi degree of freedom systems.  

The equation of motion of a non linear system with terms governed by  
fractional derivatives is essentially a multi-term non linear fractional differential 
equation which accommodates a series of solutions in the time domain. In [17]  
the general form of linear multi term fractional differential equations is solved  
and the method can be expanded for the non linear case; in [18] the general non 
linear multi term fractional differential equation is solved by an algorithm based 
on the A domain decomposition. In [19] a series of explicit Adams-Bashforth and 
Adams-Moulton methods were presented for efficient solutions of fractional dif-
ferential equations. An interesting paper on the pitfalls of fast solvers of fractional 
differential equations is referenced [22], where points in implementing multi step 
methods for numerical efficiency are presented. In [23] a selection of algorithms 
for the estimation of the fractional derivative was given. In [20] the case of the  
linear spring and non linear fractional derivative terms is considered; efficiency in 
solving this system was achieved by using the nested mesh variant technique in 
the convolution integral.  

In many respects, the way all these improved algorithms are programmed and 
implemented is quite complex. For engineering applications where typically the 
highest derivative appearing is of order two, an algorithm based on commonly used 
tools is desirable. In this paper, the Newmark time integration scheme is used, the 
non linearity of the system is readily handled by Newton-Raphson iterations, and the 
fractional derivative is approximated by the truncated Grunwald-Letnikov represen-
tation. The additional efficiency of the algorithm is based on the dual mesh of the 
time domain and on the continuous Taylor’s expansion of the near past terms with 
respect to the current step. The coarse mesh is used as in the Newmark scheme for 
time integration, and the fine mesh is used to approximate accurately the fractional 
derivative at the specific time step. The Taylor expansion up to the second order 
yields a system with new effective values for the mass and stiffness. Further, a  
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correction must be made to the excitation. In this formulation one must calculate the 
effective values of the mass, damping and stiffness coefficients that depend on the 
order of the fractional derivative and on the time step of the coarse time mesh. Then 
an equivalent second order non linear differential equation with a correction on the 
excitation that depends on few past terms must be solved.  

2   Fractional Derivative Estimation 

Prior to the derivation of the new algorithm, a basic mathematical background is 
presented on the Grunwald-Letnikov representation of fractional derivatives. The 
GL representation of a fractional derivative of a function x(t) at a point of time t is 
given by  

0,
0

0

( ) lim ( 1) ( )a a k
GL t

h
k

a
D x t h x t kh

k

∞
−

→ =

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠
∑ ,                  (1)  

where alpha is the order of the fractional derivative and 0,t are the terminals as de-
fined in [16] representing the entire history of the function that is taken into ac-
count. Equation (1) can now be cast in the form  

0, 0
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where GLk are the coefficients and n represents the number of past terms used 
such as  
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It is easily proven in [12,14] that  

0 1kGL = = ,     (5) 
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a k k −
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Thus, equation (6) justifies the fading memory effect of the fractional derivatives 
since the scalar that multiplies the GL coefficient of step k, yields 

1
1

k a

k

− − < .       (7) 

The above described method to approximate the fractional derivative of a function 
is known as the G1 algorithm and is extensively discussed in [14]. Next, using 
equation (5) and (7) it is easily deduced that the second coefficient is always the 
order of the fractional differentiation with a negative sign. A quite accurate esti-
mate can be obtained by using small h [11,14,15,16]. The smaller the h becomes, 
the larger is the number of past terms that are involved in the estimation of the 
fractional derivative. It will be shown later that, in the process of solving the non 
linear fractional differential equation in the time domain, the time step for the time 
integration is much larger than the time step h for the derivative approximation. 
Due to this kind of dual meshing of the time domain, useful computational advan-
tages can be obtained.  

3   Dual Mesh of the Time Domain 

The time domain is discretized in two separate meshes; one coarse mesh for the 
Newmark time integration scheme, and one fine mesh for the fractional deriva-
tive estimation. The integration step is of length Δt and is shown in Figure 1 as 
the interval between the tall vertical lines. The step of length h is the fine mesh 
and is the interval between the short vertical lines, each time step of length Δt in-
cludes p steps of length h, thus Δt/h=p, Figure 1 helps show the dual meshing 
technique. 

 

Fig. 1. Time axis discritization, with both the integration time step and the fractional de-
rivative estimation mesh 

The accelerated algorithm is based on representing the past terms needed for 
the Grunwald-Letnikov approximation of the fractional derivative at one point  
by the Taylor expansion of the same point in time. Since, the Newmark scheme  
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determines the displacement velocity and acceleration at each time step, a Taylor  
expansion can be performed for at least up to second order terms. However, the 
range of an accurate approximation is limited and is shown in Figure 1 as jΔt. 
Therefore, it is assumed that a small number j of previous terms can be accurately 
captured by a Taylor expansion, and since several past terms are needed for an ac-
curate approximation, more than one Taylor expansions are needed. The overall 
number of past terms needed for the fractional derivative estimation is denoted by 
kj and, thus, k Taylor expansions are needed. 

4   Accelerated Algorithm 

A non linear fractional differential equation representing the equation of motion of 
a single degree of freedom system under an arbitrary excitation is given below.  
Specifically, 

..

0, ( ) ( )a
tm x cD x q x f t+ + = ,   (8) 

with time integration step of length, 

T
t

N
Δ = ,         (9) 

where T is the overall time interval of integration and N is the total number of 
steps to be considered. Clearly considering the equation of motion at two consecu-
tive time instants one derives 

1

..

0, 0, 1( ) ( )
i i

a a
i GL t i GL t i i im x c D x D x q x f

− −Δ + − + Δ = Δ ,       (10)  

where, 

1i i ix x x+Δ = − .       (11) 

Assuming a constant stiffness coefficient during this small time step equation (10) 
yields, 

1

..

0, 0, 1( )
i i

a a
i GL t i GL t i i i im x c D x D x k x f

− −Δ + − + Δ = Δ .         (12) 

Note that the time step Δ t is much larger than the step h of the fine mesh and 

therefore, 
t

p
h

Δ =  is of the order 5~20. Next, adopting the Grunwald-Letnikov 
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representation of the fractional derivative and using equation (2) in the fine mesh 
one derives the form, 
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     (13) 

where, p is the number of past terms of length h in a time integration step of length 

tΔ . The number j represents the previous time steps of length Δt that can be  
approximated accurately by a backwards Taylor expansion using the displace-
ment, velocity and acceleration at a certain time step i. Note that, the number k 
represents the overall chunks of j time steps that must be taken into consideration 
to accurately approximate the fractional derivative at a given point. Proceeding to 
approximating the jph past terms which are of time length jΔt, using a Taylor ex-
pansion one can obtain those terms utilizing the displacement, velocity and accel-
eration at a given time step i. The Taylor backwards expansion yields the first jΔt 

past terms with respect to the current step ix . Specifically,   

(1) 2 (2) 3
1 / 2 ( )i i i ix x h x h x O h− = − ⋅ + ⋅ +              (14.a) 

(1) 2 (2) 3
2 2 4 / 2 ( )i i i ix x h x h x O h− = − ⋅ + ⋅ +         (14.b) 

(1) 2 (2) 3
3 3 9 / 2 ( )i i i ix x h x h x O h− = − ⋅ + ⋅ +         (14.c) 

(1) 2 2 2 (2) 3/ 2 ( )i jp i i ix x jph x j p h x O h− = − ⋅ + ⋅ +
        

(14.d)  

where the number inside the brackets represents the order of the derivative and the 
power of the time step h respectively. The set of Equations (14) can be cast in a 
matrix form, and assuming that the O(h3) can be truncated since the mesh of the 
time axis for the estimation of the fractional derivative is fine and the past terms 

1jph <<  is quite small, yields 
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In the same manner the displacements from the step i-jp to the i-2jp+1 can be  
cast in a matrix form in terms of the displacement, velocity and acceleration of the 
i-jp step. Equation (16) yields the relationship of these past terms with the Taylor 
expansion matrix, herein called connectivity matrix, and the displacement, veloc-
ity and acceleration of the given step. The same approach can be followed for  
all the past terms until the i-kjp term. However, it is possible to include higher  
order derivatives than the acceleration. This can be proven quite helpful in ap-
proximating more past terms. Thus, the connectivity matrix of the remaining  
past terms will have one more column if one selects to include the jerk in the 
computation.  
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⎥

 

(16) 

Note, that the connectivity matrix is of dimensions jp x 3 for the first p terms, and 
the connectivity matrix is of dimensions jp x 4 for the rest of the past terms if 
someone includes the jerk. Note also that the connectivity matrix is constant 
through out the time integration and it is once built in the beginning. These con-
stant connectivity matrices are called H0 and H. It can be readily seen that every 
set of j past steps of length Δt can be obtained in terms of the matrices H0, H and 
the displacement, velocity and acceleration of the corresponding time steps. Sub-
stituting equation (15), (16) etc into equation (13) one obtains 
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(17) 

Note that the GL coefficients are fixed after the order of the fractional derivative 
alpha is fixed and the connectivity matrices H0 and H are fixed after the time axis 
is divided by choosing h, Δt, j and k. The vector matrix multiplication will pro-
duce a vector 1x3 and a vector 1x4 therefore equation (17) yields  
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Next, forming the difference of the fractional derivatives from two consecutive 
time steps yields 
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Further, combining equation (19) with equation (12) yields 

.. .
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The equation of motion is integrated in time using the Newmark time integration 
scheme where, mass, damping and stiffness are substituted by the effective values 
shown in equation (20). The solution of this equivalent second order differential 
equation can be considered as a prediction, and a correction in the same time step of 
the excitation is due to the additional past terms. Note that the number k is of the  
order of 3~5. The above algorithm needs a small number of past terms for every  
integration step in time, and the complete information at these steps such as dis-
placement, velocity and acceleration. However, the steps needed are separated by a 
number of j steps. There is a convenient way to avoid the saving of the velocity and 
acceleration at each time step by approximating these quantities using the displace-
ments at neighboring points. However, since the velocity and the acceleration are 
readily given by the Newmark algorithm it is deemed appropriate to describe the 
method avoiding the jerk and the approximation through the displacements of the 
steps. Therefore, for simplification purposes the correction is considered to be given 
by the equation 
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Next, note that the saving of the velocity and acceleration every j steps is needed 
along with the displacements to advance the algorithm. This can be proven to be 
quite powerful for the implementation of the algorithm in multi-degree-of-
freedom systems. As Figure 1 shows, the jp steps of the fractional derivative es-
timation are approximated by the Taylor backwards expansion with respect to the 
displacement, velocity and acceleration of the ith step. The multiplication of the 
first jp GL coefficients with the connectivity matrix H produces an equivalent 
mass, damping and stiffness coefficient matrix which can be added to the original 
equation of motion turning the fractional non linear differential equation into a 
non linear equation without fractional terms. The solution of this equation can be 
called the predictor step. Clearly, this equation takes into account only a limited 
number of past terms, specifically jp terms of time duration jph=jΔt. The correc-
tion step comes from the adjustment of the excitation by a term representing the 
rest of the past terms associated with the displacement, velocity and acceleration 
of previous time steps. Once again this is accomplished by a set of equivalent 
mass, damping and stiffness coefficients that are calculated once in the beginning 
as a product of the H connectivity matrix and the GL coefficients vector. 

5   Numerical Example 

As an example, consider a simple linear system of unit mass under a sinusoidal 
excitation with the equation of motion  

 
..

0.5
0,0.5 4 sin(2 )tx D x x t+ + = .   (23) 

Dividing the time domain in Δt of length 0.02 sec, h of 0.001 sec and therefore 
Δt/h=p=20, and estimating that the max Δt for Newmark is T/10=0.2962 where T 
is the natural period of the system, one can obtain the number j= Δt max/Δt=15 
steps. In 15 coarse steps that are approximated by a Taylor expansion there are 

15x20=300 fine past terms, where 
3

300 10h GLα− −≈ . The connectivity matrix 
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H0 is constructed from equation (15) and the vector of dimensions 1x3 represent-
ing the correction on the mass, damping and stiffness is calculated by the multipli-

cation GLxH0 and yields 0 [1.0314 0.3084 0.0155]D = − . There-

fore, by utilizing equation (20), the equation to be solved now becomes 

.. .

(0.5 ( 0.0155) 1) 0.5 0.3084 (4 0.5 1.0314) sin(2 )x x x t f− + Δ + Δ + + Δ = Δ − Δi i i  

(24) 

where fΔ  is the rest of the past terms given by equation (22).  

Solving this equation without any correction and comparing it to the readily de-
rivable frequency domain solution one can assess the accumulating error from 
Figure 2. 

 

0 10 20 30 40 50 60
-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
Linear System Under sinusoidal Excitation

Time in Sec

D
is

pl
ac

em
en

t

 

 

Numerical Integration

Frequency Domain Solution

 

Fig. 2. Frequency domain solution vis a vis numerical integration without correction step, 
p=20, j=15, k=1. 

 
It is easily seen the 300 past terms are not enough to capture the steady state re-

sponse as well as the transient response. Calculating next the D1 and D2 vectors 
that are derived as the product of the next 600 GL coefficients with the H0 avoid-
ing the use of the jerk, one obtains 

[ ]1 0.3025 0.0374 0.0034D = − −   (25) 
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and 

[ ]2 0.1339 0.0180 0.0017D = − − .   (26) 

These vectors multiplied by  
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 respectively will correct 

the solution by taking into account another 600 past terms. Figure 3 shows the so-

lution with correction of 2 past terms and specifically of the past terms 15ix −  and 

30ix − . 
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Fig. 3. Frequency domain solution vis a vis numerical integration with correction step of 
two past terms, p=20, j=15, k=3. 

Figure 4 shows the solution with correction step of three past terms and specifi-

cally of the past terms 15ix − , 30ix −  and 45ix − . Calculating the vector D3 one  

obtains 

[ ]3 0.0691 0.0128 0.0016D = − − .   (27) 
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Fig. 4. Frequency domain solution vis a vis numerical integration with correction step of 
three past terms, p=20, j=15, k=4. 

6   Numerical Results for Earthquake Excitation 

Consider next the earthquake excitation of ElCentro California 1940 USA, and a 
single degree of freedom oscillator with restoring forces governed by fractional 
derivatives. Proceed in implementing the described algorithm to obtain the system 
response. In this regard, Figure 5 shows the El Centro accelerogram. 

The coarse time mesh for the integration in time is of length Δt=0.02 seconds 
and the fine mesh is h=0.001 and h=0.004 seconds, thus p=20 and p=5. The range 
of the Taylor expansion is equal to 3Δt, 4Δt, 5Δt and 6Δt thus j=3,4,5 and 6. Since 
four past steps have been used in every simulation k=5. The range of the Taylor 
expansion can be obtained as in the previous numerical example, thus assuming 
that the max Δt for Newmark is T/10 where T is the natural period of the system, 
one can obtain the number j as j=Δt max/Δt. It can be argued that the choice of the 
number j representing the range of an acceptable approximation by the Taylor ex-
pansion can be rigorously addressed. However such an attempt would be a quite 
laborious process and is currently out of the scope of this article. Empirically, 
however it is seen that the first jΔt seconds including the jp past terms must have a 
significantly high threshold. That is equation (4) for n=jp must have a much larger 
value than n=kjp which is the threshold for the entire representation range. This is  
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Fig. 5. The El-Centro Accelerogram; g is the gravitational acceleration. 

 

readily explained, by the fact that the correcting terms must account for larger cor-
rection than the correction achieved by the first Taylor expansion and the chang-
ing of the mass damping and stiffness values. Results are presented for linear sys-
tems, and non linear systems of the Duffing type. The same values of fractional 
derivatives have been used for both the linear and non linear cases and quite large 
values of the non linearity strength ε have been considered. The system considered 
herein has an equation of motion given by equation (8) with a Duffing kind 
nonlinearity 

..
2

0, (1 ) ( )tm x cD x kx x f tα ε+ + + = .   (28) 

The results of solving equation (25) with the proposed algorithm are compared to 
the benchmark algorithm results which uses the truncated Grunwald-Letnikov rep-
resentation. Pertinent results for various values of fractional derivatives are shown 
in Figures 7, 9 and 11, in addition for linear systems this approach is verified 
through comparison with the frequency domain solution and the results are shown 
in Figures 6, 8 and 10. 
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Fig. 6. Frequency domain solution vis a vis numerical integration with correction step of 
four past terms p=20, j=5, k=5. 
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Fig. 7. Numerical solution with past terms corresponding to GL coefficients of the order 

310−  vis a vis the enhanced numerical integration algorithm 
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Fig. 8. Frequency domain solution vis a vis numerical integration with correction step of 
four past terms p=20, j=9, k=5. 
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Fig. 9. Numerical solution with past terms corresponding to GL coefficients of the order 

310−  vis a vis the enhanced numerical integration algorithm 
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Fig. 10. Exact solution vis a vis numerical integration with correction step of four past 
terms p=20, j=9, k=5. 
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Fig. 11. Numerical solution with past terms corresponding to GL coefficients of the order 

310− vis a vis the enhanced numerical integration algorithm 
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7   Concluding Remarks 

Efficient determination of the response of systems of single or multi –degree-of-
freedom endowed with restoring terms governed by fractional derivatives has been 
pursued in this paper. For this purpose the Grunwald-Letnikov representation of the 
fractional derivative has been adopted; this representation involves several past 
terms of the process itself. Thus, the numerical evaluation of fractional derivatives 
requires a high number of computations due to their memory effect.  

A modified Newmark algorithm that includes a correction on the excitation has 
been used to numerically solve the equation. It has been shown that a dual meshing 
technique in the time domain in conjunction with the Taylor expansion and the 
Grunwald-Letnikov fractional derivative representation yields an efficient New-
mark time integration scheme for the determination of the response of non linear 
oscillators comprising fractional derivative terms. In this context, the governing 
equation of motion can be transformed into a second order differential equation 
using new effective values of mass, damping, and stiffness without any fractional 
terms involved. The effective values are calculated once by a vector representing 
the GL coefficients and the connectivity matrix representing the Taylor expansion. 
Next, this equation is solved for an excitation corrected by the contribution of few 
past terms. The new scheme has been used to obtain simulation results for linear 
systems under seismic excitation which have been validated by the solution de-
rived by frequency domain techniques. For similar excitations, it has been shown 
that the new scheme can be effectively implemented for determining the dynamic 
response of nonlinear systems endowed with fractional derivative terms. 
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Abstract. Photoelastic tomography is a non-destructive method of 3D stress 
analysis. It permits determination of normal stress distribution in an arbitrary sec-
tion of a 3D test object. In case of axial symmetry also the shear stress distribution 
can be determined directly from the measurement data. To determine also the 
other stress components one can use equations of the theory of elasticity. Such a 
combined application of experimental measurements and numerical handling of 
the equations of the theory of elasticity is named hybrid mechanics. It is shown 
that if stresses are due to external loads, the hybrid mechanics algorithm is based 
on the equations of equilibrium and compatibility. In the case of the measurement 
of the residual stress in glass the compatibility equation can not be applied. In this 
case a new relationship of axisymmetric thermoelasticity, the generalized sum rule 
can be applied. 

1   Classical Tomography 

Tomography is a powerfull method for the analysis of the internal structure of dif-
ferent objects, from human bodies to parts of atomic reactors [1]. In tomography, 
some radiation (X-rays, protons, acoustic waves, light, etc.) is passed through a 
section of the object in many directions, and properties of the radiation after it has 
passed the object (intensity, phase, deflection, etc.) are measured on many rays 
(Fig. 1). Experimental data g(l,θ*) for different values of the angle θ* are called 
projections. 

If f(r,ϕ) is the function that determines the distribution of a certain parameter of 
the field, the experimental data for a real pair l, θ* can be expressed by the Radon 
transform of the field, 

 

. d)]*,,(),*,,([*),( zzlzlrflg θϕθθ ∫
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Fig. 1. Scheme of tomographic measurements. 

When projections for many values of θ* have been recorded, the function f(r,ϕ) is 
determined from the Radon inversion 
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Many numerical algorithms for solving Eq. (1.2) have been elaborated [1]. 
The question arises whether it is possible to determine tomographically also the 

stress fields in 3D objects. This problem is not trivial, for the following reason. 
Classical tomography considers only determination of scalar fields, i.e., every 
point of the field is characterized by a single number (the coefficient of attenua-
tion of the X-rays, the acoustical or optical index of refraction, etc.). Since stress is 
a tensor, in stress field tomography every point of the field is characterized by six 
numbers. Thus the problem is much more complicated in principle. Let us mention 
that while many books are devoted to scalar field tomography, there is only a sin-
gle book, written by Sharafutdinov [2], devoted to mathematical problems of the 
tensor field tomography. 

2   Photoelastic Tomography 

2.1   Linear Approximation in Integrated Photoelasticity 

Let us assume that in two parallel sections z = z0 and z = z0 + Δz of an arbitrary 3D 
specimen tomographic photoelastic measurements have been carried out and the 
integrals V1 and V2 have been measured for many azimuths β (Fig. 2): 
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Fig. 2. Illustration explaining tomographic measurement scheme. 

∫ −=Δ= , 'd)(2cos ''1 yCV zx σσϕ                                    (2.1) 

∫=Δ= . 'd22sin ''2 yCV zxτϕ                                       (2.2)  

It is assumed that for tomographic measurements the specimen is rotated around 
the z axis. Equations (2.1) and (2.2) are valid if birefringence is weak or rotation 
of the principal stress axes is small [3, 4]. 

Sharafutdinov suggested the following method for the measurement of the dis-
tribution of the axial stress σz [2]. Besides the measurement of the functions V1 and 
V2, the value of the axial stress σz is to be measured on the boundary of the cross-
section. Applying to the functions V1 and V2 the transverse ray transformation [2], 
the σz field is determined from the boundary value problem for the Poisson equa-
tion. Sharafutdinov has shown that the solution of this tomographic problem is 
unique and that only distribution of σz can be determined in this way.  

The drawback of this method is that in addition to tomographic photoelastic 
measurements the boundary values of σz must be measured. That is possible only 
in the case when boundary of the cross-section is described by a convex curve. 
Besides, the transverse ray transformation is rather complicated. The tomographic 
algorithm of Sharafutdinov has not been applied in practice, although it is impor-
tant from the point of view of the theory of photoelastic tomography. 

Let us mention that Schupp [5] has developed a method for 3D stress field tomo-
graphy based on interferometric measurement of the absolute optical retardation. 
Such measurements are carried out by rotating the test object around three mutually 
perpendicular axes x, y, and z. The author also limits himself to linear approxima-
tion. The method proposed is mathematically correct and has been proved also with 
numerical and physical experiments. Unfortunately, the author had to confess that he 
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was able to obtain only qualitative results concerning the stress field. We have to 
conclude that to base photoelastic tomography on the interferometric measurement 
of the absolute optical retardations is very complicated. 

2.2   The Method of Decomposition 

Since Radon inversion for the tensor field does not exist, the problem of stress 
field tomography can be solved if we can reduce it to a problem of scalar field to-
mography for a single component of the stress tensor. That can be done in the fol-
lowing way [4, 6]. Let us assume that photoelastic tomographic measurements 
have been carried out on two parallel sections, a distance Δz apart from each other, 
rotating the specimen around the z axis (Fig. 2). The values of the functions V1 and 
V2 in the auxiliary section we denote V´1 and V´2. Considering the equilibrium of 
the three-dimensional segment ABC in the direction of the x´ axis (Fig. 2), we may 
write 

, 'd lu'∫ −=Δ
C

A

x TTyz σ                                         (2.3) 

where Tu and Tl are the shear forces on the upper and lower surfaces of the seg-
ment, respectively: 
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Taking into consideration the relationships (2.3) and (2.4), Eq. (2.1) reveals 
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Since tomographic photoelastic measurement data can be obtained for all the light 
rays y´, Eq. (2.5) expresses the Radon transform of the field of the stress σz. Thus 
we have reduced a problem of tensor field tomography to a problem of scalar field 
tomography for a single stress component σz. The field of σz can be determined 
using any of the well-known Radon inversion techniques [1]. Rotating the speci-
men by tomographic measurements around the axes x and y, fields of σx and σy 
can also been determined. 

In case of an axisymmetric stress field, the problem is reduced to a problem of 
one-dimensional tomography [7]. In this case the distribution of σz is determined 
from Eq. (2.5) with Abel inversion [8]. The shear stress τx’z’ can be expressed as 

, cos'' βττ rzzx =                                             (2.6) 

where τrz is shear stress in cylindrical coordinates. Inserting (2.6) into (2.2), a modi-
fied algorithm of Abel inversion can be elaborated for the calculation of τrz [8].  
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3   Algorithms of Hybrid Mechanics 

3.1   Stresses due to External Loads 

The first hybrid mechanics algorithm for complete determination of the axisym-
metric stress field with photoelastic tomography was elaborated by Doyle and 
Danyluk [9, 10]. We consider the same problem in a somewhat different way. 

Let us express the stress components as power series: 
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where a2k, b2k, c2k and d2k-1 are the coefficients to be determined and ρ is dimen-
sionless radius. 

Introducing expression for σz into Eq. (2.5) we have 
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and ξ = x/R. 
Since according to Eq. (2.5) F(x) has been determined experimentally, formula 

(3.2) reveals a system of algebraic equations from which the coefficients c2k can 
be determined. Thus, distribution of the axial stress σz has been determined. 

Inserting expressions for τx´z´ (2.6) into Eq. (2.2) reveals after integration 
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From the system of equations (3.4) the shear stress coefficients d2k-1 can be  
calculated. 

The axial stress σz and the shear stress τrz are the only stress components which 
can be determined directly from measurement data. However, in hybrid mechanics 
one can use equations of the theory of elasticity. If expansions (3.1) are introduced 
into the compatibility equation 

[ ] ,0)1()( =−+−+−
∂
∂

ρ
σσμσσμσ

ρ
θ

θ
r

zr                           (3.5) 

and into the equilibrium equation 
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we obtain after some transformations 
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Thus, stresses due to external loads are completely determined. 
Above R denotes the radius of the main section at z = z0, and R´ is radius of the 

auxiliary section at z = z0 + Δz. 

3.2   The Case of Residual Stresses in Glass 

In the case of axial symmetry the compatibility equation written through deforma-
tions is 
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The compatibility equation (3.5) was obtained introducing into Eq. (3.10) the 
Hooke’s law 
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where α is the thermal expansion coefficient and T is temperature. 
In the case of external loads T is either absent or known. In Eq. (3.5) we have 

omitted T. 
In the case of residual stresses in glass, in Eqs. (3.11) to (3.13) the term αT 

must be included. Since residual stresses in glass have thermal origin, the residual 
stresses can be considered as being caused by a fictitious temperature field T [11, 
12]. Unfortunately, this temperature field is not known. Therefore, the compatibil-
ity equation cannot be used when investigating residual stresses in glass and one 
has to look for other analytical relationships between the stress components. 
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Thermal stresses in an axisymmetric body can be expressed as [13] 
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where F is stress function and L Love’s displacement function, 
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Let us assume that a long cylinder or tube is manufactured by solidifying it in an 
axisymmetric temperature field without gradient in the axial direction. In this case 
the thermal (and residual) stresses are the same in all cross-sections of the cylin-
der, except the parts near the ends of the latter. Now from Eqs. (3.14) to (3.16) fol-
lows the classical sum rule 

.zr σσσ θ =+                                           (3.19) 

The classical sum rule (3.19) was in a somewhat different way first derived by 
O’Rourke [14]. 

Inserting expansions (3.1) into the equilibrium equation (3.6) and into the sum 
rule (3.19), we obtain 
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Thus, in the absence of the stress gradient in axial direction, all the residual stress 
components can be determined since c2k have been determined experimentally. 

This method has been widely used for residual stress measurement in glass cyl-
inders, axisymmetric fibers and fiber preforms [4]. 

In the general case, in axisymmetric glass articles stress gradient in axial direc-
tion cannot be ignored. Let us try to derive from Eqs. (3.14) to (3.17) a relation-
ship between stress components for that case. 

If stress gradient in axial direction is present but smooth, we may write 
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Now from Eqs. (3.14) to (3.17) follows 
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Differentiating (3.17) relative to z and integrating along r reveals 
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where C(z) is the integration constant. 
From (3.22) and (3.23) follows 
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The last relationship is named the generalized sum rule in first approximation. By 
handling Eqs. (3.14) to (3.17) asymptotically, the second approximations of the 
generalized sum rule can be obtained: 
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By using the photoelastic measurement data, equilibrium equation (3.5) and the 
generalized sum rule (3.25), all components of the residual stress in an axisym-
metric glass article can be determined. 

As an example, Fig. 3 shows geometry of a wine glass and fringe pattern in the 
area of the lower part of the stem. Using the hybrid algorithm described above, all 
the stress components were determined in the section B – B (Fig. 4). 

 

   
 (a) (b) 

Fig. 3.  Geometry of the wine glass (a) and fringe pattern in the area A (b). 
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Fig. 4.  Normal stress components in section B – B. 

4   Conclusions 

It has been shown that using equations of the theory of elasticity, hybrid algo-
rithms can be constructed for complete determination of axisymmetric stress fields 
in photoelastic tomography. Determination of the residual stress in glass needs ap-
plication of a different algorithm as compared with the case of external loads. 
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Abstract. The method and equipment of the electronic speckle pattern interfer-
ometry (ESPI) for studying a stress-deformation state (SDS) of elastic bodies and 
structures are presented. Examples of use ESPI for measurements of residual 
stresses in welded structures, microdisplacements related to delamination of thin 
coatings, diagnostics of shrinkage stresses in coatings, determination of their elas-
tic characteristics, generalization of the ESPI method for measurements of dis-
placements of the nanometer scale fulfilled in IPMech RAS are given. 

1   Introduction 

Starting from pioneer studies by Burch and Tokarski [1] a practical speckle interfer-
ometry of small surface displacements of a body being analyzed has gained wide 
recognition of scientists and engineers as one of effective tools for studying SDS of 
elastic bodies and structures, in particular, - after replacement of photographic plates 
by analogue television systems [2, 3] and introduction of numerical handling of im-
ages on computer [4]. The key advantages of the method are related with quickness 
of information receiving, contact-free measurements, almost full absence of special 
requirements for preparing an analyzed surface, presentation of direct measurements 
as a map of level lines of microdisplacements of a surface under consideration. 

Two methods of microdisplacements recording are used. The first two-exposition 
method implies registration of specklograms of a part of an investigated surface be-
fore and after creation of the perturbation providing small displacements. The level 
lines of the displacements are reflected in the form of interference bands with a step 
equals a half-length of the wave induced by laser used in the interferometer. The 
second method consists in observation of time changes of a specklogram of a sur-
face transmitted through a specklogram of some reference state (analogue of a holo-
graphic interferogram of real time). As a result of such superposition a continuously 
changing speckle interferogram occurs. The interferogram represents a system of 
mobile interference bands. The used algorithm of the image treatment provides 
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translation of the mobile interferogram of DVD-quality (768x576 points) on the 
screen of a computer monitor with the rate being non less than the translation rate of 
specklograms without superposition (30 frames per second). 

Generally the scheme of using the ESPI method consists of following stages: 
 

• development of a theoretical model of an expected stress-deformed state of a 
body; 

• making a speckle image of a body initial state; 
• action on a body; 
• making a speckle image of the body deformed state; 
• interferogram making; 
• determination of number, shifts and orientation of fringes; 
• comparison of the real and calculated interferograms; 
• evaluation of stresses and displacements levels of a body, elastic properties, etc. 
 

The technique for SDS measuring by means of the ESPI method was implemented 
in the portable speckle interferometer "LIMON-TV" designed and fabricated in 
IPMech RAS. The equipment provides visual and numerical registration of fields 
of small elastic surfaces displacements, observation of a deformation process in 
time, recalculation of levels of the registered displacements to stresses. 

2   Combined Methods of the ESPI and Blind-Hole Drilling  

Among the applications of the electronic speckle interferometry for SDS meas-
urements, in particular, - in welded joints, first of all one can mention a direction 
of studying residual stresses by measuring the displacements near a part through 
probing hole. This direction has scored recently 75th anniversary. Accuracy of the 
method is essentially higher as compared to other methods (ultrasonic, X-ray, 
magnetic, etc.) which have the errors comparable to the measured value in view of 
heterogeneity of a welded joint, ambiguity of interrelation of registered physical 
properties with mechanical stresses. A range of stresses measured by the ESPI 
method, e.g. in steels, is rather wide - from 15 MPa to yield strength. The error of 
measurements is varied from ~ 10% for small stresses to ~ 2-3% for the stresses of 
order the yield strength. 

2.1   Calculating Models in the Blind-Hole Method 

Calculating models in the blind-hole method are based on several assumptions:  
 

a) within the diameter of a blind hole residual stresses are remained constant 
in any section parallel to the surface of a body; 

b) changes of stresses through the depth of a hole are approximated by linear 
functions; 

c) a mutual influence of adjacent holes and body edges is absent. 
 

The initial hypotheses are illustrated in Fig. 1 where interrelations between a hole 
diameter 2R and a characteristic curvature radius of a surface of investigated body 
R1 (a) as well as linear approximation for changes of the principal residual stresses 
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0 1 (1 2 / ), ,ii ii ii z h i x yσ σ σ= + − =

at depth h of a small blind hole (b) are shown. These changes are described by the 
formula 

 

where the first term - constant component of residual stresses, and second - the 
component self-counterbalanced on depth of a hole. 
 

                                       

 
 
 
 
 
 
 

Fig. 1. Calculating models in the blind-hole method: a - interrelations between a hole di-
ameter 2R and a characteristic curvature radius of a surface of investigated body R1, R2; b - 
linear approximation for changes of the principal residual stresses at depth h of a blind hole  

 
Despite simplified nature of a model of stress changes through depth of a hole, 

the numerical solution of the appropriate 3D elasticity problem is needed for search-
ing for interrelations between the interior SDS and surface microdisplacements. As a 
result of making of a hole of radius R and depth h in an stressed body the lateral area 
and a bottom of a hole became to be stress free. Under the influence of the stresses 
acting in a remaining part of a body, the lateral area and a bottom of a hole are de-
formed; together with them the body surface in a hole neighbourhood is also de-
formed. Microdisplacements of this surface are a diagnostic indication for evaluation 
of the interior stresses existing in a body before drilling of a hole. 

At the numerical solving of the problem on searching for a SDS perturbed by a 
hole it was accounted for that at hole drilling by an usual drill, the hole has a cylin-
droconical form. This circumstance leads to additional difficulties at generation of a 
finite-element mesh, but as it became clear, has a small influence on the final de-
pendences between the stresses in a body and displacements at its external surface. 

The longitudinal section of the hole and the scheme of finite elements near to a 
hole is given in Fig. 2. One of the stress components is also shown by arrows. 

Calculations were performed at the given unit value of one of the stress 
0
xxσ , or 

1
xxσ  for different ratios of the hole depth and radius. Plots of displacements w of a 

surface of an aluminum body in the direction of the action of the stress 
0
xxσ = 10 

MPa are given in Fig. 3 (curves 1÷5) for various hole depths: from 0.4R to 2R  
with a step 0.4R at R=1mm. The surface displacements in the transverse direction 
are also given in Fig. 3 (curves 6÷10). The coordinate r on the abscissa axis can  
have a sense of a distance from the hole edge on axis Ox, or - on axis Оy depend-
ing on the plots considered: above the value w=0 or below this value. 

a b a 
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Fig. 2. The form of hole and the finite 
element mesh 

Fig. 3. Plots of normal displacements w:  
1 - 5 - on an axis Ox, 6 - 10 - on axis Оy; 
numbering corresponds to increase of a ref-
erence blind-hole (R = 1 mm) depth from 

0,4R to 2R with step 0,4R at 
0
xxσ =10 MPa 

 

On the basis of the results given in Fig. 3 one can determine an interference 
fringe value at the experimental diagnostics of stresses in a body, i.e. the quantity of 
a stress providing displacement of an edge of a hole on a step of fringes. The step of 
fringes is a difference of heights between the adjacent fringes of the same type (dark 
or bright) equals the length of a half-wave of the laser used in a measuring system. 
One of the characteristic interferograms of microdisplacements of a surface of a 
body in a neighbourhood of the blind- hole (dark circle) is given in  Fig. 4. 

 
    ,

  

Fig. 4. The interferogram of uniaxial stress 
state 

Fig. 5. The fringe value in stresses depend-
ing on a reference blind-hole depth (Ϭ0=40 
MPa, R=1 mm) 
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Level lines of normal surfaces displacements near to a hole are mapped on an 
interferogram by the system of dark and bright fringes. Multiplying the number of 
fringes by the fringe value, it is possible to calculate the quantity of an acting 
stress. Directions of the displacement gradient related to a difference of the states 
before and after the blind-hole drilling are also seen in Fig. 4. Owing to the 
adopted linear model of a deforming of a body, the gradient directions coincides 
with the directions of principal stresses in a body in the same place before hole 
drilling. Note that a dominating stress of one direction is better established namely 
by not deep holes (h/R <1) whereas in case of a through hole the stress of one di-
rection leads to displacements of the same moduli both in the direction of the 
stress action and in the perpendicular direction [5]. At the same time the general 
threshold of the method sensitivity to stresses decreases with growth of the 
relative depth of a hole (see Fig.  5). At this figure the unit stress is related to the 
displacement of one fringe value at the hole edge. 

On the basis of the dependence, given in Fig. 5 and similar ones for different 
materials the express method for stresses evaluation in a direction of the symmetry 
axis of the interferogram has been formulated. The stress value is calculated by the 
following formula 

 

 

where h and D=2R are depth and diameter of a hole, Е is the Young modulus of a 
tested material, N is number of the fringes registered on an interferogram in the 
chosen direction, А and В are the calculated constants, Dref =2 mm is the diameter 
of a hole in an etalon material aluminium (Eref = 70 GPa). 

Deficiency of a two-exposition speckle interferometry is lack of a possibility for 
the determining of the stress sign (compressive or tensile) by the form interfero-
grams; in both cases interferograms are identical if the values of stresses moduli co-
incide. To overcome this difficulty one can observe a neighbourhood of a hole after 
its drilling in the conditions of an interferogram of real time and making a small shift 
of fringes (without change of their number) in the course of this observation. The 
shift for instance, can be caused by an action on the optical block of the interferome-
ter. As a result of this action the course of the beams is changed leading to a shift of 
interferogram fringes. In the direction of this shift the relief of the surface displace-
ments in a hole neighbourhood becomes visible. Then by incorporating relations  
between stresses and displacements given in [5] the sign of the stress can be deter-
mined. The given process of definition of a stress sign searching for is illustrated in 
Fig. 6. A three-dimensional element of the body model (a) in a neighbourhood of a 
blind- hole with the given tensile, σx, and compressive, σy, stresses is shown in  
Fig. 6a. The central sections of the element xOz and yOz with a hole contour and a 
profile of a deflection of a surface of a body after deformation from stresses σx and σy 
are shown in Fig. 6b and Fig. 6c, respectively. Under each section it is shown the top 
view on the level lines of a deflection of a surface. The level lines contain a point, 
marked on a deflection lateral view by the black stain, similar to the form of the  
interference fringes observed in experiment. The horizontal lines located on the  
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a

b
 

 

Fig. 6. Directions of shift of  «live fringes» at small change of an optical difference  
of a beam path length  in  the interferometer are determined by the stress sign (a - a three-
dimensional element of the body model in a neighbourhood of a blind hole, b - central cross 
section of a body along  the direction of tensile stress Ϭx, c - cross section along  the direc-
tion of compressive stress Ϭy 

 

distance Н from these points show the initial position of an optical axis of an inter-
ferometer. It can be seen that at small change, ΔH, of the value H it is required a 
shift of the appropriate fringe in the direction Sx to the hole or in the direction Sy 
from the hole in cases of tensile or compressive stresses, respectively, to restore the 
optical trajectory for the given fringe (final positions of the fringes are shown in 
Fig. 6b,c with grey stains and dashed lines). 

2.2   Experimental Studies of the Residual Stresses  

The method for studying SDS by means of an electronic speckle-pattern interfer-
ometry was realized in portable speckle interferometer "LIMON-TV" designed and 
fabricated in IPMech RAS. The device provides visual and numerical registration of 
fields of small elastic surfaces displacements of a body, as well as observation of a 
deformation process in time. The general view of interferometer "LIMON-TV" in 
portable variant is given in Fig.  7. The device consists of computer (1) and optical 
blocks of an interferometer (2). The sample with a weld is also presented (3). Over-
all dimensions of the optical block - 30x10x10 cm, weight - 2 kg; the observation 
area varies in limits from 0,5 to 100 cm2; measurement limits: on normal displace-
ments 10-7÷10-3 cm, on angular velocities of the relative motion of separate parts of 
an observable surface of object –10-2÷102 degrees per hour. 



Using an Electronic Speckle Interferometry  197
 

 
 

Fig. 7. The electronic speckle-pattern interferometer “LIMON-TV”: 1 - the computer 
block, 2 - the optical block, 3 - the sample with a weld 
 

Experimental studies of the residual stresses were performed on various objects 
in laboratory, industrial and field conditions. Drilling of a blind hole in a weld in a 
gas pipe of large diameter is shown in Fig. 8a. Numerous blind holes in a 
neighbourhood of a spiral weld on an external surface of this pipe are shown in 
Fig. 8b. On the basis of the measurement the data of principal stresses were evalu-
ated. To increase the data accuracy a surface region of hole drilling was coated 
with a diffusely reflecting paint. 

 

 

 

 

 

 

 
 

Fig. 8. The studies of the residual stresses in industrial conditions: a - drilling of a blind- 
hole in a weld in a gas pipe of large diameter, b - disposition of blind holes in a neighbour-
hood of a spiral weld on an  external  surface of a pipe 

 
Directions of compressive and tensile stresses in welds and in heat affected 

zones, as a rule, corresponded to theoretical predictions (see Fig. 9). The drilled 
hole on an axis of a weld and a ruler marked a direction of a weld is shown in Fig. 
9a. The interferogram of normal surfaces displacements of a pipe in a neighbour-
hood of this hole is given in Fig. 9b. The fringes characterize tensile (along a 
weld) and compressive (in the transverse direction) stresses with similar moduli in 
a weld before drilling of a hole. 
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Fig. 9. Appearance of a biaxial stress state on a weld axis: a - the drilled hole on an axis of 
a weld and a ruler marked a direction of a weld, b - the interferogram of normal surfaces 
displacements in a neighbourhood of this hole 

 
Epures of principal stresses on an external surface of a pipe with a spiral weld 

far from its end sections are given in Fig. 10. Stress distributions along pipe circles 
and its generators are given in Fig. 10a and Fig.10b respectively. Maximal moduli 
of tensile and compressive stresses are denoted by σx and σy. 

 

a

b
 

 

Fig. 10. The diagrams of the measured residual stresses in the gas pipe along pipe circles 
(a) and its generators (b) 

a direction 
of a weld
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The weld section is shown in Fig. 10a by grey ovals. In weld neighbourhoods 
one can see the peaks of stresses. 

The next drawing (Fig. 11) illustrates an influence of technology of repair 
welded joints on levels of the residual stresses. Two such repair "patches" on a gas 
pipe with the optical block of an electronic speckle interferometer installed on 
them are shown in Fig.11a. A part of a thick-wall (thickness of 100 mm) chemical 
reactor with a repair weld and the optical block of a speckle interferometer in-
stalled on it is shown in Fig. 11b. The repair niches cutting out on the place of 
flaws, were filled according to different technologies by longitudinal or transverse 
welds. The characteristic cases of filling up of repair niches are shown in Fig. 
11c,d (thirteen narrow longitudinal welds superimposed in the conditions of the 
continuous heat-conducting path (Fig. 11c) and two wide longitudinal welds (Fig. 
11d)). The measured residual stresses differed almost on 50% at identical volumes 
of filling up of niches levels. Smaller stress values were observed at filling up of a 
niche with a considerable amount of thin welds (max σx = 120 MPa). This result 
testifies partial neutralization of stresses in welding layers (the direction of the 
peak tensile stresses is shown in Fig. 11b by an arrow. 

 

 

 
 

Fig. 11. The influence of technology of repair welded joints on levels of the residual 
stresses: a - repair "patches" on a gas pipe, b - a part of a chemical reactor wall with a repair 
weld, с, d - the maximal stresses at thirteen and two repair welds 

 
The given and other examples show that the possibility of express-diagnostics 

of the residual stresses allows to solve the problems on an influence of various 
technological operations on SDS. Hence, the method and device can serve as a ba-
sis for development of optimal technological conditions of fabrication and treat-
ment of products, to reveal places of a structure dangerous from the strength point 
of view, to develop recommendations for reducing the levels of these stresses and 
to verify the efficiency of the recommendations. 

d 
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3   Other Applications of Use ESPI 

Along with determination of the residual stresses, the method and electronic 
speckle interferometry equipment are successfully used for solving other prob-
lems. We will point out some of them: 
 

• monitoring of evolution of residual stresses; 
• determination of elastic characteristics of homogeneous and composite mate-

rials; 
• diagnostics of delamination in multilayered thin coatings; evaluation of elas-

tic  parameters of layers and shrinkage stresses;  
• diagnostics of nanoscale displacements; 
• using the electronic speckle interferometry in the sensor system for registra-

tion of physical fields of low intensity. 
 

One of the representative problem of the list is the problem on searching for the 
value of a force and a point of its application to the invisible side of a plate using 
the observed data on number of interference fringes of microdisplacements and 
their pattern at the visible side of a plate. In this case the loaded plate serves as a 
sensitive element [6, 7]. 

The calculated scheme of the problem on the noncentral application of normal con-
centrated force Р to the round rigidly clamped plate of radius a is given in Fig. 12a.  
 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 
 

Fig. 12. Solution of a problem of searching for value of the force and point of its applica-
tion: a - the calculated scheme, b - level lines of the plate deflection, с - experimental setup 
(1 - the laser, 2 - the video camera, 3 - the split mirror, 4 - a diffusely reflecting surface, 5 - 
a round plate, 6 - the loading device)  

b 
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Calculated level lines of the plate deflection (w), received by means of the unique 
closed formula by J.H. Michell [8] are shown in Fig. 12b. 

 

 
 

where r, θ are the polar coordinates referenced from the center of a plate ξ=r/a, 
η=b/a, b is the distance from a plate center to the point of force action (in this case 
b=0,4a), D is the cylindrical stiffness of a plate. Similar level lines of a deflection 
of a plate in the form of a system of closed interference fringes are also obtained 
by means of a pilot experimental system given in a Fig. 12c. Its optical part repre-
sents a modified scheme by Michelson (1 - the laser, 2 - the video camera, 3 - the 
split mirror, 4 - a diffusely reflecting surface, 5 - a round plate, 6 - the loading de-
vice). The pattern of fringes and their number univalently determine the parame-
ters of a concentrated force. 

On the same plate used as a substrate, the possibility of registration of small  
delaminations of a thin coating is shown. The method implies comparison of a refer-
ence state of a substrate with a coating (shown by the straight lines and a semicir-
cle delamination) with the state after a substrate bending (shown by dashed lines 
and oval delamination), see Fig. 13a. The displacements in the delamination zone 
at bending differ from displacements of a coating part without delamination [6]. 
On an interferogram it is shown by local distortion of the fringes form. Level lines  
 

 
 

 

 

 

 
 

 

 

 

 

 

 

 
 

Fig. 13. Registration of small delaminations of a thin coating: a - displacements in the de-
lamination zone at bending differ from displacements of a coating part without delamina-
tion; b - delamination on an interferogram 
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of an axially symmetric deflection of a plate are shown in Fig. 13b at application 
of a force at its center. In a certain place of the selected rectangular interval of a 
plate with the sides 4,5 on 2,3 cm, a delamination invisible by an eye has been 
created. After a substrate bending this delamination was detected in the form of an 
oval between the adjacent interference fringes (it is marked by a white rectangle). 
Thereby, its location and the linear dimensions were determined. The displace-
ments are in limits of a step of fringes, which is known if the value of the applied 
force is known. 

The shrinkage stresses arising after deposition of a thin coating on a substrate can 
be estimated [6, 9] by the similar method implying the substrate bending. The model 
of a rodlike substrate of length  l  and thickness h , hinge-supported at the edges  
x=0,l  with the coating of thickness δ<<h is superimposed is shown in Fig. 14a.  
After the coating deposition its shrinkage occurs leading to generation of stresses in 
a substrate and a coating film. A substrate bending is caused by the influence of 
these stresses. Assuming that contraction of a coating without a substrate would 
have the value Δl, it is possible to estimate the appropriate longitudinal force N con-
straining these contraction: N=EFΔl/l, where F is the section area, E is the coating 
modulus of elasticity. The force N leads to the equivalent bending moment in a  
substrate: M=Nh/2  and a deflection which in case of a hinge-supported rod has  
the maximum value wmax=Ml2/(8E0J) where E0 is the modulus of elasticity of a  
substrate, J is the inertia moment of inertia of its cross-section. 

Hence, having measured a substrate deflection by means of an electronic 
speckle interferometer, we can evaluate the shrinkage stresses in a coating 

 
 
 
 

Note, that this formula does not include a coating modulus of elasticity, i.e., the 
stress in a coating are determined by the given algorithm even if the basic elastic 
characteristic of the coating is not known. 

Clear representation of coating action on a substrate is given in Fig. 14b. There 
are shown steel (1) and cardboard (made of a punched card) (2) beams after a 
bending caused by contraction of an aerosol paint, superimposed on one of front 
sides of beams. 

Elastic characteristics of a coating are not determined by the given algorithm 
directly. For their determination one needs to compare the flexural stiffnesses of 
the coated and uncoated beams. Interferograms of a bending of identical cantilever 
beams from a board are shown in Fig. 14c: 1 - with a coating of thickness of 
0,01mm, 2 - without a coating. In both cases the loads at the free edges were 
caused by mass of 4 mg. 

As an example of determined moduli of elasticity and shrinkage stresses in 
coatings, the table of their values taken from [6] is given in Fig. 14d. 

One of the most interesting directions of development of the ESPI method is re-
lated to its extension for measurement of nanometer displacements and rates of 
these displacements. The idea of registration of such displacements consists in in-
sertion in a set of informative parameters small changes in positions of level lines 
of preliminary induced microdisplacements which lead to shifts of fringes without  
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Fig. 14. Determination of shrinkage stresses in a thin coating: a - the calculated scheme, b - 
steel (1) and cardboard (2) beams after a bending caused by contraction of an aerosol paint, 
с - interferograms of a bending of beams (1 - with a coating, 2 - without a coating), d - 
moduli of elasticity and shrinkage stresses in coatings 

 
changing the total number of observable fringes [10]. It is possible to evaluate the 
order of normal displacements registered by the method, for instance, follow a 
bending of a cantilever beam such that the length of the observation area along the 
beam axis is more than 10 millimeters while a difference of heights on this basis is 
mapped by several (three-four) interference fringes, equals ~ 1 micron. As, the 
digitized image of the observation area, pitched to the monitor screen from the 
standard video camera of a DVD-format, represents a matrix of bright points (pix-
els) with the sizes about 800 pixels across on 600 on a vertical. Hence, the screen 
distance between fringes at a small number of fringes equals hundreds pixels, in 
particular, about 300 pixels for two fringes. Thus, difference of height in the form 
of a deflection between the adjacent fringes of the same type, being equal 266 na-
nometers, is related to 300 pixels on the screen. Hence, registration of a fringe 
shift of the minimal distinguishable value, 1 pixel of the screen resolution of an in-
terferogram, corresponds to additional small normal displacement of a beam of 
order of 1 nanometers in a place of a fringe shift. 

Metrological testing of measurements of the nanodisplacements using the de-
scribed method, was performed on the equipment presented in Fig. 15 (a is the 
general view, b is the kinematic scheme). 

The optical block of the equipment (1) related to the Leith-Upatnieks scheme 
was almost the same, as was used for measurements of the residual stresses. For  
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the high-precision assignment of supersmall displacements and velocities in the 
field of the observation, limited in Fig. 15b by vertical dashed lines, we used the 
two-cascade girder reduction gear transmitting a rotation from a cam (2), fayed on 
an axis of an hour hand of a quartz clock, through two unequal-arm beams (3, 4) 
with a proportion of shoulders of order 1/30 for everyone. As a result, the angular 
velocity of a cam equals 30 grade/hour, is decreased to a zone of observation of an 
interferometer approximately in 1000 times. This provides displacements of edges 
of this zone during 5s within 10 nanometers if the image processing of speckle in-
terferograms can be done with an interval equals 0,5s.  

 

 
Fig. 15. Metrological testing of measurements of the nanodisplacements (a is the general 
view, b is the kinematic scheme of the equipment) 

 
The typical speckle interferogram of displacements is given in Fig. 16 ((a) - 

beam displacements in the field of observation; (b, c) - stages of fringe centers 
separation). First, averaging of values of brightnesses through the columns of a 
matrix of the interferogram image is performed (b), then a band-pass filtration of 
this averaged brightness profile (c) is made (on the abscissa axis in Fig. 16 b,c co-
ordinates of columns of a numerical matrix of an electronic speckle interferogram 
in screen pixels are put aside, while on the ordinate axis the values of brightness 
according to eight-bit scale are given). Note, that the stage of averaging of bright-
ness along interferogram fringes provides an essential decrease of the speckle-
noise attaining hundreds of percents in line cross sections of an interferogram, to 
the level of order 10%. This level is enough low for confident using known filtra-
tion methods.       

Extremums of filtered brightness of an interferogram profile are identified as 
centers of interference bands. Determination of nanodisplacements in places of 
shifts of these centers is performed by the formula: 
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where w is the value of the displacement of the body surface, λ is the laser wave-
length, m is the amount of stocked fringes ( m ≥ 2 ), N is the number of pixels be-
tween centers of maximally remote fringes from taking into account, n1 is the 
number of pixels corresponding to equal shift of centers of fringes which charac-
terizes  the displacement of rigid body, n2 is the number of pixels corresponding to 
differential shift between fringe centers which characterizes variation of angle of 
inclination. 

 
                            

b

a

c
 

 

Fig. 16. Determination of fringe center: a - speckle interferogram of beam displacements, b, 
c - stages of fringe centers separation. 

 
Comparing the set of given and gauged measured displacements showed a high 

degree of their correlation: the maximal differences did not exceed 0,5 nanome-
ters. Thereby, the possibility of using the suggested method of speckle-
interferometric measurement of displacements from the level of 1 nanometer and 
angular velocities - from 0,03 grade/hour has been confirmed. 
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Abstract. The compressive response of an axially restrained composite column, 
which is exposed to a heat flux due to fire is studied by both analytical and ex-
perimental means. The column is exposed to fire from one-side and an analytical 
approach is outlined for the resulting heat damage, the charred layer formation and 
non-uniform transient temperature distribution. Due to the nonuniform stiffness 
and the effect of the ensuing thermal moment, the structure behaves like an imper-
fect column, and responds by bending rather than buckling in the classical Euler 
(bifurcation) sense.  In order to verify the mechanical response, the compressive 
buckling behavior of the same material subjected to simultaneous high intensity 
surface heating and axial compressive loading were investigated experimentally in 
a specially designed cone calorimeter.  Experiments on the residual compressive 
strength following exposure to fire are also conducted for a range of heat fluxes 
and exposure times. 

1   Introduction  

Fiber reinforced polymeric composites are used extensively in aerospace, marine, 
infrastructure and chemical processing applications. In these applications, fire 
events and their resulting effects on the structural integrity, are of considerable 
concern.  In addition to the implications for design, quantitative information re-
garding the nature of the strength loss is required to make decisions regarding, for 
example, the seaworthiness of a ship that has sustained fire damage. 

Many of the thermal properties of composites related to fire have been thor-
oughly studied and are well understood, including ignition times, heat release 
rates, smoke production rates and gas emissions [1-5]. However, little attention 
has been given to the structural integrity issues.  For example, one important gap 
in the understanding of composites is their response and structural integrity due to 
the combined effect of mechanical loading and thermal loading due to fire.  An-
other important issue is their residual strength following exposure to fire of a 
given intensity and for a given period of time.  This paper addresses these issues, 
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both from analysis and experiments, as far as compressive loading, which in an 
otherwise purely mechanical loading (no fire) would lead to bifurcational (Euler) 
buckling. 

2   Temperature, Char Distribution and Thermal Buckling 
Analysis 

The problem of predicting the behavior of polymer composite materials exposed 
to a fire environment may be divided into two different parts: internal and external 
processes. The internal processes include all the physical and chemical processes, 
which occur in any laminate. The external processes deal first with the determina-
tion of the shape, size and intensity of the flame in the boundary layer and, second, 
with the heat transfer to the laminate and the surroundings. The finite element 
model used in the paper to predict the behavior of composites in a fire environ-
ment is based on the mathematical model proposed by Henderson et al [6] and de-
veloped by Gibson et al [7] and Looyeh et al [8]. The non-linear partial differen-
tial equations that govern the behavior of the laminate in the fire have been solved 
numerically using a mixed explicit-implicit finite element technique. Accordingly, 
the remaining resin material vs. exposure time can be obtained. Based on the ex-
periments and calculations performed by Gibson et al [10], we assume that when 
the residual resin context is less than 80%, the material can be treated as charred.   

The predicted temperature and charred layer thickness distribution with time 
along the thickness direction are obtained by the thermal finite element model just 
discussed.  Now the quasi-static assumption is made to analyze the thermal buck-
ling response of the column consisting of an undamaged layer and a charred layer, 
as shown in Figure 1. The quasi-static assumption means at each different time, 
the column is in an equilibrium state and the temperature distribution and the 
charred layer thickness at that time obtained by the finite element model can be 
used in the static buckling analysis. The length and total thickness of the column 
are denoted by L and H respectively. The thickness of the undamaged layer is rep-
resented by l, which is dependent on the time, t.  It is reasonable to assume that the 
mechanical properties of the charred (fire-damaged) layer are negligible because 
of the thermal decomposition of resin material; this assumption was also made by 
Mouritz and Mathys [11].  Therefore, we only considered the undamaged layer in 
the thermal buckling analysis; nevertheless, the temperature distribution in the un-
damaged region is influenced by the existence of the char layer. Based on the ap-
proach discussed, Figure 2 shows the resulting temperature distribution and Figure 
3 the normalized charred layer thickness for a fire intensity of Q = 25 kW/m2. 

Regarding the Young’s modulus, E, of the undamaged composite, it is well 
known that the modulus of polymers depends strongly on the temperature and es-
pecially on how close the temperature is to the glass transition temperature, Tg, of 
the matrix. A recent paper by Kulcarni and Gibson [12] studied the effects of tem-
perature on the elastic modulus of E-glass/Vinyl-Ester composites. They provided 
measurements of temperature dependence of the elastic modulus of the composite 
in the range of 20oC to 140oC. The glass transition temperature of the matrix was  
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Fig. 1. Definition of the geometry for the laminated column, which is composed of an un-
damaged layer and a charred layer, and is subjected to a heat flux due to fire, Q, and a com-
pressive load, P.  

 
Tg = 130 oC. Near this temperature, the elastic modulus shows a significant varia-
tion, but below Tg the variation is small. The variation of the modulus [12] fits a 3rd 
order polynomial equation very well, as we show in Figure 4.  If we denote by E0  
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Fig. 2. Temperature distribution of the column subjected to heat flux Q = 25 kW/m2, the y-
axis is normalized by the total thickness of the column.  The 7th order polynomial fit curves 
are obtained by interpolation. 

 
the modulus at room temperature, T0 = 20oC, then the modulus E at the tempera-
ture T is a function of temperature T and 
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Fig. 3. Normalized charred layer thickness variation with exposure time, which is not a 
continuous function, due to the assumption that residual resin material less than 80% de-
termines the charred layer thickness.  The fire heat flux is Q = 25 kW/m2. 

 
For the present E-glass/Vinyl-Ester, E0 = 20.6 GPa and a1 = 0.348, a2 = 0.715 

and a3 = 0.843. The composite studied has a fiber volume fraction of 0.516 and 
consists of four sub-layers with the orientation of each sub-layer [0/90/+45/-
45/Random].  Equation (1) captures the physics of the non-linear dependence of 
the composite modulus on the glass transition temperature of the matrix, Tg. Tem-
perature distribution in the undamaged layer, ΔT, can be determined from the fi-
nite element analysis, as described in the previous section.  In order to simplify the 
formulations in the thermal buckling analysis, the axis x is located at the mid-
surface of the undamaged layer, as shown in Figure 1. 

We define an “average” modulus Eav and “a first and second moment” of the 
modulus with respect to the mid-surface y-axis, Em1 and Em2, respectively, by: 
 

,;; 2
21 ∫∫∫ ===

AmAmAav dAyEIEdAyEAlEdAEAE
        

    (2) 
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Fig. 4. The effects of temperature on the elastic modulus of E-glass/Vinyl-Ester composites. 

 
where A is the cross sectional area of the undamaged layer, l is the thickness of the 

undamaged layer; and I is the moment of inertia ( ∫=
A

dAyI 2 ). The integral is 

evaluated numerically as the modulus E is dependent on the temperature distribu-
tion, which has been solved numerically. 

Due to the nonuniform modulus E, the neutral axis of the column is not at the 
mid-surface.  The distance, e, of the neutral axis from the mid-surface axis x, is 
determined from: 

,)()( ∫∫ =
AA

dAyyEdAyEe                                        (3) 

which, by use of Equation (2) leads to: 

./1 avm ElEe =                                                (4) 

Assuming the longitudinal thermal expansion coefficient, αl, independent of tem-
perature, and the thermal force along the longitudinal axis x, is: 

( ) ( ) ,dAyTyEN lA

T
x Δ=∫ α                                       (5) 

which, by use of Equation (2) and the temperature distribution results, can be 
evaluated numerically. 
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The thermal force develops due to the constraints at both ends of the column, 
which causes buckling.  However, the problem is not a bifurcation buckling  
because a thermal moment also develops. The thermal moment (with respect to 
the neutral axis of the column) is: 
 

( ) ( ) ( ) ,dAeyyTyEM
A l

T
Z ∫ −Δ= α                                      (6) 

 
and this would cause bending of the column. 

The problem now is to determine the response of the column under the influ-

ence of both 
T
xN  and T

ZM , which changes the character of the problem from bi-

furcation buckling to a bending problem. That is, the column will bend as T
ZM  is 

applied.   
We consider two cases: one is the column constrained at the two ends, which 

cannot move axially; the other is the column under a certain constant applied load 
P, but ends free to move axially. First of all, we assume the external support 
force P that develops due to the boundaries is large enough to constrain the col-
umn, which means both ends of the column are immovable. The axial force Nx 
does not vary with the axial position x. Thus, it can be seen that Nx

T is equal to -
P, due to the axial equilibrium. However, unlike the case of a uniformly heated 
column, the force P is less than Nx

T because of the thermal moment Mx
T. That is, 

the column bends away from its original straight configuration due to the thermal 
moment Mx

T, which relieves some of the external support force at the immovable 
ends.  

Notice that P is a derived quantity, not a controlled quantity at the first case of 
immovable ends. The controlled quantity is the thermal loading due to the fire, 
and the response quantity is the mid-span transverse deflection of the column. 

Let us denote by u0 and w0 the displacements along the x and y directions at the 
neutral axis and by θ the rotation of the cross section due to bending. The nonlin-
ear strain at the neutral axis y=e, is: 
 

.
2
1 2

,00 θε += xu                                               (7) 

 

In the following we account for the transverse shear following the procedure in 
Huang and Kardomateas [13].   In particular, we can set: 
 

( ) ,sin eqdx

dw γθ +=                                          (8) 

 

where γeq is the equivalent shear angle, i.e. the difference between the slope of the 
deflected column axis and the rotation θ of the cross section due to bending. 

It is reasonable to assume the shear modulus, G, changes with temperature in 
the same manner as the elastic young’s modulus, E. We can write: 
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An effective shear modulus, G  is now defined based on the shear compliance as 
[13]: 
 

( ) .
2/

2/∫−=
l

l yG

dy

G

l
                                           (10) 

 

The equivalent shear angle, γeq, is defined as:  
 

,
sin

AG

P
eq

θβγ =                                              (11) 

 

where β is the shear correction factor which accounts for the no-nuniform distribu-
tion of shear stresses throughout the cross section. 

Then, the strain at an arbitrary point, ( )yx,ε , can be represented by: 
 

( ) ( ) ( )
.0 dx

d
eyx eqγθ

εε
+

−−=                                  (12) 

 

When the resulting force from Equation (12) is integrated throughout the section, 

the resultant should equal 
T
xNP +− , i.e.: 

 

( ) ( ) ., T
xA

NPdAyxyE +−=∫ ε                                  (13) 
 

Then, by use of Equations (7) and (11), Equation (13) becomes: 
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and by use of Equation (4) results in: 
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2
1 2
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which we can integrate over the length of the column subject to the boundary con-

ditions that the ends are restrained in the axial direction, i.e. ( ) 000 =u and 

( ) 00 =Lu .  

Therefore, we obtain the following: 
 

( ) ,0
2
1

0

2∫ =−−
L

av

T
x dx

AE

L
PN θ                                  (16) 

 

which is applicable for the entire loading range of the column and is a “constraint 
equation” expressing the condition that the overall change in displacement be-
tween the end supports must be zero because the two ends of the beam are im-
movable and there is a support load P. 

Now, the bending rigidity, (EI)eq of the column, is likewise influenced by the 
no-nuniform stiffness and is defined by: 
 

( ) ( )( ) .
2
dAeyyEEI

Aeq ∫ −=                                   (17) 
 

By use of Equation (2), this results in: 
 

( ) .
22

1
2

av

m
meq E

AlE
IEEI −=                                     (18) 

 

Next, we modify the column equation to consider the thermal loading including 
thermal force and moment, and moderately large deflections. Transverse shear 
will also be included. In doing so, we shall properly modify the equations devel-
oped in [13].  The moment including the thermal effect is given by: 
 

( ) .T
zeq M

dx

d
EIM −−= θ

                                    (19) 

 

From equilibrium, taking into account the (compressive) applied force, P, at both 
ends, the moment at any position is given by: 
 

,0MwPM +=                                           (20) 
 

where M0 is the moment at x = 0. 
Differentiating Equations (19) and (20) with respect to x and using Equations 

(8) and (11) with the additional assumption that the shear angle is small, so that 

eqeq γγ ≈sin  and 1cos =eqγ , results in: 
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As far as the ends (simple supports), we have the moment boundary conditions of: 
 

( ) ( ) ( ) ( ) .0;00 =−−=−− T
zeq

T
zeq ML

dx

d
EIM

dx

d
EI

θθ
            (22) 

3   Numerical Results  

To illustrate the foregoing analysis, numerical results are presented for a compos-
ite column, which is exposed to a high heat flux Q = 25 kW/m2. Let us consider 
two cases, one is the column is constrained and the ends are immovable; the other 
is that a constant axial compressive load P is applied to the column. The column is 
shown in Figure 1.  Let us assume the entire column of length, L = 0.15 m, thick-
ness, H = 0.012 m and width b = 0.025 m.  Case 1 represents the constrained  col-
umn (immovable ends); case 2 represents the column exposed to the heat flux Q is 
under the constant axial compressive load P. The x-axis is located at the center of 
the cross section of the undamaged material in order to simplify the calculation of 
the thermal buckling analysis by symmetry.  

Based on the thermal model/finite element analysis, the temperature and 
charred layer thickness can be obtained with time.  In Figure 2, we show the tem-
perature distribution of the column exposed to a heat flux Q = 25 kW/m2 at expo-
sure times from 0 to 280 s. Since only the temperatures at the eight nodes are 
given, the 7th order polynomial fit curves are obtained by the interpolation, which 
we can use in the thermal buckling analysis in the future. It is obvious that the 
temperature increases along with the time t.  In Figure 3, we show the charred 
layer thickness variation with time, in which we assume the residual resin context 
is less than 80%.  The variation of residual resin content with time is continuous, 
however the variation of charred layer thickness is not continuous since if the re-
sidual resin content (RRC) is more than 80%, we treated it as the undamaged ma-
terial; if not, we treated it as the charred material.  Thus, the normalized charred 
layer thickness jumps at the time when the ratio of RRC becomes less than 80%. 
The variation of the thickness of the charred layer or the undamaged layer is used 
in the quasi-static thermal buckling analysis as follows:  The two-layer approxi-
mation used treats the undamaged layer as the original material. The temperature 
distribution in the undamaged region obtained by the thermal/finite element model 
is used to analyze the thermal resultant force and moment, and the variation of the 
material properties with temperature is accounted for as well in the calculation. 
The effect of temperature on the elastic modulus of E-glass/Vinyl-Ester compos-
ites is shown in Figure. 4.   Moreover, since the experimental data are available 
only up to about the glass transition temperature of the matrix, Tg, we assume that 
beyond Tg, if the material is not charred yet, the properties of the material such as 
Young’s modulus and shear modulus do not decrease any more.   

With the quasi-static assumption, we analyze the thermal buckling response of 
the column at exposure times from t = 0 s until t = 300 s. Obviously, the column is  
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made of two different materials, undamaged (original) layer and charred layer  
respectively, which have different material properties as shown in Table 1. The 
mechanical properties are given at room temperature, which is T0 = 20oC and the 
original material is E-glass/Vinyl-Ester.  

First of all, the thermal moment developed in the column with the exposure 
time is shown in Figure 5, which is not continuous since the RRC is not continu-
ous. The thermal moment variation is very important, since it shows the influences 
of the temperature and material properties distributions on the column. At the be-
ginning of the heat exposure, the resin material decomposed due to high tempera-
ture and RRC varied with time continuously, but as t < 80 s, the RRC is more than 
80% for the entire column, therefore we considered no material charred.   

 
Table 1. Material- properties 

  

Properties Original Charred material  

l, 1/ o 18.0 * 10C 

 

-6 - 

El  , 20.6 * 10MPa 

 

3 - 

Gl  , 2.1 * 10MPa - 3 

material  

 

 
The temperature can be determined by the thermal model/finite element analysis; 

the thermal moment can be obtained from Equation (6) with the known material 
properties and temperature distributions. It can be seen from the beginning of the 
heat exposure t = 0 s until t = 60 s, it increased with the exposure time obviously, 
which is due to the temperature variation development in the column. With the time 
increasing and from the exposure time t = 80 s until t = 140 s, part of material (1/7 of 
the entire thickness of the column) is charred based on the Figure 3, the properties of 
the charred material are neglected; the thermal buckling response of the remaining 
material is determined. The absolute value of the thermal moment decreased a lot in  
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this time zone; the decreasing of thickness of the column and the variation of the 
temperature resulted in the decreasing of the thermal moment, and the moment did 
not change too much compared with the beginning of the heat exposure from t = 0 s 
until t = 60 s.   Similarly, with the exposure time increasing further, more material is 
charred and the thermal moment decreased further. 

 

 
 

Fig. 5. The thermal moment developed in the column vs. exposure time, which is not a con-
tinuous function, since the residual resin content does not have a continuous variation with 
exposure time.   

 
We show the axial constraint stress σxx in Figure 6;  the column is pinned at 

both ends, which are immovable, and is subjected to an heat flux Q = 25 kW/m2. 
The axial constraint stress is determined at different exposure time from t = 20 s 
until t = 300 s with the quasi-static assumption. It is obvious that the axial con-
straint stress increases with time t as t < 140 s, but σxx decreases with exposure 
time as t > 140 s; the 2nd order polynomial curve was obtained to fit the variation 
trend approximately. We can analyze the variation of the axial constraint by divid-
ing the exposure time into four zones, the thickness of charred material being con-
stant in each zone (the definition of each zone can refer to Figure 3). We can see 
that the variation of the constraint stress is nonlinear in each zone, which is due to 
the material properties, which decrease with the exposure time nonlinearly.  For 
the entire exposure time, there exists a peak value of the axial constraint stress at 
exposure time t = 140 s; After that, σxx decreases, which is coming from the fact  
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that the ends are restrained; therefore, beyond a certain level of deformation, the 
structure starts to “pull” from the ends rather than “push” against the ends.  

Based on the axial support force obtained, the deformation of the column can 
be determined from Equation (28). It is found that the deformation increases with 
the exposure time from t = 60 s until t = 300 s.  Actually, the increasing of the de-
formation before t = 120 s is smaller than that of the deformation after t = 120 s. 
The reason for that is coming from the decreasing of the bending rigidity EIeq, 
which is strongly associated with the thickness of the column.  

 

 
 

Fig. 6. The axial constraint stress σxx vs. exposure time t.   A 2nd order polynomial curve 
was obtained to fit the variation trend. 

 
With increasing the heat exposure time, the thickness of the column decreases 

due to the resin material decomposition, which results in the decreasing of the 
bending rigidity EIeq, therefore the column bends more with even lower thermal 
bending moment. The mid-point deflection wm normalized by the original thick-
ness of the column is shown in Figure 7. The variation of the mid-point deflection 
is not smooth, however the linear curve can be obtained to fit it approximately. It 
can be seen that the mid-point deflection of the column increases in general  
with the exposure time. Since the direction of the mid-point deflection is always 
positive, this means that the column bends toward the heat source under the  
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constrained boundary conditions. In the experimental study reported in the subse-
quent section, a positive deflection can be observed in the tests for the column ex-
posed to the heat flux Q = 25 kW/m2 under the constant compressive axial load P, 
corresponding to a stress of 10.5 MPa (based on the original section).  
 

 

Fig. 7. The normalized mid-point transverse deflection vs. exposure time for the con-
strained column under the heat flux due to fire, Q = 25 kW/m2.  

 
Figure 8 presents a plot of the axial support force P vs the mid-point deflection 

wm for different exposure times. In each case, the mid-point deflection wm was cal-
culated from the linear analysis for the pinned column under the external heat flux 
and the end of the column is free to move, so the constraint condition shown in 
Equation (26) is not applicable. The solution of the problem is in Equation (28) 
and the variation between the axial force P and the mid-point deflection wm can be 
obtained from Equation (29). The Figure shows that, at the beginning of the heat 
exposure, the axial force P increases initially with only a small bending deflection; 
But as P approaches the classical buckling load, PEuler, the transverse deflection 
then increases rapidly. The column behaves much like an “imperfect” column. 
Eventually, in all cases, the axial support force approaches PEuler as the mid-span 
deflection becomes large. The temperature change through the thickness has effec-
tively an analogous role for an axially restrained column, as that of an imperfec-
tion on a mechanically loaded column. 
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Fig. 8. Axial force vs mid-point deflection for a pinned beam with external fire heat flux Q 
= 25 kW/m2 at different exposure times; the axial force and the mid-point deflection are 
normalized by the Euler buckling load, Peuler, and the length of the column L, repetitively. 
The ends of the columns are free to move axially (unconstrained case). 

4   Experiments 

The goal of the present experimental investigation was to characterize the com-
pressive mechanical response, failure mode and time-to-failure for a fiberglass-
reinforced polymeric composite simultaneously exposed to high heat flux and 
compressive axial loading. The experiments utilized a specially modified cone 
calorimeter that permitted direct mechanical loading of samples during simultane-
ous exposure to heat fluxes of 25 kW/m2, 25 kW/m2 and 75 kW/m2. In order to 
analyze the response of the test samples and compare the experimental data with 
theoretical results, the axial displacement and mid-point transverse deflection were 
measured.  Many of the test data presented herein are from Liu et al [14]. 

A fiberglass-reinforced vinyl-ester (Derakane 510A) composite laminate was 
used in the experiments. The laminate panels were manufactured with twenty plies 
(Seemann Composites Inc., Gulfport, MS) in the form of flat 24-inch × 24-inch 
panels. The 12.5 mm thick panels had a [(0/90/45/-45/)S] ply lay-up. Test coupons 
were machined dry from the panels using carbide tooling. Two different specimen 
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lengths, 150 mm and 100 mm, were utilized in the experiments. In both cases, the 
nominal thickness was 12.5 mm and the width was 25.4 mm.  The broad (25.4 mm 
wide) faces of the specimens, one of which was exposed to the heat source, were 
left in the as processed condition.   

The ends of the composite specimens fit into flat-bottom cavities that were ma-
chined by EDM into Inconel 718 alloy grips. Each grip had a fixed cavity depth of 
25 mm. For the shorter 100 mm long specimens, inserts were placed in the grip cavi-
ties to fix the heated length of the specimens to 74 mm. For the 150 mm long speci-
mens, the distance between grip faces was 100 mm (this corresponds to the heated 
length of the specimen); for the 100 mm long specimens the distance between grip 
faces was 74 mm.1 In order to minimize heat loss from the specimen to the grips, the 
surfaces of the specimens located within the grips were insulated with a thin ceramic 
layer (Zircar Inc., Alumina Cement) approximately 0.4 mm thick.  IN-718 shims be-
tween the sides of the specimen and grip cavity were used to firmly fix specimen 
within the grips and minimize any transverse specimen movement in the grips.  The 
grips approximated clamped end-conditions for axial loading. 

A cone-calorimeter equipped with a 5000 W electric cone-heater was used as 
the heat source for the simulated fire tests (Fire Testing Technology Limited, West 
Sussex, U.K.).   In a cone-calorimeter, the heat flux is applied to only one surface 
of a test specimen. The exit diameter of the cone heater was 158 mm. For this exit 
diameter and cone design, uniform heat fluxes as high as 100 kW/m2 were possi-
ble over a 100 mm x 100 mm surface area. In the present investigation, the region 
of uniform heating limited the maximum length of test specimens to 100 mm.  Al-
though larger specimen widths were possible, a 25.4 mm specimen width was 
chosen to reduce the size of the test fixtures and actuator used to apply axial com-
pressive loads.  To minimize heating of the specimen sides, a thin (0.3 – 0.4 mm 
thick) alumina ceramic layer was applied to both sides of the specimens (along the 
12.5 mm faces).   In an initial study, performed to determine the effect of surface 
insulation on failure time, several experiments were conducted with 150 mm long 
specimens with and without surface coatings on the unheated specimen face.  
These trial experiments showed that coating the backside of the specimens did not 
significantly affect failure time or failure mode. Therefore, all remaining experi-
ments discussed in this paper were performed with the specimens coated only on 
their sides and along the surfaces located within the loading grips. 

For all tests, the distance between the exit of the cone heater and the specimen 
surface was maintained at 25 mm.  The applied heat flux was varied from 25 
kW/m2 to 75 kW/m2 to simulate the surface heating expected for fires ranging 
from small to large intensity. Prior to testing, a heat flux meter was used to meas-
ure the heat flux at the surface of the specimens.   

To investigate the effect of simultaneous mechanical loading on the compres-
sive behavior of the composite laminate, a load frame with pneumatic actuator 
was designed to fit directly beneath the cone heater .  A load cell mounted at one 
end of the load frame was used to monitor specimen load level.  To minimize 
transverse and axial deflections that can occur with low stiffness load cells, a load 
                                                           
1 100 mm was the maximum length over which uniform heating could be obtained in the 

cone-calorimeter. 
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cell with very high axial and lateral stiffness was utilized (110 kN capacity, Inter-
face Inc., Model # 120AF-25K).  The grip at one end of the specimen was rigidly 
attached to a load cell.  The grip at the opposite end of the specimen was attached 
to an aluminum H-block that was mounted to a linear bearing system; this ar-
rangement permits axial motion only. An LVDT was used to measure the axial 
displacement of the specimen.   

The time-to failure data for all specimens are summarized in Table 2.  Failure 
times were readily determined since all specimens exhibited catastrophic collapse.  
Analysis of the video recordings from the experiments showed that, for all speci-
mens, the final failure event was exceedingly rapid (the transition from an intact, 
load bearing specimen, to catastrophic collapse was less than 50 ms).  For a heat 
flux of 25 kW/m2, failure times ranged from approximately 2549 s at 3.5 MPa to 
251 s at 10.5 MPa.   At 50 kW/m2, failure times were considerably shorter, 404 s 
at 3.5 MPa and 131 s at 10.5 MPa.  For the highest heat flux used, 75 kW/m2, fail-
ure times were much shorter, 191 s at 3.5 MPa and 123 s at 7.0 MPa.  

As shown in Figure 9, the relationship between time-to-failure and axial applied 
load is nonlinear, and the slope of the curve decreases with increasing compressive 
load.   The non-linear variation is most likely caused by char formation and degrada-
tion of the material properties. The rate of char formation decreases with increasing 
exposure time since the char layer influences the transport rate of oxygen to the 
combustion front and, because of its lower thermal conductivity, reduces heat con-
duction to the un-charred material.   Notice that two specimen lengths were used: 
150 mm (100 mm heated length) and 125 mm (74 mm heated length).   

Table 2. Time-to-failure (tf ) of fiberglass-reinforced vinyl-ester composites under simulta-
neous surface heating and axial compressive loading.  At 50 kW/m2, heated specimen 
lengths of 100 mm and 74 mm were studied. 

Heat flux

(kW/m2

Axial Compressive Stress, MPa

) 3.5 5.25 7.0 10.5

25 tf = 2549 s tf = 660 s tf = 366 s tf = 251 s

50 100

mm

74

mm

404 242 178 131

50 385 207 133 117

75 191 171 123 ---
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Fig. 9. Relationship between the time-to-failure and compressive axial force for specimens 
subjected to single-sided heat flux levels of 25 kW/m2, 50 kW/m2 and 75 kW/m2.  

 

 
Fig. 10. Effect of heat flux on the post-fire compressive response (experiments). 
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Post Fire Compression Tests 
 

Compressive tests were conducted following exposure to fire of specific intensity 
and for a specific exposure time.   

Figure 10 shows the effect of heat flux on the compressive response for an ex-
posure time of 325 s.  The peak load is reduced as the heat flux increases. 

Figure 11 shows the effect of exposure time for a heat flux of 50 kW/m2.  We 
can see how the peak load is decreased with an increase in exposure time. 
 

 
Fig. 11. Effect of exposure time on the post-fire compressive response (experiments). 
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Abstract. Sampling moiré method is a newly developed moiré method using an 
image processor for a grating pattern to measure shape or displacement or strain 
distributions. A grating pattern on an object is recorded by a digital camera. 
Though the digitized image shows the grating, a moiré fringe pattern appears by 
thinning-out the pixels, i.e., sampling the image with a larger pitch than the pixel 
pitch. If the sampling pitch is changed, the moiré pattern is changed very much. 
If the phase of the sampling is changed, the phase of the moiré pattern is 
changed. The phase analysis of moiré pattern provides accurate result of dis-
placement of the grating. If the number of the phase-shifted moiré patterns i.e. 
the number of pixels for a pitch of grating is larger, the resolution of phase analy-
sis becomes more accurate but the spatial resolution becomes worse. Since the 
sampling moiré method is useful to analyze the phases of a moiré fringe and a 
grating from one image of a grating pattern, it is possible to analyze dynamic de-
formation accurately. 

In this paper, the theory of the sampling moiré method is introduced and some 
applications of the sampling moiré method to displacement measurement of a 
beam, and shape and strain measurement of a rubber structure are shown. 

1   Introduction  

It is important for integrity and safety of structures to measure shape, deformation 
and strain distributions of the structures. Optical methods such as grating projec-
tion method, moire method, moire interferometry, speckle interferomrty digital 
image correlation method are used for the measurement [1-4]. Since these optical 
methods use the characterictics of light, it is basically possible to measure them 
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accurately with non-contact and high resolution using phase analysis. Especially 
moire method has long history as visualized measurement method to obtain the 
distributions of height, displacement and strain [5-38]. 

In order to analyze fringe patterns, it is possible to perform quantitative analysis 
using image processing with a computer. Furthermore, by the phase analysis of 
grating or fringe patterns, the analysis becomes accurate and high speed[12-21].  

Moiré method has been investigated by many researchers such as Theocaris [5], 
Durelli [6], Suzuki [7], and Post [8]. A moiré fringe pattern appears as the inter-
ference between a specimen grating and a reference grating. However, a moiré 
fringe pattern also appears when the specimen grating lines are sampled by the 
scanning lines of a TV camera or by the pixels of an image processor [22-33]. 
This method is called ‘scanning moiré method’.  

The authors also developed scanning moiré method which does not use a refer-
ence grating on the specimen [23,24,28,31-33]. A specimen grating pattern on an 
object was recorded by a TV camera or a digital camera. Though the digitized  
image shows only the grating, a moiré fringe pattern appears by thinning-out the 
pixels, i.e., sampling the image with a larger pitch than the pixel pitch. If the sam-
pling pitch is changed, the moiré pattern is changed very much. If the phase of the 
sampling is changed, the phase of the moiré pattern is changed. The phase analysis 
of a moiré pattern provides accurate result of displacement of the grating. The 
phase analysis of the sampling moiré method using interpolation is proposed by 
Arai et. al. [25,27,29] If the number of the phase-shifted moiré patterns is larger, 
the resolution of phase analysis becomes more accurate, but the spatial resolution 
becomes worse. This method can analyze phase values from one image of a grat-
ing pattern. The analyzed phase is very accurate because several phase-shifted 
moiré fringe patterns are obtained by changing the sampling phase. This method is 
called ‘sampling moiré method’. 

Phase-shifting method is the most popular method in the phase analysis meth-
ods. However, this method cannot be usually applied to dynamic phenomenon 
measurement because it requires movement of the master grating for phase-
shifting and capturing the specimen grating more than three or four images. Fur-
thermore, if the grating is drawn on the specimen surface, the phase shifting of the 
grating cannot be performed. However, the sampling moiré method uses only one 
image and then it can be applied to dynamic phenomena.  

In this paper, the theory of sampling moire method and the applications for de-
flection distribution measurement of a beam and shape and strain distribution 
measurement of a rotating object at high speed are introduced[32-38].  

2   Theory of Moiré Method 

The relationship between the moiré fringe pattern and the deformation of a grating 
has been described by many researchers already [5-11]. Here, the basic essence is 
introduced in order to explain sampling moiré method. 
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Let us consider the case that a grating consisting of equally spaced lines shown 
in Fig. 1(a) is deformed as shown in Fig. 1(b). The grating before deformation is 
called ‘reference grating’ and the grating after deformation is called ‘specimen 
grating’.  

 

 

(a) (b) 

 

(c) 
(d) 

 
Fig. 1. Theoretical explanation of moiré appearance showing equal-displacement contours: 
(a) Reference grating; (b) Specimen grating; (c) Moiré fringe pattern obtained by superpos-
ing Figs. (a) and (b); (d) Moiré fringe pattern obtained by sampling of TV scanning lines or 
digital camera 

 
When the reference grating shown in Fig. 1(a) is superposed on the specimen 

grating shown in Fig. 1(b), a new fringe pattern shown in Fig. 1(c) appers. The 
fringe pattern is called ‘moire fringe’. A white moiré fringe line appears on the 
parts where a black line of the reference grating and a black line of the specimen 
grating are superposed or where a white line of the reference grating and a white 
line of the specimen grating are superposed. A black moiré fringe line appears on 
the parts where a black line of the reference grating and a white line of the speci-
men grating are superposed or where a white line of the reference grating and a 
black line of the specimen grating are superposed.  
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When the specimen grating shown in Fig. 1(a) is recorded by a TV camera or a 
digital camera, a moiré fringe pattern is also observed as shown in Fig. 1(d). 
Scanning moiré method [22-33] or sampling moiré method [34-38] is used this 
phenomenon. 

Let us show the principle for obtaining displacement and strain distributions 
from this moiré fringe pattern. Each white line from the left edges of the reference 
grating is numbered as k=0, 1, 2, … as shown in Fig. 1(a). These numbers are 
called ‘line number.’ By considering that the deformation is one-dimensional for 
simplicity, each point moves along the x-direction, that is, normal to the original 
grating line. Fig. 1(b) shows a deformed grating with x-directional deformation. 
The lines of the deformed specimen grating are numbered as l=0, 1, 2, … respec-
tively, as shown in Fig. 1(b). 

On a continuous moiré fringe line in Fig. 1(c), the difference between the line 
number of the reference grating and the line number of the specimen grating is a 
constant. The number m is the difference of the two line numbers.  

 
m=k-l                                                         (1) 

 
It is called ‘fringe order’ of the moiré fringe line. When the pitch of the grating 
lines of the reference grating is p, the specimen grating is deformed as mp along 
the line normal to the grating lines of the reference grating. That is, on the fringe 
lines with moiré fringe order m, the displacement is mp. By looking at the moiré 
fringe pattern, displacement distribution is determined. This is the principle of 
moiré method to measure deformation. 

That is, the x-directional displacement u at the place with a fringe order m is 
expressed as follows: 

 
u=mp                                                      (2) 

 
The x-directional strain is defined as differentiation of the x-directional displace-
ment with respect to x. Then the strain is obtained as follows.  

 

dx

dm
p

dx

du ==ε                                               (3) 

 
On the other hand, the fringe distance δ between the neighboring fringes shows 
that the displacement difference between the both ends of the distance is 1 pitch 
of the reference grating. Therefore the strain at the distance is expressed as  
follows. 
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From this equation, strain is obtained from the fringe space δ.  
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When a grating is projected on an object, the grating is deformed according to 
the shape of the object. When the reference grating is superposed on this deformed 
grating, a moiré fringe pattern is observed. By analyzing this moiré fringe pattern, 
the shape of the object is measured. This method is called ‘moiré topography’. 

3   Phase Analysis of Grating or Fringe Pattern 

In order to analyze a grating pattern or an optical interference pattern such as a 
moiré fringe, image processing techniques such as thinning of lines to obtain frin-
ge center lines were used. It was time–consuming and the accuracy was not good. 
Recently phase analysis is popular. It provides high-speed, automatic and accurate 
analysis at each point of the object image. That is, the brightness distributions of a 
grating pattern or a fringe pattern are regarded as cosinusoidal waves, and the pha-
ses at each pixel point of the object image is obtained from the brightness data of 
the images [12-21]. The theory is as follows. 

 

 
 

Fig. 2. Brightness and phase distribution of fringe pattern: (a) Brightness distribution; (b) 
Wrapped phase distribution; (c) Unwrapped phase distribution 

 
As shown in Fig. 2, the brightness distribution I(x, y) of a grating or a fringe 

pattern is cosinusoidal, expressed as the following equation. 
 

),()],(cos[),(),( yxIyxyxIyxI ba += φ                                (5) 
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where Ia(x, y) and Ib(x, y) are the brightness amplitude and the brightness of back-
ground at a point (x, y) in the image, respectively. When the phase of the grating 
or fringe pattern is shifted, the brightness of the grating or the fringe pattern is ex-
pressed as follows: 

 

),(]),(cos[),(),,( yxIyxyxIyxI ba ++= αφα   (6) 
 

where α is the phase-shift value obtained by moving the grating or the fringe pat-
tern. The wave has a phase at each pixel point, which is the 2π ( = 360°) for one 
cycle. The phase φ is obtained from the fringe order m.  

 
mπφ 2=               (7) 

 

 
Fig. 3. Fringe patterns obtained by phase shifting method: (a) Brightness distributions ob-
tained by phase shifting; (b) Brightness distributions along centerline and brightness change 
at edge point 

 
If the phase shift α is given as 2πn/N, (n=0~N-1) i. e., N times for one cycle 

and N images are obtained as shown in Fig. 3(a). That is, the brightness values I(x, 
y, α) are expressed in Fig. 3(a). 

The brightness change at a pixel point expressed in Fig. 3 is cosinusoidal for 
one cycle. The phase of the first image is the initial phase to obtain. 

In order to analyze the initial phase φ(x, y), several methods such as Fourier 
transform method, phase-shifting method, extraction of characteristic, integral 
phase-shifting method [19-21] were proposed. These methods using phase analysis 
are basically accurate. 
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The intensity of the n-th phase-shifted images In(x, y) can be expressed as  
follows: 

 

),(]
2

),(cos[),(),( yxI
N

nyxyxIyxI ban ++= πφ                     (8) 

                        )1,...,1,0(          −= Nn  
 

The phase change at a pixel point of the fringe pattern can be obtained from the 
frequency 1 of the discrete Fourier transform (DFT) or the phase-shifting method 
using Fourier transform (PSM/FT) of Eq. (8). As the results, the wrapped phase 
φ of the frequency 1 is expressed as follows [14,38]. 

 

tanφ(x,y) = −
In (x,y)sin(n

2π
N

)n= 0
N−1∑

In (x,y)cos(n
2π
N

)n= 0
N−1∑

    (9) 
 

In Eq. (8), the three unknown values Ia(x, y), φ(x, y), Ib(x, y) are obtained from 
measuring more than three brightness values In(x, y) and the initial phase φ(x, y) 
can be obtained using Eq. (9). By recording the grating in defocus of the camera if 
the grating is not cosinusoidal, the recorded grating image is changed into a cosi-
nusoidal pattern approximately. Conventionally, N=3 or N=4 are used. However, 
if larger N is used, the accuracy becomes better in the cases of noisy, non-
cosinusoidal and/or non-equal division of phase-shift.  

The phase obtained by Eq. (9) is wrapped into -π〜π. The wrapped phase is 
unwrapped by adding or subtracting 2π as shown in Fig. 2(c). In the case of moiré 
fringe, the unwrapped phase φ(x, y) =2πm is proportional to the displacement u as 
sown in Eq. (2). 

4   Measurement Method of Displacement and Strain by Phase 
Analysis of Moiré Fringe 

The moiré fringe order m is the difference of the specimen grating number l and 
the reference grating number k as shown in Eq. (1). The phases of the moiré 
fringe, the specimen grating and the reference grating are obtained by multiplying 
2π to the moiré fringe order and the grating numbers. Then Eq. (1) becomes as 
follows. 

 

srm lkm φφππφ −=−== )(22                (10) 

 
where φm is the phase of the moiré fringe,  φs is the phase of the specimen grating, 
and φr is the phase of the reference grating. From Eq. (10),  

 
φs = φr - φm                                                  (11) 
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If the phase φm is analyzed when the phase φr is given, the phase φs of the speci-
men grating is calculated. 

When the phase φr of the sampling is shifted by 2π, i.e., one pitch of the refer-
ence grating, the phase φm of the moiré fringe is shifted by 2π. When the phase of 
the moiré fringe is also changed by the deformation, the phase difference Δφs of 
the grating lines is the same as the minus of the phase-difference Δφm of the moiré 
fringe before and after deformation at a pixel point. 

Even if the grating is already deformed in the initial state, the displacement u 
after the initial state is obtained from the phase difference of moiré fringes Δφm be-
tween before and after deformation. Then the displacement u is obtained as the 
following equation from Eqs. (1)～(3), (10). 
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where, the suffix, 1 and 2 are express before and after deformation, respectively. 

In the case of fringe order analysis, the fringe orders and the distances of 
neighboring fringes are given as integer numbers. And the number of data is few, 
because the data are given one between the fringe distance. While, phase analysis 
is very accurate because the data are given at every pixel point and the phase is 
given as decimal. Practically the accuracy of phase analysis is 100 to 1000 times 
better than the one by fringe distance analysis. The analysis algorithm is very sim-
ple and the process is same at all the pixel points.  

5   Sampling Moire Method (Scanning Moire Method) 

5.1   Background of Sampling Moiré Method 

Moiré fringe appears by sampling with a digital camera as shown in Fig. 1(d). The 
phenomenon is called ‘scanning moiré method’ because the moiré pattern appears 
by sampling of scanning lines of a TV camera [22-33]. The authors applied this 
method to two-dimensional analysis of a 2-D grating with x- and y-directional 
gratings using a digital camera or an image processor which samples an image at 
each pixel point. A moiré fringe pattern is obtained by changing the sampling 
pitch of the recorded image. Therefore this method is called ‘sampling moiré  
method’ [34-38]. 
 



Theory and Application of Sampling Moiré Method 235
 

Let us explain the history of scanning moiré method and sampling moiré  
method.  

Idesawa et. al. [22] proposed scanning moire method by changing the scanning 
pitch ellectorically. Morimoto et. al. [23,24] proposed sanning moire method by 
thinning-out the scanning line of a TV camera using an image processor. Arai et. 
al. [25,27,29] proposed phase-shifting scanning moire method using thinning-out 
and interpolation and discussed the accuracy according to the interpolation me-
thod. Yoshizawa et. al. [26]  proposed a phase analysis method measuring the pha-
se difference at two points electoronically using rotating reference grating. Mori-
moto et. al. [28,31-33]  also proposed a method to obtain smooth moire fringe 
pattern by shifting the thinning-out of scanning lines. Kato et. et. al. [30]  proposed 
a real-time shape measurement system by low-pass filtering and superposing a 
phase-shited virtual reference grating on a recorded specimen grating. The authors 
[34-38] analyzed shape, displacement and strain distributions using the interpola-
tion method developed by Arai et. al. 

Conventional phase-shifting method requires multiple phase-shifted images. 
However, sampling moire method requires only one image. From the one image, 
phase-shifted moire patterns are obtained by changing the start pixel of sampling, 
and then it is possible to analyze a moving object.  

If a two-dimensional grating with x- and y-directional gratings is used, two di-
mensional deformation analysis can be performed. In this case, by eliminating one 
directional grating with averaging in the other directional grating for one pitch, 
one directional analysis is performed by the one-dimensional sampling moire me-
thod mentioned above. By changing the direction, two-dimensional analysis is 
performed. The processes are as follows. 

5.2   Process of Sampling Moiré Method Using 1-D Grating 

A grating pattern is recorded by a digital camera. The recorded image is analyzed 
by sampling moiré method. The process is as follows. 

Figure 4 illustrates the appearance of a moiré fringe pattern by sampling moiré 
method. Figure 4(a) shows the center position of the sampling points (pixel points) 
of a digital camera. Figure 4(b) shows a specimen grating. The image of Fig. 4(b) 
recorded by the camera is shown in Fig. 4(c). The image shows only the original 
grating, not a moiré fringe pattern. If every N-pixel (in this case, thinning-out in-
dex N = 4) from the first sampling point is picked up from Fig. 4(c), a moiré fringe 
pattern is obtained as shown in Fig. 4(d). Figure 4(d) is obtained by selecting the 
first pixel and sampling every Nth -pixel (in this figure, N = 4). If instead the sec-
ond, third or fourth sampling point is selected, the images of a moiré fringe pattern 
with π/2, π and 3π/2 phase-shift shown in Fig. 4(e), (f) and (g), respectively, are 
obtained. This process corresponds to the phase shifting of the fringe pattern. If all 
the sampled images that are thinned-out in Figs. 4(d)-(g) are interpolated using the 
neighboring data, the image becomes clearer and easy to observe as shown in 
Figs. 4(h)-(k) from Figs. 4(d)-(g), respectively. From these phase-shifted fringe 
patterns, the phases of the moiré fringes are analyzed. 
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Fig. 4. Phase analysis by sampling moiré method: (a) Sampling points of camera; (b) 
Specimen grating; (c) Sampled image of Fig. (b); (d) Thinned-out image from Fig. (c) 
(N=4, α=0); (e) Thinned-out image from Fig. (c) (N =4, α=π/2); (f) Thinned-out image 
from Fig. (c) (N =4, α=π); (g) Thinned-out image from Fig. (c) (N =4, α=3π/2); (h) Interpo-
lated image of Fig. (d); (i) Interpolated image of Fig. (e); (j) Interpolated image of Fig. (f); 
(k) Interpolated image of Fig. (g) 

 
When the number of phase-shifting for one cycle is N, and the intensity of the 

n-th phase-shifted images In(x, y), the wrapped phase φ is obtained from Eq. (9). 
If the phase φm of the moiré fringe is analyzed when the phase φr of the refer-

ence grating i.e. sampling phase is given, the phase φs of the specimen grating is 
determined from Eq. (11). 

From the phase φs of the specimen grating, shape, displacement and strain is 
accurately obtained according to the optical systems, respectively. 

In this case, the gage length is one or two pitches of the grating. It is smaller 
than Fourier transform method which uses whole data of the image. In the sam-
pling moiré method, the phase analysis of moiré pattern provides accurate result of 
displacement of the grating. If the number of the phase-shifted moiré patterns i.e., 
the number of pixels for a pitch of the grating is larger, the resolution of phase 
analysis becomes more accurate but the spatial resolution becomes worse. 

5.3   Process of 2-D Displacement Analysis by Sampling Moiré Method Using 
2-D Cross Grating 

In order to analyze two-dimensional (2-D) displacement, a 2-D cross grating is used. 
Figure 5 shows images in the 2-D analysis process by sampling moiré method.  
Figure 5(a) shows the image of a 2-D grating captured by a CCD camera. Figure 5(b)  
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shows the extracted x-directional grating pattern obtained by averaging (smoothing) 
of Fig. 5(a) in the y-directional one pitch. Figure 5(c) shows several phase-shifted 
moiré patterns which are produced by sampling moiré method from Fig. 5(b).  

Figure 5(d) shows the phase distribution of the moiré pattern produced from Fig. 
5(c) by phase-shifting method using Eq. (9). Figure 5(e) shows the phase distribu-
tion of the reference grating which is smoothed in the y-direction from the 2-D cross 
grating pattern. From the phase distribution φm of the moiré, and the phase distribu-
tion φr of the reference grating, the phase distribution φs of the deformed specimen 
grating can be calculated using Eq. (11). Figure 5(f) shows the wrapped phase distri-
bution of the deformed specimen grating. 

 

 
 

Fig. 5. Process of x-directional phase analysis using 2-D grating 

 
The period of the reference phase distribution is usually taken as same as the 

pitch of sampling pixels in sampling moiré method. Figure 2(g) shows the x-
directional unwrapped phase distribution. In the same manner, the y-dimensional 
phase distribution of the specimen grating can be obtained. 

6   Deflection Measurement by Sampling Moiré Method 

The sampling moiré method proposed above was applied to the measurements of 
shape, displacement and so on. The deflection distribution of a three-point-
bending beam was measured by one camera system [36,38]. The sampling moiré 
method using phase shifting was applied to the deflection measurement of a beam 
under symmetric three-point bending. Conventional deflection measurement of 
bridges is usually performed by using many deflection sensors for point-by-point  
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measurement. It is time-consuming, hard-working and expensive for distribution 
measurement. The sampling moiré method is very useful for the measurement be-
cause of high-accuracy, high-speed, low-cost and easy implementation. 

6.1   Experimental Setup and Grating Tape 

A special tape of a two-dimensional cross grating with 2.0 mm pitch shown in  
Fig. 5 was pasted over the steel beam (SS400) as shown in Fig. 7. The size of the 
beam is 30 mm in width, 20 mm in height and 1000 mm in length. The experimen-
tal setup is shown in Figs. 8 and 9. A normal digital camera (Nikon, E8800), with 
3264 pixels by 2448 pixels resolution, was used to record the image. The distance 
from the specimen to the camera was 990 mm as shown in Fig. 8(b). The camera 
was aligned so that its seven pixels were corresponding to the grating pitch.  

The specimen was loaded by increasing the number of 1.0 kg weight blocks. 
The steel beam was loaded at the center position from 9.8 N to 127.4 N. To check 
the actual displacement of the specimen, a laser displacement sensor with 0.02 μm 
resolution accuracy was located at the position of the loading point.  

In recorded images, one pixel of the digital camera was adjusted to correspond 
to about 0.3 mm on the beam. 

 
 

 
 

Fig. 6. Tape with grating for deformation measurement. (Pitch p = 2.032 mm) 

 

 
 

Fig. 7. Steel beam specimen, Size: 30 mm (W), 20 mm (H) and 1000 mm (L) 
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Fig. 8. Experimental setup: (a) Side view; (b) Top view 

 

 
 

Fig. 9. Photograph of experimental setup 
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Fig. 10. Experimental results: images of the specimen before (a) and after (a’) loading; (b) 
phase-shifted images obtained by sampling moiré method; wrapped phase distribution be-
fore (c) and after (c’) loading at 98N; (d) deflection distribution 

6.2   Experimental Results of Deflection Measurement 

Figure 10 shows the captured and analyzed images. Figure 10(a) shows the captured 
image of the specimen before loading. Figure 10(b) shows the phase-shifted images 
obtained when the thinning-out index N is equal to 6. Then the π/3 phase-shifted 
moiré patterns were obtained. Figures 10(c) and (c’) show the wrapped phase distri-
butions before loading and after 98 N loading, respectively. Figure 10(d) shows the 
displacement distribution obtained from Eq. (13). Figure 11 shows the deflection 
distributions under loading at 9.8 to 127.4 N.  

 

 
 

Fig. 11. Deflection distributions under loading at 9.8 to 127.4 N 
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Figure 12 shows the results of displacement along the line AA’ in Figure 10(d). 
Figure 13 shows the comparison of the measured displacement values by the sam-
pling moiré method and with the values measured by the laser displacement sensor 
at the position B in Fig. 10(d) in different loading condition. The results show that 
the displacement values of the steel beam agree well with the data obtained by the 
sensor. The average error was 3.8 μm and the standard deviation was 3.15 μm. 
This means that the average error of the detected displacement was less than 1/500 
of the grating pitch 2.0 mm.  

 

 
 

Fig. 12. Displacement distribution along line AA’ in Figure 10(d) 

 

 
 

Fig. 13. Accuracy check by comparing measured displacements by sampling moiré method 
with those by laser sensor and those obtained from beam theory  



242 Y. Morimoto and M. Fujigaki
 

7   Shape and Displacement Measurement by Sampling Moiré 
Method 

Sampling moire method was applied to measurement of shape, displacement dis-
tributions and strain distributions on the surface of a rotating rubber object running 
at 80 km/h speed using a two-camera stereoscopic system [37].   

 

 
 

Fig. 14. Arrangement of cameras, reference plane and object 

7.1   Process of Measurement 

Let us explain the process of the measurement using Fig. 14. Figure 14 shows a 
schema of the arrangement of two cameras, two reference planes and an object. At 
first, in order to calibrate, two reference planes R0 and R1 with gratings are re-
corded and the phase distributions of the gratings are obtained. Secondary, each 
corresponding point of the gratings on the reference planes of the images recorded 
by the two cameras is determined each other on the whole area of the planes. Then 
the view lines of each pixel point of the cameras are obtained. Thirdly, an object 
with a grating on the surface is recorded by the two cameras. Corresponding 
points at the same point on the object are obtained from the two images. The coor-
dinates of each point of the object is determined from the intersection of the view 
lines from the two cameras. From the coordinates, the shape is determined. From 
the position of each point before and after deformation, strain distributions are ob-
tained. The concrete measurement is as follows. 
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 (a) Photograph  

 

 
(b) Diagram 

 
Fig. 15. Experimental setup to measure moving object 
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7.2   Calibration with Two Reference Planes 

Both left and right CCD cameras capture a reference planes. A liquid crystal dis-
play (LCD) is used as the reference plane. The reference plane is moved at two 
positions, R0 and R1. The reference plane can display grating patterns for the x- 
and y- directions with phase-shifting. Initial phase distributions of the grating pat-
terns can be obtained accurately using phase-shifting method. The initial phase 
distribution is obtained as unwrapped phases for the x- and y- directions (ψnx, ψny) 
on the two reference planes Rn (n = 0, 1).  

The 3-D coordinates (x, y, z) at a point on the reference plane is calculated from 
the x-directional grating pitch px, the y-directional grating pitch py and the z posi-
tion of the reference plane zn (n = 0, 1) as shown in Eq. (15). 

x = pxψnx

2π
+ x0, y =

pyψny

2π
+ y0, z = zn ,           (15) 

where px and py are the grating pitches for the x- and y-directions, respectively, 
and (x0, y0) is the coordinates at the point where (ψnx, ψny) = (0, 0). 

7.3   Shape and Strain Distribution Measurement 

An object is placed between the two reference planes. A 2-D grating attached on 
the object is captured by two sets of CCD cameras as shown in Fig. 14. 

The view line l1 from a pixel of CCD camera 1 passes through the point S on 
the object and the view line l2 from a pixel of CCD camera 2 also passes through 
the point S on the object. The points Clb and Clf are intersections of the view line l1 
with the reference planes R0 and R1, respectively. The points Crb and Crf are inter-
sections of the view line l2 with the reference planes R0 and R1, respectively. The 
position of the reference plane R0 and R1 are z = 0 and z = Δz, respectively. An ex-
pression of the view lines l1 and l2 can be obtained from the four points Clb, Clf, Crb 
and Crf. The 3-D coordinates of the point S are obtained as the intersection of the 
two view lines l1 and l2.  

Strain can be calculated from the 3-D coordinates of the two points at each cor-
responding point on the object before and after deformation. 

7.4   Experimental Results of Shape and Strain Distributions of Rotating 
Object 

Figure 15 shows the photograph of the experimental setup. A rotating object was 
set on a flat belt cornering machine. This test machine can control the rotating of 
the object. The rotating object had a 2-D grating with 2.0 mm pitch on the surface. 
The 2-D grating was made of a thin rubber sheet. The 2-D grating was printed on 
the rubber sheet.  



Theory and Application of Sampling Moiré Method 245
 

  
 (a) 2-D -grating                              (b) Phase distribution of moiré  

  
(c) Phase distribution of grating    (d) Unwrapped phase of grating  

 

Fig. 16. Phase analysis (in x-direction) 
 

 
 

Fig. 17. Analyzed shape 
 
 

                                        

   
   (a) x-directional strain        (b) y-directional strain             (c) Shear strain 

 

Fig. 18. Analyzed strain distributions 

-0.05                    0.05 -0.03                    0.03 -0.08                    0.08 
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In this experiment, the object was rotating at 80km/h in circumferential veloc-
ity. The images of the grating are captured by two CCD cameras. The trigger sig-
nal is produced by a trigger sensor placed behind the object. The sensor seeks a 
white mark attached on the object. The CCD cameras 1 and 2 can capture images 
simultaneously with the trigger signal when the rotating object comes at the same 
position. 

The grating image recorded by the left camera is shown in Fig. 16(a). The 
phase distribution of the moiré fringe pattern analyzed by sampling moiré method 
is shown in Fig. 16(b). The phase distribution of the grating shown in Fig. 16(c) 
was obtained by using Eq. (9). By unwrapping the phase distribution, the un-
wrapped phase distribution was obtained as shown in Fig. 16(d). The image re-
corded by the right camera was also analyzed in the same process. 

Figure 17 shows the measurement result of the 3-D shape. The measured shape 
was the initial shape when the axis load was 0. Figures 18(a), (b) and (c) show the 
distributions for the x- and y-directional and shear strains, respectively.  

8   Conclusions 

Sampling moiré method using accurate phase analysis of a specimen grating was 
proposed. Deflection of a beam and shape and strain distribution of a moving ob-
ject were measured by sampling moiré method. The main advantage of the sam-
pling moiré method is non-contact displacement distribution measurement with 
simple, easy, high accuracy, high speed, and low cost. By comparing the conven-
tional phase shifting methods using multiple phase-shifted images, the sampling 
moiré method requires only one image for phase-analysis. Therefore, this method 
can be easily applied to dynamic phenomenon using a high-speed camera. More-
over, this method also can analyze from small to large deformation by changing 
the grating pitch. It will be a new tool for experimental mechanics and health 
monitoring of structures. 
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Abstract. Recent advances in optoelectronic methodology for microscale 
measurements are described and their use is illustrated with representative examples 
of microelectromechanical systems (MEMS) operating at high frequencies and used 
in demanding environments.  Today, the word MEMS is employed to describe a 
process used as well as the resulting products. Therefore, a MEMS-process is also 
known as a “microsystem technology” (MST). 

Advances in emerging technologies (ETs) of MEMS and nanotechnology, 
especially relating to the applications, constitute one of the most challenging tasks 
in today’s micromechanics and nanomechanics.  In addition to design, analysis, 
and fabrication capabilities, these tasks also require advanced test methodologies 
for determination of functional characteristics of devices produced to enable 
verification of their operation as well as refinement and optimization of specific 
designs.  In particular, development of miniscule devices requires sophisticated 
design, analysis, fabrication, testing, and characterization tools.    These tools can 
be categorized as analytical, computational, and experimental.  Solutions using the 
tools from any one category alone do not usually provide necessary information 
on MEMS and extensive merging, or hybridization, of the tools from different 
categories is used.  One of the approaches employed in this development of 
structures of contemporary interest, is based on a combined use of the analytical, 
computational, and experimental solutions (ACES) methodology.  Development 
of this methodology was made possible by recent advances in optoelectronic 
methodology, which was coupled with the state-of-the-art computational methods, 
to offer a considerable promise for effective development of various designs.  
This approach facilitates characterization of dynamic and thermomechanical 
behavior of the individual components, their packages, and other complex material 
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structures.  In this paper, recent advances in optoelectronic methodology for 
micro- and nano-scale measurements are described and their use is illustrated with 
representative examples. 

 

Keywords: MST, emerging technologies, optoelectronic methodology, operating 
conditions, quantitative measurements, performance characteristics, reliability. 

1   Introduction 

Continued advances of contemporary microcomponents have made them 
ubiquitous.  Today, these components are used in multitude of applications 
ranging from everyday (automotive and household appliances) through national 
security to space exploration.  For example, Fig.1 illustrates some of the devices 
used in automobiles for fuel injecton, tire pressure sensors, inertial measurement 
units (IMUs), and airbag deployment. 

 

 
 

Fig. 1. Some of the microsensors used in automotive applications. 

 
These automotive as well as a number of other present-day applications of the  

microcomponents, and structures they enable, are summarized in Fig. 2 illustrating 
numerous and much diversified functions, which require sophisticated design, 
analysis, fabrication, testing, and characterization tools [1-3].  These tools can be 
categorized as analytical, computational, and experimental [4].  Solutions using the 
tools from any one category alone do not usually provide necessary information on 
the components being developed and, as a result, extensive merging, or 
hybridization, of the tools from different categories is used [5-7].  One of the 
approaches employed in the development of microcomponents, as well as other 
complex structures of current interest, is based on a combined use of analytical, 
computational, and experimental solutions (ACES) methodology [4, 8-10]. 
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Fig. 2. Representative applications of present-day MEMS. 

 
In general, analytical tools are based on exact, closed form solutions. These 

solutions, however, are usually applicable to simple geometries for which, boundary, 
initial, and loading (BIL) conditions can be readily specified.  However, analytical 
solutions are indispensable to gain insight for overall representation of the ranges of 
anticipated results.  They also facilitate determination of “goodness” of the results 
based on uncertainty analysis [11].  Computational tools, i.e., finite element methods 
(FEMs), boundary element methods (BEMs), and finite difference methods (FDMs), 
provide approximate solutions as they discretize the domain of interest and the 
governing partial differential equations (PDEs). The characteristics of discretization, 
in conjunction with the BIL conditions, influence degree of approximation and 
careful convergence studies should be performed to establish correct computational 
solutions and modelling [12].  It should be noted that both analytical and 
computational solutions depend on material properties.  If material properties are 
well known, then solutions typically give correct results, providing convergence was 
achieved subject to properly specified BIL conditions; if material properties are not 
sufficiently known, in spite of having a good knowledge of other modelling 
parameters, erroneous results may be obtained [10].  Experimental tools, however, 
in contrast to analytical and computational tools, evaluate actual objects, subjected 
to actual/realistic operating conditions (including BIL conditions), and provide 
ultimate results characterizing objects being investigated. 

Until recently, this characterization was hindered by lack of a readily available 
methodology suitable for use in the development of emerging technologies (ETs).   
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However, building on recent advances in photonics, electronics, and computer 
technology, a novel optoelectronic methodology particularly suitable for 
quantitative studies of microsystems was developed [13].  This methodology 
remotely and noninvasively evaluates the systems of interest and produces full-
field-of-view results with very high spatial resolution and nanometer accuracy in 
near real-time; it also facilitates generation of animations of experimental results 
which display time-dependent 3D deformation fields due to thermal and/or 
mechanical/dynamic loads to which the components are subjected during a given 
characterization/measurement. 

Implementation of the optoelectronic methodology for development of ETs, as 
presented in this paper, is based on the use of samples described in Section 2. 

2   Representative MEMS Samples 

The following representative MEMS samples are used in this paper: 1) high 
rotational speed (HRS) microengine, 2) microgyroscope,  3) pressure sensor, and 
4) cantilever-type Ohmic-contact for a microswitch. 

The electrostatically driven HRS microengine, developed at Sandia National 
Laboratories (SNL) to operate at 1,000,000 revolutions per minute (rpm), was 
used, in one of its applications, to actuate micromirror devices [14], Fig. 3. 

 

 
 

Fig. 3. Sandia micromirror device actuated by electrostatically driven HRS microengine. 

 
The microgyroscope (aka MEMS gyroscope, or microgyro) sensor is a 

Coriolis-force electrostatic comb driven, tuning fork (i.e., differential pair) design 
[15] and is a fundamental microcomponent for development of inertial 
measurement units (IMUs).  In the configuration shown in Fig. 4, used in this 
study, a microgyro is actuated by electrostatic comb drives.  The comb drives, in 
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turn, are excited in such a way that the electrostatic forces they generate depend 
on lateral position(s) of the proof masses (i.e., shuttles).  The resulting (large) 
amplitude vibrations/oscillations, parallel to teeth of the comb drives, increase 
sensitivity of a microgyro and reduce errors from external forces.  Angular rate, 
with respect to the axis located in the plane of the shuttles, lifts one mass up and 
lowers the other mass down due to the Coriolis forces.  Capacitors, usually located 
below the shuttles, accurately sense these up and/or down motions.  The shuttles 
are mounted/attached to the substrate through suspension springs, Fig. 5.  The 
mode of operation where the shuttles move in opposite directions lowers 
sensitivity of a microgyro to linear acceleration.  The two vibrating shuttles, 
suspended by folded springs, are driven by electrostatic comb drives to maintain 
lateral in-plane oscillation. 

 

 
 

 

 

Fig. 4. Typical microgyro package (top left) 
and a representative inertial MEMS sensor 
(in the background). 
 

Fig. 5. Close-up of the shuttles and folded 
suspension springs, one spring is used in 
each of 4 corners of every proof mass/ 
shuttle. 
 

 

A MEMS pressure sensor, Fig. 6, utilizing polysilicon sensing technology, can 
provide high performance, long-term stability, and low overall cost of installation 
and operation [16].  In addition, safety and environmental concerns can increase 
the benefits of this sensor by reducing the potential of fugitive emissions through 
fewer process penetrations.  This unique polysilicon piezoresistive sensor (PPS) 
measures differential pressure (DP), absolute pressure (AP), and temperature (T) 
on a single chip. 

The PPS technology differs significantly from conventional single crystal 
technology in that it employs dielectric isolation, which allows consistent 
deposition of the polysilicon sensing diaphragms to a specific controllable 
thickness, and facilitates placement of multiple sensing diaphragms on a single 
chip, Fig. 7.  The diaphragm, which senses the applied DP, is shown in the center 
of the chip; it is some 160 µm wide, 650 µm long, its multilayer/multimaterial 
thickness is about 2 µm, and the cavity (providing overpressure protection) under 
the diaphragm is 0.9 µm deep. 
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Fig. 6. MEMS multivariable PPS package. 
 

Fig. 7. MEMS multivariable PPS that measures 
DP, AP and T on a single sensing chip. 
 

 

Deformations of a diaphragm are sensed by four piezoresistive bridge elements 
that are 0.4 µm thick and are electrically connected into the Wheatstone bridge 
configuration.  Determination of pressure from strains of the piezoresistors is 
based on computations relying on a number of material specific and process 
dependent coefficients that certainly can vary, which may lead to uncertainties in 
displayed results.  To establish an independent means for measurements by the 
PPS diaphragms and to validate the coefficients used, we have developed a hybrid 
methodology [17] for measurements and characterization of MEMS pressure 
sensors. 

The microswitch considered in this paper is a cantilever-type radio frequency 
(RF) MEMS switch [18], Fig. 8.  The figure shows a microcantilever-type contact 
of active length L fabricated parallel to a substrate in such a way that separation 
between the electrodes (one electrode is on a microcantilever and the other is 
directly below on top of a substrate) is de; for stable operation of a microswitch de 
should be at least 3 times greater than the contact gap distance dg.  During 
functional operation, voltage applied to the electrodes induces an electrostatic 
force that activates/actuates a microswitch [19]. The electrostatic force bends a 
microcantilever causing the contacts to touch (i.e., by reducing the gap distance, 
dg, to zero), which closes an electrical path (by making a cross bar to bridge/close 
an “opening”, defined by Lto in Fig. 8, in a trace usually located below the free end 
of a microcantilever) and facilitates propagation of an electrical signal.  As the 
activation/actuation voltage is released, elasticity of the microcantilever is used to 
return it to its original, or open, position (i.e., making dg>0).  Mechanically, the 
microcantilever of a switch behaves like a conventional cantilever [20].  In fact, 
traditional equations can be used to find microcantilever stiffness, natural 
frequency, pull-in voltage, and magnitude of the activation/actuation force.  The 
switch fabrication methods are particularly important because they dictate the 
material type, surface finish, texture, and overall size of the microswitch 
components (especially electrical interfaces of a microswitch).  Consequently, 
material properties have a direct influence on thermal management characteristics 
of a microswitch and its behavior under actual operating conditions [18].  In fact, 
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fabrication tolerances and accuracy of material properties have profound influence 
on dynamics as well as the thermomechanical performance of microswitches 
[18,21]. 
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Fig. 8. Geometry and dimensions of a cantilever-type microswitch. 

 
To develop a better understanding of dynamic behavior of microcantilevers, an 

extensive study of their vibration characteristics was conducted using bare base-
material as well as the material coated with metal layers of up to 30 nm thick on 
one side as well as on both sides [22]. 

3   ACES Methodology 

Effective development of structures, regardless whether they are macro- micro-, or 
nano-size, requires knowledge of design, analysis/simulation, materials, fabrication 
with special emphasis on packaging, and testing/characterization of the finished 
products [1-3,23,24].  These issues are best addressed via an integrated use of 
analytical, computational, and experimental solution (ACES) methodology [4]. 

ACES methodology [9,10] unifies the analytical, computational, and 
experimental solutions to obtain answers to problems where they would not be 
otherwise possible, to improve existing-results, or to validate data obtained using 
other methodologies. 

In the ACES methodology [4], the analytical results are obtained using a closed 
form solution, the computational results use either the finite element method 
(FEM), the finite boundary method (FBM), or the finite difference method (FDM) 
solutions, and the experimental results (typically) rely on the full-field-of-view 
(FFV) optoelectronic laser interferometric microscope (OELIM) system-based 
solutions, as discussed in Section 3.3.1. 

With the development of more and more complex, but smaller, structures we 
find that there are a great number of design variables that affect their manufacture 
and performance.  In the analysis of such structures, we find that experimental and 
theoretical models are equally important and equally indispensable for a 
successful development of viable, reliable, and low cost (i.e., affordable) products. 

Although computational models can provide accurate simulations of specific 
designs of RF MEMS switches [25-27], simple analytical models are sometimes 
preferred to develop an intuitive understanding of the behavior of these 
microswitches.  Also, the analytical models facilitate uncertainty analysis, which 
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are invaluable in determination of the influence that variations in different process 
parameters (specified by tolerances, aka uncertainties) defining a microswitch 
have on the nominal results produced by the particular analytical model [21].  

3.1   Analytical Solution 

An initial goal of the analysis of a microgyroscope (a microswitch, or other 
moving/dynamic structure) is to determine accelerations of all of its moving parts.  
Then, using Newton’s Second Law, forces acting on the microgyro (or a 
microswitch/structure) are calculated.  Once the dynamic forces are known, we 
can determine whether the microgyro (or a microswitch/structure) will perform as 
anticipated under expected operating conditions, or not. 

Dynamic forces are based on accelerations, both linear and angular.  In order to 
calculate accelerations we must first determine positions of all moving-
components in a microsystem for each increment of the input motion in a given 
cycle of operation.  Once equations defining positions are known, we differentiate 
them with respect to time to calculate velocities, and then differentiate again to 
obtain accelerations [8]. 

3.2   Computational Solution 

Computational modeling of MEMS can be performed using commercial simulation 
tools [28,29].  Parametric templates, utilizing, e.g., Python scripting, for modeling 
MEMS can be developed and utilized for in-depth understanding of the designed/ 
expected operation of microsystems. MEMS geometry, material properties, stress, 
contact forces, dynamic response, and other parameters can be investigated using the 
parametric templates to optimize performance.  Atmospheric conditions (including 
vacuum), geometry of MEMS, as well as optimized pull-down voltage profiles can 
be modeled to understand and optimize the dynamic damping conditions of a 
packaged or unpackaged MEMS [19]. 

The coupled electrostatics-structures-flow simulations can also be performed 
using CFD-ACE+ software because it has the necessary multiphysics capabilities 
including flow, heat-transfer, mechanics, and electrostatics [27], as summarized in 
Fig. 9.  All CFD-ACE+ capabilities are fully coupled to facilitate fast solution and 
determination of accurate results, Fig. 10. 

3.3   Optoelectronic Methodology 

The optoelectronic methodology, as presented in this paper, is based on the 
principles of optoelectronic holography (OEH) [7,13,30].  Basic configuration of 
the OEH system is shown in Fig. 11.  In this configuration, laser light is launched 
into a single mode optical fiber by means of a microscope objective (MO).  Then, 
the single mode fiber is coupled into two fibers by means of a fiber optic 
directional coupler (DC).  One of the optical fibers comprising the DC is used to 
illuminate an object, while the output from the other fiber provides reference 
against which the signals from the object are recorded.  Both, the object and the 
reference beams are combined by the interferometer (IT) and recorded by a system 
camera (CCD). 
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Fig. 9. Coupled multiphysics 
structure of CFD-ACE+ software 
for MEMS. 
 

Fig. 10. CFD-ACE+ coupling capabilities. 
 

 

 
 

Fig. 11. Single-illumination and single-observation geometry of a fiber-optic-based OEH 
system: LDD is the laser diode driver, LD is the laser diode, OI is the optical isolator, MO is 
the microscope objective, DC is the fiber optic directional coupler, PZT1 and PZT2 are the 
piezoelectric fiber optic modulators, IP is the image-processing computer, IT is the 
interferometer, OL is the objective lens, CCD is the camera, while K1 and K2 are the 
directions of illumination and observation, respectively. 

 
Images recorded using the CCD are processed by the system computer to 

determine the fringe-locus function, Ω(x,y), constant values of which define fringe 
loci on the surface of an object under investigation.  The values of Ω relate to the 
system geometry and the unknown vector L, defining displacements and 
deformations, via the relationship [31] 

 

( ) ( ) ( )[ ] ( ) ,,,, 12 LKLKK •=•−=Ω yx,yxyxyx    (1) 
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where K is the sensitivity vector defined in terms of vectors K1 and K2 identifying 
directions of illumination and observation, respectively, (i.e., geometry) of the 
OELIM system as illustrated in Fig. 11. 

Quantitative determination of structural displacements/deformations due to the 
applied loads can be obtained, by solving a system of equations similar to Eq. 1, to 
yield [31] 

 

[ ] ( ) ,
~~~ T1T Ω=

−
KKKL          (2) 

 

where 
T~

K represents a transpose of the matrix of the sensitivity vectors K.   
Equation 2 indicates that displacements/deformations determined from 

interferograms are functions of K and Ω, which have spatial, i.e., (x,y), 
distributions over the field of interest on an object being investigated.  Thus Eq. 2 
can be represented by a phenomenological relation [11] as 

 

( ) ,,Ω= KLL       (3) 

 
based on which the RSS-type (i.e., the square Root of the Sum of the Squares) 
uncertainty in L, i.e., Lδ , can be determined to yield 
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where KL ∂∂ / and Ω∂∂ /L  represent partial derivatives of L with respect to K 
and Ω, respectively, while δK and δΩ represent the corresponding uncertainties in 
K and Ω, respectively.  It should be remembered that K, L, and Ω are all functions 
of spatial coordinates (x,y,z), i.e., K = K(x,y,z), L = L(x,y,z), and Ω = Ω(x,y,z), 
respectively, when performing partial differentiations required to solve Eq. 4.  
After solution of Eq. 4, the result indicates that Lδ is proportional to a product of 
the local value of L with the RSS value of the ratios of the uncertainties in K and 
Ω to their corresponding local values, i.e., 
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For typical geometries of the OEH systems used in recording of interferograms, 
the values of KK /δ are less than 0.01.  However, for small deformations, the 
typical values of ΩΩ /δ are (usually) more than one order of magnitude greater 
than the values for KK /δ .  Therefore, the accuracy with which the fringe orders 
(based on which Ω values are calculated [31]) are determined influences the 
accuracy in the overall determination of displacements/deformations [32] and, as 
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such, is critical to implementation of this methodology for development of MEMS 
as discussed herein.   

Therefore, to minimize this influence, a number of algorithms for determination 
of Ω were developed.  Some of these algorithms require multiple recordings of 
each of the two states, in the case of double-exposure method, of the object being 
investigated with introduction of a discrete phase step between the recordings 
[3,33].  For example, the intensity patterns of the first and the second exposures, 
In(x,y) and I’n(x,y), respectively, in the double-exposure sequence, can be 
represented by the following equations [7]: 
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where Io(x,y) and Ir(x,y) denote the object and the reference beam intensities, 
respectively, with (x,y) representing spatial coordinates, Δφ(x,y) = φo(x,y)- φr(x,y) 
is the optical phase difference based on φo(x,y), denoting random phase of the light 
reflected from an object, and φr(x,y), denoting the phase of the reference beam, θn 
represents the discrete applied nth phase step, and Ω(x,y) is the fringe-locus 
function relating to the displacements/deformations that an object incurred 
between the first and the second exposures;  Ω is what we need to determine.  
When Ω is known, it is used in Eq. 2 to find L. 

In the case of the 5-phase-steps algorithm with θn=0, π/2, π, 3π/2, and 2π,  the 
distribution of the values of Ω(x,y) can be determined using [7] 
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Results produced by Eq. 8 depend on capabilities of the illuminating, the 
imaging, and the processing subsystems of the OEH system used in a specific 
application.  Developments in laser, fiber optic, CCD camera, and computer 
technologies have led to advances in the OEH methodology; in the past, these 
advances have almost paralleled the advances in the image recording media [34].  
These developments resulted in educational procedures [2] and led to MEMS 
education alliance [35].  

In response to the needs of the emerging MEMS technology, an optoelectronic 
laser interferometric microscope (OELIM) system for studies of objects with 
micron size features was developed [36,37], Fig. 12. 
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Fig. 12. OELIM configuration used herein. 

3.3.1   OELIM System 
In the OELIM system, Fig. 12, light beam produced by a laser illuminator is 
directed into a directional beam splitter cube, which produces an object beam that 
is sent into an interferometric objective with PZT phase stepper controlled 
microscope lens.  The lens, in turn, illuminates MEMS being investigated.  The 
particular characteristic of the configuration shown is that its specially designed 
interferometric objective has a long working distance providing ample space for 
installation of an environmental chamber and/or other loading device(s), as 
needed to characterize various MEMS. 

It should be noted that in the implementation of the OELIM system used in this 
study, the environmental chamber permitted simultaneous control of pressure/ 
vacuum, temperature (heating and cooling), as well as dynamic excitation (needed 
for vibrations) of the test samples being characterized/developed. 

In the configuration of Fig. 12 the object beam reflected by the MEMS passes 
back through the objective to the beam splitter cube where it is combined with a 
reference beam.  The two beams, recombined at the beam splitter, are imaged onto 
the sensing element of a CCD camera, which digitally records intensity 
distributions of the resulting interference patterns. These patterns are transferred 
to the system computer for subsequent quantitative processing to determine Ω(x,y) 
according to Eq. 8, which is needed to determine L based on the use of Eq. 2. 
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4   Representative Results 

The optoelectronic methodology described in the preceding Section was used to 
determine displacements and deformations of the MEMS samples described in the 
Section 2.  Results of these determinations are summarized in Sections 4.1 to 4.4, 
respectively. 

4.1   Motions of HRS Microengine 

Using the analytical model [8,13,32], forces acting on the microengine during its 
operation were calculated to be a nonlinear function of rpm indicating that the 
force increases at an increasing rate as the rotational speed of a microengine 
increases; for example this function indicates that at 6,000 rpm magnitude of the 
force acting on a connecting pin is 4 nN while at 500,000 rpm it is 27 μN. 

Forces generated during operation of a microengine, load the drive gear and make 
it wobble as it rotates around its shaft.  A unique capability to measure this wobble is 
provided by the OELIM methodology.  Typical results obtained for two different 
positions in a rotation cycle of the drive gear are shown in Fig. 13, where fringe 
patterns vividly display changes in magnitude and direction of the displacements of 
the microgears.  These displacements, based on the fringe patterns of Fig. 13 vary in 
magnitude from 0.8 μm to 1.7 μm, respectively; it should be noted that, in 
comparison with these displacements, thickness of gears is about 2 μm.  These 
variations in displacements are due to kinematics and kinetics caused by impulsive 
loading forces generated by the input signals during rotational/operational cycle.  In 
addition, the experimental results show that the wobble depends on the angular 
position in the rotation cycle, which can be related to the forces exerted on the drive 
gear by the pin during a typical operational cycle. 

 
 

 
 

 
 
 
 
 
 

Fig. 13. Representative OELIM fringe patterns recorded during the study of dynamic 
characteristics of microengines, at two different positions in a rotation cycle.  White lines 
indicate locations (a) and (b) where measurements of displacements, quoted in the text, 
were made. 

 
Operational functionality of a micromirror system depends also on the quality 

of motions of section AB of the hinged micromirror, Fig. 14.  OELIM was used to 
measure these motions by recording fringe patterns, Fig. 15, which were, in turn, 
interpreted to determine deformations/motions of the section AB of the 
micromirror, Fig. 16. 

(a) (b) 
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Fig. 14. Measurements were made on the 
AB section, 100 μm wide and about 400 μm 
long, of a hinged micromirror. 

 

Fig. 15. Representative OELIM fringe pattern 
of the AB section of a hinged micromirror, 
shown in Fig. 14. 

 
 

 
 

Fig. 16. Wireframe representation of absolute shape and deformations/motions of the 
section AB of a hinged micromirror, corresponding to the upright position displayed in Fig. 
3.  Measurements show that the micromirror displacements range from 0 μm at hinge B to 
113 μm at hinge A at which there is also a tilt of 18 mrad, based on results of Fig. 17. 

 
Using Fig. 16, detailed information about deformations/motions of a 

micromirror can be obtained, Fig. 17.  This figure displays traces that were made 
parallel to the long edges of section AB of the micromirror.  Noticeable 
differences between the two traces were measured and led to estimate of a tilt of 
18 mrad at the hinge A. 
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Fig. 17. Vertical displacements (Z-POSITION) of section AB as a function of position 
along the length (X-POSITION) of a micromirror as determined from traces parallel to the 
long edges of the wireframe display of Fig. 16, resulting tilt of 18 mrad was determined at 
hinge A (on the left side) of section AB shown in Fig. 14. 
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4.2   Deformations of a Microgyroscope 

Deformations of proof masses/shuttles were measured during operation of a 
microgyroscope. In this application, interferograms were recorded stroboscopically 
while microgyros were driven at their operating frequencies.  To facilitate these 
recordings, the optoelectronic system was set up to be sensitive to the out-of-plane 
motions.  Representative interferograms, corresponding to deformations of the left 
shuttle, while a microgyro was operating at 10.1 kHz are shown in Fig. 18.  
Observation of the fringe patterns of this figure clearly indicates asymmetry in 
deformations of the proof mass(es) of a microgyroscope.  This can be related to 
structural design and suspension of the shuttles as well as to the way that 
electrostatic forces affect their motions and deformations.  A representative 
display of deformations of the left shuttle of a microgyro operating at 10.1 kHz, 
during a specific instant in a vibration cycle, is given in Fig. 19, indicating 
deformations ranging up to 212 nm, which ideally should not exist.  However, the 
deformations/motions were measured, in this case, to be orders of magnitude 
greater than typical (magnitudes of) motions of the proof masses due to the 
Coriolis forces. 
 

 
 

 
 

 

Fig. 18. Representative OELIM fringe patterns of the 
left shuttle, at different times in a vibration cycle, 
while a microgyro is operating at 10.1 kHz. 

 

Fig. 19. The out-of-plane 212 nm 
deformation component of the left 
shuttle, based on Fig. 18. 

 
 

Accuracy and precision of a microgyro depends on the quality of its 
suspension.  This suspension is provided by folded springs attached, at one end, to 
proof masse/shuttle and, at the other end, to a post forming a part of a substrate, 
Fig. 20a.  Any deformations of the springs that are not in response to functional 
operation of a sensor will cause an incorrect (i.e., erroneous) output.  For example, 
thermomechanical distortions of a package affect shape of posts and these, in turn, 
lead to undesired deformations of the springs and erroneous results produced by a 
sensor supported by these springs [3].  Because of the nanoscale of these 
deformations and microsize objects over which they take place, it was not until the 
advancement of optoelectronic metrology that such deformations were quantified 
in the FFV, Fig. 20.  This figure shows that the thermomechanical deformations of 
a post are on the order of 40 nm [37]. 

Functional operation of MEMS microgyros (usually) depends on motion of a 
proof mass in response to an applied load.  The proof masses of a microgyro are 
(typically) suspended by folded springs: one spring in each corner of a proof  
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Fig. 20. OELIM measurements of thermomechanical deformations of a post in a 
microgyro: (a) dual shuttle configuration with the rectangle indicating one of the posts, (b) 
interference fringe pattern over the post section selected in part (a), (c) contour 
representation of deformations corresponding to the fringe pattern shown in part (b) - 
horizontal line HH indicates the trace along which deformations of the post were 
determined, (d) deformations determined along the line HH of part (c). 

 
 

mass/shuttle, Fig. 5.  Because of advances in design, suspension springs that have 
several folds (or turns) were implemented.  These multi-fold spring configurations 
allow compact design of MEMS, which facilitates a fast response.  Figure 21 
displays representative deformations of the upper-right folded spring supporting 
the left proof mass of a microgyro, as measured using the OELIM methodology 
[38].  These deformations are about 300 nm, over the section of the microgyro 
displayed in the figure.  More specifically, the folded spring, shown in Fig. 21, 
deforms approximately 126 nm between the point where it is attached to the post 
and the point of its attachment to the proof mass.  The proof mass itself has the 
deformation of about 174 nm.  To mitigate adverse effects of packaging, new 
design/fabrication approaches are being developed [39]. 

 

 
 

Fig. 21. OELIM measured thermomechanical deformations of the upper-right section of the 
left proof mass of a MEMS gyroscope, Fig. 5, maximum deformation is 300 nm: 2D 
contour representation. 
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4.3   Deformations of a Pressure Sensor 

Using the specially designed test fixture, the MEMS PPSs were subjected to high 
pressure side (HPS) and low pressure side (LPS) loads [17,40].  These loads 
ranged from the rest (i.e., reference) pressure, set at atmospheric, up to 100 psig 
[41].  Representative OELIM fringe patterns, corresponding to deformations of the 
diaphragms subjected to these loads, are shown in Figs 22 and 23. 

It should be noted that the absolute shapes of the diaphragms at rest, Figs 22a 
and 23a, influence their response to the applied pressures.  That is, deformed 
shapes of a specific diaphragm are different under HPS and LPS loads of the same 
magnitude as, e.g., can be seen comparing Figs 22b and 23b.  Both of these figures 
show OELIM fringe patterns of the diaphragms subjected to the loads having the 
magnitude of 10 psig.  Based on previous studies [17], deformations of the 
diaphragms due to HPS and LPS loads of this magnitude are unobstructed.  Yet, 
the fringe patterns vividly indicate different deformation patterns because of 
influence that the initial shape, due to the residual stresses that developed while 
fabricating these MEMS, has on their operational performance.  

Clearly, as the load magnitudes increase so do the deformations of the diaphragms. 
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Fig. 22. Representative OELIM fringe patterns 
corresponding to the HPS loadings of: (a) 0 
psig (rest state), (b) 10 psig, (c) 20 psig, (d) 40 
psig, (e) 80 psig, and (f) 100 psig. 

Fig. 23. Representative OELIM fringe patterns 
corresponding to the LPS loadings of: (a) 0 
psig (rest state), (b) 10 psig, (c) 20 psig, (d) 40 
psig, (e) 80 psig, and (f) 100 psig. 
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Figure 22c shows that at the HPS load of 20 psig the diaphragm has already 
reached the bottom of the cavity and rests on it.  Increasing pressure beyond 20 
psig flattens the diaphragm and makes its sides steeper as displayed by 
corresponding fringe patterns.  Also, the diaphragm begins to fill the etch holes 
located at the bottom of the cavity, as can be seen from the fringe patterns.  This is 
also illustrated in Fig. 24 showing deformations measured along the longitudinal 
line LL through the center of the diaphragm subjected to the HPS load of 100 psig, 
for which the OELIM fringe pattern is displayed in Fig. 22f. 

Examination of Fig. 23 shows that, because there is no mechanical stop on the 
LPS, the diaphragm deforms without any obstructions reaching maximum 
deformation/displacement of 3.458 μm at the LPS load of 100 psig (Fig. 23f).  
This result is in good correlation with the maximum deformation/displacement of 
3.724 μm determined computationally using the FEM model, Fig. 25; 
representative von Mises stress field, based on the FEM half-model, is displayed 
in Fig. 26. 
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Fig. 24. Deformations of a DP diaphragm along the longitudinal line LL through the center 
of a diaphragm, corresponding to the HPS load of 100 psig (see Fig. 22f). 

 
 

  

Fig. 25. Representative 3D deformations of 
a DP diaphragm subjected to the LPS load 
of 100 psig, based on the FEM analysis, 
half-model representation was used because 
of the design symmetry of the sensor. 

 

Fig. 26. Representative von Mises stress field 
of a multilayer DP diaphragm subjected to 
the pressure of +10 psig, based on the FEM 
analysis, half-model representation was used 
because of the design symmetry of the 
sensor. 
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Previous results, determined along the longitudinal lines through the center of 
the diaphragm, indicate that the deformations at rest range from –20 nm to +90 
nm, for the PPSs considered [40].  Furthermore, at the positive and the negative 
differential pressures of the magnitude of 10 psig, these deformations are +813 nm 
and –792 nm, respectively, i.e., they display a 21 nm difference, although 
(according to the fundamental theories) they should be identical, i.e., the 
difference should be 0.  This data is essential for proper quantitative interpretation 
of the signals produced by a MEMS PPS. 

Using OELIM methodology, deformations of a PPS diaphragm can be 
measured as a function of increments in pressure, both, along the longitudinal and 
transverse lines, LL and TT, respectively, to facilitate their correlation [40].   

FEM model of a MEMS PPS was developed in this study [40].  This model 
incorporates the multilayer structure of a diaphragm and accounts for material 
properties of each layer.  It also incorporates the strain gages and their operational 
characteristics.  Because of the design symmetry of the sensor, half-model of the 
diaphragm was used to facilitate/speed up the solution of cases considered. 

The FEM model was used to determine response of a PPS to a variety of the 
applied pressure and temperature conditions.  It was also used to study the 
structure of a diaphragm and the effects that the strain gauges have on its response 
to the applied pressure and temperature loads [41].  Comparison of the 
computational and experimental results on MEMS PPSs shows good correlation, 
well within the uncertainty limits. 

4.4   Deformations of a Cantilever Microcontact 

MEMS RF switches present a promising technology for high-performance 
reconfigurable microwave and millimeter wave circuits [42].  Low insertion loss, 
high isolation, and excellent linearity provided by MEMS switches offer 
significant improvements over an electrical performance provided by conventional 
p-i-n diode and metal-oxide semiconductor field-effect transistor (MOSFET) 
switching technologies.  These superior electrical characteristics permit design of 
MEMS switched high-frequency circuits not feasible with semiconductor 
switches, such as high-efficiency broadband amplifiers and quasi-optic beam 
steering arrays.  In addition, operational benefits arise from low power 
consumption, small size and weight, and integration capability of modern RF 
MEMS switches. 

Effective computational simulation of an RF MEMS switch must 
simultaneously combine different loads including, but not limited to, the 
following: electromagnetic, electrostatic, thermal, mechanical, and aeroelastic 
[19].  A representative result of such computational multiphysics modeling is 
shown in Fig. 27, which indicates damping effects of air “surrounding” a 
microswitch in its package. 

In some applications, the damping effects displayed in Fig. 27 help control 
switch dynamics and enhance tribological characteristics of the microcontacts; in 
others, they adversely affect performance of the microcontacts [23]. 
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Fig. 27. Computational multiphysics simulation of an RF MEMS contact closure at 
atmospheric conditions: 3D representation of air damping. 

 
Prototype microcantilever beams were fabricated and their dynamic 

characteristics were determined in real-time using optoelectronic methodology 
[22].  For example, results were obtained for the 350 μm long microcantilevers.  
Representative fringe patterns, corresponding to the first three flexure/bending 
modes are shown in parts (a) displayed in Figs 28 to 30, respectively; these figures 
exhibit maximum deformations ranging from about 3 μm down to 870 nm as 
frequency increases from 14.57 kHz to 261.4 kHz; however using different 
samples deformations of picometer (pm) magnitudes were recorded in a previous 
study [24]. 

 

    
 

Fig. 28. OELIM measurements of a vibrating MEMS cantilever – resonating at 14,570 Hz 
corresponding to the first flexure mode: (a) time-average fringe pattern, (b) mode shape 
based on the fringe pattern of part (a) exhibiting maximum deformation of 2.96 μm. 
 

  
 

Fig. 29. OELIM measurements of a vibrating MEMS cantilever – resonating at 92,570 Hz 
corresponding to the second flexure mode: (a) time-average fringe pattern, (b) mode shape 
based on the fringe pattern of part (a) exhibiting maximum deformation of 1.68 μm. 

(b) (a) 

(b) (a) 
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Fig. 30. OELIM measurements of a vibrating MEMS cantilever – resonating at 261,400 Hz 
corresponding to a complex third flexure mode: (a) time-average fringe pattern, (b) mode 
shape based on the fringe pattern of part (a) exhibiting maximum deformation of 870 nm. 

 
Quantitative interpretation of these fringe patterns shows mode shapes included 

as part (b) of Figs 28 to 30.  The corresponding frequencies of the three modes 
displayed show good correlation with the frequencies determined analytically, 
well within the uncertainty limits [43].  More specifically, fundamental resonance 
frequencies for the first three bending modes of the microcantilevers considered 
herein can be expressed as 14.57±1.72 kHz, 92.57±10.72 kHz, and 261.40±30.02 
kHz, for the results displayed in Figs 28 to 30, respectively. 

Following procedures used to obtain representative results shown in this 
Section, displacements, deformations, and motions of other MEMS and structures 
can be determined. 

5   Conclusions and Future Work 

An optoelectronic methodology for micro- and nano-scale measurements was 
presented.  Suitability of this methodology in experimental mechanics on the 
micro/nanoscale was demonstrated by applications to representative MEMS 
[23,44], deformations of the maximum magnitude ranging from pm to hundreds of 
μm were measured on MEMS samples that were considered. 

The methodology is applicable under static and dynamic conditions.  In this 
paper, its applicability was illustrated by use of four representative MEMS 
samples: microengine, microgyroscope, pressure sensor, and a cantilever-type 
Ohmic-microswitch.  Deformations of these representative MEMS samples were 
from picometers to a few hundred μm, depending on the specific operating 
conditions and nature of the MEMS considered.  Theoretical results correlated 
with the experimental results well within the criteria specified by the uncertainty 
analysis.  Validated correlations will lead to establishment of “design by analysis” 
methodology for efficient and effective developments of structures, which is 
becoming more and more necessary especially as consequences of MEMS 
reliability assessments are being considered/resolved [45,46]. 

All in all, representative results presented in this paper indicate that the 
optoelectronic methodology is a viable tool for micro- and nano-scale measurements, 

(b) (a) 
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as such it is particularly useful for development of MEMS, especially while 
considering MEMS reliability assessment.  In fact, this author strongly believes that 
this methodology may become a differentiating factor in developments of reliable 
and durable MEMS for high-performance applications to satisfy ever increasing 
requirements especially those relating to the Q-factor [21] discrimination. 

Based on a recent publication [47] we should expect to witness an increasing 
activity in the field of microsystems technology.  More specifically, MEMS-based 
products made in 2005 had an estimated value of about $8 billion, 40% of which 
was in microsensors while the balance was for products that include 
micromachined features such as ink jet printers, catheters, and RF IC chips.  
Currently, the MEMS related activities, judging by global distribution of MEMS 
fabrication facilities, shown in Fig. 31, are approximately 40% in North America, 
40% in Europe, and about 20% in Asia. 

 

 
 

Fig. 31. Global distribution of MEMS fabrication facilities. 

 
Growth projections for MEMS-based products follow an exponential curve [47] 

with value of products rising to $40 billion in 2015 and to $200 billion in 2025.  
This is a projected 25-fold growth of MEMS products during the 20-year period 
from 2005 to 2025! 
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Abstract. A new renaissance in the field of Experimental Mechanics is well 
underway because of the recent technologies developed for Nano-Engineering. 
There are many challenges to face and overcome when going from the macro 
world to the manipulation of nano-objects. In the macro world, with the 
experience gained in the last century and the development of numerical 
techniques, Experimental Mechanics has changed its initial role of an analogical 
tool to solve difficult differential equations to a complementary methodology to 
support numerical techniques in handling complex boundary condition effects in 
static or dynamic problems. Experimental Mechanics is also a very important tool 
in materials science research. With the introduction of Nano-Engineering, 
Experimental Mechanics has experienced a vast expansion in its applications to 
understand an almost completely new field where both basic physical properties 
that have a well established statistical meaning in the macro world and 
fundamental formulations require a revision and in many cases new theoretical 
developments.  

Since theories must be supported by experimental evidence, Experimental 
Mechanics represents a necessary basic tool to lay the foundations to 
understanding properties and behavior of materials at the nano-level. There are 
well established tools that allow events at the nano-level to be observed: for 
example, X-rays with new developments in holographic interferometry done with 
X-rays. Electron microscopy also has been extended to the field of holographic 
interferometry. Optics with its versatile photons appears also as a promising tool 
in many cases where X-rays or electron microscopy become difficult or 
impossible to apply. However, the classical resolution limitations confined for a 
long while optics to be used in the range of hundreds of nanometers. New recent 
developments have opened a new window of opportunity for optical techniques to 
be applied in the nano-range. This chapter will cover these recent developments. 
The essential theoretical aspects that make it possible to go beyond the classical 
resolution limits as well as their application in engineering problems such as 
metrology, surface topography and strain determinations will be presented. 
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1   Introduction and Theoretical Background 

This paper is devoted to the description of methods developed to apply visible 
radiation optics at the nanometric level and to the procedures of data analysis to 
retrieve the information contained in the images. Classical optics has limitations 
on the resolution that can be achieved utilizing optical microscopy in the 
observation of events taking place at the sub-micron level, i.e. to a few hundreds 
of nanometers. To overcome this limitation, a new methodology was developed. 
The adopted solution is to apply non conventional methods of illumination. These 
new methods are made possible by the emission of coherent light by the objects 
that are under analysis. This is done through the phenomenon of light generation 
produced by electromagnetic resonance. Object self-luminosity is the consequence 
of electromagnetic resonance. Why self-luminosity may help us to increase 
resolution? The light generated in this way has particular properties that are not 
present in the light sent by an object that results from external illumination. The 
produced wave fronts can travel long distances or go through an optical system 
without the diffraction changes experienced by ordinary wave fronts [1-3].  

1.1   Properties of Evanescent Waves 

The self generation of light is achieved through the use of total internal reflection 
(TIR). At the interface between two media such that the index of refraction of 

medium 1 is larger than the index of refraction of medium 2 (i.e. 21 nn > ), if a 

light beam is incident with an angle crit,ii θ>θ , a total reflection of the beam, in 

which essentially all of the light is reflected back into the first medium, takes place 
(Fig. 1a). Even though the light no longer propagates into the second medium, there 
is a small amount of penetration of the electromagnetic field across the interface 
between the two media. In the vector form solution of the Maxwell equations, it is 
possible to show that under the condition of total reflection the electromagnetic field 
does not disappear in the second medium [4]. However, there is no energy exchange 
with the second medium. The components of the electromagnetic field transmitted in 
the second medium, vectors E and H, depend on [4]:  
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where the relative index of refraction is defined as 1212 n/nn = .  

The intensity of the field decays by 1/e at the distance from the interface equal to: 
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Under this condition a particular type of waves are produced in the interface  
(Fig. 1a). These waves are called evanescent waves and travel at the interface 
decaying exponentially in the second medium at a depth that is a fraction of the 
wavelength of the utilized light as shown by Eq. (2). The decay of electromagnetic 
field is sketched in Fig. 1a. 

 

i,crit

Incident beam Totally reflected beam

n1

n2<n1Evanescent
wave
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Incident beam Totally reflected beam 

n1

n2<n1

E(z)/Eo

z Scattered waves

 
 

Fig. 1. a) Principle of formation and characteristics of evanescent waves; b) Propagation in 
a dielectric medium. 

 

 
As was said before, the electromagnetic field of the evanescent waves does not 

propagate light in the second medium. However, if a dielectric medium or a 
conducting medium comes in contact with the evanescent field, light is emitted by 
the medium itself. This interaction depends on the properties, size and geometry of 
the medium. In the case of a dielectric medium, through Rayleigh molecular 
scattering, light is emitted in all directions as illustrated in Fig. 1b. The light 
emission is a function of the electronic configuration of the medium. If the 
medium is a metal, the Fermi’s layer electrons produce resonances called 
plasmons. The effect is reversible, photons can generate plasmons, and the 
decaying plasmons generate photons. In the case of very small dielectric objects, 
the resonance takes place at the level of the bound electrons. The actual 
dimensions of the crystal determine the different resonances and light at 
frequencies different from the frequency of illuminating light is generated. 

According to the Quantum Mechanics principle of preservation of momentum 
for the photons, some of the energy of the incident beam continues in the second 
medium (the direction indicated by the blue arrow in Fig. 1b). 

1.2   Super-Resolution 

In the preceding paragraphs there were outlined the basic physical processes 
required for light generation in an object that is within the region of influence of 
evanescent fields. Now the effect of self illumination in the generation of super-
resolution images has to be considered. In general, the possibility of getting higher 
resolutions depends on the energy available and on the detector spatial frequency 
capability. This result was foreseen by Toraldo di Francia [5] when he postulated 
that the resolution of an optical system could be increased almost continuously 
beyond the classical Rayleigh’s diffraction limit, provided that the necessary 
energy to achieve these results is available. When Toraldo di Francia [6] presented 
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this original work it was argued that his proposed super-resolution approach 
violated the Heisenberg uncertainty principle. In the discussion presented in [6] 
the arguments using the Heisenberg principle, arguments that are included in 
many text books of Optics, can be easily dismissed because they are based on the 
wave function of a single photon while one is dealing with the wave function of 
millions of photons. The question can be summarized in the following way [7]. If 
ΔE is the amount of energy invested in an observation and Δx is a distance to be 
measured, the Heisenberg principle can be stated as follows: 

 

                                                   
2

hc
xE ≥ΔΔ                    (3) 

 

where h is the Planck’s constant, c is the speed of light. This equation tells us that 
by increasing the energy there is no limit to the smallness of the distance that can 
be measured. From the practical point of view, it implies that increases in 
smallness of the distance that one wants to obtain will require enormous increases 
in the energy that has to be invested. This is because in Eq. (3) there is a large 
factor: the speed of the light c. From a more direct type of approach, one can say 
that information is encoded in the interference patterns of the evanescent wave 
fronts transformed into propagating wave fronts. Whatever signal can be 
recovered above the noise level, it will contain some type of information that may 
be extracted within certain practical limits that have been analyzed. This is a 
general argument that applies to all types of electromagnetic radiation. 

There is another important application of the Heisenberg principle that is more 
relevant to the topic of this chapter and has been pointed out by Vigoureux [8]. 
This relationship is: 

 

                                                     πΔΔ 2kx x >                  (4) 
 

The wave propagation vector has two components xk and yk . In Eq. (4), xk  is 

the wave vector component in the x-direction. Vigoureux shows that for waves 
propagating in the vacuum Eq. (4) leads to the Rayleigh limit of λ/2. In order to go 

beyond the λ/2 limit, one must have values of xk  falling in the field of evanescent 

waves. Therefore, to capture evanescent waves is an effective approach to getting 
super-resolution. This conclusion is in agreement with the conjecture made by 
Toraldo di Francia in 1952.  

A further mathematical argument can be made by resorting to a Fourier 
expansion of the solution of Maxwell equations. In the classical optics scheme of 
plane-wave solutions of the Maxwell equations, monochromatic waves with 
definite frequencies and wave numbers are considered. This idealized condition 
does not apply in the present case. One can start from the Fourier solution of the 
Maxwell equations in the vector field (time-space): 
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where: E(x , τ ) is the scalar representation of the propagating electromagnetic 
field, x is the direction of propagation of the field, τ is the time, A(k) is the 
amplitude of the field, k is the wave number 2π/λ, ω(k) is the angular frequency. 
A(k) provides the linear superposition of the different waves that propagate and 
can be expressed as: 
 

                                              A(k) π2=  δ(k-ko)                                          (6) 
 

where δ(k-ko) is the Dirac’s delta function. This amplitude corresponds to a 

monochromatic wave, that is: E(x,τ)= τω )k(i_ikxe . If one considers a spatial pulse 
of finite length (see Fig. 2a), at the time τ=0, Ε(x,0) represents (see Fig. 2c) a 
finite wave-train of length Lwt where A(k) is not a delta function but a function 
that spreads a certain length Δk (Fig. 2b). The dimension of Lwt depends on the 
analyzed object size. In the present case, objects are smaller than the wavelength 
of the light. 

 

 
                        a)                                           b)                                     c) 
 

Fig. 2. a) Harmonic wave train of finite extent Lwt; b) Corresponding Fourier spectrum in 
wave numbers k; c) Representation of a spatial pulse of light whose amplitude is described 
by the rect(x) function. 

 
In Ref. [9], it is stated that if Lwt and Δk are defined as the RMS deviations 

from the average values of Lwt and Δk evaluated in terms of the intensities 
2

)0,x(E and 
2

)k(A , then it follows: 
 

                                                 
2
1

kLwt ≥Δ                                                   (7) 

 

Since Lwt is very small, the spread of wave numbers of monochromatic waves 
must be large. Hence there is a quite different scenario with respect to the classical 
context in which the length Lwt is large when compared to the wavelength of light. 

In order to simplify the notation, one can reason in one dimension without loss 
of generality. The spatial pulse of light represented in Fig. 2c is defined as 
follows:  
 

                                           )x(rectA)x(A o=                       (8) 
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where: 
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The Fourier transform of A(x) is equal to sinc(x). The Fourier transform of  
the light intensity [A(x)]2 is hence [sinc(x)]2. To the order 0 it is necessary to add 
the shifted orders ±1. The function A(x± Δx) can be represented through the 
convolution relationship: 

 

                    'dx)xx()'x(A)xx(A ⋅Δ±δ⋅=Δ± ∫
+∞
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          (10) 

 

where x’=x± Δx. The Fourier transform of the function A(x ± Δx) will be: 
 

              
x)]2/x(f2[i xe)f(A)]xx(A[FT x         (11) 

 

where fx is the spatial frequency. The real part of Eq. (11) is: 
 

           x)]2/x(f2[osc)f(A]xx(A[FTRe xx              (12) 
 

By taking the Fourier transform of Eq. (12), one can return back to Eq. (10).  
For the sake of simplicity, the above derivations have been done in one 

dimension but can be extended to 3-D. Brillouin [10] has shown that for a cubic 
crystal the electromagnetic field can be represented as the summation of plane 
wave fronts with constant amplitude as it has been assumed in Eq. (5). In such 
circumstances the above derivation can be extended to 3-D and can be applied to 
the components of the field in the different coordinates. 

2   Applications to Nanometrology 

The initial approach to the utilization of evanescent field properties was the 
creation of near-field techniques. In the near-field techniques, a probe with 
dimensions in the nano-range detects the local evanescent field generated in the 
vicinity of the objects that are observed. The following alternative approach to the 
classical near-field techniques has been utilized in this paper: 
 

a) Using diffraction through the equivalent of a diffraction grating or to 
generate directly an ample spectrum of k vectors by means of a diffraction grating; 

b) Creating a Fabry-Perot type cavity; 
c) Exciting the objects to be observed with the evanescent fields so that the 

objects become self-luminous. 
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The light generated in this way has the particular property of propagating through 
space and optical instruments without the common diffraction effects experienced 
by ordinary wave fronts [1-3]. 

The self generation of light by small single crystals of sodium chloride has been 
utilized to produce the equivalent of Fourier type holograms [11]. 

2.1   Observation of Nano-crystals and Nano-spheres 

Figure 3 shows the schematic representation of the experimental setup. Following 
the classical arrangement of TIR, a helium-neon (He-Ne) laser beam with nominal 
wavelength 632.8 nm impinges normally to the face of a prism designed to 
produce limit angle illumination on the interface between a microscope slide 
(supported by the prism itself) and a saline solution of sodium-chloride contained 
in a small cell supported by the slide. Consequently, evanescent light is generated 
inside the saline solution.  

The objects observed with the optical microscope are supported by the upper 
face of the microscope slide. Inside the cell filled with the NaCl solution there is a 
polystyrene microsphere of 6 μm diameter. The microsphere is fixed to the face of 
the slide through chemical treatment of the contact surface in order to avoid 
Brownian motions. The polystyrene sphere acts as a relay lens which collects the 
light wave fronts generated by the nano-sized crystals of NaCl resting on the 
microscope slide. More details on the polystyrene sphere and the saline solution 
properties are given in Table 1. 

 

 
 

Fig. 3. Experimental setup to image nano-size objects using evanescent illumination. Two 
CCD cameras are attached to a microscope in order to record images: monochromatic, 
color. 
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The observed image is focused by an optical microscope with NA=0.95 and 
registered by a monochromatic CCD attached to the microscope. At a second port, a 
color camera records color images. The CCD is a square pixel camera with 
1600x1152 pixels. The analysis of the image recorded in the experiment has been 
performed with the Holo Moiré Strain Analyzer software (HoloStrain™), Ref. [12]. 

 

Table 1. Details on polystyrene microsphere and saline solution 

Parameter Value Note 
Polystyrene microsphere 

diameter Dsph 
6 ± 0.042 μm Tolerance specified by the 

manufacturer 
Polystyrene microsphere 

refraction index np 
1.57 ± 0.01 Value specified by the 

manufacturer 
Saline solution  

refraction index ns 
1.36 Computed from NaCl 

concentration for the nominal 
wavelength of λ=590 nm 

2.2   Generation of Multi-k Vector Fields 

Figure 4 shows the process of generation of the evanescent beams that provide the 
energy required for the formation of the images. The optical setup providing the 
illumination is similar to the setup originally developed by Toraldo di Francia to 
prove the existence of evanescent waves and described in Ref. [6]. A grating is 
illuminated by a light beam at the limit angle of incidence θc. A matching index 
layer is interposed between the illuminated surface and a prism which is used for 
observing the propagating beams originated on the prism face by the evanescent 
waves. In the original experiment conducted by Toraldo di Francia, the diffraction 
orders of the grating produced multiple beams that by interference generated the 
fringes observed with a telescope. In the present case, the interposed layer 
corresponds to the microscope slide. Although the microscope slide does not have 
exactly the same index of refraction of the prism, it is close enough to fulfill its 
role.  

The diffraction effect is produced by the residual stresses developed in the 
outer layers of the prism. The multiple illumination beams are the result of 
residual stresses in the outer layers of the prism. In Ref. [13], there is a detailed 
analysis of the formation of interference fringes originated by evanescent 
illumination in presence of residual stresses on glass surfaces. The glass in the 
neighborhood of the surface can be treated as a layered medium and the fringe 
orders depend on the gradients of the index of refraction. In Ref. [14], there is a 
more extensive analysis of the role played by birefringence in the present 
example. 

Figure 4 provides a schematic representation of the process of illumination of 
the observed nano-objects. The laser beam, after entering the prism, impinges on 
the prism-microscope slide interface, symbolically represented by a grating, where 
it experiences diffraction. The different diffraction orders enter the microscope 
slide and continue approximately along the same trajectories determined by the 
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diffraction process. The slight change in trajectory is due to the fact that the 
indices of refraction of the prism and the microscope slide are slightly different. 
As the different orders reach the interface between the microscope slide and the 
saline solution, total reflection takes place and evanescent wave fronts emerge into 
the solution in a limited depth that is a function of the wavelength of the light as 
shown in Eq. (2). 

 

 
 

Fig. 4. Model of the interface between the supporting prism and the microscope slide as a 
diffraction grating causing the impinging laser beam to split into different diffraction orders. 

 
Since the wave fronts have been originated by artificial birefringence, for each 

order of diffraction there are two wave fronts: the p-polarized and the s-polarized 
wave fronts. Upon entering the saline solution these wave fronts originate 
propagating wave fronts that produce interference fringes.  

 

 
 

Fig. 5. System of fringes observed in the image of the 6 μm diameter polystyrene sphere. 
Dotted circle represents the first dark ring in the particle diffraction pattern  
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Figure 5 shows the diffraction orders corresponding to one family of fringes 

that were extracted from the FT of the image captured by the optical system and 
contains the diffraction pattern of the microsphere that acts as a relay lens. Since 
these wave fronts come from the evanescent wave fronts, their sine is a complex 
number taking values greater than 1. Figure 5 includes also the image extracted 
from the FT of the central region of the diffraction pattern of the microsphere (the 
first dark fringe of the microsphere diffraction pattern is shown in the figure) and 
shows the presence of the families of fringes that were mentioned previously. The 
fringes form moiré patterns that are modulated in amplitude in correspondence of 
the loci of the interference fringes of the microsphere. A total of 120 orders have 
been detected for this particular family [15]. These wave fronts play a role in the 
observation of the sodium-chloride nano-crystals contained in the saline solution. 

Figure 6 shows the schematic representation of the optical circuit bringing the 
images to the CCD detector. The observed patterns are not images in the classical 
sense. Therefore, the meaning of the concept of “super-resolution” must be 
explained with respect to the present context.  

 

 
 

Fig. 6. Schematic representation of the optical system leading to the formation of lens 
hologram: 1) Prismatic nano-crystal; 2) Wave fronts entering and emerging from the 
polystyrene micro-sphere acting as a relay lens; 3) Wave fronts arriving at the focal plane of 
the spherical lens; 4) Wave fronts arriving at the image plane of the CCD. The simulation of 
the overlapping of orders 0, +1 and -1 in the image plane of the CCD is also shown. 
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It can be seen that different diffraction orders emerge from the interfaces of the 
crystals and the supporting microscope slide. These emerging wave fronts act as 
multiplexers creating successive shifted images of the object. Let us assume that 
we look at a prism (Fig. 6, Part 1) approximately parallel to the recording CCD 
image plane. Successive shifted luminous images of the prism are then recorded. 

It is possible to prove that the main energy is concentrated in the zero order and 
the first order [11]. These orders overlap in an area that depends on the process of 
formation of the image (see Fig. 6). The order 0 produces an image on the image 
plane of the optical system, that is centered at a value x of the horizontal 
coordinate. Let us call S(x) this image. The order +1 will create a shifted image of 
the particle, S(x-Δx). The shift implies a change of the optical path between 
corresponding points of the surface. In the present case, the trajectories of the 
beams inside the prismatic crystals are straight lines and the resulting phase 
changes are proportional to the observed image shifts. Therefore, the phase change 
can be written as:  

 

                            [ ])xx(S)x(SK)x,x( __
p Δ=ΔφΔ                            (13) 

 

where Kp is a coefficient of proportionality. Equation (13) corresponds to a shift of 
the image of the amount Δx. If the FT of the image is computed numerically, one 
can apply the shift theorem of the Fourier transform. For a function f(x) shifted by 
the amount Δx, the Fourier spectrum remains the same but the linear term ωspΔx is 
added to the phase: ωsp is the angular frequency of the FT. It is necessary to 
evaluate this phase change. The shift can be measured on the image by 
determining the number of pixels representing the displacement between 
corresponding points of the image (see Fig. 6, Part 4). Through this analysis and 
using the Fourier Transform it is possible to compute the thickness t of the prism 
in an alternative way to the procedure that will be described in the following. 
These developments are a verification of the mechanism of the formation of the 
images as well as of the methods to determine prism thickness [11]. 

2.3   Formation of Holograms at the Nano-scale 

Let us now consider the quasi-monochromatic coherent wave emitted by a nano-
sized prismatic crystal. The actual formation of the image is similar to a typical 
lens hologram of a phase object illuminated by a phase grating [16]. The Fourier 
Transform of the image of the nano-crystal extended to the complex plane is an 
analytical function. If the FT is known in a region, then, by analytic continuation, 
F(ωsp) can be extended to the entire domain. The resolution obtained in this 
process is determined by the frequency ωsp captured in the image. The image can 
be reconstructed by a combination of phase retrieval and suitable algorithms. The 
image can be reconstructed from a F(ωsp) such that ωsp<ωsp,max, where ωsp,max is 
determined by the wave fronts captured by the sensor. 

The fringes generated by the different diffraction orders experience phase 
changes that provide depth information. These fringes are carrier fringes that can 
be utilized to extract optical path changes. This type of setup to observe phase 
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objects was used in phase hologram interferometry as a variant of the original 
setup proposed by Burch and Gates [17,18]. When the index of refraction in the 
medium is constant, the rays going through the object are straight lines. If a 
prismatic object is illuminated with a beam normal to its surface, the optical path 
sop through the object is given by the integral: 
 

                                 ∫= dz)z,y,x(n)y,x(s iop                             (14) 
 

where the direction of propagation of the illuminating beam is the z-coordinate 
and the analyzed plane wave front is the plane x-y;  ni(x,y,z) is the index of 
refraction of the object through which light propagates. 

The change experienced by the optical path is given by: 
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where t is the thickness of the medium. By assuming that: 
 

                                   ci n)z,y,x(n =                                (16) 
 

where nc  is the index of refraction of the observed nano-crystals, Eq. (15) then 
becomes: 
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By transforming Eq. (17) into phase differences and making no=ns, where ns is the 
index of refraction of the saline solution containing the nano-crystals, one can 
write:  
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where p is the pitch of the fringes generated by the thickness t of the specimen. In 
general, the change of optical path is small and no fringes can be observed. In 
order to solve this problem, carrier fringes can be added. An alternative procedure 
is the introduction of a grating in the illumination path [16]. In the case of the 
nano-crystals, the carrier fringes can be obtained from the FT of the lens hologram 
of the analyzed crystals. In the holography of transparent objects, one can start 
with recording an image without the transparent object of interest. In a second 
stage, one can add the object and then superimpose both holograms in order to 
detect the phase changes introduced by the object of interest. In the present 
application, reference fringes can be obtained from the background field away 
from the observed objects. This procedure presupposes that the systems of carrier 
fringes are present in the field independently of the self-luminous objects. This 
assumption is verified in the present case since one can observe fringes that are in 
the background and enter the nano-crystals experiencing a shift. 
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 a)     b) 
 

  c)  d)    e) 
 
 

Fig. 7. NaCl prismatic nano-crystal of length 86 nm: a) Gray-level image (1024 x 1024 
pixels); b) Image of the crystal captured by a colour camera; c) 3-D distribution of light 
intensity; d) Isophote lines; e) FT pattern. 

 
Figure 7 illustrates the case of a square cross-section crystal of length 86 nm. 

Figure 7b is an image of the crystal recorded by a color camera; the crystal has a 
light green tone. The monochromatic image and the color image have different 
pixel structures. However, by using features of the images clearly identifiable, a 
correspondence between the images could be established and the image of the 
nano-crystal located. The figure indicates that the image color is the result of an 
electromagnetic resonance and not an emission of light at the same wavelength as 
the wavelength of the impinging light. 

Figure 8a shows the numerical reconstruction of this crystal which is consistent 
with the theoretical structure 5× 4 × 4 [19]; Fig. 8c shows the level lines of the top 
face of the crystal; Fig. 8d shows a cross section where each horizontal line 
corresponds to five elementary cells of NaCl. The theoretical structure has one 
step in the depth dimension (Fig. 8b). It is unlikely that the upper face of the nano-
crystal can be exactly parallel to the camera plane. Hence, the crystal shows an 
inclination which can be corrected by means of an infinitesimal rotation. This 
allows the actual thickness jump in the upper face of the crystal (see the 
theoretical structure in Fig. 8b) to be obtained. The jump in thickness is 26 nm out 
of a side length of 86 nm: this corresponds to a ratio of 0.313 which is very close 
to theory. In fact, the theoretical structure predicts a jump in thickness of one 
atomic distance vs. three atomic distances in the transverse direction: that is, a 
ratio of 0.333. 

Similarly to the case of quantum dots, nano-crystals of different sizes emit light 
of different frequencies. The physical reason for this is called quantum 
confinement effect. Smaller crystal emit higher energies and therefore their sizes 
determine the energy and finally the color. For example, this crystal emits light at 
500 nm, in the blue-green range. An explanation of the process of light generation 
is given in [11]. 
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Fig. 8. a) Numerical reconstruction of a NaCl nano-crystal of length 86 nm, the crystal is 
inclined with respect to the image plane; b) Schematic of the theoretical structure 5x4x4; c) 
Level lines; d) Rotated cross section of the upper face of the nano-crystal: the spacing 
between dotted lines corresponds to the size of three elementary cells. 

 
Table 2 shows the experimental aspect ratios measured for some nano-crystals: 

these values are compared with the theoretical aspect ratios. The table also 
provides the error analysis of these results. Thicknesses reported in Table 3 are the 
average values shown in Table 2.  

 
Table 2. Aspect ratio of the observed nano-crystals: experiments vs. theory 

 
Nano-crystal
length (nm) 

Experimental 
dimensions (nm) 

Experimental 
aspect ratio 

Theoretical aspect 
ratio 

54       72 x 54 x 53        5.43 x 4.08 x 4 5 x 4 x 4 
55       55 x 45 x 33.5        4.93 x 4.03 x 3 5 x 5 x 3 
86     104 x 86 x 86        4.84 x 4 x 4 5 x 4 x 4 

120     120 x 46 x 46        7.83 x 3 x 3 8 x 3 x 3 
 

Mean error on aspect ratios = 4.59%; Standard deviation on aspect ratios = ± 6.57%. 
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Table 3, on the basis of the expected aspect ratios, gives the theoretical 
dimensions of the sides of the nano-crystals and compares them with the measured 
values. Results of statistical analysis of probable errors in measurements are also 
presented in the table. A conservative assumption to estimate the accuracy of the 
measurements was made by adopting the smallest dimensions of the crystals as 
given quantities from which the other dimensions are then estimated. The smallest 
dimensions are the ones that will have the larger absolute errors. 

 
Table 3. Main dimensions of the observed nano-crystals: experiments vs. theory 

 
Nano-crystal 
length (nm) 

Dimensions 
 Measured 

Dimensions 
Theoretical 

Difference 
(nm) 

 72 66.3   +5.7 
54 54 53 +1 

 53 53 ----- 
 55 55.8  -0.8 

55 45 55.8 -10.8 
 33.5 33.5 ----- 
 104 107.5   -3.5 

86   86 86   0 
   86 86 ----- 
 120 122.7 -2.7 

120 46  46 0 
 46  46 ----- 

 

Mean absolute error = 3.06 nm; Mean error = -1.39 nm. 
Standard deviation of absolute error = ± 3.69 nm. 

2.4   Analysis of the Polystyrene Nano-spheres 

A similar analysis can also be performed for the resonant modes of polystyrene 
nano-spheres injected in the saline solution. Micro-spheres and nano-spheres made 
of transparent dielectric media are excellent optical resonators. Unlike the NaCl 
nano-crystals whose resonant modes have not been previously studied in the 
literature, both theoretical and experimental studies on the resonant modes of 
micro-spheres and nano-spheres can be found in the literature. Among the 
resonance modes of these spheres, of particular interest are the modes localized at 
the surface, along a thin equatorial ring. These modes are called whispering-
gallery modes (WGM). The WG modes are within the Mie’s family of solutions 
for resonant modes in light scattering by dielectric spheres. The WG modes can be 
also derived from Maxwell's equations by imposing adequate boundary 
conditions. They can also be obtained as solutions of the Quantum Mechanics 
Schrodinger-like equation that describes the evolution of a complex angular-
momentum of a particle in a potential well.  
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Figure 9 shows the image of a spherical particle of diameter 150 nm. This 
image presents the typical whispering gallery intensity distribution. Waves are 
propagating around the diameter in opposite directions thus producing a standing 
wave with 7 nodes and 6 maxima. The light is trapped inside the particle and there 
is basically a surface wave that only penetrates a small amount into the radial 
direction. The signal recorded for this particle is noisier compared with the signal 
recorded for the prismatic crystals. The noise increase is probably due to the 
Brownian motion of the spherical particles. While the NaCl nano-crystals seem to 
grow attached the supporting surface, the nano-spheres are not in the same 
condition. Of all resonant geometries a sphere has the capability of storing and 
confining energy in a small volume. 

 
 

 
 

 
 

Fig. 9. Spherical nano-particle of estimated diameter 150 nm: a) Gray-level image of the 
particle, FT pattern and 0-order filtered pattern; b) Systems of fringes modulated by the 
particle; c) Color image of the particle. 

 
The method of depth determination utilized for the nano-crystals can be applied 

also to the nano-spheres. While in prismatic bodies made out of plane surfaces the 
pattern interpretation is straightforward, in the case of curved surfaces the analysis 
of the patterns is more complex since light beams experience changes in 
trajectories determined by the laws of refraction. In the case of a sphere, the 
analysis of the patterns can be performed in a way similar to what is done in the 
analysis of the Ronchi test for lens aberrations. Figure 9 shows the distortion of a 
grating of pitch p=83.4 nm as it goes through a nano-sphere of estimated diameter, 
on the base of the edge light gradient method, De=150 nm. The appearance of the 
observed fringes is similar to that observed in a Ronchi test. The detailed 
description of this process is not included in this chapter for the sake of brevity. 

Figure 10 shows another spherical particle of diameter 187 nm while Fig. 10b 
shows the average intensity. Figure 10c is extracted from Ref. [20] and shows the 

a) 

b) 

c)



Experimental Mechanics in Nano-engineering 291
 

numerical solution for the WGM of a polystyrene sphere of diameter 1.4 μm while 
Fig. 10d shows the average intensity.  

 

 

a)    b)     c)     

     d) 
 

Fig. 10. Spherical nano-particle of estimated diameter 187 nm: experimentally recorded 
images and numerical simulations. a) Original image; b) Average intensity image; c) 
Numerical simulation of whispering modes; d) Average intensity of numerical simulation. 

 
It is possible to see the correspondence between experimental results and 

numerical simulations. The electromagnetic resonance occurs at the wavelength 
λ=386 nm which corresponds to UV radiation. The color camera is sensitive to 
this frequency and Fig. 9c shows the color picture of the De=150 nm nano-sphere: 
the observed color corresponds approximately to the above mentioned resonance 
wavelength. 

3   Application of Surface Plasmon Resonance to Surface 
Roughness Topography 

The previous examples illustrated the utilization of evanescent waves in the 
analysis of nano-size dielectric objects. The next application to be described is the 
utilization of evanescent waves to study the topography and deformation of 
surfaces. In the case of the nano-objects the interaction of the evanescent waves 
with the objects takes place by resonance phenomena with bound electrons. When 
a plane wave front impinges the surface separating two media such that the index 
of refraction of medium 1, glass, is higher than the index of refraction of medium 
2, air, at the limit angle total reflection takes place (see Fig. 1). Under these 
circumstances a very interesting phenomenon occurs. At the interface (glass-air) 
evanescent waves are produced. At the same time, scattered waves emanate from 
the medium 1 (glass). If a third medium, a conducting material, for example a 
metal, is close enough to interact with this field the energy from this field interacts 
with the metal’s surface free electrons to generate plasmons (dark orange area in 
Fig. 11) that by decaying cause the metal surface to emit light. 
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Fig. 11. Generation of the evanescent field and surface plasmon resonance in the cavity 
between a glass plate and a rough copper surface. 

 
Between the copper and the glass surface there is an optical cavity or optical 

resonator that produces standing waves. The electromagnetic field confined in the 
cavity is reflected multiple times inside the cavity producing standing waves for 
certain resonance frequencies that depend on the geometry of cavity. The standing 
wave patterns thus generated are called modes: each mode is characterized by a 
frequency fn, where the subscript n is an integer. Optical cavities are characterized 
by the quality factor, or Q factor. The Q factor is a dimensionless parameter that 
defines the resonator's bandwidth relatively to its center frequency. Low values of 
Q indicate high losses of energy in the cavity and a wide bandwidth. High values 
of Q indicate a low rate of energy loss in the cavity with respect to the stored 
energy of the oscillator and a narrow bandwidth. In general, Q is defined in terms 
of the ratio of the energy stored in the resonator to the energy being lost in one 
cycle: 

 

                        
cycleperlossEnergy

StoredEnergy
Q π2=                              (19) 

 

It can be proven that the maximum energy is concentrated in the direction of the 
normal to the face of the glass medium. 

3.1   Generation of a Wide Spectrum of Frequencies due to Interaction 
between Evanescent Waves and Rough Surfaces 

In the classical Fabry-Perot cavity analysis the two interacting surfaces are mirror-
like surfaces. In the present case one of the surfaces is a mirror-like surface (the 
glass) while the other (the metal) is an optically rough surface. Therefore, many 
different spatial frequencies can be observed experimentally. At this point it is 
important to describe the phenomenon leading to the generation of the emitted 
light with different spatial frequencies on rough metallic surfaces. A rough surface 
can be thought of as the superposition of many gratings of different periodicities. 
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Kretschmann analyzed this problem in the following fashion [21]. A rough surface 
can be defined through the following statistical correlation function: 

 

                 ∫ −−=
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where z(x,y) is the Monge’s representation of the surface height and A is the area 
of integration. 

Under the assumption that the height distribution is a random function, as it is 
usually done in the analysis of random surfaces, a Gaussian distribution can be 
utilized. The correlation function becomes: 
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where: 2
qR  is the root-mean-square value of the surface heights assumed to be 

random variables with a correlation length σι; r is the distance from the generic 
point P(x,y) of the object surface.  

From the Fourier transform (FT) of Eq. (21) the spectrum s of spatial 
frequencies present in the surface can be obtained. 

From the point of view of plasmon excitation, one can prove that in order to 
excite a plasmon resonance it is necessary that the exciting frequency coincides 
with a frequency in the Fermi’s electromagnetic state. Hence, the larger is the 
spectrum of the frequencies the greater will be the amount of energy available for 
producing coupling of plasmons within the metallic surface. The spatial frequency 
spectrum is described by the following equation:  
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The above equation shows that the spectrum of light emitted by the surface 
consists of multiple wave vectors that are related directly with surface topography 
properties. Each wave vector corresponds to an equivalent pitch pgr defined as: 

 

                                                 

.gr
surf p

2
k

π=                        (23) 

 

If the surface has only one Fourier component of roughness (i.e. the surface 
profile is sinusoidal), then the s function is discrete and exists only at 

grsurf
p/2k π=  where pgr is the pitch of the equivalent sinusoidal grating. 

However, most surfaces of practical interest have a definite structure and cannot 
be considered random surfaces. Surfaces of technical interests manufactured 
industrially present a periodic structure. For this reason finished surfaces are more 
similar to a deterministic diffraction grating than to a random grating. 
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Any plasmon propagating on a rough surface with the appropriate ksurf can 
generate the emission of a photon [22]. Since ksurf can be a random quantity, even 
if the light has a defined direction it is possible to generate plasmons in all 
directions. This phenomenon was verified experimentally by Teng and Stern [23]. 

3.2   Application of the Model to the Analysis of Surface Topography 

The above model gives an explanation of the interaction of evanescent waves at a 
glass-air-metal interface. This explanation has provided insight into how it is 
possible to make the experimental observations due to the ability of evanescent 
illumination to interact with the metal surface creating plasmons that upon decay 
can emit light. Since the experimental setup has a double interface (glass-air and 
air-metal) a cavity is created: this cavity acts as a passive optical resonator and 
hence resonances can be observed from the emitted light. 

 

 
 

Fig. 12. Experimental setup for the SPR analysis of metallic specimens. 
 
The original setup utilized to perform surface topography measurements on 

metallic specimens [24] is shown in Fig. 12. An incident laser beam is totally 
reflected at the glass-air interface and returned by the mirror shown in the figure. 
The metal-air-glass interface is observed with an optical microscope and an image 
is recorded by a CCD camera. 

 

 a)   b) 
 

Fig. 13. a) Enlarged portion of the image of the copper plate surface; interference fringes on 
the metal surface are clearly visible; b) FT of the image (225 x 225 μm). 

θi 
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Figure 13a shows the recorded image of the copper surface. A system of fringes 
can be seen in this image. This system of fringes is localized on the surface since 
the focused image captures the surface features as well as the fringes. The spatial 
frequency of the fringes (pitch) can be determined by analyzing the FT of the 
image (see Fig. 13b). In the FT it is possible to identify the fundamental harmonic 
corresponding to the fringe’s image. From the analysis of the fringes it was 
concluded that the fundamental harmonic has a pitch of 4.69 microns. 

The wave vector of the emitted field corresponds to a spatial frequency of order 
48 that, translated to fringe spacing in the physical space, gives a value of 4.69 μm 
(i.e. from the size of the region of 225 microns, one obtains 225/48=4.69 μm). In 
Ref. [24], it was proven that the diffracted order of the equivalent grating resulting 
from the electromagnetic resonance is: 

 

                                 
i

egr sin2
p

θ
λ=                       (24)  

 

where θi is the angle made by the illumination beam with the glass surface (see 
Fig. 12). 

By entering pegr=4.69 μm into Eq. (24), a value of θi=3.87o is obtained. This 
result is in very good agreement with the initial experimentally set value of 3.9o. 

 

 

 
 

Fig. 14. a) Top view of the depth information in gray levels of a region of 225x225 μm; b) 
3-D view of the same region (the same scale for all the 3 coordinates was taken). 

 
Figure 14 shows the surface profile obtained from the fringe pattern of Fig. 13. 

In Ref. [24], it is shown that the model of the process to convert fringe pattern into 
topographic data is exactly the same that corresponds to reflection moiré when the 
grating is in the vicinity of the surface and the observation is made by focusing the 
plane of the grating. This model was originally analyzed by Ebbeni [25] by 
utilizing the Fresnel-Kirchhoff integral for the grating-based contouring of very 
large curvature radii reflecting surfaces. Sciammarella and Combel [26] also 
analyzed this problem. While in [25] only the first harmonic was considered, in 
[26] following the method introduced by Guild [27], all the harmonics that emerge 
with the same angle of inclination were considered thus obtaining multiple 
interference fringes. 
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The profile of the surface in terms of the surface depth h can be obtained from 
the equation: 
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where n is the fringe order corresponding to the fact that an equivalent grating of 
pitch pgr0 is modulated by the surface. This relationship is similar to the equation 
of shadow-projection moiré except for the factor 2 that comes from the reflection 
effect. 

In order to verify the reliability of the experimental data gathered with the 
above described model, other independent measurements were carried out with a 
Surtronic S25 profilometer (Taylor Hobson Ltd.). The ten-point height of the 
surface Sz was chosen as the reference parameter [28,29]. Ten transversal sections 
(i.e. in the direction orthogonal to grooves) and ten longitudinal sections (i.e., in 
the direction of the furrows present in the surface) were analyzed and the 
corresponding ten-point heights were computed. For the profilometer 
measurements, two sections of length 8 mm were analyzed both in the 
longitudinal (i.e. parallel to the furrows) and transversal direction (i.e., 
perpendicular to the furrows). Optical and mechanical measurements were in good 
agreement. The test of significance for small samples revealed that both optical 
and mechanical data belong to the same statistical population within 95% level of 
confidence. 

In the second set of experimental tests, gratings of different pitches were 
utilized in order to obtain the surface topography of standard samples. The values 
of the roughness average parameter Ra were determined [28,29]. Surface 
roughness measurements carried out for the different calibrated samples were 
again in good agreement with profilometer measurements. 

3.3   High Accuracy Measurements of Surface Topography 

In order to determine the accuracy of the method of surface contouring outlined in 
Section 3.2, measurements of the roughness were carried out on an HQC226 
precision reference standard certified by NIST according to ANSI B46.1. Figure 15 
shows a schematic of the experimental setup. Some modifications have been 
introduced with respect to the original setup of Fig. 12. A grating has been added to 
the surface of the glass plate. In this way it is possible to obtain more than one 
fundamental frequency by utilizing the different frequencies produced by the 
grating. 

The previous picture shows the interface between the glass surface and the 
metallic surface. The surface consists of a saw tooth profile of nominal pitch 
Lt=100 μm and depth ht=6 μm. The resultant Ra (average depth) is 3 μm. This 
standard is used to calibrate devices based on the use of stylus probes. 

Figure 15 provides a model for the process of contouring that can be also 
applied to other surfaces that are not deterministic. The figure illustrates the case 
of double illumination but only one illumination beam is analyzed here for the 
sake of simplicity. 
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Fig. 15. Experimental setup for surface topography analysis including a grating. 

 
The inclination of the beam is larger than the critical angle and therefore the 

light is totally reflected at the glass-air interface. However, as it was indicated 
previously, the electromagnetic field penetrates a cavity. Schematically, the figure 
shows the trajectory of the photons that enter the cavity and, according to the 
preservation of momentum, continue their trajectory. Photons finally emerge 
along the direction approximately perpendicular to the grating surface as it is 
clarified by the detailed schematic of Fig. 16. 

 

 

  

 
 

Fig. 16. Detail of the optical path of the beams diffracted by the grating (a) and equivalent 
shadow/projection moiré scheme (b). 

 
 

a) 

b) 
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Figure 16 is a schematic representation to explain the contouring model 
although from the theoretical point of view of optics the process is very 
complicated. The figure shows the beam arriving at the inclination θi with respect 
to the standard surface which is now described as a blazed diffraction grating. 
According to the equation of diffraction for a blazed grating, the angle of 
emergence β with respect to the normal to the middle surface of the grating is: 
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In this particular case, the wavelength of light λ is 635 nm and the spacing of the 
grating is Lt=101 μm (i.e. the saw tooth pitch). By replacing this value in Eq. (26), 
the angle β of the emerging wave front is 0.360o. Hence, the beam emerges 
practically orthogonal to the grating surface. 

As is shown in Fig. 16, one can now apply the classical shadow-projection 
moiré equation: 
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This is in agreement with the formulation developed in Ref. [24]. 

 

a)  b) 
                                                                                                                

 

Fig. 17. a) White light image of the HQC226 standard (5 μm grating superimposed on the 
specimen); b) Coherent illumination image (5 μm grating superimposed on the standard). 
The profile of the standard is sketched in red in Fig. 17b. 

 
Figure 17 shows the image of the standard with the superimposed 5 μm pitch 

grating. Figure 17a corresponds to white light while Fig. 17b corresponds to 
coherent illumination. It is interesting to point out that, while the white light 
illumination that is normal to the plane of the grating shows peaks and valleys, the 
evanescent illumination creates the higher intensity in the region of contact with 
the grating since the evanescent field dies out within a fraction of the wavelength 
of light. By measuring the horizontal size (i.e. in the direction normal to fringes) 
of the bright region, the value of 11.81 μm is obtained. This means that the local 
depth at the end of the bright region is 11.81*tan[ht/(Lt/2)], that gives 1.42 μm.  
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Fig. 18. Intensity distribution received by the CCD camera sensor observing in the direction 
normal to the plane of the grating. 

 
 

The corresponding depth of penetration of the evanescent field computed with  
Eq. (2) is 89.6 nm. Consequently, the size of the region of illumination caused by 
the evanescent field is 750 nm.  

Figure 18 shows in the insert the distribution of light intensity in the image as a 
function of the coordinates of the field of view. It can be seen that the bright 
illumination corresponds to a very small region of the saw tooth surface. The 
figure shows the intensity distribution in the brightest area. It is indicated the 
region where the direct influence of the evanescent field manifests itself. In this 
region, there is saturation of the sensor. At about 3.5 times the theoretical distance 
computed with Eq. (2) the intensity begins to decay reaching a minimum of about 
20% of the maximum intensity in the central valley. Figure 18 indicates that the 
main source of light energy in the Fabry-Perot cavity is the evanescent field.  

 

1st order 2nd order 0 order 

 
 

Fig. 19. FT pattern of the 5 μm pitch grating imaged by the CCD. The first harmonic 
(corresponding to the pitch of 5 μm) and the second harmonic (corresponding to the pitch 
of 2.5 μm) are visible in the FT spectrum. 
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Figure 19 shows the diffraction orders for the 5 μm pitch grating. The third 
order (1.25 μm pitch) is not present in the FT pattern because the numerical 
aperture of the utilized microscope objective limited the angular spectrum to the 
first two orders. However, by utilizing double illumination it is possible to carry 
out measurements with sensitivity corresponding to the 1.25 μm pitch. 

3.3.1   Determination of the Size of the Field of View 
In order to perform the measurement of the geometric parameters defining the 
tooth shape one needs to know precisely the size of the field of view. The 
following procedure has been applied. The grating superimposed on the top of the 
standard is focused and the corresponding order ng of the grating is determined 
from the FT pattern. Then, it can be written: 

 

                                            pnL gw =                   (28) 

 
where p is the pitch of the grating. The field of view is hence known with an 
accuracy determined by the pitch of the grating. In order to increase the accuracy 
it is possible to utilize several orders of one grating and proceed to apply the 
method that will be explained later in the paper. 

3.3.2   Determination of the Saw Tooth Geometry 
The determination of geometric dimensions of the tooth includes two different 
steps. First, the pitch of the saw tooth is determined from the FT pattern of the 
image: the order np corresponding to the number of saw teeth included in the field 
of view is extracted. Then, m harmonics of the order np are considered.  

The pitch of the tooth Lt can be obtained by dividing the size of the field of 
view Lw by the order corresponding to the number of teeth included in the image. 
Hence, one must interpolate the fraction of pixels that will correspond to the actual 
tooth pitch. For the first harmonic, the pitch of the tooth is given by the equation:  

 

                                           pnL pt =                     (29) 

 
The number of teeth Nt included in the recorded image is equal to the ratio: 

 

                                                 twt L/LN =                            (30) 

 
By replacing in Eq. (30) the expressions (28) and (29) written for Lw and Lt, it 
follows: 
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In order to determine precisely the ratio ng/np, the higher harmonics of the order np 
available in the FT pattern must be considered. In Fig. 20, the multiple values of 
the tooth pitch are plotted as a function of the corresponding order. By utilizing 
the minimum least square regression of the computed values, a line going through 
the origin of coordinates is obtained. The slope of this line is the most accurate 
value of the saw tooth pitch. Thus the quantization in pixels of the coordinates of 
the space can be compensated. 

 

  
 

Fig. 20. Determination of the pitch of the saw tooth  

 
The height ht of the saw tooth (Figure 21a) is determined by considering that 

the equivalent grating formed in the process of illumination and projected onto the 
standard is modulated by the slope of the surface. 

 

mc

c

b)

fx

a)

ht

Lt

 
 

Fig. 21. a) Main geometric dimensions of the saw tooth; b) Relationship between total 
phase, carrier phase and modulation function. 

 
The intensity distribution of the modulated carrier is (see [30,31] and the 

references cited in the former paper): 
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The phase of the moiré fringes thus formed can be determined as [30,31]: 
 

                               
 

where the different quantities entering in the above relationship are represented in 
Fig. 21b. The phase of the carrier is: 
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The modulation function can be expressed as: 
 

                                  )cx(
p

2
sin)x( ⋅π⋅θ=Ψ         (35) 

 

where θ is the illumination angle of the projection moiré equivalent scheme (see 
Fig. 16). In the present case, c corresponds to the constant slope of the tooth 
surface. 

The total phase of the modulated carrier for one saw tooth hence is: 
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The term 2ht must be introduced in Eq. (36) in order to account for the fact that 
each tooth is comprised of two sides with positive and negative slopes 
respectively.  

For the entire field of view containing Nt saw teeth, the total phase is:  
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In order to compute precisely the phase modulation term 
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sin t  for the entire field of view, one can use a process 

similar to that described previously for the tooth pitch.  
Figure 22 shows the FT of the image containing the carrier frequency fc and the 

modulated carrier frequency fmc for the first three harmonics. The difference 
between the phase of the modulated carrier and the phase of the carrier can be 
determined for each harmonic in the whole field of view. 
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(33) 
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Fig. 22. Schematic representation of the different harmonics extracted from the FT 
spectrum. The carrier frequency fc is a known quantity. The frequency of the modulated 
carrier fmc is close to the carrier frequency. 

 
In Fig. 23, the multiple values of the modulated phase are plotted as a function 

of the corresponding order. By fitting data of Fig. 23 in the least square sense, a 
line going through the origin of coordinates is obtained. The slope of this line 
represents the most accurate value of the average change in phase per order <Ψ> 
that can be computed for the recorded image. From this value, it is possible to 
determine the height of the saw tooth pitch as follows: 
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Fig. 23. Determination of the height of the saw tooth 

 
The value of Ra evaluated, accordingly to ANSI B46.1, from the experimental 

data gathered with the present advanced digital moiré contouring technique falls in 
the 3.0175÷3.0784 μm range certified by NIST. The average measured pitch is 
101.24 μm with a standard deviation of ±0.322 μm. The average measured depth 
is 6.078 μm: the average value of Ra is hence 3.039 μm, well within the range of 
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NIST’s measurements. The difference between the value of roughness measured 
optically and the average value of roughness indicated by NIST is only 0.231% 
(i.e. 3.039 μm vs. 3.032 μm). 

 

a)

b)

 
 

Fig. 24. a) Detail of one tooth; b) 3D MATLAB representation of the reconstructed surface 
of half of one tooth. 

 
Finally, a square area has been extracted from the image and resized to 

2048×2048 pixels in order to precisely reconstruct the profile of one saw tooth. 
Figure 24 shows the tooth profile and the reconstructed 3D shape of the tooth. The 
local height of the tooth profile measured in this region is 6.0645 μm, practically 
the same as the nominal height of 6 μm. The local length of the tooth is 101.3 μm, 
very close to nominal length of 100 μm. The average Ra is 3.0505 μm and 
oscillates between 3.0175 μm and 3.0785 μm. By extracting different profiles it is 
possible to make an estimate of the average surface finish of the standard. The 
average depth thus determined is 6.035±0.1367 μm. Therefore, the finish of 
surface standard can be estimated as 0.1367 μm / 0.635 μm, that is about λ/5.  

4   Determination of Contact Strains 

The analyzed metallic surface is made of copper and presents a system of furrows 
that contain some frequencies that can be utilized as carrier fringes. In preceding 
papers, this procedure was referred to as holographic moiré. Although there is not 
a physical carrier (i.e. a grating), the frequency of the reference grating can be 
extracted from the FT spectrum of the image. The in-plane strains can be directly 
derived from the basic equation of holographic moiré [32-38]:  

 

                                         
)90sin(2

u
iθ−°

λ=                                   (39) 

 

This is the fundamental equation of holographic moiré to get in-plane 
displacements. It corresponds to the double illumination setup that makes the 

sensitivity vector 
→
S  equal to: 
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where 1

→
k   and 2

→
k  are the two symmetrical illumination vectors with respect to 

the normal to the observed surface and 
→
d  is the displacement vector.  

The strains in the contact surface can be computed through direct 
differentiation in the Fourier space of the unwrapped phase of the displacement 
field. This procedure was successfully applied to measurements in the micron 
range in a number of cases [38,39].  

4.1   Determination of the Contact Strains of a Small Cylinder 

In this work, the contact strains of a small cylinder of 10 mm in diameter and 8 
mm in thickness were measured using an SPR based optical setup. The specimen 
was made of copper and the contact surface was finished with grooves created by 
scratching the surface with sandpaper. The same procedures of calibration of the 
pixel values and of the field of view applied in the contouring experiments 
described in Section 3.3 were utilized also in the strain determination experiments. 
The modulus of elasticity of the copper specimen is 117 GPa while the Poisson’s 
ratio is 0.3. The yield limit is 48 MPa.  

 
 

 
 

Fig. 25. Loading device with the cantilever load measuring system used in the strain 
determination experiments. The specimen, a small cylinder, is compressed between the 
aluminum plate shown in the picture and the glass surface. The specimen is not visible. 

 
Figure 25 shows the loading device built for the strain determination 

experiments. A rubber bag is inflated to compress the specimen between an 
aluminum plate and a glass plate. The cantilever beam shown in the figure is part 
of a sensor that has a strain gage (Wheastone bridge) to measure the strain level.  
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The sensor was calibrated utilizing dead weights resulting in a linear function load 
in N vs. the readings in με of the bridge. Three cycles of loading were applied. 
The “unloaded” images for the specimens contact stress were taken with an initial 
small load to eliminate rigid body motions. 

Equation (39) allowed in-plane displacements of the loaded copper cylinder to 
be computed. Images from the central portion of the specimen (35 x35 μm) were 
recorded for the unloaded state and then for the successive loads. The changes in 
the surface shape caused by the presence of contact loads were determined by 
subtracting the phase of the “loaded” image from the phase of the “unloaded” 
image. Then, strains were obtained by the direct differentiation of the unwrapped 
phase pattern. Figure 26a shows the recorded pattern corresponding to the 
“unloaded” state while Fig. 26b shows the recorded pattern corresponding to the 
contact load of 286 N. The Fourier transforms of those images are shown in Fig. 
27a and Fig. 27b, respectively. 

 
 

 
 
Fig. 26. Portion of contact region (35 x 35 μm) in the central part of the cylindrical 
specimen (diameter 10 mm and thickness 8 mm): a) pattern corresponding to zero loading; 
b) pattern corresponding to the load of 286 N. 
 
 

 
 

Fig. 27. a) Fourier transform of Fig. 26a; b) Fourier transform of Fig. 26b. 
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After the specimen was loaded, the changes in the reflectivity experienced by 
the specimen surface made it possible to observe the contact area between the 
glass and the copper cylinder. The contact area is an ellipse of major axis 5 mm 
and minor axis 3.5 mm. As a first approximation, one can assume that the 
maximum Hertzian pressure is 1.5 times the average contact pressure of 20.8 MPa 
(i.e. 286 N/π (2.5mmx1.75mm). Therefore, the expected maximum value of stress 
at the center of the contact area should be σ max =31.2 MPa. From the stress-strain 
curve of the copper plotted in Fig. 28, the corresponding deformation of the 
surface in the point of maximum contact pressure would be approximately 500 με. 
Such a value is well below than the 0.2% (i.e. 2000 με) off-set yield strain. 

 

 
 

Fig. 28. Typical constitutive behavior of copper under tension: a) Engineering and true σ-ε 
curves; b) Enlarged view of the initial region where yield strain is defined. 

However, it can be seen from Fig. 29 that the strain values in the central region 
of the specimen are much higher than 200 με. This fact indicates the presence of a 
local strain field produced by the contact between the asperities of the copper 
surface and the glass surface. At the edges of the circular region shown in Fig. 29  
 

a)
b)

 
 

Fig. 29. a) Map of the strain εx obtained for the contact load of 286 N; b) 3-D view of the 
same map. 

a) 

b) 
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strains are mostly tensile and very high. The order of magnitude reached by the 
strain in this region corresponds to the part of the stress-strain curve limited by the 
red parenthesis in Fig. 28a. The region where high tensile stresses take place is 
outside of the contact area while the central part of contact area is under 
compressive stresses.  

The strain distribution along the horizontal cross-section corresponding to the 
X-axis is plotted in Fig. 30. Since strain peaks are located at the path edges, micro-
cracking may occur at the corresponding points. In order to verify this hypothesis, 
the topography of the contact region was analyzed in detail. 

 

 

 
 

Fig. 30. Distribution of strain εx along the horizontal diameter of Fig. 29 (white line control 
path). 

 

Figure 31a shows the surface profile before loading: depth values ranged from 
1 to 3 μm. Figure 31b shows the final configuration taken by contact surface when 
the 286 N load was applied. It can be seen that depth values changed significantly 
as they go from 0.2 μm to a maximum of 1.4 μm. The differences of depth 
between the initial and the final surface configurations are shown in Fig. 31c: 
these values were obtained by simply subtracting the data of Fig. 31b from the 
data of Fig. 31a. The contact area indeed experienced large plastic deformations. It 
was flattened in agreement with the results of the strain analysis of the surface.  

The results of the present experiments are another verification of the model 
introduced by Johnson in Contact Mechanics to explain the wear mechanism of 
rolling surfaces [40]. Modeling this mechanism was proven to be a very difficult 
challenge. The resulting wear particles are platelets that lie parallel, or nearly so, to 
the rolling surface, on the planes of maximum compressive stress. The large plastic 
strains measured in this experiment confirm the hypothesis that the resulting cracks 
are ductile fractures, driven by plastic strain rather than the elastic stress intensity 
instability and that these severe plastic strains are the consequence of the contact 
between asperities. In the present experiment one of the contacting surfaces, the 
glass plate, is very smooth. Therefore, the operating mechanism is one of flattening 
the copper asperities against the supporting glass plate. The results presented in this  
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Fig. 31. Surface topography measured with the proposed SPR experimental setup: a) 
Unloaded specimen; b) Loaded specimen; c) Changes in surface depth after the application 
of the contact load. 

 
paper are a first effort in an area that requires additional work to make the proposed 
techniques standard tools for engineering measurements. 

5   Summary and Conclusions 

This chapter presented a new approach to investigations at the nano-scale based on 
the use of evanescent illumination. The proposed methodology provided the 
means of measuring topography of nano-sized simple objects such as prismatic 
crystals and spherical particles. The evanescent illumination was also applied to 
the analysis of the topography of rough surfaces, yielding reliable values of the 
parameters that characterize the properties of rough surfaces with accuracies in the 
range of nanometers.  

A great deal of theoretical developments is required to substantiate the 
experimentally observed properties of the light illumination resulting from 
evanescent waves. However, it can be said that from the point of view of direct 
application of these properties it is possible to access the nano-range utilizing far-
field observations. The results presented in this chapter provide a very powerful 
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approach to the study of problems in the nano-field using light in cases where the 
use of other electromagnetic radiations such as X-rays or electron beam sources is 
very difficult or even impossible. 

Furthermore, it was shown that strains can be determined in the micron-range 
with a great deal of accuracy and this type of application can be extended to the 
nano-range by introducing scale changes in the setups utilized in the experiments. 
For example, gratings with nano-pitches can be used in order to produce suitable 

k  wave vectors. 
The in-plane strain analysis was utilized many times in the technical literature 

but following a different approach: the direct illumination of the surface. 
Remarkably, both contouring and strain determination that work with direct 
illumination can also work very efficiently via the coupling of the metal surface 
with the energy existing in the surface evanescent field. It is extremely difficult to 
come with an alternative method that allows at the same time contouring and 
strain determination at a contact surface. 

In view of the results presented in the paper, it can be concluded that the 
evanescent illumination plays a unique role in the measurements of dimensions 
and shapes of objects, surface topography, roughness and strains allowing us to 
precisely detect information at the nano-scale. Evanescent illumination is the key 
to making Experimental Mechanics methodologies well suitable for nano-
engineering applications. Remarkably, nanometer resolutions were achieved by 
using experimental setups that included a conventional optical microscope. 
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Abstract. Considerable research and development efforts have been directed to-
wards high strength/high performance concrete with engineered properties, using 
three main concepts: a low water to binder ratio (w/b), and the partial replacement of 
cement by fine supplementary cementitious or pozzolanic materials and/or fibers.  
To better understand how material composition and microstructural modifications 
determine the concrete structural performance, and to develop new materials with 
specific properties, researchers at ACBM have taken a materials science approach 
with an application to nanotechnology to optimize the processing and mi-
cro/nanoscale structure of cement based materials.  In particular, due to their excep-
tional mechanical properties, the reinforcing effect of highly dispersed multiwall 
carbon nanotubes (MWCNTs) and carbon nanofibers (CNFs) in cement paste matrix 
was investigated.  The major challenge however, associated with the incorporation 
of MWCNTs and CNFs in cement based materials is poor dispersion.  In this study, 
effective dispersion of different length MWCNTs in water was achieved by applying 
ultrasonic energy and with the use of a surfactant.  The excellent reinforcing capa-
bilities of the MWCNTs are demonstrated by the enhanced fracture resistance prop-
erties of the cementitious matrix.  Additionally, nanoindentation results suggest that 
the use of MWCNTs can increase the amount of high stiffness C-S-H and decrease 
the porosity.  Besides the benefits of the reinforcing effect, autogenous shrinkage 
test results indicate that MWCNTs can also have a beneficial effect on the early 
strain capacity of the cementitious matrix, improving this way the early age and long 
term durability of the cementitious nanocomposites. 

1   Introduction 

Although cementitious construction materials are primarily used in a large scale 
basis and in enormous quantities, fundamental properties of these materials such 
as strength, ductility, early age rheology, creep and shrinkage, fracture behavior, 
durability depend to a great extent on structural elements and phenomena which 
are effective at micro- but most important at nanoscale.   
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Cementitious composites typically exhibit extremely brittle failure, low tensile 
capacity and are susceptible to cracking.  These characteristics of cement based 
materials are serious shortcomings that not only impose constraints in structural 
design, but also affect the long term durability of structures.  Classical examples in 
infrastructure include the cracking of bridge decks, deterioration of retaining walls 
and degradation of bridge piers, all of which costs billions of dollars to replace or 
repair.  To overcome the aforementioned disadvantages, reinforcement of cemen-
titious materials is typically provided at the millimeter and/or the micro scale  
using macrofibers and microfibers, respectively.  Fibers influence the fracture be-
havior of cementitious composites by interacting with the matrix they reinforce.  
To understand which shapes, sizes and types of fibers are most effective, one must 
consider the mechanism through which the fibers interact with the cementitious 
matrix.  Fibers in general bridge cracks and transfer the load, delaying the coales-
cence of cracks.  Crack formation and development are affected by the shape, size, 
type and volume of fiber reinforcement, thus influencing the mechanical perform-
ance of the structure.  As Fig. 1 demonstrates, the influence of fibers in reinforcing 
quasi-brittle cementitious materials, such as concrete, depends on the scale of  
reinforcement.   

Fiber size plays a significant role in the time at which the fiber acts during load-
ing.  Macrofibers (typically defined as fibers with diameters greater than 500μm) 
can improve post-peak toughness by bridging macrocracks.  The coalescence of 
the first macrocrack coincides with the peak load and initiates localization, where 
subsequent deformation is concentrated in the opening of the crack (Fig. 1(a)).  
Upon further material deformation, the widening of the microcrack is resisted by 
the macrofibers, which bridge the localized cracks.  The postpeak degradation of 
the concrete is prolonged and the toughness of the material is increased as these 
macrofibers, which carry nearly all the load on the cracked composite, either pull 
out or break [1].  Fine microfibers (typically defined as fibers with diameter less  
 

 

 
 

Fig. 1. Relationship between (a) the mechanical response and crack development; and (b) 
relative scale of the crack at which fiber interaction occurs (from [1]). 
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than 50 μm) bridge the microcracks and delay the process by which the micro-
cracks coalesce to form macrocracks.  During the early stages of loading, microfi-
bers provide the material with the capacity to carry a higher load for a given crack 
opening than macrofibers do.  Thereby, they increase the elastic limit and tensile 
strength of the composites that they reinforce [2].   

One of the most advantageous nanomaterials for nano-reinforcement is carbon 
nanotubes (CNTs).  The unique mechanical, electrical and chemical properties of 
carbon nanotubes make them attractive candidates for reinforcement of composite 
materials.  The Young’s modulus of an individual nanotube should be around 1 
TPa while its density is about 1.33 g/cm [3]. Molecular mechanics simulations 
suggested that CNT fracture strains were between 10% and 15%, with correspond-
ing tensile stresses on the order of 65 to 93 GPa [4]. Their aspect ratios are gener-
ally beyond 1000 and their diameters range from 1 nm to 80 nm. Similarly, carbon 
nanofibers (CNFs), are described as an ultrahigh-strength material characterized 
by a high tensile modulus, tensile strength, electrical and thermal conductivity and 
corrosion resistance.  CNFs have a unique hybrid graphene sheet structure based 
on both conical and tubular elements.  They exhibit diameters ranging from 50 nm 
to 200 nm.  Nanoscale three-point bending tests have shown that the Young’s 
modulus of individual nanofibers range from 25 to 200 GPa depending on the  
nanofiber’s diameter [5].   

Both CNTs and CNFs present several distinct advantages as a reinforcing mate-
rial for high strength/performance cementitious composites as compared to more 
traditional fibers.  First, they exhibit significant greater strength and stiffness than 
conventional fibers, which should improve overall mechanical behavior.  Second, 
their higher aspect ratio is expected to effectively arrest the nanocracks and de-
mand significantly higher energy for crack propagation.  Thirdly, provided that 
CNTs are uniformly dispersed, and due to their nanoscale diameter, fiber spacing 
is reduced.  Both CNTs and CNFs exhibit unique electromechanical properties.  
They are both highly conductive and when subject to stress/strain, their electrical 
properties change, expressing a linear and reversible piezoresistive response [6-7].   

Characterization of cementitious materials at the nanoscale will provide better 
understanding and lead to the development of new materials based on nano-
modification.  This involves use of advanced experimental tools, such as atomic 
force microscopy, AFM, and nanoindentation, to probe the nano/microstructure.   

In this study, the development of high-performance nanocomposites reinforced 
with multiwall carbon nanotubes (MWCNTs) was investigated.  Effective disper-
sion of MWCNTs in water was achieved by applying ultrasonic energy and with 
the use of a surfactant.  The effect of ultrasonic energy on the dispersion of 
MWCNTs was investigated measuring the rheological properties (viscosity) of 
cement paste samples reinforced with MWCNTs.  The effect of the surfactant 
concentration on the fracture properties and the microstructure of nanocomposites 
reinforced with 0.08wt% of cement MWCNTs was studied.  Moreover, the influ-
ence of the MWCNT type (short versus long) and the effect of the concentration 
of MWCNTs on the fracture properties of nanocomposite specimens were studied.  
SEM was employed to study the morphology and the microstructure of the cemen-
titious nanocomposites.  A determination of the nanomechanical properties and 
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the porosity of the composites was carried out through nanoindentation experi-
ments.  Finally, since nanoindentation results implied significant changes in the 
nanostructure of the composites, autogenous shrinkage experiments were con-
ducted to determine the effect of the MWCNTs on the early strain capacity of the 
cementitious matrix.  

2   Applications of Nanotechnology in Cement Based Materials 

Research on investigating the changes in nanoscale properties with the addition of 
different chemicals, mineral admixtures and nanofibers/CNTs is in progress at 
ACBM.  The ultimate goal of this research is to develop nano-engineered materi-
als with improved properties and to investigate the changes in the nanostructure, 
fracture properties, transport properties and durability of cement based nanocom-
posites reinforced with highly dispersed carbon nanotubes and nanofibers. 

2.1   Dispersion 

Few attempts have been made to add CNTs in cementitious matrices at an amount 
ranging from 0.5 to 2.0% by weight of cement.  Previous studies have focused on 
the dispersion of CNTs in liquids by pre-treatment of the nanotube’s surface via 
chemical modification [8-11].  The two major challenges related with the addition of 
CNTs in cement based materials are poor dispersion and cost.  Typically, CNTs 
adhere together due to Van der Waal forces, and are particularly difficult to disperse.  
Preliminary research has shown that small amounts of CNTs can be effectively dis-
persed in cementitious matrices [12].  A simple one step technique, involving the 
application of ultrasonic energy and the use of a commercially available surfactant, 
commonly used in the development of advanced high performance cement based 
materials, was developed to effectively disperse CNTs in the mixing water.   

2.1.1   Effect of Ultrasonic Energy 
Ultrasonication is a common physical technique used to disperse CNTs into base 
fluids [13-14]. Ultrasonic processors convert line voltage to mechanical vibra-
tions.  These mechanical vibrations are transferred into the liquid by the probe 
creating pressure waves.  This action causes the formation and violent collapse of 
microscopic bubbles.  This phenomenon, referred to as cavitation, creates millions 
of shock waves, increasing the temperature in the liquid.  The cavitational collapse 
lasts only a few microseconds.  Although the amount of energy released by each 
individual bubble is small, the cumulative effect causes extremely high levels of 
energy to be released, resulting in dispersion of objects and surfaces within the 
cavitation field [14]. 

The effect of ultrasonic energy on the dispersion of the CNTs was investigated 
measuring the rheological properties of cement paste samples reinforced with 
MWCNTs under steady shear stress. Rheology is a method commonly used to study 
the dispersion of CNTs suspensions.  Under low shear stress, CNT agglomerates 
control the viscosity of the suspensions.  Therefore, suspensions with larger scale 
agglomerates exhibit higher viscosity [15].  
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The rheological characteristics of the samples with the sonicated dispersions 
were measured using a Haake Rheostress 150 rheometer with a 20 mm concentric 
cylinder measurement system.  A steady stress protocol similar to the one pro-
posed by Yang et al. [15] was applied to determine the viscosity dependence on 
stress.  Cement paste was placed in the rheometer immediately after mixing.  Each 
sample was presheared at 100 s-1 for 200 s, and then allowed to rest for 200 s.  A 
low stress of 4.5 Pa was applied to the sample, and the stress was increased step-
wise using the protocol shown in Fig. 2.  Initial stresses were chosen to be higher 
than the yield stress of the material.  The samples were held at each stress condi-
tion for 40 s.  The holding time was necessary to ensure that an equilibrium flow 
had been reached.  Apparent viscosity (η) as well as shear rate (γ΄) as a function of 
time was monitored and recorded during the test.  The viscosity at each shear 
stress was obtained by averaging the values in the last 10 seconds that corre-
sponded to the equilibrium region. 

Four different MWCNT aqueous-surfactant suspensions were studied with sur-
factant to MWCNTs weight ratios of 1.5, 4.0, 5.0 and 6.25.  The MWCNTs con-
tent was kept constant in the solution at an amount of 0.16 wt% of water.  Two 
mixes were prepared for each surfactant to MWCNTs ratio, one with the use of 
ultrasonic energy and one without.  Then the suspensions were mixed with cement 
and the rheological properties of the cementitious composite samples were inves-
tigated using the mixing and measuring protocol described previously.  

Fig. 3 shows the behavior of cementitious nanocomposites (w/c=0.5) reinforced 
with MWCNTs with a surfactant to CNTs ratio of 6.25.  Dispersions of MWCNTs 
were treated with (CP+SFC+CNTs sonicated) and without (CP+SFC+CNTs) the 
use of ultrasonic energy.  The results are compared to the plain cement paste con-
taining the same amount of surfactant (CP+SFC).   
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Fig. 2. Rheology measuring protocol 

 
All samples exhibit the typical shear thinning response of cement paste. At  

low shear stress the viscosity is high while at high shear stress (>70 Pa) the viscos-
ity is decreasing and reaches a “plateau” region in which the fluid seems to have a 
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constant viscosity.  It is observed that the dispersions without sonication exhibit 
viscosity at low stress (14 Pa) of up to 0.13 Pas while the sonicated dispersions 
exhibit viscosity of 0.09 Pas which is very close to the viscosity of plain cement 
paste (0.07 Pas).  As expected, at low stress conditions the application of ultra-
sonic energy controls the dispersion of the CNTs.  Under high shear stress (>70 
Pa) the agglomerates can be broken down by the fluid motions so the viscosities of 
the suspensions with and without sonication are similar.  Analogous results were 
obtained with a surfactant to CNTs ratio of 1.5, 4.0 and 5.0.  Based on those re-
sults it can be concluded that for proper dispersion the application of ultrasonic 
energy is required. 

2.1.2   Effect of Surfactant Concentration 
The morphology and the microstructure of the fracture surface of MWCNT rein-
forced nanocomposites were examined using an ultra-high resolution field emis-
sion scanning electron microscope operated at 3 to 5 kV.  Secondary electron (SE) 
imaging was employed to obtain clear images at medium to high magnifications 
(10,000× to 150,000×).  Specimens of 25.4×6.35×6.35mm were prepared for each 
mix.  After 18 hours of curing, specimens were demolded and kept in acetone to 
stop the hydration.  Prior to their observation, the fracture surface of the speci-
mens was sputter-coated using a 20nm thick layer of gold-palladium (Au/Pd) to 
eliminate charging effects caused by insufficient coating.  

The effects of surfactant concentration and ultrasonic energy were investigated 
in detail.  Results from SEM images at 1 μm scale of fracture surfaces of cement 
paste samples (w/c=0.5), reinforced with 0.08 wt% CNTs, are presented in Fig. 4.  
The CNTs suspensions were prepared with surfactant to CNTs weight ratios of 0, 
1.5, 4.0, 5.0 and 6.25. 

 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 10 20 30 40 50 60 70 80 90 100

Shear Stress (Pa)

V
is

co
si

ty
 (P

as
)

CP+SFC

CP+SFC+CNTs

CP+SFC+CNTs Sonicated

 
 
Fig. 3. Steady shear viscosity of cement paste (w/c=0.5) reinforced with CNTs. CNTs sus-
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Fig. 4. Dispersant concentration effect on CNT dispersion: (a)-(c) represent a dispersant to 
CNTs weight ratio of 0, 1.5, and 6.25 respectively 

 
As expected, in samples where dispersion was achieved without the use of sur-

factant (Fig. 4(a)), CNTs appear poorly dispersed in cement paste, forming large 
agglomerates and bundles.  In the case where dispersion was achieved with a sur-
factant to CNT weight ratio of 1.5 (Fig. 4(b)), it is observed that CNTs mainly 
remain as large agglomerates entangled in the cement paste hydration products 
and only a small amount of CNTs was dispersed.  Only individual CNTs were 
identified on the fracture surfaces of samples where the surfactant to CNT weight 
ratio lies within the range from 4.0 to 6.25 (Fig. 4(c)).  

The mechanical performance of the CNTs nanocomposites was evaluated by 
fracture mechanics tests.  Notched specimens of 20×20×80 mm were tested at 
the age of 3, 7 and 28 days, by three-point bending.  The tests were performed 
with a closed-loop testing machine with a 89 kN capacity.  The feedback control 
signal for running the test was the crack mouth opening displacement (CMOD) 
at the notch, which was advanced at a rate of 0.12 mm/min.  The load and the 
CMOD were recorded during the test. A typical load-CMOD curve is shown in 
Fig. 5. 
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The results of the 28-day maximum load for the cementitious nanocomposites 
with different surfactant to CNTs weight ratio are plotted in Fig. 6.  It is observed 
that samples treated with different amounts of surfactant exhibit higher fracture 
load than plain cement paste.  Samples where dispersion was achieved without the 
use of surfactant exhibit lower fracture load.  This decrease in strength indicates 
that CNTs are poorly dispersed in cement matrix and that in order to achieve proper 
dispersion the use of a surfactant is absolutely required.  The samples with surfac-
tant to CNT weight ratio of 4.0 give a higher average fracture load increase at all 
ages. Specimens where dispersion was achieved at surfactant to CNTs weight  
ratios either lower or higher than 4.0 exhibit lower fracture load. A possible expla-
nation could be that at lower surfactant to CNT weight ratios, less surfactant mole-
cules are absorbed to the carbon surface and the protection from agglomeration is 
reduced.  At higher surfactant to CNT weight ratios, bridging flocculation can oc-
cur between the surfactant molecules.  Too large amount of surfactant in the aque-
ous solution is causing the reduction of the electrostatic repulsion forces between 
the CNTs.  Based on those results and the SEM imaging of the fractured surfaces it 
was concluded that for effective dispersion there exist an optimum weight ratio of 
surfactant to CNTs close to 4.0. 
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Fig. 6. Fracture load of 28 days w/c=0.5 cement paste reinforced with CNTs (0.08wt% by 
weight of cement) 

2.2   Effect of CNTs/CNFs Type and Concentration 

Current research is focused on exploring different processing methods (e.g. coat-
ing fibers with additives, varying the rheological properties of the matrix, mixing 
procedure, etc) and on the optimization of the amount of the CNTs and CNFs used 
to make the product cost effective.  Moreover, the influence of CNT type (short 
versus long) and the effect of the concentration of CNTs on the fracture properties 
of nanocomposite samples were studied for a constant weight ratio of surfactant to 
CNTs. 

The fracture mechanics test results of the average Young’s modulus of the na-
nocomposites which demonstrate the best mechanical performance for water to 
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cement ratios of 0.5 and 0.3 are illustrated in Figs 7(a) and 7(b), respectively.  
When compared to the OPC paste the samples reinforced with CNTs clearly ex-
hibit improved mechanical performance.  It is also noticed that, independently 
from the water to cement ratio, specimens reinforced with either short CNTs at an 
amount of 0.08 wt% or long CNTs at an amount of 0.025 wt% exhibit the same 
level of mechanical performance.  In general, it can be concluded that the opti-
mum concentration of CNTs depends on the aspect ratio of CNTs.   

When CNTs with a low aspect ratio are used (short CNTs), a higher amount 
close to 0.08wt% by weight of cement is needed to achieve effective reinforce-
ment.  When CNTs with higher aspect ratio (long CNTs) are used, amounts less  
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Fig. 7. Fracture mechanics test results of the Young’s modulus of cement paste nanocom-
posites with water to cement ratio of (a) w/c=0.5 and (b) w/c=0.3 
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than 0.048 wt% are needed to achieve a similar level of mechanical performance.  
These differences are attributed to the degree of dispersion of the CNTs.  Compar-
ing similar amounts of CNTs in the mixes, long CNTs exhibit a lower degree of 
dispersion due to their higher aspect ratio.  Consequently, adequate dispersion can 
be achieved at lower amounts.  Short CNTs exhibit a higher degree of dispersion 
however, because they are shorter, a higher concentration in cement paste matrix 
is needed to reduce the fiber free area and arrest the nanocracks. 

2.3   Nanomechanical Properties 

For the characterization at the nanoscale and the determination of local mechani-
cal properties, a nanoindenter with unique advantage of in-situ AFM like imaging 
that allows pre and post-test observation of the cementitious samples, is being 
used [16].  In any indentation technique, one material of known properties is used 
to indent the material with unknown mechanical properties such as elastic 
modulus and hardness.  This technique has its origins in Mohs hardness scale de-
veloped in 1822, in which one material is considered to be harder if it can leave a 
permanent scratch on another material.  In nanoindentation, a small indenter is 
pushed into a sample.  Load applied by the indenter is plotted continuously with 
the displacement of the indenter into the sample.  This kind of plot is commonly 
known as load-indentation or simply p-h plot (Fig. 8).  The data obtained is then 
analyzed to estimate elastic modulus, E and hardness, H of the sample.  

The nanomechanical properties of the CNTs nanocomposites were investigated 
using a Hysitron Triboindenter (Fig. 9) following the technique described in [17]. 
Before testing, thin slides of approximately 5 mm were cut out of the specimens. 
The surfaces were polished with silicon carbide paper discs and diamond lapping 
films in order to obtain a very smooth and flat surface.  Nanoindentation was per-
formed in a 12×12 grid (10 μm between adjacent grid points). This procedure was 
repeated in at least two different areas on each sample. 
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Fig. 8. Force-displacement plot from nanoindentation data 
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Fig. 9. Hysitron Triboindenter 
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Fig. 10. Probability plots of the Young’s modulus of 28 day cement paste and cement paste 
reinforced with 0.08wt% short CNTs with w/c=0.5 

 
The structure of cement paste at the nanoscale is dominated by the calcium-

silicate-hydrate (C-S-H) phase.  Fundamental properties such as strength, fracture 
behavior, shrinkage and durability are basically controlled by the properties of the 
C-S-H and the porosity. 

The effects of 0.08wt% short, 0.025wt% and 0.048wt% long CNTs on the na-
nomechanical properties of cement paste with w/c=0.3 and 0.5 were investigated.  
Similar results were obtained for both water to cement ratios.  Fig. 10 shows the 
probability plot of the 28 days Young’s modulus of plain cement paste and cement 
paste reinforced with 0.08wt% short CNTs for w/c of 0.5.  The probability plots 
are in good agreement with results from the literature [16, 18-19].  Values of the 
Young’s modulus less than 50 GPa represent four different phases of cement paste 
corresponding to the porous phase, low stiffness C-S-H, high stiffness C-S-H and 
calcium hydroxide phase, while values greater than 50 GPa are attributed to na-
noindentation on unhydrated particles (clinker phases) presented in the material 
[16, 18-19]. The different phases have been found to exhibit properties that  
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considered as distinct material properties and are independent of the mix propor-
tions.  As expected, the peak of the probability plots of plain cement paste falls  
in the area of the low stiffness C-S-H, which is the dominant phase of cement 
nanostructure.  On the other hand, the peaks of the probability plots of the nano-
composites are in the area of 20 to 25 GPa which corresponds to the high stiffness 
C-S-H, suggesting that the addition of CNTs results to a stronger material with 
increased amount of high stiffness C-S-H.  Moreover, it is observed that the prob-
ability of Young’s modulus below 10 GPa is significantly reduced for the samples 
with CNTs for both water to cement ratios. The nanoindentation results provide  
an indirect method of estimating the volume fraction of the capillary pores [18] 
indicating that the CNTs reduce the amount of fine pores by filling the area  
between the C-S-H gel. 

 

  
 

Fig. 11. Typical 60 × 60 µm AFM images of cement paste with (a) w/c=0.5 and (b) 
w/c=0.3 reinforced with CNTs (0.08 wt% short) showing indentation modulus in GPa 

 
Nanoindentation of the phases of Portland cement (C3S and alite, C2S and be-

lite, C3A, C4AF) have shown that the Young’s modulus of the clinker phases 
range between 125 and 145 GPa [20].  In addition, in a previous study [19] using 
the same type of cement and testing procedure, values of the Young’s modulus of 
cement unhydrated particles close to 110 GPa (16,000 ksi) have been reported.  
Fig. 11 shows typical 60×60 µm AFM images, captured using the nanoindenter 
tip, of the nanostructure of cement paste with w/c=0.5 and w/c=0.3 reinforced 
with 0.08 wt% short MWCNTs prior to nanoindentation.  The values of Young’s 
modulus calculated from the grid indentation are reported on the images in GPa at 
the respective indent locations.  It is observed that the stiffness varies reaching 
values as high as 185 GPa which are attributed to the presence of unhydrated par-
ticles.  The high values obtained from the nanocomposites indentation can be pos-
sibly attributed to the presence of CNTs in the vicinity of the unhydrated particles.  
Please note that the nanoindentation tip is in the order of 100 nm and indentation 
on individual MWCNTs can not be distinguished.  These results suggest that 
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MWCNTs appear to alter the nanostructure of the cement matrix resulting in a 
stiffer and stronger material. 

2.4   Autogenous Shrinkage 

Typically, changes in the nanostructure affect the transport properties (properties 
that are related with the movement of the water in the pores).  Recently, it has 
been increasingly recognized that high strength and high performance concrete is 
sensitive to the microcracking that occurs at early ages, as a result of the volumet-
ric changes due to the development of high autogenous shrinkage stresses.   

The autogenous shrinkage of cement nanocomposites was studied using a 
modified version of ASTM C 341 and ASTM C 490.  Cement paste specimens of 
20x20x80 mm were cast following the procedure described above.  Immediately 
after setting (~6 hours after casting) specimens were demolded and sealed using 
plastic wrap.  Stainless steel gage studs were glued directly to the surface of the 
specimens maintaining a 50.8 mm gage length, using a five minutes epoxy resin.  
A length comparator was used to measure the distance between the stubs from the 
time of final setting up to 96 hours after casting.   

Fig. 12 shows the autogenous shrinkage results of plain cement paste and ce-
ment paste reinforced with 0.025% and 0.048wt% long CNTs.  It is observed that 
the samples reinforced with CNTs exhibit lower shrinkage than the plain cement 
paste.  Also, the samples reinforced with a higher amount of CNTs demonstrate 
lower autogenous shrinkage.  The shrinkage development is known to be propor-
tional to the amount of the fine pores (pores with diameter < 20 nm) in the binder 
at early ages [21-22].  Higher percentage of the volume fraction of small pores in a 
cementitious system at early ages leads to the increase of autogenous shrinkage.  
Due to their small diameters (20 to 40 nm) CNTs appear to reduce the amount of 
fine pores and also reinforce the nanostructure of cement paste, which leads to the 
reduction of the capillary stresses, resulting in lower autogenous strains.   
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3   A New Generation of Cement Based Materials-Conclusions 

The development of high-performance cementitious nanocomposites reinforced 
with multiwall carbon nanotubes was studied.  Effective dispersion was achieved 
by applying ultrasonic energy and with the use of a surfactant.  Results have 
shown that for proper dispersion, the application of ultrasonic energy is required.  
The combination of the SEM and fracture mechanics test results suggests that for 
effective dispersion, a weight ratio of surfactant to CNTs close to 4.0 is required.  
The fracture mechanics test results indicate that the fracture properties of cement 
matrix increased through proper dispersion of small amounts of CNTs (0.025wt% 
and 0.08wt%).  In particular, higher concentrations of short CNTs are required to 
achieve effective reinforcement, while lower amounts of longer CNTs are needed 
to achieve the same level of mechanical performance.  The nanoindentation results 
suggest that CNTs can modify and reinforce the cement paste matrix at the nano-
scale by increasing the amount of high stiffness C-S-H and decreasing the poros-
ity, which leads to the reduction of the autogenous shrinkage.  The autogenous 
shrinkage results indicate that CNTs, except for the reinforcement effect, can also 
have beneficial effect on other properties such as the transport properties of ce-
mentitious materials. 
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Abstract. Elastic material properties critically affect the vibration behavior of 
structures. The value of natural frequencies changes due to change in the plate 
constants/plate stiffness which is a function of elastic modulus. At each natural 
frequency, the plate has a unique mode shape of vibration which can be easily 
differentiated from mode shapes at other natural frequencies. In this paper, a 
technique for the evaluation of the elastic modulus is proposed which is based on 
the vibration analysis of the plate using digital speckle pattern interferometry 
(DSPI) and Rayleigh method. Large numbers of experiments were conducted  
on square aluminium plate for the boundary condition; one edge is fixed and 
other edges free. The experimental result reveals that a single observation of fre-
quency at first torsional mode is sufficient to evaluate the elastic modulus for all 
practical purposes. The evaluated experimental error was found to be less than 
1%. Ease in sample preparation, simplicity in evaluation, non destructive nature 
of the DSPI and speed of DSPI has good prospect to evaluate elastic modulus of 
a material. 

1   Introduction 

Tensile test and bending test have been well established for determination of  
mechanical properties of material [1]. But these methods are of destructive type 
and suitable for bulk film materials. Optical techniques can be used to evaluate 
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elastic modulus for both bulk film and thin film materials [2-6]. Seebacher et al.  
in their work used digital holography in evaluation of elastic modulus of silicon 
microbeams. In their experiment, the cantilever beam was mechanically loaded by 
a defined force in static manner at free end. The 3D-surface displacements were 
measured and used in calculating elastic modulus [4]. Viotti et al. have proposed 
an optical system which uses a spherical tip to introduce a permanent displace-
ment field to locally evaluate the elastic moduli of solid materials [5]. As vibration 
behavior of structures is critically affected by elastic material properties, hence the 
same can be used for estimation of elastic modulus in a non-destructive manner. 
Recently, in 2007, evaluation of elastic modulus of cantilever beam using ESPI 
and Euler–Bernoulli equation was demonstrated by Kang et al. [6]. The specimens 
used for the elastic modulus experiment were of pure copper beam and cold rolled 
carbon steel cantilever beams (ratio of length and width, a/b ≥10). But for the can-
tilever beam only bending modes are observed. The fringes in bending modes are 
straight and directed in the direction parallel to the fixed edge at every resonance 
frequency. This may lead to ambiguity in identifying the specific mode of vibra-
tion. Fringes generated due to the environmental perturbations may also create 
ambiguity in measurement. Investigation of plate vibration has received consider-
able attention for academic research due to its wide range engineering applica-
tions. Speed of digital speckle pattern interferometry (DSPI) made it a powerful 
tool for scanning and recording mode shape of vibration of plate [7-10]. Mode 
shapes of vibration for square, rectangular and many more shapes under different 
boundary conditions using DSPI were studied in detail by many investigators [9, 
11-13]. Results from DSPI reveal that for different torsional and plate modes of 
vibration, at each natural frequency, the plate has a unique mode shape of vibra-
tion and the fringes are not unidirectionally parallel to the fixed edge of the plate 
(as in the bending modes). This reduces chance of ambiguity due to environmental 
perturbation and human error in identifying specific mode shape.  

A technique for evaluation of elastic modulus has been proposed in this paper 
which is based on vibration analysis of plate using DSPI and Rayleigh’s method. 
At resonance frequencies the harmonically vibrating plate has zero displacement 
along nodal line and higher displacement at other points. In time-average sequen-
tial subtraction DSPI, the brightest fringe represents the nodal line. A large num-
ber of experiments were conducted on square aluminum plates for the boundary 
condition one edge fixed and other edges free. The evaluation of elastic modulus 
is compared with the supplied data. Ease of sample preparation, simplicity in 
evaluation, nondestructive nature of experimentations, and speed of DSPI has high 
prospective in evaluation of elastic modulus of a material.    

2   Principle 

2.1   Determination of Elastic Modulus Using the Concept of Plate Vibration 

The study is based on transverse/out-of-plane vibration of the plate. Normal and 
shear forces in the plane of the flat plate of uniform thickness are shown in Fig.1.   
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Fig. 1. An element of plate showing bending moments, normal and shear forces 

 
Following equation relates the lateral deflection w  to the loading on the plate 

made of homogeneous isotropic material [14]: 
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where, 
)1(12

Eh
D

2

3

ν−
=  is the plate stiffness, E  is modulus of elasticity, h is the 

thickness of the plate and ν  is Poisson’s ratio of the material of the plate and x 
and y are spatial variable for the plate. The parameter P is the loading intensity, 

xN is normal (in-plane) loading in the X -direction per unit length, yN  (in-

plane) is normal loading in Y-direction per unit length, and xyN  the shear load pa-

rallel to the plate surface in the X- and Y-directions, per unit length. 
The equation of free vibration of plate is more complicated to solve than one 

governing the vibration of beam. By using an admissible mode function in Ray-
leigh’s method, an approximate expression for natural frequency is obtained. This 
can be improved by using Ritz’s method [15] in which the natural mode shape 
function is assumed in series form. For the mass density of the plate ρ , the Ray-
leigh’s method gives the following frequency equation: 
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where ‘V’ is strain energy and is given by [14] 

dxdy]})
yx

w
(

dy

w

dx

w
)[1(2)

dy

wd

dx

wd
{(

2

D
V

S

2
2

2

2

2

2
2

2

2

2

2

∫∫ ∂∂
∂−∂∂ν−−+=           (3) 



332 C. Shakher and R. Kumar
 

The Ritz method involves assuming
o

W , which is a function of x  and y  satisfy-

ing the necessary boundary conditions, to be of the form 

...........)y,x(Wa)y,x(WaW
o

22

o

11

o
++= . In which ...... ,W ,W 2

o

1

o
 all satisfy at 

least the geometric boundary conditions, and ....... ,a ,a 21 are adjusted to give a 

minimum frequency. The first few natural frequencies obtained using these func-
tions for a square plate under different boundary conditions are given in literature 
in terms of non-dimensional frequency parameters [14-16]. 

The non-dimensional frequency parameter is expressed as 

4
n haD/ ρω=ϖ

                                                 (4) 

where, a is the side of the plate.  
Putting the value of frequency in Hz (as )2(f nn πω= ), and plate stiffness, D 

in the above equation, the modulus of elasticity can be written as 
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π

×ρν−=
                                        

(5) 

Hence elastic modulus of a plate can easily be evaluated if the value of natural fre-
quency and corresponding mode shape of vibration are obtained from experiments.  

3   Theoretical Background of Time-Averaged Specklegrams 

The time-averaged processing is an extension of addition method. When object is 
vibrating at a natural frequency much higher than the CCD frame refreshing time, 
the resulting image is the superposition of the different position of the vibration. It 
is called a time averaged specklegram and the modes of vibration corresponding to 
brightest fringes. This is due to the modulation of intensity by the function Jo

2 (0th 
order Bessel function) resulting from the integration of the vibration mode along 
the frame time of the CCD   

( )∫ Δ
t

dti
t 0

exp
1 φ  

In this case contrast is really poor. To enhance the fringe contrast, it is worth sub-
tracting from this the steady state specklegram or another time averaged speckle-
gram. The results given above by different method are still noisy. 

3.1   Interferogram Formation 

In DSPI, the primary interference between a speckle object beam and specular ref-
erence beam is recorded by CCD camera. 
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The specular reference beam has a complex amplitude 
 

Ri
rr eAA φ=  

 

The speckle object beam has an amplitude 

( )ooi
oo eAA ψφ +=  

In the above equation the total phase shift is splitted into two parts,     is slowly 
varying function of position across the object and      is spatially rapidly varying 
function corresponding to randomly added phase of each speckle upon. 

The phase is split into two parts so that high frequency speckles can be ensem-
ble averaged fringes. When the object and reference beam are combined in inter-
ferometer, the resulting slowly varying phase difference is defined as .ro φφφ −=  

These amplitudes and phases are the functions of x and y, the position across 
the image of the speckle producing effect. When the deformations are observed, 
the phase of the speckle field after perturbation of object is changed by ( )yx,φΔ  

and the object field complex amplitude becomes   
 

( )( )φφψ Δ++= 0
' exp ooo iAA                                     (6) 
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( ) ( ) ( )tyxtyxtyx Ro ,,,,,, φφφ −=
                                     (8)  

It is assumed that beams are mutually coherent and have same state of polarization.  

The phase  ( )tyxo ,,φ  describes the optical path difference d(x, y) between 

the object and reference beams. 
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λ
πφ =
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‘λ’  is the wavelength of light. 
For rough surface ‘d’ varies with position by an amplitude which is much 

greater than the wavelength of light. Thus ‘I’ takes the form of “speckle pattern”. 
The instantaneous intensity ‘I’ is recorded by the detector, which measures the 

total energy (proportional to the intensity) incident at each detector point during 
the exposure period ‘T ’ is given by  
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Where  

( ) ( )yxIyxIyxI ro ,,),( +=  
 

ro

ro

II

II
V

+
≈

2
 

 
The form of the integral in eq. (10) depends on the type of illumination and sur-
face motion. We assume that during the exposure illumination is constant and that 
a complete number of cycles of the harmonics surface motion, occur during the 
exposure, ‘T’. Eq. 10 can be re-written as 
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πψ                    (11) 

In the above equation the time-averaged interference pattern consist of a speckle 
pattern in which visibility is modulated by Bessel function. Vibration nodes are 
defined as loci of zero amplitude of vibration while anti-nodes describe the loci of 
maximum amplitude of vibration. Antinodes occur between the nodes. Subsequent 
maxima and minima of the zero order Bessel function are much lower and the 
variation in the contrast of the speckles is very difficult to determine visually. 
Thus, it is difficult to determine the vibration amplitude. To improve the fringe 
contrast is essential to measure amplitude of vibration, which can be done by sub-
traction fringe formation. 

3.2   Subtraction Fringe Formation 

The term ⎟
⎠
⎞

⎜
⎝
⎛

dJo 2
2

λ
π  contains useful information regarding amplitude of  

vibration.  
Consider acquiring two frames, each recorded when object is vibrating. The 

first is represented by eq. 11 and the second with a ‘α’ phase change introduced 
between the frames. 

For α = π 
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Thus, the intensity difference is –  
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The subtraction of two speckle patterns, corresponding to the states of the object, 
will generally produce negative intensity values. It is usual to assign positive in-
tensity values at these points so that they do not appear black on monitor. There-
fore, intensity differences are squared and displaced on the monitor. 
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The second option is to record first interferogram when vibration amplitude is zero 
and other when vibration amplitude is non-zero. In this case, the intensity differ-
ence is,  
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Equations 14 and 15 show that time averaged fringes are very different in appear-
ances. No longer they follow periodic form. 

J0
2

 
function indicates that brightest fringe corresponds to an argument zero (ze-

ro vibration amplitude). That is the brightest time averaged fringe corresponds to a 
node of the motion. The fringes decline in brightness with the amplitude of vibra-
tion. Thus making it difficult to measure higher amplitudes where the depth of 
modulation is poor. 

(1 - J0)
2 function indicates that zero-argument fringe now corresponds to a 

black fringe, and fringe sensitivity is halved as compared to J0
2

 
fringes. (1 - J0)

2 
method enable rapid frequency scan, during which vibration modes can be identi-
fied as no new reference image required to be recorded during the scan. Once the 
frequencies of interest have been identified, the high visibility J0

2 fringes can be 
observed. To enhance the accuracy of the frequency measurement, it is better to 
make fast scan nearby the resonance. This method shows its capability to accu-
rately measure vibration modes of plates and detect natural frequency with a good 
accuracy. 

4   Experiments and Results 

Schematic of the DSPI set-up used for recording the fringe patterns of out-of-
plane/ transverse vibration of the plate is shown in Fig.2. The plate was excited by 
a shaker (model number: EX 6 / 6.4, make: Prodera, France). A beam of 30 mW 
He-Ne laser of wavelength 632.8 nm is split into two beams by a beam splitter 
BS1. One of the beams illuminates the surface of the plate under study and the 
other beam is used as the reference beam. The value of γ  for our experimental se-

tup is 1.938. The object beam is combined with the reference beam to form a 
speckle interferogram that is converted into a video signal by a CCD camera. The 
video analog output from HTC-550B/W CCIR CCD camera is fed to the PC-based  
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Fig. 2. Schematic of DSPI setup for measurement of out-of-plane vibrations. 

 

image-processing system developed using National Instrument’s IMAQ PCI-1408 
card. LabVIEW 5.0 based program [20] in graphical programming language was 
developed to acquire, process and display the interferogram. To improve the con-
trast, the program implements accumulated linear histogram equalization after 
subtraction of the interferograms. The time-average interferogram of the vibrating 
plate over the frame acquisition period (1/30 second) is grabbed and subtracted  
from the just previous time-average inteferogram in sequential subtraction man-
ner. The subtracted interferogram so obtained is displayed continuously on the 
computer screen. Experiments were conducted on square plates made of alumin-
ium (physical properties as per the available data: Young’s modulus = 70 GPa, 
Density = 2700 kg/m3, and Poisson’s ratio = 0.3). The plates were polished on op-
tical grinding machine to get the required flatness and smoothness of the surface.  
To make the edge fixed, the plate was tightened with the help of strip and bolt to 
have uniformly distributed stress at the edge of the plate. For the experiments car-
ried out with different objectives of vibration studies, to make an edge fixed, the  
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torque applied to tighten the plate was kept around an optimum value of 3Nm for 
the setup [13]. There may be possibility of shift in natural frequencies as it is diffi-
cult to meet the boundary condition perfectly fixed at the edge of the plate. Func-
tion generator (model number: HP 33120A) was set to generate the sinusoidal sig-
nal and regulates the frequency and magnitude of the force of the exciter. A large 
number of mode shapes according to change in excitation frequency were re-
corded. Some typical speckle interferograms after noise removal showing the 1st 
torsion, 1st plate and higher plate mode shapes for a square plate (50 mm × 50 mm 
× 0.8 mm) fixed at one edge and other edges being free are shown in table 1.   

 
Table 1. Evaluation of elastic modulus based on data of first torsional and plate modes of 
vibration for a square plate (50 mm × 50 mm × 0.8 mm) fixed at one edge and other edges 
being free. Red is maximum deflection in positive direction, green is zero displacement 
(nodal line) and blue is maximum deflection in opposite direction i.e. negative direction.  
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Evaluation of elastic modulus corresponding to the mode shapes are also tabu-
lated and shown in the same table. It was observed that for specific tightening 
(3Nm torque) at edge of the plate, the mode shapes and corresponding frequencies 
are reproducible. During each set of frequency scan for mode shapes, the band 
width of frequency for a mode shape is approximately ±10Hz. After this band 
width of frequency, symmetry of the mode shape is lost. Keeping other conditions 
same, if the tightening at the edge is changed and frequency scan for mode shapes 
is made, there is shift in natural frequencies but again for this tightening condition, 
the natural frequencies are reproducible. Experiments were conducted time and 
again by applying torques to tighten the plate close to 3Nm. It was observed that 
the least variation (±5Hz) from the mean was for the first torsional mode. The 
second least variation of around ±20Hz from the mean natural frequency was ob-
served for the first plate mode.  Hence, for practical purposes, to evaluate elastic 
modulus, data corresponding to the first torsional mode is more reliable and  
reproducible.  

The results were also verified using finite element analysis (FEA) package 
(ANSYS 10.0). Natural frequency obtained using the FEA package corresponding 
to the 1st torsional mode is 669.61 Hz. The variation of the mean value of the ex-
perimentally obtained frequency for 1st torsional mode with that of the FEA result 
is only 0.04%. Although the data corresponding to the 1st torsional mode is suffi-
cient for evaluation of elastic constant as the variation in frequency for this case is 
least ( less than 1%), one can be interested in evaluations based on two or three 
least varying natural frequencies to have an average E.  In these cases, the devia-
tion in E with respect to the supplied material data was -2.090% and -2.099% re-
spectively. Few more studies with different boundary condition are in process. 
The preliminary results reveal that the method can be effectively used in determi-
nation of elastic modulus of the plate. Some typical observations under different 
boundary conditions are shown in Table 2.  

If we refer eq.5, for same material, computation of E is function of following 
variables 

),f,h,a(fE n ϖ=                                               (16) 

Hence care must be taken while measuring dimensions of the plate along the 
edges and locations for measurement of thickness of the plate. To have a uniform 
thickness of plate, flatness is required to be maintained while polishing the plate. 
Care during observing natural frequency, and maintaining plate clamping condi-
tions (it influences frequency parameter, ϖ ) closer to the ideal one (which can be 
achieved either by optimum tightening of strip and bolts, constraining more num-
ber of edges or by precisely controlled welding process) are also required to have 
least absolute error in measurement.    
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Table 2. Evaluation of elastic modulus based on data of vibrating square plate under differ-
ent boundary conditions. 

 

5   Conclusion 

DSPI and vibration analysis of plate can be effectively utilized to evaluate the 
elastic modulus. Plate has unique mode shape of vibration and there is no ambigu-
ity in identifying these mode shapes when observed by DSPI. To establish the 
method a large number of experiments were conducted on square aluminum plates 
fixed at one edge and keeping other edges free. Experimental results reveal that if 
preformed carefully, a single observation is sufficient to determine the elastic 
modulus of the plate material. Applying the boundary condition one edge fixed 
and other edges free is relatively easier. It was observed that for the boundary 
condition, one edge fixed and other edges free, the frequencies corresponding to 
first torsional mode obtained from DSPI are almost same when calculated using 
classical theory or by the FEA. So the single observation of frequency at first  
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torsional mode is sufficient to evaluate the elastic modulus for all practical  
purposes with measurement error less than 1%. Preliminary results with other 
boundary conditions also reveal that this technique can effectively be used for the  
purpose.   
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Abstract. In vibration measurement, traditional time averaged (TA) electronic 
speckle pattern interferometry (ESPI) method was essentially used for obtaining 
modal shapes rather for quantitative analysis.  In 1996, the authors first reported 
that the driving force acting on the specimen would be fluctuated due to environ-
mental disturbances and vibration fringe patterns obtained by TA ESPI method 
can be significantly improved if both the reference and object images were cap-
tured under vibration load.  This new TA ESPI method was named as amplitude 
fluctuation (AF) ESPI method.   In this paper, the development and successive 
improvement of the AF ESPI method was first introduced.  The effects of envi-
ronmental noise and vibration characteristics on the ESPI fringe pattern were then 
investigated.  Theoretical derivation on the effect of environmental noise was per-
formed and the time varying brightness of the traditional time averaged (TA) ESPI 
fringe patterns was successfully explained.  In addition, applications of the AF 
ESPI method were briefly reviewed.   

1   Introduction 

In 1992, during the execution period of an investigation project of applications of 
composite materials of Taiwan’s bicycle and motorcycle industries, the authors 
were aware that the inlet springs of the inlet valve of a 4-stoke motorcycle engine 
were made of carbon fiber reinforced plastic (CFRP) [0/90] plates as shown in 
Fig. 1 [1].  In practice, the engine of a motorcycle completes 3000~6000 combus-
tion cycles per minute, i.e. the springs are forced to vibrate at about 50~100 Hz.  
To achieve the best efficiency of the engine, the inlet valve should be completely 
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closed.  If the combustion frequency is happened to be the same as the modal fre-
quency of inlet springs, the inlet valve may not be closed completely and the effi-
ciency of the engine will be decreased.  Moreover, the free ends of the inlet 
springs will impact on the head of the inlet valve and cracks may be produced in 
the springs.  Besides, the inlet valve is mounted on the top of the combustion 
chamber and therefore the inlet springs are operated under high temperature,  
surface defects may also be produced on the plate springs.  While defects were in-
troduced, the dynamic properties of damaged plate springs are changed and the as-
sociated modal modes will also be different from defect-free ones.  Structures may 
be failed because of crack propagation and large displacement introduced by 
crack-induced free surfaces.   
 

 
Fig. 1. An inlet-valve cover consists of three CFRP plates was used on a 4-stoke motorcy-
cle engine [1] 

Many experimental methods can be employed for vibration measurement, such 
as holography, modal testing method, shadow moiré method, laser Doppler vi-
brometer, shearography, electronic speckle pattern interferometry (ESPI), etc.  
Among all, the ESPI is an optical method which can provide real-time, whole-
field and non-contact measurement with no special surface treatment required.  
The ESPI can be used for static and dynamic displacement measurement ranges 
within 5~100μm [2], the measurement sensitivity is as good as holography and no 
chemical development required.  Besides, orthogonal displacement information 
can be obtained individually by proper optical setup.  

The ESPI is also known as the TV-holography and the “Digital Speckle Pattern 
Interferometry” (DSPI) as video sensor and image processing hardware are util-
ized respectively.  In 1971, Butters and Leendertz [3] demonstrated ESPI with 
some engineering applications including the vibration of a disc.  However, detail 
analysis was not well described in their paper.  In fact, vibration measurement is 
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one of the important applications of the ESPI method.  The ESPI has been applied 
on vibration measurement in corporation with time-averaged (TA) method [4], 
stroboscopic method [4], the use of a pulsed laser [5] and TA based reference 
wave modulation method [6-8].  Because of the lower cost and simpler measure-
ment system set up, the TA method is the easiest method to be implemented for 
vibration measurement.  Theoretically, the absolute displacement field can be ob-
tained by the TA ESPI method; however, the quality of the fringe patterns ob-
tained is not good enough for accurate quantitative analysis.   

In the past, many research works have been done to improve the quality of TA 
ESPI fringe pattern.  Kerr and Tyrer [9] summarized that there are five different 
methods which were proposed to solve the problem of poor quality of the ESPI 
fringe patterns.  The proposed methods are fringe tracking, spatial synchronous 
detection, frequency heterodyning, digital transformation and phase-steeping me-
thod.  In 1989, Vikhagen [10] adopted two digital image processing methods, the 
max–min scanning method and the normalized max–min scanning method, to op-
timize fringe contrast and quality of vibration fringe patterns.  It was found that 
the contrast of a fringe pattern can be improved by the normalized max–min scan-
ning method by eliminating the speckle noise.  Joenathan [11] adapted phase-step 
method with TA ESPI method and showed that the fringe patterns can be im-
proved; in his paper, the associated S/N ratios were all developed for various 
phase-step methods.    

In 1996, the major author and his research group [1, 12] proposed a new TA 
ESPI method, i.e. amplitude fluctuation (AF) ESPI method for the vibration meas-
urement.  Distinct from the conventional TA ESPI methods, the reference image 
of the AF ESPI method need not be obtained from the static condition but of the 
same nominal driving force level as the object image.  In addition, higher resolu-
tion and better contrast of ESPI fringe patterns can be obtained by the AF ESPI 
method. The AF ESPI method is easy to implement, no extra hardware required, 
higher fringe density and better fringe pattern contrast can be obtained.  It can be 
applied for quantitative displacement analysis and has been successfully applied in 
many engineering applications, however, how environmental disturbances and vi-
bration characteristics affect the quality of the ESPI fringe patterns are still need to 
be investigated [13-15].  Besides, thanks to the improvement of computation 
speed, the obtained fringe patterns can be displayed in video frame rate (i.e. at 
least 24 images per second).  Since the resolution of the ESPI is the same as the 
holography and the real-time fringe patterns can be taken by the ESPI, the ESPI is 
thus an excellent tool to investigate the fundamental problems of the TA method.        

In this paper, with proper mathematical modeling and experimental design, the 
effect of environmental noise on the test specimen and the ESPI optical system 
were formulated as a function of zero order Bessel function.  The formulation pro-
vides rational explanation on the time varying phenomenon of the TA ESPI im-
ages and the superiority of the AF ESPI method on the vibration measurement.  
The vibration characteristics were also experimentally and numerically studied.  
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2   Principle of Time-Averaged ESPI Method 

2.1   The Traditional TA ESPI Method 

A typical out-of-plane ESPI setup is shown in Fig. 1.  When the specimen is under 

periodic motion, the light intensity detected by a CCD camera at time t  can be 

expressed as [2] 

[ ]),,(),(cos2),,( tyxyxIIIItyxI roro Δ+++= ϕ
                        (1) 

where oI  is the light intensity of the object light beam; rI  is the light intensity of 

the reference light beam; λωθπ t)/)(Acoscos+(12=Δ ; λ  is the wavelength of 

the light source; A is the vibration amplitude; ω is the vibration frequency; θ  is 

the illumination angle of the object light beam; and ( , )x yϕ  is the random phase 

resulting from the surface roughness.  Since a CCD camera itself accumulates the 

incoming light during each shutter opening time interval,τ , the output voltage, 

which was converted from the light intensity detected by the CCD camera,  

becomes 

[ ]∫ Δ+++=
τ

ϕα
0

)cos(2 dtIIIIV rorovib                            (2) 

where α is the slope of the CCD camera’s sensitivity curve.  Assuming τ  is set to 
be a complete integral vibration period to avoid possible mismatch between the 
observed fringe patterns and the output voltage signal [1, 12], then  

[ ]ϕατ cos)(2 kAJIIIIV ororovib ++=                             (3) 

where λθπ /)cos1(2 +=k . 

For traditional TA ESPI method, the image of the still object is taken as the ref-
erence image.  Then from Eqn. (1), the reference image captured by the CCD can 
be expressed as 

[ ]ϕατ cos2 rororeference IIIIV ++=                              (4) 

In order to eliminate the background brightness, the image subtraction method is 
utilized.  That is, the fringe patterns can be described by the following equation 

[ ] ϕατ cos1)(2 −=−= kAJIIVVV ororeferenceviboutput                       (5) 
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Fig. 2. Typical out-of-plane ESPI optical setup 

2.2   The AF ESPI Method 

The AF ESPI method for vibration measurement is also based on the traditional 
signal subtraction method.  The essential feature of the AF ESPI lies on that both 
reference and object images are captured under the same nominal vibration force 
level.  In other words, to execute the AF ESPI method, two images both subject to 
the vibration loading are captured.  The first image is taken as the reference image 
and the voltage converted from the total light intensity recorded by the CCD cam-
era is also expressed as Eqn. (3).   

Since the environmental and electronic noises do exist all the time, it is ap-
propriate to assume that the input driving force changes during each cycle.  This 
assumption was experimentally proved [1, 12] and shown in Fig. 3 for a typical 
time history record of the excited force (expressed by voltage) versus time.  Note 
that  the desired input exciting force is a periodic function.  However, owing to ex-
ternal noises, the input to the structure to be vibrated is not exactly periodic during 
the whole vibration period.  Therefore, the amplitude of second image can be as-
sumed to change from A  into AA Δ+ .  The output video signal of the second im-
age now becomes  

( ) ( )( ) ⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ +Δ+++= ϕθ

λ
πατ coscos1

2
2 AAJIIIIV ororodisturbedvib        (6) 

By using the image processing system, the resulting voltage signal 

( ) vibdisturbedviboutput VVV −=  can be expressed as 
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( )( ) ( )( )[ ]ϕατ cos2 kAJAAkJIIV oorooutput −Δ+=                        (7) 

In fact, AΔ  is one of the undetermined parameters.  As indicated in Eqn. (7), the 

output voltage outputV  is expressed by the zero-order Bessel function.  It is impos-

sible to express concisely the relationship between the output voltage signal and 

the undisturbed vibration amplitude A .  Hence, additional mathematical modifica-

tion must be used.  Considering AΔ  is rather small, dividing each side of Eqn. (7) 

by AΔ , and evaluating the limits of both sides, Eqn. (7) is then simplified and ex-

pressed as a function of vibration amplitude only, i.e. 

[ ]ϕατ cos)(2 1 kAJII
dA

dV
ro

output −=
                                    

(8) 

Eqn. (8) can be interpreted as the video-signal sensitivity of the vibration ampli-
tude.  To avoid all possible mistakes introduced when signal is transformed into 
the gray level; the negative voltage value must be rectified into the positive value, 
then the output signal becomes 

[ ] 2122
1 cos)(2 ϕατ kAJIIV roAFESPI =                                 (9) 

 

 

Fig. 3. Typical excited force-time histogram recorded by a force sensor attached to the driv-
ing rod with input sinusoidal exciting force.  The diagram shows that the driving force fluc-
tuates about the nominal value [1, 12]. 



The Development and Applications of Amplitude Fluctuation ESPI Method 349
 

Based on Eqn. (9), the vibration amplitude of the specimen can be obtained by a 

set of *
ikA ζ= , which can null Eqn. (9); then the amplitude is determined by 

)cos1(2

*

θπ
λζ
+

= iA                                                (10) 

3   Experiments and Discussions 

To perform the experiments, a self-assembled ESPI system as shown in Fig. 1 was 
used.  The system is composed of two parts, the out-of-plane optical setup and the 
image processing system.  As for the ESPI out-of-plane optical setup, a 35 mW He-
Ne laser of wavelength 632.8 nm was used as the light source.  Regarding the image 
processing subsystem, the commercial software Intelliwave [16] was utilized for im-
age capturing and analysis.  To excite the specimen with a sinusoidal force, a shaker 
(LDS Co., U.K.) was used.  The exciting force was detected by a force sensor (PCB 
Co., U.S.A.) and the force history was monitored and recorded by a Signal Doctor 
Spectrum Analyzer (ProWave Co., Taiwan, R.O.C).  As for the test specimen, an 
aluminum alloy plate of length 220 mm, width 130 mm and thickness 2.2 mm was 
used.  As shown in Fig. 4, 40 mm of the specimen along the longitudinal direction is 
fastened by a vise to simulate clamped edge boundary condition. 

 

Fig. 4. An aluminum plate with described geometrical dimensions was used as the speci-
men to evaluate TA ESPI vibration measurement [15] 

As described in Eqn. (5), the TA ESPI displacement and fringes can be de-

termined by the function [ ]1)( −kAJo . The TA ESPI fringe patterns show bright 

fringes when [ ]1)( −kAJo are local maximums and become dark ones as [ ]1)( −kAJo   
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are local minimums.  According to Eqn. (3), the dark fringes can be observed 
along the nodal lines, the nodal points and fixed edges where the associated dis-
placements are zero and should be time invariant.  With improvements of the im-
age processing system, ESPI method can be performed in frame rate and fringe 
patterns can be recorded continuously.  To re-examine the match between Eqn. (3) 
and experimental results, in this paper, TA was used with the out-of-plane ESPI 
optical setup.  Since nodal lines of both 2nd and 4th resonant modes are easily  
determined, a video recording system was also used to record the 2nd and the 4th 
resonant mode fringe patterns of the aluminum plate.  As observed from the re-
corded images, the TA ESPI fringe patterns vary with time.  In fact, this time 
varying phenomenon cannot be easily observed without the frame rate image 
processing and/or continuously image recording aperture is adopted for image 
processing.  For discussion purpose, as shown respectively in Fig. 5 and Fig. 6, 
five images were extracted from each of the recorded images of the 2nd and 4th 
modes without denotative time.  

 

 
Fig. 5. The time variation of TA ESPI fringe patterns of the 2nd mode.  The red line is used 
to highlight the area for gray level analysis.  

 

Fig. 6. The time variation of TA ESPI fringe patterns of the 4th mode.  The red line is used 
to highlight the area for gray level analysis 

In Fig. 5, two phenomena can be observed.  Firstly, the visibility of the fringe 
patterns is lower in images captured at time intervals T2, T3 and T4 with respect 
to images captured at time intervals T1 and T5.  Secondly, the nodal line of the  
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2nd mode is a dark band in image captured at time interval T1 and becomes a 
bright one at time interval T5.  In addition, fringe pattern at clamped edge of the 
specimen also turns bright.  Similar results can also be observed for 4th mode (Fig. 
6), i.e. the visibility of fringe patterns first becomes lower (time intervals T2 and 
T3) and then recovers as time increases (time intervals T4 and T5), and in particu-
lar, the nodal lines and clamped edge become bright. 

To identify the variation of gray levels with time, the gray levels along the red 
line across the fringe patterns of Figs. 5 and 6 were processed by fast Fourier 
transform (FFT) and low pass filter was utilized to filter out speckle noises [13].  
The associated speckle-free normalized gray levels are plotted in Figs. 7 and 8 for 
the 2nd and 4th modes, respectively.  According to the obtained normalized gray 
level distributions, without any doubt, images captured at time intervals T1 and T5 
give better fringe visibility than the other extracted images.  Besides, from the 
geometrical symmetry of the specimen and the normalized gray level plots, the 
nodal lines of 2nd mode and 4th mode should be located at around 150th pixels 
counting from the left edge of the specimen.  From the normalized gray level 
plots, the gray levels at 150th pixels of both images extracted at time interval T1 
are lowest, and the normalized gray levels changes into the highest ones for both 
images captured at time interval T5.  In short, the gray levels of fringe patterns ex-
tracted at time intervals T1 and T5 are opposite to each other, i.e. the bright bands 
in images of time interval T1 become dark bands for images of time interval T5.  
Even though the gray levels of the two fringe patterns at time intervals T1 and T5 
are opposite to each other, the extreme values of gray levels at time intervals T1 
and T5 occur almost at the same location.   

 

 

Fig. 7. The distribution of normalized gray levels of TA ESPI fringe patterns of the alumi-
num plate excited at 2nd mode at different time intervals  
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Fig. 8. The distribution of normalized gray levels of TA ESPI fringe patterns of the alumi-
num plate excited at 4th mode at different time intervals  

As for the AF ESPI, the fringe patterns were also processed in frame rate and 
recorded.  Without extracting images at particular time, as shown in Fig. 9, the 
images of five different time intervals are rather consistent; however, the visibility 
of images extracted at time T3 and T4 are a little bit lower than those of the other 
three time intervals.  The normalized gray levels of fringes after FFT and low pass 
filter operations are shown in Fig. 10.  By comparing with Figs. 7 and 8, the nor-
malized gray levels of the AF ESPI are relatively stable with respect to those of 
the TA ESPI. 

 

 
Fig. 9. The time variation of TA ESPI fringe patterns of the 2nd mode.  The red line is used 
to highlight the area for gray level analysis  
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Fig. 10. The distribution of normalized gray levels of AF ESPI fringe patterns of the alumi-
num plate excited at 2nd mode at different time intervals  

To explain why fringe patterns obtained by TA ESPI method change with time, 

the effect of environmental noise on the optical setup should be first considered.  

Assuming the environmental noise acts on the optical setup and introduces the ad-

ditional phase change ),,( tyxδ ; Eqn. (1) can then be modified as 

[ ]),,(),,(),(cos2),,( tyxtyxyxIIIItyxI roro δϕ +Δ+++=  (11) 

The environmental noise spectrum covers wide frequency ranges; however, in this 
paper, only low frequency environmental noise was discussed.  Because of filter-
ing or damping low frequency environmental noises cannot be done easily.  As 
mentioned earlier, for an ESPI system, the CCD will accumulate the incoming 
light during each shutter opening time interval; then the general output voltages 
which are converted from the CCD camera detected light intensity, becomes 

∫ +Δ+++=
τ

δϕα
0

)]cos(2[ dtIIIIV rorog                                (12) 

In the TA ESPI method, the reference image is captured from a specimen not sub-
ject to periodic driving force. The phase term, Δ  introduced by the input vibration 
can thus be dropped, Eqn. (12) then becomes 

∫ +++=
τ

δϕα
0

)]cos(2[ dtIIIIV rorog                               (13) 

Assuming the CCD camera’s frame frequency (number of frames can be captured 

per second) is much higher than the frequencies of environmental noise acting on 
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the ESPI optical system, the phase ),,( tyxδ is simplified as a linear function of 

time [17], i.e. 
tyxyxtyx ),(),(),,( βδ +Φ=                                     (14) 

where ),( yxΦ is the initial phase term and ),( yxβ is the time-averaged phase 

change.  Then gV can be approximated as 

( )( )[ ]2/cos2 βτϕατ +Φ+++= rorog IIIIV                       (15) 

Similarly, the captured image of the specimen under vibration can be determined 
[18], i.e. 

( ) )(
*

1*cos
*)sin(

*

*sin
*cos2

)(

kAJII

IIV

oro

rovibg

⎥
⎦

⎤
⎢
⎣

⎡ −Φ++Φ+

++=−

β
τβϕ

β
τβϕα

ατ
 (16) 

It should be noted that that the images under vibration are captured at different 
time intervals with respect to the reference image, i.e. the initial phase term and 
the time-averaged phase change are different.  In Eqn. (16), the superscript * de-
notes the environmental noise which is different from the reference one.  

If the environmental noise does not change significantly, then both βτ  

and τβ *  are small, Eqns. (15) and (16) can be respectively simplified into 

( )[ ]Φ+++= ϕατ cos2 rorog IIIIV                                  (17) 

( )[ ])(*cos2 kAJIIIIV ororovibg Φ+++=− ϕατ                        (18) 

Assuming the initial phases of reference and object images are related by  

Φ+Φ=Φ δ*                                                    (19) 

Then the traditional TA ESPI can be remodeled and the output voltage of TA 

ESPI method can be modified as [14] 

( )[ ] ( )[ ][ ] )sin(sin)(1cos)(2
2/122 ςφδδατ +Φ+Φ+−Φ=

−= −

kAJkAJII

VVV

ooro

gvibgoutput

 (20) 

where 
( )

( )[ ]1cos)(

sin)(
tan 1

−Φ
Φ= −

δ
δς

kAJ

kAJ

o

o . 
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The fringe patterns of TA ESPI method can be determined by the func-

tion ),,( ΦδAkf , i.e.  

( )[ ] ( )[ ][ ] 2/122 sin)(1cos)(),,( Φ+−Φ=Φ δδδ kAJkAJAkf oo .                 (21) 

The fringe patterns are not only determined by vibration amplitude and ESPI opti-

cal setup but also determined by the environmental noise introduced equivalent in-

itial phase difference, Φδ . When 0=Φδ , Eqn. (21) becomes 

[ ]1)(),,( −=Φ kAJAkf oδ , this is the same as the traditional TA ESPI, the nodal 

lines and the clamped edge in the fringe patterns should appear in dark.  

When πδ =Φ , Eqn. (21) becomes 1)(),,( 2 +=Φ kAJAkf oδ .  Different from the 

case of 0=Φδ , the fringe patterns along nodal lines and clamped edge become the 

brightest ones.  The normalized gray levels plot of Eqn. (21) is shown in Fig. 11.   

There are dark fringes along the nodal lines and clamped edge as Φδ  increases  

 

 

Fig. 11. Modified fringe formula with environmental noise introduced equivalent initial 
phase difference, Φδ , considered  
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from 0 to 3/π , and then the fringes become bright ones as Φδ  increases from 

3/π  toπ .  Besides, the visibility of the fringe pattern becomes worst as Φδ in-

creases from 0 up to 2/π , and then the visibility increases as Φδ increases 

from 2/π  to π .  The above results well describe the phenomenon shown in  

Figs. 5 and 6, i.e. the visibility of fringe patterns first becomes lower and then re-

covers as time increases, and in particular, the nodal lines and clamped edge be-

come bright. 

4   Engineering Applications of the AF ESPI Method 

The AF ESPI method was first used to investigate the fracture behavior of the 
edge-cracked composite plates [19, 20] and determine modified mode III stress in-
tensity factors (SIFs) of different resonant frequencies.  Vibration behavior was 
investigated for composite plates containing circular defect at different depths 
[21], shadow masks [22] and printed circuit boards [23].  The repair efficiency of 
composite patching of edge- and center-cracked aluminum and carbon fiber rein-
forced plastic (CFRP) plates [24, 25] was evaluated by the AF-ESPI method.  In 
addition, nondestructive inspection of composite plates containing defects [26-28] 
was also performed by the AF ESPI method. 

5   Conclusions 

In this paper, by continuously recording TA ESPI and AF ESPI fringe patterns, 
the traditional time-averaged ESPI was re-examined.  The recorded fringe patterns 
obtained by TA ESPI showed that they vary from time to time.  For the extreme 
case, the gray levels of two fringe patterns at different time intervals are opposite 
to each other.  No matter how the gray level changes, fortunately, the extreme val-
ues of the gray level still occur at the same location.  On the contrary, AF ESPI 
fringe patterns remain essentially stable with almost nil visibility difference as 
time increases.  A new mathematical model was proposed to describe the TA ESPI 
method.  With environmental noises considered, the new model has the 

form ( )[ ] ( )[ ]22 sin)(1cos)( Φ+−Φ δδ kAJkAJ oo . Based on the proposed new 

model, the time variation as well as the decreasing and recovering of visibility of 
the fringe pattern can be well predicated by environmental noise introduced 
equivalent initial phase difference, Φδ .  The results indicate that the importance 
of Φδ  between the reference image and the object image as TA ESPI is adopted 
for vibration measurement.  At the end of this paper, a summary of the applica-
tions of AF ESPI method is provided. 



The Development and Applications of Amplitude Fluctuation ESPI Method 357
 

Acknowledgement 

This research was supported in part by the National Science Council of the Republic 
of China (grant nos. NSC95-2221-E007-150 and NSC95-2221-E007-011-MY3) and 
Instrumentation Engineering Division of Instrument Technology Research Center, 
National Applied Research Laboratories, Taiwan, Republic of China. 

References 

1. Hwang, C.H.: Investigation of vibration characteristics of composite plates containing 
defect by amplitude-fluctuation ESPI, Ph. D. Dissertation. Department of Power Me-
chanical Engineering, National Tsing Hua University, Taiwan, Republic of China 
(1996) 

2. Jones, R., Wykes, C.: Holographic and speckle interferometry. Cambridge University 
Press, Cambridge (1989) 

3. Butters, J.N., Leendertz, J.A.: Holographic and video techniques applied to engineer-
ing measurement. J Measurement and Control 4, 349–354 (1971) 

4. Pedersen, H.M., Løkberg, O.J., Førre, B.M.: Holographic vibration measurement using 
a TV speckle interferometer with silicon target vidicon. Optics Communications 12, 
421–426 (1974) 

5. Santoyo, F.M., Shellabear, M.C., Tyrer, J.R.: Whole field in-plane vibration analysis 
using pulsed phase-stepped ESPI. Applied Optics 30, 717–721 (1991) 

6. Løkberg, O.J., Høgmoen, K.: Use of modulated reference wave in electronic speckle 
pattern interferometry. J Physics E: Scientific Instruments 9, 847–851 (1976) 

7. Løkberg, O.J., Høgmoen, K.: Vibration phase mapping using electronic speckle pattern 
interferometry. Applied Optics 15, 2701–2704 (1976) 

8. Høgmoen, K., Løkberg, O.J.: Detection and measurement of small vibrations using 
electronic speckle pattern interferometry. Applied Optics 16, 1869–1875 (1977) 

9. Kerr, D., Jyrer, J.R.: The application of phase stepping to the analysis of ESPI fringe 
patterns. In: SPIE 814, Photomechanics and Speckle Metrology, pp. 379–389 (1987) 

10. Vikhagen, E.: Vibration measurement using phase shifting TV-holography and digital 
image processing. Optics Communications 69, 214–218 (1989) 

11. Joenathan, C.: Vibration fringes by phase stepping on an electronic speckle pattern in-
terferometer: an analysis. Applied Optics 30, 4658–4665 (1991) 

12. Wang, W.C., Hwang, C.H., Lin, S.Y.: Vibration measurement by the time-averaged 
ESPI methods. Applied Optics 35, 4502–4509 (1996) 

13. Wang, W.C., Hwang, C.H., Hsu, T.W.: The intrinsic characteristics of the ESPI fringe 
patterns. In: Proc. SEM Annual Conf. on Exp. and App. Mech., OR, USA (2001) 

14. Chang, Y.L.: Theoretical and experimental re-examination of the vibration measure-
ment using time-averaged electronic speckle pattern interferometry. MS Thesis, De-
partment of Power Mechanical Engineering, National Tsing Hua University, Taiwan, 
R. O. C (2008) (in Chinese) 

15. Wang, W.C., Hwang, C.H., Chang, Y.L.: Re-examination of the time-averaged elec-
tronic speckle pattern interferometry method on vibration measurement. In: Proc. SEM 
Fall Int Symposium to Commemorate the 60th Anniversary of the Invention of Holo-
graphy, MA, USA, pp. 228–237 (2008) 



358 W.-C. Wang and C.-H. Hwang
 

16. “Intelliwave”, Version 5.008, Engineering Synthesis Design, Inc., Tucson, AZ, USA 
(2006) 

17. Hwang, C.H., Wang, W.C.: On the vibration measurement by using electronic speckle 
metrologies with different driving force levels. In: Proc. Int. Conf. on Advanced Tech. 
in Exp. Mech., Ube, Japan (1999) 

18. Hsu, T.W.: Theoretical and Experimental Investigation of the Modified Electronic 
Speckle Metrologies. MS Thesis, Department of Power Mechanical Engineering, Na-
tional Tsing Hua University, Taiwan, Republic of China (2000) (in Chinese) 

19. Wang, W.C., Hwang, C.H., Lin, S.Y.: Vibration measurement of composite plates con-
taining defect at different depths by amplitude fluctuation ESPI method. Proc. VIII Int. 
Congress on Exp. Mech., TN, USA (1996) 

20. Wang, W.C., Hwang, C.H.: Vibration measurement of an edge-cracked composite 
plate by amplitude fluctuation ESPI method. In: Proc. 9th Int Congress on Frac., Syd-
ney, Australia (1997) 

21. Wang, W.C., Hwang, C.H.: Experimental analysis of vibration characteristics of an 
edge-cracked composite plate by ESPI method. Int. J. Frac. Mech. 91, 311–321 (1998) 

22. Wang, W.C., Tsai, Y.H.: Experimental vibration analysis of the shadow mask. Optics 
and Lasers in Eng. 30, 539–550 (1998) 

23. Wang, W.C., Lai, K.H.: Experimental investigation of vibration of the shadow mask 
with different assembly conditions. IEEE Consumer Electronics 45, 1046–1056 (1999) 

24. Wang, W.C., Hsu, J.S.: Investigation of the size effect of composite patching repaired 
on edge-cracked plates. Comp. Struct. 49, 415–423 (2000) 

25. Wang, W.C., Chen, C.H.: Investigation of vibration behavior of patched edge-cracked 
composite plates. J Reinforced Plastics and Comp. 21, 533–557 (2002) 

26. Lai, K.H.: Investigation of Vibration Behavior of Perforated Components on Elastic 
Supports by Hybrid Method. Ph. D. Dissertation, Department of Power Mechanical 
Engineering, National Tsing Hua University, Taiwan, Republic of China (2002) 

27. Yang, C.C.: Investigation of Dynamic Behavior of Composite Plates Containing De-
fects. MS Thesis, Department of Power Mechanical Engineering, National Tsing Hua 
University, Taiwan, Republic of China (2002) (in Chinese) 

28. Su, C.W.: Nondestructive Inspection and Vibration Analysis of Composite Plates Con-
taining Defects. MS Thesis, Department of Power Mechanical Engineering, National 
Tsing Hua University, Taiwan, Republic of China (2003) (in Chinese) 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Part III 
Fracture Mechanics 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Piezonuclear Transmutations in Brittle Rocks 
under Mechanical Loading: Microchemical 
Analysis and Geological Confirmations 

A. Carpinteri1, G. Lacidogna1, A. Manuello1, and O. Borla1,2 

1 Politecnico di Torino, Department of Structural Engineering & Geotechnics 
  Corso Duca degli Abruzzi 24 – 10129 Torino, Italy 
2 Istituto Nazionale di Fisica Nucleare, INFN sez. Torino 
  Via Pietro Giuria 1 – 10125 Torino, Italy 
 alberto.carpinteri@polito.it, giuseppe.lacidogna@polito.it,  
 amedeo.manuellobertetto@polito.it, oscar.borla@polito.it 

Abstract. Neutron emission measurements, by means of 3He devices and bubble 
detectors, were performed during three different kinds of compression tests on 
brittle rocks: (i) under monotonic displacement control, (ii) under cyclic loading, 
and (iii) by ultrasonic vibration. The material used for the tests was Green Luserna 
Granite. Since the analyzed material contains iron, our conjecture is that piezonu-
clear reactions involving fission of iron into aluminium, or into magnesium and 
silicon, should have occurred during compression damage and failure. This hy-
pothesis is confirmed by Energy Dispersive X-ray Spectroscopy (EDS) tests con-
ducted on Luserna Granite specimens. It is also interesting to emphasize that the 
present natural abundances of aluminum (∼8%), and silicon (28%) and scarcity of 
iron (∼4%) in the continental Earth’s crust should be possibly due to the piezonu-
clear fission reactions considered above. 

Keywords: Neutron emission, Piezonuclear reactions, Rocks crushing failure,  
Energy Dispersive X-ray Spectroscopy, Plate tectonics, Element evolution. 

1   Introduction 

We deal with a new topic in the scientific literature: piezonuclear neutron emis-
sions from brittle rock specimens under mechanical loading. The phenomenon is 
analyzed from an experimental point of view. In the scientific community some 
studies have been already conducted on the different forms of energy emitted dur-
ing the failure of brittle materials. They are based on the signals captured by the 
acoustic emission measurement systems, or on the detection of the electromag-
netic charge. On the other hand, only very recently piezonuclear neutron emis-
sions from very brittle rock specimens in compression have been discovered [1-3].  
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In this paper, after summarizing the preliminary results already presented in  
[1-3], involving compression tests on prismatic specimens of Carrara Marble and 
Green Luserna Granite, we present new experiments, using 3He neutron detectors 
and bubble type BD thermodynamic neutron detectors, performed on brittle rock test 
specimens. We carried out three different kinds of compression tests: (i) under 
monotonic displacement control, (ii) under cyclic loading, and (iii) by ultrasonic so-
licitations. The material used for the compression tests was non-radioactive Green 
Luserna Granite, with different specimen size and shape and consequently with dif-
ferent brittleness numbers. The compression tests were performed at the Fracture 
Mechanics Laboratory of the Politecnico of Torino, while the ultrasonic test at the 
Medical and Environmental Physics Laboratory of the University of Torino. 

For specimens of larger dimensions, neutron emissions, detected by 3He, were 
found to be of about one order of magnitude higher than the ordinary natural 
background level at the time of the catastrophic failure. As regards test specimens 
with more ductile behaviour, neutron emissions significantly higher than the 
background level were found. These piezonuclear reactions are due to the different 
modalities of energy release during the tests. For specimens with sufficiently large 
size and slenderness, relatively large energy release is expected, and hence a 
higher probability of neutron emissions at the time of failure. Furthermore, during 
compression tests under cyclic loading, an equivalent neutron dose, analysed by 
neutron bubble detectors, about two times higher than the ordinary background 
level was found at the end of the test. 

Finally, by using an ultrasonic horn suitably joined with the specimen, an ultra-
sonic test was carried out on a Green Luserna Granite specimen in order to produce 
continuing vibration at 20 kHz. Three hours after the beginning of the test, an equiva-
lent neutron dose about three times higher than the background level was found.  

Moreover, Energy Dispersive X-ray Spectroscopy (EDS) was performed on 
different samples of external or fracture surfaces belonging to specimens used in 
the preliminary piezonuclear tests [4]. For each sample, different measurements of 
the same crystalline phases (phengite or biotite) were performed in order to get 
averaged information of the chemical composition and to detect possible piezonu-
clear transmutations from iron to lighter elements. The samples were carefully 
chosen to investigate and compare the same minerals before and after the crushing 
failure. Phengite and biotite, that are rather common in the Luserna Granite (20% 
and 2%, respectively), were considered owing to the high iron concentration in 
their chemical compositions. The results of EDS analyses show that, on the frac-
ture surface samples, a considerable reduction in the iron content (∼25%) is coun-
terbalanced by a nearly equal increase in Al, Si, and Mg concentrations. 

Our conjecture is that piezonuclear reactions involving fission of iron into alu-
minum, or into magnesium and silicon, should have occurred during compression 
on the tested specimens. The present natural abundances of aluminum (∼8%), and 
silicon (28%) and scarcity of iron (∼4%) in the continental Earth’s crust are possi-
bly due to the piezonuclear fission reactions considered above. This reaction  
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would be activated where the environment conditions (pressure and temperature) 
are particularly severe, and mechanical phenomena of fracture, crushing, fragmenta-
tion, comminution, erosion, friction, etc., may occur. If we consider the evolution of 
the percentages of the most abundant elements in the Earth crust during the last 4.5 
billion years, we realize that iron and nickel have drastically diminished, whereas 
aluminum, silicon and magnesium have as much increased. It is also interesting to 
realize that such increases have developed mainly in the tectonic regions, where fric-
tional phenomena between the continental plates occurred [1-3, 5]. 

2   Neutron Emission Detection Techniques 

Since neutrons are electrically neutral particles, they cannot directly produce ioni-
zation in a detector, and therefore cannot be directly detected. This means that 
neutron detectors must rely upon a conversion process where an incident neutron 
interacts with a nucleus to produce a secondary charged particle. These charged 
particles are then detected, and from them the neutrons presence is deduced. For 
an accurate neutron evaluation, a 3He proportional counter and a set of passive 
neutron detectors, based on superheated bubble detection technique, insensitive to 
electromagnetic noise, were employed. 

2.1   3He Proportional Counter 

The 3He detector used in the tests is a 3He type (Xeram, France) with electronics 
of preamplification, amplification, and discrimination directly connected to the de-
tector tube. The detector is powered with high voltage power supply (about 1.3 
kV) via NIM (Nuclear Instrument Module) module. The logic output producing 
the TTL (through the lens) pulses is connected to a NIM counter. The logic output 
of the detector is enabled for analog signals exceeding 300 mV. This discrimina-
tion threshold is a consequence of the sensitivity of the 3He detector to the gamma 
rays ensuing neutron emission in ordinary nuclear processes. This value has been 
determined by measuring the analog signal of the detector by means of a Co-60 
gamma source. The detector is also calibrated for the measurement of thermal 
neutrons; its sensitivity is 65 cps/nthermal, i.e., the flux of thermal neutrons was 1 
thermal neutron/s cm2, corresponding to a count rate of 65 cps. 

2.2   Neutron Bubble Detectors 

A set of passive neutron detectors insensitive to electromagnetic noise and with 
zero gamma sensitivity was used. The dosimeters, based on superheated bubble 
detectors (BTI, Ontario, Canada) (BUBBLE TECHNOLOGY INDUSTRIES 
(1992)) [6], are calibrated at the factory against an AmBe (Americium-Beryllium) 
source in terms of NCRP38 [7]. Bubble detectors are the most sensitive, accurate 
neutron dosimeters available that provide instant visible detection and measure-
ment of neutron dose. Each detector is composed of a polycarbonate vial filled  
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with elastic tissue equivalent polymer, in which droplets of a superheated gas 
(Freon) are dispersed. When a neutron strikes a droplet, the latter immediately va-
porizes, forming a visible gas bubble trapped in the gel. The number of droplets 
provides a direct measurement of the equivalent neutron dose with an efficiency of 
about 20%. These detectors are suitable for neutron dose measurements, in the en-
ergy range of thermal neutrons (E = 0,025eV, BDT type) and fast neutrons (E > 
100 keV, BD-PND type). 

3   Preliminary Tests on Prismatic Specimens in Carrara Marble 
and Green Luserna Granite 

Preliminary tests on prismatic specimens were presented in previous contributions, 
recently published [1-3], and related to piezonuclear reactions occurring in solids 
containing iron −samples of granite rocks− in compression. The materials selected 
for the compression tests were Carrara Marble (calcite) and Green Luserna Gran-
ite (gneiss). This choice was prompted by the consideration that, test specimen 
dimensions being the same, different brittleness numbers [8] would cause catas-
trophic failure in granite, not in marble. The test specimens were subjected to uni-
axial compression to assess scale effects on brittleness [9]. 

Four test specimens were used, two made of Carrara Marble and two made of 
Luserna Granite (Fig. 1). All of them were of the same size and shape, measuring 
6×6×10 cm3. The same testing machine was used on all the test specimens: a 
standard servo-hydraulic press with a maximum capacity of 500 kN, equipped 
with control electronics. This machine makes it possible to carry out tests in ei-
ther load control or displacement control. The tests were performed in piston 
travel displacement control by setting, for all the test specimens, a velocity of 
0.001 mm/s during compression. Neutron emission measurements were made by 
means of a 3He detector placed at a distance of 10 cm from the test specimen and 
enclosed in a polystyrene case, to prevent the results from being altered by im-
pacts or vibrations.  

The measurements of neutron emissions obtained on marble yielded values 
comparable with the background, even at the time of test specimen failure. The 
neutron measurements obtained on the two granite test specimens, instead, ex-
ceeded the background value by about one order of magnitude when catastrophic 
failure occurred. The first granite test specimen reached at time T = 32 min a peak 
load of ca 400 kN, corresponding to an average pressure on the bases of 111.1 
MPa. When failure occurred, the count rate was found to be: (28.3±0.2)·10−2 cps 
corresponding to an equivalent flux of thermal neutrons of: (43.6±0.3)·10−4 nthermal 

cm−2s−1. The second granite test specimen reached at time T = 29 min a peak  
load of ca 340 kN, corresponding to an average pressure on the bases of  
94.4 MPa. When failure occurred, the count rate was found to be: (27.2±0.2)·10−2 
cps corresponding to an equivalent flux of thermal neutrons of (41.9±0.3)·10−4 
nthermal cm−2s−1. 
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Fig. 1. The test specimens analysed, two in Carrara Marble (P1, P2) and two in Luserna 
Granite (P3, P4), measured 6x6x10 cm3 (a). Baldwin servo-controlled press used for the 
compression tests (b). 3He neutron detector placed in the proximity of test specimen P1 dur-
ing the test. The detector is enclosed in a polystyrene case for protection against possible 
impacts due to test specimen failure (c) 

 
These phenomena could be caused by piezonuclear reactions, that occurred in 

the granite, but did not in the marble. Moreover, granite contains iron, which 
appears to be the most favourable element for the production of piezonuclear re-
actions [1-3]. More particularly, the Carrara Marble used in the piezonuclear 
tests [1-3] contains only iron impurities (not more than 0.07% of Fe2O3 as total 
Fe), Luserna Granite instead contains a considerable amount of iron oxides 
(∼3% of Fe2O3 as total Fe). For these reasons the iron content of the Luserna 
Granite used in the piezonuclear experiments could contribute to the phenome-
non in question. These experimental evidences induced the authors to carry out 
further tests on cylindrical Green Luserna Granite specimens of different size 
and shape. 

4   Experimental Set-Up 

4.1   Compression Tests under Monotonic Displacement Control 

Neutron emissions were measured on nine Green Luserna Granite cylindrical 
specimens, of different size and shape (Fig. 2, Table 1), denoted with P1, P2,…, P9. 

(a) 

(c)

P1 P2 P3 P4

(b) 
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The tests were carried out by means of a servo-hydraulic press, with a maximum 
capacity of 1800 kN, working by a digital type electronic control unit. The man-
agement software was TESTXPERTII by Zwick/Roel (Zwick/Roel Group, Ulm, 
Germany), while the mechanical parts are manufactured by Baldwin (Instron In-
dustrial Products Group, Grove City, PA, USA). The force applied was deter-
mined by measuring the pressure in the loading cylinder by means of a transducer. 
The margin of error in the determination of the force is 1%, which makes it a class 
1 mechanical press. The specimens were arranged with the two smaller surfaces in 
contact with the press platens, without coupling materials in-between, according to 
the testing modalities known as “test by means of rigid platens with friction”. The 
tests were performed under displacement control, with the planned displacement 
velocities ranging from 0.001 to 0.01 mm/s. 

The 3He neutron detector was switched on at least one hour before the begin-
ning of each compression test, in order to reach the thermal equilibrium of elec-
tronics, and to make sure that the behaviour of the devices was stable with respect 
to intrinsic thermal effects. The detector was placed in front of the test specimen at 
a distance of 20 cm and it was enclosed in a polystyrene case of 10 cm of thick-
ness in order to avoid “spurious” signals coming from impact and vibration. 

A relative measurement of natural neutron background was performed in order 
to assess the average background affecting data acquisition in experimental room 
condition. The 3He device was positioned in the same condition of the experimen-
tal set-up and the background measures were performed fixing at 60 s the acquisi-
tion time, during a preliminary period of more than three hours, for a total number 
of 200 counts. The average measured background level is ranging from 
(3.17±0.32)·10-2 to (4.74±0.46)·10-2 cps (see Table 2). 

 

 

 
 

Fig. 2. Green Luserna Granite cylindrical specimens, by varing slenderness and size-scale 
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Table 1. Characteristics of compression tests under monotonic displacement control on 
Green Luserna Granite specimens 

 

Geometry of the specimen 
Granite 

Specimen D 
(mm) H (mm) λ=H/D 

Displacement 
velocity 
(mm/s) 

Peak 
Load  
(kN) 

Time at 
the  

peak 
load (s) 

P1  28 14 0.5 0.001 52.19 735.0 

P2  28 28 1 0.001 33.46 1239.0 

P3  28 56 2 0.001 41.28 1089.0 

P4 53 25 0.5 0.001 129.00 960.0 

P5 53 50 1 0.001 139.10 2460.0 

P6 53 101 2 0.001 206.50 1180.0 

P7 112 60 0.5 0.01 1099.30 231.3 

P8 112 112 1 0.01 1077.10 263.5 

P9 112 224 2 0.01 897.80 218.6 

4.2   Compression Test under Cyclic Loading 

A Green Luserna Granite specimen (D=53mm, H=53mm, λ=1) was used. The cy-
clic loading was programmed at a frequency of 2 Hz and with a load excursion 
from a minimum load of 10 kN to a maximum of 60 kN. With respect to the  
tests performed under monotonic displacement control, neutron emissions from 
compression test under cyclic loading were performed by using neutron bubble 
detectors. Due to their isotropic angular response, three BDT and three BD-PND 
detectors were positioned at a distance of about 5 cm, all around the specimen. 
The detectors were previously activated, unscrewing the protection cap, in order to 
reach the suitable thermal equilibrium, and they were kept active for all the test 
duration. Furthermore, a BDT and a BD-PND detector were used as background 
control during the test. 

4.3   Ultrasonic Test 

A Green Luserna Granite specimen (D=53mm, H=100mm, λ=2) was connected to 
the ultrasonic horn by a glued screw inserted in a 5 mm deep hole (Fig. 3). This 
kind of connection was made in order to achieve a resonance condition, consider-
ing the speed of sound in Luserna stone, and the length of the specimen. Ultra-
sonic irradiation of the specimen was carried out for 3 hours. After the switching 
on of the transducer, 10% of the maximum power was reached in 20 min. Succes-
sively, the transducer power increased to 20% after one hour, and next reached a 
maximum level of about 30% after 2 hours. Then, the transducer worked in the 
same power condition up to the end of the test. 
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Fig. 3. The Green Luserna Granite specimen connected to the ultrasonic horn. The ultra-
sonic apparatus (Bandelin HD 2200) consists of a generator that converts electrical energy 
to 20 kHz ultrasound, and of a transducer that switches this energy into mechanical longitu-
dinal vibration of the same frequency 

5   Experimental Results 

5.1   Compression Tests under Monotonic Displacement Control 

The 3He device was switched on at least one hour before the beginning of each 
test, in order to reach a suitable electronic thermal equilibrium. Additional back-
ground measurements were repeated before each test, fixing an acquisition time of 
60 s in order to check possible variation of natural background. Neutron measure-
ments of specimens P2, P3, P4, P7 yielded values comparable with the ordinary 
natural background, while in specimens P1 and P5 the experimental data exceeded 
the background value by about four times. Instead, for specimen P6, P8 and P9, 
the neutron emissions achieved values higher than one order of magnitude with re-
spect to ordinary background. In Fig. 4, for specimens P6, P8, and P9, the load vs. 
time diagram, and the neutron count rate evolution are shown. In Table 2, experi-
mental data concerning compression tests on the nine Green Luserna Granite 
specimens are synthesized. The experimental results seem to demonstrate that 
neutron emissions follow an anisotropical distribution with an impulsive release 
from a specific zone of the specimen. Moreover, it is a matter of fact that the de-
tected neutron flux, and consequently neutron dose, are inversely proportional to 
the square of the distance from the source. For these reasons, 3He device could 
have underestimated neutron flux intensity, in any specimen. A possible solution 
to avoid underestimated data acquisition is an experimental measurement by using 
more than one 3He detector and more bubble dosimeters placed around the test 
specimens. 
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Fig. 4. Specimens P6, P8, P9. Load vs. time diagrams, and neutron emissions count rate 
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Table 2. Compression tests under monotonic displacement control. Neutron emissions ex-
perimental data on Green Luserna Granite specimens 
 

Granite  

Specimen 

 

D  

(mm) 
λ=H/D 

Average  

neutron  

background 

(10-2 cps) 

Count rate 

at the neutron 
emission 

(10-2 cps) 

P1 28 0.5 3.17±0.32 8.33±3.73 

P2 28 1 3.17±0.32 background 

P3 28 2 3.17±0.32 background 

P4 53 0.5 3.83±0.37 background 

P5 53 1 3.84±0.37 11.67±4.08 

P6 53 2 4.74±0.46 25.00±6.01 

P7 112 0.5 4.20±0.80 background 

P8 112 1 4.20±0.80 30.00±11.10 

P9 112 2 4.20±0.80 30.00±10.00 

5.2   Compression Test under Cyclic Loading 

Droplets counting was performed every 12 hours and the equivalent neutron dose 
was calculated. In the same way, the natural background was estimated by means 
of the two bubble dosimeters used for assessment. The ordinary background was 
found to be (13.98±2.76) nSv/h. 

In Fig. 5 neutron equivalent dose variation, evaluated during the cyclic com-
pression test, is reported. An increment of more than twice with respect to the 
background level was detected at specimen failure. No significant variations in 
neutron emissions were observed before the failure. The equivalent neutron dose, 
at the end of the test, was (28.74±5.75) nSv/h. 
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Fig. 5. Compression test under cyclic loading. Equivalent neutron dose variation on Green 
Luserna Granite specimen 
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5.3   Ultrasonic Test 

Ultrasonic oscillation was generated by an high intensity ultrasonic horn (Bandelin 
HD 2200) working at 20 kHz. The device guarantees a constant amplitude (rang-
ing from 10% to 100%) independently of changing conditions within the sample. 
The apparatus consists of a generator that converts electrical energy to 20 kHz ul-
trasounds, and of a transducer that switches this energy into mechanical longitudi-
nal vibration at the same frequency. 

The ultrasonic test on Green Luserna Granite specimen (D=53mm, H=100mm, 
λ=2) was carried out at the Medical and Environmental Physics Laboratory of Ex-
perimental Physics Department of the University of Torino. A relative natural 
background measurement was performed by means of the 3He detector for more 
than 6 hours. The average natural background was of (6.50±0.85)·10−3 cps, for a 
corresponding thermal neutron flux of (1.00±0.13)·10−4 nthermalcm-2s-1. This natural 
background level, lower than the one calculated during the compression tests at 
the Fracture Mechanics Laboratory of the Politecnico of Torino, is in agreement 
with the location of the experimental Physics Laboratory, which is three floors be-
low the ground level. 

During the ultrasonic test, the specimen temperature was monitored by using a 
multimeter/thermometer (Tektronix mod. S3910). The temperature reached 50°C 
after 20 min, and then increased up to a maximum level of 100°C at the end of the 
ultrasonic test. In Fig. 6, the neutron emissions detected are compared with the 
transducer power trend and the specimen temperature. A significant increment in 
neutron activity after 130 min from the beginning of the test was measured. At this 
time, the transducer power reached 30% of the maximum, with a specimen tem-
perature of about 90°C. Some neutron variations were detected during the first 
hour of the test, but they may be due to ordinary fluctuations of natural back-
ground. At the switching off of the sonotrode, the neutron activity decreased to the 
typical background value. 

 

 
 

Fig. 6. Ultrasonic test. Neutron emissions compared with the specimen temperature, and 
with the transducer power trend 
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6   Compositional and Microchemical Evidence of Piezonuclear 
Fission Reactions in the Rock Specimens 

Energy Dispersive X-ray Spectroscopy (EDS) was performed on different  
samples of external or fracture surfaces, belonging to the same specimens in 
Green Luserna Granite used in the preliminary piezonuclear tests by Carpinteri 
et al. [1-3]. The tests were conducted in order to correlate the neutron emission 
from the Luserna Granite with the variations in rock composition due to brittle 
failure of the granitic gneiss specimens. These analyses lead to get averaged  
information of the mineral chemical composition and to detect possible pie-
zonuclear transmutations from iron to lighter elements. The quantitative elemen-
tal analyses were performed by a ZEISS Supra 40 Field Emission Scanning 
Electron Microscope (FESEM) equipped with an Oxford X-rays microanalysis. 
The samples were carefully chosen to investigate and compare the same  
crystalline phases both before and after the crushing failure. In particular, two 
crystalline phases, phengite and biotite, were considered due to their high  
iron content and relative abundances in the Luserna Granite (20% and 2%,  
respectively) [10]. 

Luserna “stone” is a leucogranitic orthogneiss, probably from the Lower Per-
mian Age, that outcrops in the Luserna-Infernotto basin (Cottian Alps, Piedmont) 
at the border between the Turin and Cuneo provinces (North-western Italy) [11]. 
Characterized by a micro “Augen” texture, it is grey-greenish or locally pale blue 
in colour. Geologically, Luserna stone pertains to the Dora-Maira Massif [9,11], 
that represents a part of the ancient European margin annexed to the Cottian Alps 
during Alpine orogenesis. From a petrographic point of view, it is the metamor-
phic result of a late-Ercinian leucogranitic rock transformation [10,12] The 
Luserna stone has a sub-horizontal attitude, with a marked fine-grained foliation 
that is mostly associated with visible lineation. The mineralogical composition in-
cludes K-feldspar (10-25 Wt. %), quartz (30-40 Wt. %), albite (15-25 Wt. %) and 
phengite (10-20 Wt. %); subordinated biotite, chlorite, zoisite and/or clinozo-
isite/epidote (less then 5%). In addition to common accessory phases (ores, ti-
tanite, apatite and zircon), tourmaline, carbonates, rare axinite and frequent fluo-
rite are present [10,13]. 

In consequence of Luserna stone being a very heterogeneous rock, and in order 
to assess mass percentage variations in chemical elements such as Fe, Al, Si and 
Mg, the EDS analyses have been focused on two crystalline phases: phengite and 
biotite. These two minerals of granitic gneiss, that are quite common in the 
Luserna stone (20% and 2%, respectively), show a mineral chemistry in which the 
iron content is largely diffused (see Figs. 7a and 7b). 
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Fig. 7. (a) The chemical composition of phengite includes: SiO2 (∼56%), Al2O3 (∼24%), 
Fe2O3 and FeO (∼8%) MgO (∼1.5%), Na2O (∼0.2%) and K2O (∼10%). (b) The chemical 
composition of biotite includes: SiO2 (∼35%), Al2O3 (∼16%), Fe2O3 and FeO (∼33%), MgO 
(∼3.5%), TiO2 (∼1.5%), and K2O (∼10%) 

 
In Fig. 8a, two thin sections obtained from the external surfaces of an integer 

and uncracked portion of one of the tested specimens are shown. The thin sec-
tions, finished with a standard petrographic polishing procedures, present a rec-
tangular geometry (45×27 mm) and are 30 μm thick. In Fig. 8b, two portions of 
fracture surfaces taken from the tested specimen are shown. For the EDS analyses, 
several phengite and biotite sites were localized on the surface of the thin sections 
and on the fracture surfaces. Sixty measurements of phengite crystalline phase, 
and thirty of biotite were selected and analysed. In Figs. 9a and 9b, two electron 
microscope images of phengite and biotite sites, the first in the external sample 
(thin section 1) and the second on the fracture surface (fracture surface 2), are 
shown. 

 
 

 
Fig. 8. (a) Polished thin sections obtained by the external surface of an integer and not frac-
tured portion of the tested specimens [1,3]. (b) Fracture surface belonging to the tested 
specimens [1-3] 

 

(a) (b) 
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Fig. 9. FESEM images of phengite and biotite in the case of (a) external and (b) fracture 
sample 

6.1   EDS Results for Phengite 

In Fig. 10a and 10b, the results for the Fe concentrations obtained from the meas-
urements on phengite crystalline phase are shown. Thirty of these measurements 
were carried out on the polished thin sections as representatives of the external 
surface samples, whereas the other thirty measurements were carried out on frac-
ture surfaces. It can be observed that the distribution of Fe concentrations for the 
external surfaces, represented in the graph by squares, show an average value of 
the distribution (calculated as the arithmetic mean value) equal to 6.20%. In the 
same graph the distribution of Fe concentrations on the fracture samples (indicated 
by triangles) shows significant variations. It can be seen that the mean value of the 
distribution of measurements performed on fracture surfaces is equal to 4.0% and 
it is considerably lower than the mean value of external surface measurements 
(6.20%). It is also interesting to note that the two Fe value distributions are sepa-
rated by at least two standard deviations (σ= 0.37 in the case of external surfaces 
and σ=0.52 in the case of fracture surfaces).  

The iron decrease, considering the mean values of the distributions of phengite 
composition, is about 2.20%. This iron content reduction corresponds to a relative 
decrease of 35% with respect to the previous Fe content (6.20% in phengite). 
Similarly to Fig. 10a, in Fig 10b the Al mass percentage concentrations are con-
sidered in both the cases of external and fracture surfaces. For Al contents, the ob-
served variations show a mass percentage increase approximately equal to that of 
Fe (compare Fig. 10a and 10b). The average increase in the distribution, corre-
sponding to the fracture surfaces (indicated by triangles), is about 2.00% of the 
phengite composition. The average value of Al concentrations changes from 
12.50% on the external surface to 14.50% on the fracture surface. The relative in-
crease in Al content is equal to 16%.  

The evidence emerging from the EDS analyses, that the two values for the iron 
decrease (−2.20%) and for the Al increase (+2.0%) are approximately equal, is 
really impressive. This fact is even more evident considering the trends of the 

(a) (b) 
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other chemical elements constituting the mineral chemistry (excluding H and O) 
in phengite, because no appreciable variations can be recognized between the av-
erage values [4]. 

 

 
Fig. 10. Fe and Al concentrations in phengite: (a) Fe concentrations on external surfaces 
(squares) and on fracture surfaces (triangles). The Fe decrease considering the two mean 
values of the distributions is equal to 2.20%. (b) Al concentrations on external surfaces 
(squares) and on fracture surfaces (triangles). The Al increase, considering the two mean 
values of the distributions, is equal to 2.0% 

6.2   EDS Results for Biotite 

In the Figs. 11a-d the results for Fe, Al, Si and Mg concentrations measured on 30 
acquisition points of biotite crystalline phase are shown. These measurements 
were selected on the polished thin sections as representatives of the uncracked ma-
terial samples (15 measurements) and of fracture surfaces (15 measurements). It 
can be observed that the distribution of Fe concentrations for the external surfaces, 
represented in Fig. 11a by squares, shows an average value of the distribution 
(calculated as the arithmetic mean value) equal to 21.20%. On the other hand, 
considering in the same graph the distribution of Fe concentrations on fracture 
samples (indicated by triangles), it can be seen that the mean value drops to 
18.20%. In this case, the iron decrease, considering the mean values of the distri-
butions of biotite composition, is about 3.00%. This iron content reduction 
(−3.00%) corresponds to a relative decrease of 14% with respect to the previous 
Fe content (21.20% in biotite). Similarly to Fig. 11a, in Fig. 11b the Al mass per-
centage concentrations are considered in both cases of external and fracture sam-
ples. For Al contents the observed variations show an average increase of about 
1.50% in the biotite composition. The average value of Al concentrations changes 
from 8.10% on the external surface to 9.60% on the fracture surface, with a rela-
tive increase in Al content equal to 18%. In Fig. 11c and 11d it is shown that, in 
the case of biotite, also Si and Mg contents present considerable variations.  

(a) (b) 
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Figure. 11c shows that the mass percentage concentration of Si changes from a 
mean value of 18.4% (external surface) to a mean value of 19.60% (fracture sur-
face) with an increase of 1.20%. Similarly, in Fig. 11d the Mg concentration dis-
tributions show that the mean value of Mg content changes from 1.50% (external 
surface) to 2.20% (fracture surface). Therefore, the iron decrease (−3.00%) in bio-
tite is counterbalanced by an increase in aluminum (+1.50%), silicon (+1.20%), 
and magnesium (+0.70%) [4]. 

 

 

Fig. 11. Fe (a), Al (b), Si (c) and Mg (d) concentrations in biotite are reported for external 
and fracture surfaces. The iron decrease (−3.00%) in biotite is counterbalanced by an in-
crease in aluminum (+1.50%), silicon (+1.20%), and magnesium (+0.70%). In the case of 
the other elements no appreciable variations can be recognized between the external and the 
fracture samples [4] 

7   Piezonuclear Reactions: From the Laboratory to the Earth 
Scale 

From the results shown in the previous sections and the experimental evidence re-
ported in recent papers [1-3,4], it can be clearly seen that piezonuclear reactions 
are possible in inert non-radioactive solids.  

(a) (b) 

(d) (c) 
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From the EDS results on fracture samples, the evidences of Fe and Al varia-
tions on phengite (Fig. 10) lead to the conclusion that the piezonuclear reaction: 

 
56 27
26 13Fe 2Al 2 neutrons→ + ,               (1) 

 

should have occurred [1-3, 4]. Moreover, considering the evidences for the biotite 
content variations in Fe, Al, Si, and Mg (Fig. 11), it is possible to conjecture that 
another piezonuclear reaction, in addition to (1), should have occurred during the 
piezonuclear tests [1-3,4]: 
 

56 24 28
26 12 14Fe Mg  + Si + 4 neutrons→ .                 (2) 

 

Taking into account that granite is a common and widely occurring type of intru-
sive, Sialic, igneous rock, and that it is characterized by an extensive concentra-
tion in the rocks that make up the Earth’s crust (∼60% of the Earth’s crust), the 
piezonuclear fission reactions expressed above can be generalized from the labora-
tory to the Earth’s crust scale, where mechanical phenomena of brittle fracture, 
due to fault collision and subduction, take place continuously in the most seismic 
areas. This hypothesis seems to find surprising evidence and confirmation from 
both the geomechanical and the geochemical points of view. The neutron emis-
sions involved in piezonuclear reactions can be detected not only in laboratory ex-
periments, as shown in this paper, and in [1-3], but also at the Earth’s crust scale. 
Recent neutron emission detections by Kuzhevskij et al. [14,15] have led to con-
sider also the Earth’s crust, in addition to cosmic rays, as being a relevant source 
of neutron flux variations. Neutron emissions measured near the Earth’s surface 
exceeded the neutron background by about one order of magnitude in correspon-
dence to seismic activity and rather appreciable earthquakes [16]. This relation-
ship between the processes in the Earth’s crust and neutron flux variations has  
allowed increasing tectonic activity to be detected and methods for short-term 
prediction and monitoring of earthquakes to be developed [14,15]. Neutron flux 
variations, in correspondence to seismic activity, may be evidence of changes in 
the chemical composition of the crust, as a result of piezonuclear reactions. The 
present natural abundances of aluminum (∼8%), and silicon (28%) and scarcity of 
iron (∼4%) in the continental Earth’s crust are possibly due to the piezonuclear 
fission reactions considered above. 

8   Heterogeneity in the Composition of the Earth’s Crust:  
Fe and Al Reservoir Locations 

The location of Al and Fe mineral reservoirs seems to be closely connected to the 
geological periods when different continental zones were formed [17-23]. This 
fact would seem to suggest that our planet has undergone a continuous evolution 
from the most ancient geological regions, which currently reflect the continental 
cores that are rich in Fe reservoirs, to more recent or contemporary areas of the 
Earth’s crust where the concentrations of Si and Al oxides present very high mass 
percentages [17]. The main iron reservoir locations (Magnetite and Hematite 
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mines) are reported in Fig. 12a. The main concentrations of Al-oxides and rocky 
andesitic formations (the Rocky Mountains and the Andes, with a strong concen-
tration of Al2O3 minerals) are shown in Fig. 12b together with the most important 
subduction lines, plate tectonic trenches and rifts [17,21]. The geographical loca-
tions of main bauxite mines show that the largest concentrations of Al reservoirs 
can be found in correspondence to the most seismic areas of the Earth (Fig.12b). 
The main iron mines are instead exclusively located in the oldest and interior parts 
of continents (formed through the eruptive activity of the proto-Earth), in geo-
graphic areas with a reduced seismic risk and always far from the main fault lines. 
From this point of view, the close correlation between bauxite and andesitic reser-
voirs and the subduction and most seismic areas of the Earth’s crust provides very 
impressive evidence of piezonuclear effects at the planetary scale. 

9   Geochemical Evidence of Piezonuclear Reactions in the 
Evolution of the Earth’s Crust 

Evidence of piezonuclear reactions can be also recognized considering the Earth’s 
composition and its way of evolving throughout the geologic eras.  In this way, 
plate tectonics and the connected plate collision and subduction phenomena are 
useful to understand not only the morphology of our planet, but also its composi-
tional evolution [5]. 

From 4.0 to 2.0 Gyrs ago, Fe could be considered one of the most common  
bio-essential elements required for the metabolic action of all living organisms. 
Today, the deficiency of this nutrient suggests it as a limiting factor for the devel-
opment of marine phytoplankton and life on Earth [20]. 

Elements such as Fe and Ni in the Earth’s protocrust had higher concentrations 
in the Hadean (4.5−3.8 Gyr ago) and Archean (3.8−2.5 Gyr ago) periods com-
pared to the present values. The Si and Al concentrations instead were lower than 
those of today [17-19]. In Fig. 13, the evolution in mass percentage concentration 
of Si, Al, Fe and Ni in the Earth protocrust and crust over the last 4.5 Billion years 
is reported.  

Considering the data reported in Fig. 13, it is possible to conjecture, in addition 
to reactions (1) and (2), another piezonuclear fission reaction that could take place 
in correspondence to plate collision and subduction [5]: 

 
59 28
28 14Ni 2 Si + 3 neutrons→ ,        (3) 

 
Taking into account these considerations, a clear transition from a more basaltic 
condition (high concentrations of Fe and Ni) to a Sialic one (high concentrations 
of Al and Si) can be observed during the life time of our planet [5]. The most 
abrupt changes in element concentrations shown in Fig. 13 appear to be intimately 
connected to the tectonic activity of the Earth. In particular, the abrupt transitions 
of 2.5 Gyrs ago coincide with the period of the Earth’s largest tectonic activity 
[5,18,19]. 
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Fig. 12. (a) Locations of the largest iron mines in the world [24-27]. Iron ore reservoirs 
(Magnetite and Hematite mines) are located in geographic areas with reduced seismic risks 
and always far from fault lines. (b) The largest aluminum (bauxite) reservoirs are reported 
together with the main Andesitic formations and most important subduction lines and plate 
tectonic trenches [17] 

 

 
Fig. 13. The estimated mass percentage concentrations of Si, Al, Fe and Ni in the Earth 
crust during the last 4.5 Billion years (age of the planet Earth) [5,17-19,22, 28-34] 
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10   Conclusions 

Neutron emission measurements were performed on Green Luserna Granite speci-
mens during mechanical tests. From these experiments, it can be clearly seen that 
piezonuclear reactions giving rise to neutron emissions are possible in inert non-
radioactive solids under loading. In particular, during compression tests of specimens 
with sufficiently large size, the neutron flux was found to be of about one order of 
magnitude higher than the background level at the time of catastrophic failure. For 
test specimens with more ductile behaviour, neutron emissions significantly higher 
than the background were found. Neutron detection is also confirmed in compression 
test under cyclic loading and during ultrasonic vibration.  

Our conjecture, also confirmed by the Energy Dispersive X-ray Spectroscopy 
(EDS) tests, is that piezonuclear reactions involving fission of iron into aluminum, 
or into magnesium and silicon, should have occurred during compression on the 
tested specimens. 

This hypothesis seems to find surprising evidence and confirmation also at the 
Earth crust scale from both geomechanical and geochemical points of view. In this 
way, the piezonuclear reactions have been considered in order to interpret the most 
significant geophysical and geological transformations, today still unexplained. 

Finally, through experimental and theoretical studies of neutron emission and 
piezonuclear fission reactions from brittle fracture, it will also be possible to ex-
plore new and fascinating application fields, such as short-term prediction and 
monitoring of earthquakes, production of neutrons for medical use in cancer ther-
apy, disposal of radioactive waste, and even the hypothetical production of clean 
nuclear energy. 
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Abstract. The optical method of caustics constitutes a powerful tool in the hands 
of the experimentalist for the solution of fracture mechanics problems. According 
to the method, the area in the vicinity of the crack tip is illuminated by a light 
beam and the reflected or transmitted light rays form an envelope in space. When 
this envelope is cut by a screen a highly illuminated curve, the so-called caustic, is 
formed. By measuring characteristic dimensions of the caustic the stress intensity 
factor is determined. The method has been based on the assumption that plane 
stress conditions dominate in the vicinity of the crack tip. However, experimental 
evidence has shown that the state of stress is not pure plane stress. It changes from 
plane strain near the crack tip to plane stress at a critical distance away from the 
tip through a three-dimensional region. In order the caustic to be generated from 
the light rays reflected or transmitted through the specimen from the plane stress 
region certain conditions among the dimensions of the optical arrangement, the 
specimen properties and specimen thickness need to be satisfied. These conditions 
are investigated in this work so that the method of caustics can safely be used for 
determination of stress intensity factors in fracture mechanics problems. 

1   Introduction 

The optical method of caustics has extensively been used for the determination of 
stress intensity factors in crack problems under static and dynamic conditions  
[1-7]. According to this method, the area in the vicinity of the crack tip is illumi-
nated by a light beam and the reflected or transmitted light rays form an envelope 
in space. When this envelope is cut by a screen a highly illuminated curve, the so-
called caustic, is formed. By measuring characteristic dimensions of the caustic 
the stress intensity factor is determined. For linear elastic crack problems the caus-
tic is the image of the circumference of a circle surrounding the crack tip, called 
the initial curve, on the reference screen, and is directly related to the state of af-
fairs along the initial curve. For the determination of stress intensity factors, the 
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state of stress along the initial curve must be known. This state changes with the 
distance from the crack tip [8, 9]. Very near to the tip the state of stress is plane 
strain, while after a critical distance from the tip it becomes plane stress. In the 
area between the two regions the state of stress is three-dimensional. An investiga-
tion of the three-dimensional effects and the limits of applicability of the method 
of caustics in crack problems was performed in [10-15]. An extension of the me-
thod caustics in conjunction with the method of birefringent coatings for the study 
of crack problems in opaque materials was performed in [16-20]. 

The condition that the initial curve of the caustic lays in the region where plane 
stress conditions dominate imposes certain restrictions on the values of the applied 
load, specimen dimensions and characteristic lengths of the optical arrangement. 
In the present work, the limiting values of these quantities are defined when the 
specimen is illuminated by a parallel, divergent or convergent light beam. It is 
shown that for the correct application of the method certain conditions among the 
above quantities need to be satisfied. Thus, the experimentalist can safely apply 
the method of caustics for the determination of stress intensity factors in fracture 
mechanics problems. 

2   Stress-Optical Equations 

The stress optical equations governing the variation of the optical path of a light 
ray traversing a transparent specimen or reflected from the front or the rear face of 
the specimen are derived. The cases of plane stress and plane strain are considered 
separately.  

2.1   Plane Stress 

The variation of the optical path Δst1,2 of a light ray normally traversing a speci-
men along the directions of the principal stresses σ1 or σ2 is due to the variation of 
the index of refraction and the thickness of the specimen, and is given by 

 

 ( ) dnnndst Δ−+Δ=Δ 02,12,1
                                        (1) 

 

where d is the thickness of the specimen, n1,2 is the index of refraction along the 
directions of the principal stress σ1,2, n the index of refraction of the specimen un-
der no load, and n0 is the index of refraction of the surrounding medium. Δ de-
notes the variation of the respective quantity.  

According to Neumann-Maxwell stress-optical law for linear elastic behavior 
of the material, the variation of the refractive index Δn1,2 due to loading along the 
direction of the principal stress σ1,2 is given by 

 

 ( )31,222,112,12,1 εεε ++=−=Δ bbnnn                               (2) 

 
where b1 and b2 are the strain optical constants and ε1, ε2, ε3 are the principal 
strains.  
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For generalized plane stress conditions (σ3 = 0) introducing Hooke’s law into 
eq. (2) we obtain 

 

 1,222,112,1 σσ CCn +=Δ                                       (3) 

 

where 
 

 ( ) ( )[ ],1
,2

1
2122211 bbb

E
Cbb

E
C +−=−= νν                   (4) 

 

with ν representing Poisson’s ratio. 
From eqs (1) to (4) it is obtained that  
 

 ( )dbas ttt 1,22,12,1
σσ +=Δ                                       (5) 

 
where 

 ( ) ( )0201 , nn
E

Cbnn
E

Ca tt −−=−−= νν
                         (6) 

 

Equation (5) can be put in the form 
 

 ( ) ( )[ ]dcs ttt 21212,1
σσξσσ −±+=Δ                              (7) 

 

where 
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For optically isotropic materials for which the index of refraction does not change 
along the principal stress directions (b1 = b2 = b, ξ t = 0), eq. (7) takes the form 

 

 ( )dcss ttt 2121
σσ +=Δ=Δ                                       (9) 

 

where 
 

 ( ) ( )[ ]021
1

nnb
E

cb ttt −−−=== ννα                          (10) 

 

Consider now the case of a light ray normally incident on the specimen, passing 
through it and reflected from its rear face. The variation of the optical path of the 
light ray along the directions of the principal stresses σ1 and σ1 is given by 

 

 ⎥
⎦

⎤
⎢
⎣

⎡ Δ⎟
⎠
⎞

⎜
⎝
⎛ −+Δ=Δ d

n
nndsr 2

2 0
2,12,1

                                (11) 

 



386 E.E. Gdoutos
 

For generalized plane stress conditions (σ3 = 0), the Neumann-Maxwell and 
Hooke’s law can be applied to eq. (11) rendering 

 

 ( )dbas rrr 1,22,12
2,1

σσ +=Δ                                      (12) 
 

where 
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Equation (12) can be put in the form 
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For optically isotropic materials (b1 = b2 = b, ξ r = 0), eq. (14) takes the form 
 

 ( )dcss rrr 212
21

σσ +=Δ=Δ                                     (16) 
 

where 
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Finally, consider the case of a light ray normally incident on the specimen and 
reflected from its front face. The variation of the optical path of the light ray along 
the directions of the principal stresses σ1 and σ2 for generalized plane stress condi-
tions is due to the thickness variation only and is given by 

 

 ( )dcss rrr 2121
σσ +=Δ=Δ                                    (18) 

 

where 
 

 
E

cr

ν−=                                                   (19) 

2.2   Plane Strain 

The variation of the optical path of a light ray normally traversing a specimen 
along the directions of the principal stresses σ1 and σ2 under plane strain condi-
tions (ε3 = 0, σ3 = ν(σ1 +σ2)) is obtained from eqs (1), (2) and Hooke’ law, i.e.,  
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 ( )dbas ttt 1,22,12,1 σσ +=Δ                                     (20) 
 

where 
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For a light ray normally incident on the specimen, and passing through its thick-
ness and reflected from the rear face of the specimen, the variation of the optical 
path is given by 

 

 ( )dbas rrr 1,22,12,1 σσ +=Δ                                   (22) 
 

where 
 

 trtr bbaa 2,2 ==                                        (23) 
 

Finally, the variation of the optical path of a light ray reflected from the front face 
of the specimen under plane strain conditions is zero. 

3   The Optical Method of Caustics 

In the optical method of caustics a specimen is illuminated by a light beam (Fig. 1) 
and the reflected or transmitted rays undergo a change of their optical path caused 
by the variation of the thickness and refractive index of the specimen. At stress 
gradients resulting at crack tips, the light rays generate a highly illuminated three-
dimensional surface in space. When this surface is intersected by a reference 
screen, a bright curve, the so-called caustic curve, is formed. The dimensions of 
the caustic are related to the state of stress near the crack tip. An optical arrange-
ment for the method of caustics is shown in Fig. 2. For the case of a mode-I 
through-the-thickness crack the stress intensity factor Kexp is given by [1] 

 

2/3
0

2/5

exp 0934.0
cdmz

D
K =                 (24) 

 

where z0 is the distance between the specimen and the viewing screen where the 
caustic is formed, c is the stress optical constant of the specimen under conditions 
of plane stress, d is the specimen thickness, m is the magnification factor of the 
optical arrangement defined as the ratio of a length on the reference screen where 
the caustic is formed divided by the corresponding length on the specimen and D 
is the transverse diameter of the caustic at the crack tip (Fig. 3). The above equa-
tion is valid when the state of stress in the vicinity of the crack tip is plane stress.  
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Fig. 1. Optical arrangement for divergent (a), convergent (b) and parallel (c) light 
 
The magnification factor of the optical arrangement for divergent light is given by  
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m

+= 0                                                     (25) 

where zi is the distance between the light source and the specimen. 
For convergent light, where zi is the distance between the focus of the imping-

ing light beam and the specimen m is given by  
 

i

i

z

zz
m

−±= 0                                                 (26) 

 

m = 1 for parallel light. 
The caustic is created by the light rays reflected from the circumference of a 

circle, the so-called initial curve, which surrounds the crack tip. The radius r0 of 
the initial curve is given by  

 

5/2

0
0
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=

m

Kcdz
r I                                    (27) 
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Fig. 2. Optical setup of the method of caustics 

 
 

 
 

Fig. 3. Caustic under mode-I loading 
 
 
Form eqs (24) and (27) it is obtained that 

 
r0 = 0.316 D             (28) 
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4   Experimental 

Specimens made of Plexiglas of thickness d = 3.0, 4.5, 9.5 and 12.5 mm and width 
w = 42.4, 47.5, 51.5 and 63.5 mm, with an edge notch of length a = 15.5 mm were 
subjected to a progressively increasing tensile loading in an Instron testing ma-
chine. The specimens were illuminated by a convergent, divergent or parallel 
monochromatic light beam produced by a Ne-He laser (Fig. 2). The caustic curves 
obtained from the light rays reflected from the front or rear faces of the specimen, 
or those transmitted through the specimen were recorded on a viewing screen 
placed at a distance z0 from the specimen (Fig. 2). Caustics were obtained at dif-
ferent load levels for various values of the magnification factor of the optical ar-
rangement and the distance z0. In this way, a host of caustics were obtained from 
different values r0 of the radius of the initial curve from the crack tip. 

Experimental values of stress intensity factor, Kexp, were obtained. These values 
were compared with theoretical values of stress intensity factor Kth  for an edge-
cracked specimen given by [21, 22] 
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⎦
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th w
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w
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w

a
55.10

w

a
23.012.1aK   (29) 

 
Note that the experimental values of stress intensity factor are obtained under the 
assumption that the initial curve of the caustic lays in the region near the crack tip 
where plane stress conditions dominate. Thus, if the values of Kexp and Kth coin-
cide, this means that the initial curve of the caustic lays in the region where the 
state of stress is plane stress. In case the values of Kexp and Kth  do not coincide, 
this implies that the initial curve lies in the region where the state of stress is three-
dimensional.  

Fig. 4 presents the variation of Kexp/ Kth versus r/d for specimen thickness  
d = 4.5 mm, crack length a = 15.5 mm and two values of specimen width w = 47.5 
and 63.5 mm. Points in the figure correspond to different values of the applied 
load, P, the magnification factor of the optical arrangement, m, the distance be-
tween the specimen and the viewing screen where the caustic is formed, z0, and 
the specimen thickness, d. Note form figure that for all specimen thicknesses the 
ratio Kexp/ Kth  increases with r/d and reaches a plateau value equal to one as the 
radius of the initial curve takes a limiting value rc. At that value of r = rc the state 
of stress in the neighborhood of the crack tip becomes plane stress. For distances r 
smaller than rc the state of stress is three-dimensional, while for values of r larger 
than rc plane stress conditions dominate. From Fig. 4 and analogous figures the 
critical value of rc can be determined. We obtained that rc = d for d = 3 mm, rc = 
0.9d for d = 4.5 mm, rc = 0.5d for d = 9.5 mm and rc = 0.4d for d = 12.5 mm. Thus 
the critical value of r for which the state of stress becomes plane stress depends on 
d and the geometrical characteristics of the cracked plate, especially the ratio of 
crack length to specimen thickness. 
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Fig. 4. Variation of Kexp/Kth versus r/d for a = 15.5 mm, d = 4.5 mm and w = 47.5 mm (a) 
and w = 63.5 mm (b) 

 
From the above results it is shown that plane stress conditions prevail at dis-

tances from the crack tip larger than a specimen fraction. Analogous results ob-
tained by finite elements have concluded that plane stress conditions dominate at 
distances away from the crack tip equal to half the specimen thickness [8].  
This result was verified experimentally in [9]. Thus in order to obtain caustics  
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generated from the region of plane stress the radius of the initial curve of the caus-
tic should be larger than a fraction of the specimen thickness. By taking it half the 
specimen thickness we obtain 

 d
m

cKz
>⎟

⎠
⎞

⎜
⎝
⎛

3/2

0385.3
    (30) 

Inequality (30) establishes a condition the quantities, z0, c, K, m, d should satisfy 
in order to obtain caustics generated by an initial curve that lies in the plane stress 
region in the neighborhood of the crack tip. 

5   Limits of Applicability of the Method of Caustics 

Based on the above, results are presented for the limits of validity of the method of 
caustics under conditions of plane stress for the determination of stress intensity 
factors for opening-mode loading. Fig. 5 presents the variation of the critical 
(maximum) value of specimen thickness, dc, versus KI for zi = 0.8 m for a diver-
gent light beam illuminating a notched Plexiglas specimen. zi represents the dis-
tance between the point light source and the specimen. Observe that the critical 
thickness dc increases as KI and z0 increase.  

Fig. 6 presents the variation of r0 versus stress intensity factor KI for a Plexiglas 
specimen of thickness d = 10 mm illuminated by a parallel light beam. The caustic is 
created by transmitted light rays (ct = 1.08x10-10m2N-1) and the reference screen is 
placed at distances z0 = 0.1,1 and 10 m from the specimen. KI varies up to 1 MPa√m 
corresponding to the value of fracture toughness of Plexiglas. In the same figure the 
line r0 = d/2 is drawn. Observe that r0 increases as KI and z0 are also increased. Only 
for the part of curves above the line r0 = d/2, does the radius of the initial curve lay 
in the region of plane stress. It is observed that the realm of validity of the method of 
caustics under conditions of plane stress increases with KI and z0. 

For convergent light the lower and upper bounds of validity of plane stress 
caustics are drawn in Fig. 7 versus KI for zi = 10 cm. The specimen thickness d 
takes the values 0.5 and 1 mm. The shaded areas in the figure represent the region 
(combination of KI for z0 values) where plane stress caustics are obtained. Note 
that the upper limit tends to infinity for KI = 0.31 MPa√m. From Fig. 7 it is shown 
that the region of validity of plane stress caustics diminishes as the specimen 
thickness increases.  
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Fig. 5. Variation of maximum value of d (dc) versus KI for divergent light. zi = 0.8 m, and 
z0 = 0.1, 1 and 10 m. 

 

 
 

Fig. 6. Variation of r0 versus KI for parallel light. d = 10 mm, z0 = 0.1, 1 and 10 m 
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Fig. 7. Limits of applicability of plane stress caustics for convergent light. zi = 10 cm, and 
(a) d = 0.5 mm and (b) d = 1 mm. 

6   Conclusions 

The basic principles of the optical method of caustics were presented. It is shown 
that special precautions should be taken when applying the method to determine 
stress intensity factors in crack problems. The applied loads, the specimen dimen-
sions and the characteristic lengths of the optical arrangement should be properly se-
lected for the correct application of the method. Otherwise, erroneous results may be 
obtained. A thorough investigation of the limits of validity of the method of caustics 
under conditions of plane stress was undertaken. The cases of a parallel, divergent or 
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convergent light beam illuminating the specimen were studied. The main results of 
the present study may be summarized as: 
 

(1) The state of stress in the neighborhood of the crack tip changes from plane 
strain at the tip to plane stress at a critical distance from the tip. Between the two 
regions the state of stress is three-dimensional. 

(2) The critical distance from the crack tip at which the state of stress becomes 
plane stress depends mainly on the thickness of the plate, and secondary on its geo-
metrical characteristics, especially the ratio of crack length to specimen thickness. 

(3) For the correct determination of KI by the optical method of caustics certain 
conditions must be satisfied. 

(4) The experimentalist should properly choose the geometry of the optical ar-
rangement, the plate thickness and the applied load. 

(5)The specimen thickness should be smaller than a critical value dictated by 
the geometry of the optical arrangement, the material of the specimen and the ap-
plied load. 

(6) The maximum permissible plate thickness increases with the applied load 
and the distance between the specimen and the reference screen and decreases 
with the magnification factor. 

(7) For certain materials and optical arrangements plates of very small thick-
ness are required. Such small thicknesses may introduce difficulties in the execu-
tion of the experiment. 

(8) Reflected caustics allow larger plate thicknesses to be used than transmitted 
caustics (the stress-optical constant for reflected light is larger than for transmitted 
light). 

Dedication 

This paper is dedicated to the memory of P.S. Theocaris, pioneer of the optical 
method of caustics and optical methods of stress analysis in appreciation of his 
mentorship, guidance and support during the first years of my academic life. 
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Abstract. We study a series of problems involving multiple connected and 
cracked bodies. Based on the boundary conditions, we derive the equations 
describing the stress – strain field of the body. A case of special interest is the one 
when mixed boundary conditions apply on the crack lips. Specifically, either we 
can place thin inclusions on the crack lips near its edges or in its central part; these 
inclusions can be modeled as linearly deformable springs of certain stiffness, 
based on Winkler’s model. We also examine the case when the central part of the 
crack is reinforced with a stringer while on the edges of the crack elastic springs 
are placed in specific distances. On the areas where there are no stringers or thin 
inclusions, the normal and shear stresses are considered as known. An infinite 
plate is loaded at infinity with normal and shear strains. We study the interaction 
of the reinforcements and the weakening of the composite plate by calculating the 
stress intensity factor (SIF) on the crack lips, as well as the stress – strain field of 
the composite cracked plate. 

1   Introduction 

Thin plates in structures are always reinforced with stringers especially in light 
constructions used in aircrafts. Hence, there has been a big interest in studying the 
influence of the stress distribution of the stringer on the stress field of plates. 
Sheremetiev, Savin, Melan, Buell, Sanders, Brown and Koiter were some of the 
most important researchers of the problem up to now. Since the theoretical study 
of the problem presents serious difficulties, many assumptions and simplifications 
were introduced in the previous papers. Thus, Buell, Koiter and Kalandiya 
assumed as a stringer an infinite or semi-infinite elastic bar whose only possible 
deformation was along its longitudinal axis and there was no possibility of 
bending the stringer. A similar study of the stress distribution in a thin flat plate 
cemented on a straight bar under simple tension was studied by Theocaris and 
Dafermos who also evaluated the singular field at the corner of the plate cemented 
with the stringer. Sheremetiev, as well as Muki and Sternberg, have studied the 
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influence of rigidity of stringers on the stress distribution of the plate embedding 
the stringer, whereas Sheremetiev in another paper observed that if the rigidity of 
the stringer is reduced to a negligible amount the state of stress of the plate in 
influenced considerably.  

Most of the papers mentioned up to now considered the plate as uniform, not 
containing any discontinuity, holes or cracks. The problem becomes much more 
difficult when the plate is considered to have some kind of discontinuity in the 
form of holes and cracks. However, the problem of the cracked plate containing a 
stringer has an obvious importance for practical means. Greif, Sanders and 
Kaladiya have studied the influence of a rectilinear stringer on the stress 
distribution around a stationary crack contained in the plate whose form and 
position where given in advance. Those types of problems are of special 
theoretical as well as practical importance (due to their application in composite 
materials technology, new materials, soil and rock mechanics, navigation, 
biomechanics etc) so efficient methods, either analytical or numerical, are needed 
to treat them. Those methods enable us to study both qualitatively and 
quantitavely the behavior of the area where the stresses are concentrated. This is 
very useful in avoiding crack propagation. Due to the novelty and the complexity 
of the above mentioned mixed problems (when considering the boundary values) 
many researchers (see for example [1-4]) have focused their efforts in solving 
cases such as the geometry and the action of different physical or mechanical 
fields.  

2   Reinforcement of a Cracked Plate with Stringers 

In the process of reinforcing a plate, it is a common practice to adjust the position 
of the reinforcements according to the position and the geometry of the flaw. In 
this part of the paper we will examine the reinforcement of a cracked plate with 
straight and curvilinear stringers. Let us consider an infinite and isotropic plate of 
thickness h  and elastic constants E, v, κ, μ, that is weakened by two cracks 1A  and 

2A  but a also reinforced with a straight stringer 
1

L  and a stringer 2L  of circular 

shape and radius R . The thickness, the cross section area and the elastic constants 
of the two stringers are 1 2 1 2 1 2, , , ,h h h S S E E= = respectively. The tensions of the 

plate at infinity, referring to the main coordinate system are 1 2,N N . On the 

cracks, the following boundary conditions apply: 
 

a) On the lips of 1A  crack the stresses are given: 
 

n tiσ σ± ±−                                                     (1) 
 

b) On the lips of 2A  cracks the displacements are given:  
 

u iυ± ±+                                    (2) 
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c) On boundary 1L  between the plate and the straight stringer we have the 

following combination of boundary conditions: 
 

1

1

0

n n

n t n t

str t t

u iu u iu t L

du du

dx dx

σ σ

ε

+ −

+ + − −

+ −

⎧
⎪ =
⎪⎪ + = + ∈⎨
⎪
⎪ = =
⎪⎩

   (3) 

 

where 1 1
1

i it d e xeβ θ= + , 1d  is the distance from the center of the system until the 

middle of 1L , 1β  is the corner between the two centers and 1θ  is the corner 

between the x-axis and the direction of 1L . 

d) On the boundary 2L  between the plate and the curvilinear stringer we will 

have the following relations: 
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      (4) 

 

where 2
2 2

it d e tβ= +  and 2
2 Reit θ= . 

In order to deduce the state equations we will use the following complex 
potentials: 
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1 2 1 2
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where 1 2

1
( )

4
Γ = Ν + Ν  and 1 2

1
' ( )

2
Γ = − Ν − Ν .  

Based on the boundary values of the complex potential the boundary conditions 
(1) and (2) we take the following form: 

 

1 0 1 0 0 0: ( ) ( ) ' ( ) ( )n t

dt
t i t t t t t

dt
σ σ± ± ± ± ± ±⎡ ⎤∈ − = Φ + Φ + Φ + Ψ⎣ ⎦A                     (7) 

2 0 0 0 0: 2 ( ) ( ) ' ( ) ( )
du d

t i t t t t t
dt dt

υμ κ
± ±

± ± ± ±⎡ ⎤ ⎡ ⎤∈ − + = Φ − Φ + Φ + Ψ⎢ ⎥ ⎣ ⎦⎣ ⎦
A       (8) 
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The combination of relations (3) and (4) will yield the next relations: 
 

( ) ( ) ( )11 1
1 : (1 ) 0i

n t n t n t n

E S d
t L ih i i ie v

E dt
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( ) ( ) ( ) ( )2
2 2 2 2: 1 (1 ) 0i

n t n t n s n
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t L ERh i i E S t d e v

dt
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(10) 
 

Boundary conditions (9) and (10) based on the boundary values of the complex 
potential will take the following form: 
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By subtraction of the reciprocal relations in (7) and (8), and taking into account 
relations (3) and (4) as well as the Sohotsky – Plemely formulas for the boundary 
values of the complex potentials relation (6) will take the following form: 
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where ( ) ( )1( ) n n t tq t iσ σ σ σ+ − + −= − − − , ( ) ( )( ) 2
d d

g t u u i
dt dt

μ υ υ+ − + −⎡ ⎤= − − + −⎢ ⎥⎣ ⎦
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Taking into consideration the reciprocal Sohotsky – Plemely formulas for the 
complex potentials (5) and (13) in relations (71)+(72), (81)+(82), (11), (12) we will 
get a system of four singular integral equations with respect to densities 

1 2 1 2( ), ( ), ( ), ( )t t t tφ φ μ μ . The system must be augmented with the condition of 

uniqueness of displacements for the crack 1A . The above system fully describes 

the stress – strain field of the cracked plate that is reinforced by stringers. 

3   Reinforcement of a Plate with a Patch 

Let us consider the case when we put a circular patch 1S  to reinforce a crack that 

exists in an infinite and isotropic plate S . The infinite plate is loaded at infinity 
with prime stresses 1 2,Ν Ν , the stresses ( )

n t
iσ σ± ±−  or displacements ( )u iυ± ±+  

on the crack lips are considered known. On the boundary γ  between the plate S  

and the patch 1S  the following boundary relations for the unknown deformations 

and stresses hold true: 
 

1

1 1( ) ( ),

( ) ( ) ( )n t n tt S t S

d d
u i u i t

dt dt

i i f t
γ γ

υ υ γ

σ σ σ σ
∈ ∈ ∈ ∈

⎧ + = + ∈⎪
⎨
⎪ + = − + =
⎩

  (14) 

 

The elastic constants of the two bodies S  and 1S  will be ,κ μ  and 1 1,κ μ  

reciprocally. For the description of the stress – strain field of the composite body 
we will need two pair of complex potentials. 

For the plate: 
 

2

1 ( ) 1 ( )
( )

2 2 (1 )

1 ( ) ( ) 1 ( )
( ) '

2 2 (1 ) 2 (1 ) ( )

f z
z d d

i z z

y f f
z d d d

i z z z

γ

γ γ

φ τ τ τ
π τ π κ τ

τ κ τ τ ττ τ τ
π τ π κ τ π κ τ

⎧Φ = Γ + +⎪ − + −⎪
⎨
⎪Ψ = Γ + − +⎪ − + − + −⎩

∫ ∫

∫ ∫ ∫

A

A

v

v v
    (15) 

 
for the circular patch 

 

1

1

1

1

1

1

( )1
,

2( )

0,

( )1
,

2( )

0,

G
d z S

i zz

z S

Q
d z S

i zz

z S

γ

γ

τ τ
π τ

τ τ
π τ

⎧ ∈⎪ −Φ = ⎨
⎪ ∉⎩
⎧ ∈⎪ −Ψ = ⎨
⎪ ∉⎩

∫

∫

v

v
                (16) 
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The boundary conditions on the crack lips will be written as follows, if we 
consider the complex potential (15): 

( ) ( ) ' ( ) ( ) ,n t

dt
i t t t t t t

dt
σ σ± ± ± ± ± ±⎡ ⎤− = Φ + Φ + Φ + Ψ ∈⎣ ⎦ A           (17) 

or 

2 ( ) ( ) ' ( ) ( ) ,
d d dt

u i t t t t t t
dt dt dt

μ υ κ± ± ± ± ± ±⎡ ⎤ ⎡ ⎤− + = Φ − Φ + Φ + Ψ ∈⎢ ⎥ ⎣ ⎦⎣ ⎦
A  

Based on conditions (14) and the expressions for the stresses and the 
displacements through the complex potentials (15) and (16): 

 

1

1 1

1( ) ( )1
( ) ( )

f t f t
t t G t

κκγ
μ μ μ μ

++∈ Φ + = −        (18) 

or 

1 1

1 1

1
( ) ( ) ( )

1 ( 1)
G t t f t

μ μ μκ
μ κ μ κ

++= Φ +
+ +

            (19) 

 

Following the know process we analyzed in the previous section we will get two 
integral equations on A  and the boundary γ  of the patch 1S . 

 

2

1
22

1 ( ) ( ) ( ) 1
( )

( )

1 ( ) ( ) ( )

(1 ) (1 ) (1 )

( )1
( ) ( )

(1 ) ( )

dt t
d d d d

i t i i t i tt dt

f f dt f
d d d

t tt dt

qt dt
f d q t d

tt dt

γ γ γ

γ

φ τ λ φ τ λ φ τ ττ τ τ φ τ τ
π τ π π τ π ττ

τ λ τ κ ττ τ τ
π κ τ π κ π κ ττ

ττ τ τ
π κ ττ

⎡ ⎤−+ − − + +⎢ ⎥− − −− ⎣ ⎦
⎡ ⎡

+ + − − +⎢ ⎢+ − + + −− ⎣⎢⎣
⎤−+ = −⎥

+ −− ⎥⎦

∫ ∫ ∫ ∫

∫ ∫ ∫

∫

A A A A

v v v

v , tτ ∈∫
A

A

      (20) 

 

where  
 

a) when the stresses on the crack lips are given 

( ) ( ) ( ) ( )1 21, ( ) , ( ) 2 'n n t t n n t t

dt
q t i q t i

dt
λ σ σ σ σ σ σ σ σ+ − + − + − + − ⎛ ⎞= − = − − − = + − + − Γ + Γ + Γ⎜ ⎟

⎝ ⎠
 

b) when the displacements on the crack lips are given 

( ) ( )1, ( ) 2 ,
d d

q t u u i
dt dt

λ κ μ υ υ+ − + −⎡ ⎤= = − − + −⎢ ⎥⎣ ⎦
 

( ) ( )2 ( ) 2 2 '
d d dt

q t u u i
dt dt dt

μ υ υ κ+ − + −⎡ ⎤ ⎛ ⎞= − + + + − Γ − Γ + Γ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠
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The integral equation on the boundary γ  has the following form, t γ∈ : 
 

( )2

1 ( ) 1 ( ) 1 ( ) 1 1 ( )
( ) ( )

G G z dt G t dt f
d d d G d f t d

i t i i t i i tt dt dttγ γ γ γ γ

τ τ τ ττ τ τ τ τ τ
π τ π π τ π π ττ τ

⎤−⎡− − + = − +⎥⎢− − −− ⎣ − ⎥⎦
∫ ∫ ∫ ∫ ∫v v v v v

 (21) 
 

also relation (19) can be written as an integral equation 
 

1 1

1 1

1 1 ( ) 1 ( )
( ) ( ),

1 2 2 ( 1)

f
d d f t G t t

i t i tγ

μ μ μκ φ τ ττ τ γ
μ κ π τ π τ μ κ

⎡ ⎤ ++ Γ + + + = ∈⎢ ⎥
+ − − +⎢ ⎥⎣ ⎦

∫ ∫
A

v     (22) 

 

The system of equations (20) – (22) augmented with the condition of uniqueness 
of displacements on the crack, when the stresses are given, can fully describe the 
stress – strain field of the composite cracked plate. 

4   Linear Crack of Finite Size, the Lips of Which Are 
Connected with Elastic Springs 

Let us consider, in the framework of generalized plain strain an infinite isotropic 
and elastic plate of height h, and elastic constants ,vΕ . We will use the Cartesian 
system of coordinates Oxy to describe the plate. On Ox-axis a mathematical crack 
exists in the space [ a,a− ]. In this section, we will examine two problems. In the 
first problem the lips of the crack in the extreme points ),(),( abba ∪−− , where 

ab <  are connected between them with equally dispersed linear elastic springs 
with stiffness kΕ , while on the rest part of the crack ( ),b b−  act perpendicular 

tensions, the intensity of which is )(xp±  (the signs refer to each of the crack lips). 

The plate is subjected to an equally dispersed and perpendicular to the crack 
tension σ  at infinity. In the second problem, the springs and the loading are 
switched between each other.    

Using the known processes, we transfer the tension σ  from infinity on the 
crack lips. This will be achieved by drawing an imaginary incision of the plate in 
the direction of Ox-axis thus separating it in to two half-planes symbolized as ± . 
For the first problem, under the assumption that the springs behave linearly we 
will have: 

 

±
0

( ), | |

( ) ( ),

( ), | |
yy y

p x x b

x k x b x a

x x a

σ
σ σ υ

σ

±

± ±=±

− − <
= −Σ = − Ε < <

− >
                (23) 

0

0, | |
( )

( ), | |xy y

x a
T x

x x a
σ

τ±=±

<⎧
= − = ⎨− >⎩

               (24) 
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For the second problem we will have 
 

0

( ), | |

( ) ( ), | |

( ), | |
yy y

k x x b

x p x b x a

x x a

σ υ
σ σ

σ

±

± ±=±

− Ε <
= −Σ = − − < <

− >

±
              (25) 

 

while the boundary condition 
0xy y

σ
=±

 will be the same as (24) 

In the above ( , )
yy

x yσ  and ( , )
xy

x yσ  are the perpendicular and shear stresses with 

respect to the height h  of the plate, ( )xσ  and ( )xτ  with the opposite sign the 

perpendicular and shear stresses outside of the crack and along the Ox-axis. Also 
( )xυ±  are the components of the perpendicular displacements of the boundary 

points of the upper and lower half-plate reciprocally. We notice that the shear 
stresses ( )

xy
xσ τ= −  outside of the crack and on its direction appear due to the 

existence of perpendicular loading ( )p x±  that acts on the crack. 

In order to deduce the state equations of the above boundary problems we will 
express the two components of the displacements ( ), ( )u x xυ± ±  of the boundary 

points of the upper and lower half-planes as a functions if the perpendicular and 
shear loadings (23) – (25), which will take the form x−∞ < < +∞ : 

 

1

2 1 1
( ) ln ( ) ( ) ( )

| | 2

v
u x T s ds sign x s s ds C

E x s Eπ

∞ ∞

± ± ±
−∞ −∞

−= ± − − Σ +
−∫ ∫      (26) 

2

2 1 1
( ) ln ( ) ( ) ( )

| | 2

v
x s ds sign x s s ds C

x s E
υ

π

∞ ∞

± ± ±
−∞ −∞

−= ± Σ + − Τ +
Ε −∫ ∫      (27) 

 

Consequently, we introduce the following two functions of the displacement 
jumps on the crack lips: 

 

( ), | |
( ) ( ) ( )

0, | |

x x a
x x x

x a

ϕ
υ υ+ −

<⎧
− = Φ = ⎨ >⎩

          (28) 

( ), | |
( ) ( ) ( )

0, | |

x x a
u x u x x

x a

ψ
+ −

<⎧
− = Ψ = ⎨ >⎩

         (29) 

 

Based on the methods described in works [2,9,10] and relations (26) – (29) for the 
first problem we will have the next singular integral state equations: 

 
1

0 0

01

( ), | |1 '( )

( ), | | 1

p
d

σ ξ ξ ρχ η η
σ λχ ξ ρ ξπ η ξ−

− − <⎧
= ⎨− + < <− ⎩

∫        (30) 

( 1) (1) 0χ χ− = =          (31) 
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1 1
0 0 0

0 0

1 1

' ( ) ( ) ( )
2 , | | 1

q
d v d v d

ρ ρ

ρ ρ

ψ η υ η ηη λ η η ξ
η ξ η ξ η ξ

−

− − −

⎛ ⎞
= + − <⎜ ⎟⎜ ⎟− − −⎝ ⎠

∫ ∫ ∫ ∫      (32) 

0 0( 1) (1) 0ψ ψ− = =     (33) 

1

0 0 0

1

1 1 1
( ) ln ( ) ln ( )

| | 2 | |

| | 1

d q d
ρ ρ

ρ ρ

λυ ξ υ η η η η
π ξ η π ξ η

ρ ξ

−

− −

⎛ ⎞
+ + =⎜ ⎟⎜ ⎟ − −⎝ ⎠

< <

∫ ∫ ∫        (34) 

In the above equations are used some dimensionless quantities and coordinates 

0, , , 2 , 4 /
x s b

kξ η ρ λ α σ σ
α α α

= = = = = Ε , ( )0 0 01 / 4, ( ) 4 ( ) / , ( ) 4 ( , ) /v v σ ξ σ αξ τ ξ τ α ξ= − = Ε = Ε  

0 0 0 0

1
( ) ( ) / , ( ) 4 ( ) / , ( ) ( ) ( )

2
a a p p a p p pχ ξ ϕ ξ ξ ξ ξ ξ ξ± + −

± ⎡ ⎤= = Ε = +⎣ ⎦  

[ ]0 0 0 0 0( ) ( ) ( ), ( ) ( ) / , ( ) ( ) / ( ) ( ) /q p p a a a a a a aξ ξ ξ ψ ξ ψ ξ υ ξ υ ξ υ ξ υ ξ+ −
+ −= − = = = +  

 

Equations (30) and (32) that enable us to calculate the unknown normalized 
densities of the dislocations of the displacement components on the crack lips should 
be examined in combination with conditions (31) and (33) reciprocally. Those 
relations express the continuity of the displacement components in the crack lips. 

It is obvious that the combination of (30)-(31) can be separated from relations 
(32)-(33), which means that those systems can be examined undependably. 
System (30)-(31) contains the basic information of the first problem, while for the 
second problem equation (30) will become: 

 
1

0

0 01

( ), | |1 '( )

( ), | | 1
d

p

σ λχ ξ ξ ρχ η η
σ ξ ρ ξπ η ξ−

− + <
=

< <−
 

− −
        (35) 

 
when (31) as well as the rest of the equations (32)-(34) while remain almost the 
same, with a just some simple modifications. 

We have to note here that for 0ρ =  the system (30)-(31), as well as (35) are 

transformed in the known integro-differential equation Prandtl [1]. In the case that 
1ρ =  and 0ρ = , the above equations will result to the known equation for the 

crack  [2,9,10]. 
After the solving the system (30)-(34) the perpendicular and shear dimensionless 

stresses outside the crack, on the direction of Ox-axis are given by: 
 

1

0

1

1 '( )
( ) , | | 1d

χ ησ ξ η ξ
π η ξ−

= − >
−∫          (36) 

1 1
0 0 0 0 0

0

1 1

' ( ) ( ) 2 ( )1
( ) , | | 1

v q v v
d d d

ρ ρ

ρ ρ

ψ η η λ ητ ξ η η η ξ
π η ξ π η ξ π η ξ− − −

⎛ ⎞
= − − + + >⎜ ⎟⎜ ⎟− − −⎝ ⎠

∫ ∫ ∫ ∫      (37) 
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To solve the system (30)-(31) we will use an infinite series: 
 

2
0

1
'( ) ( ), | | 1

1
n n

n

xχ ξ ξ ξ
ξ

∞

=

= Τ <
−

∑    (38) 

 

with unknown factors ( 0,1,2,...)nx n =  where ( )n ξΤ  is the Chebysev polynomial 

of the first type. By integration of (38) on ( )1,ξ−  and taking into consideration 

relation (31), we note that 0 0x =  and ( )χ ξ  become: 
 

2
1

1

( ) 1 ( ), | | 1n
n

n

x
U

n
χ ξ ξ ξ ξ

∞

−
=

= − − ≤∑    (39) 

 

where 1 ( )
n

U ξ−  is the Chebyshev polynomial of the second type. Consequently, we 

note that equation (30) based on (38), (39) and the known relation: 

( )

1

12
1

( )1
( ), | | 1, 1,2,...

1

n
nd U n

η η ξ ξ
π η ξ η

−
−

Τ
= < =

− −∫  

can be reduced to an infinite system of algebraic equations, with respect to the 
unknown constants ( 0,1,2,...)nx n = : 

 

,
1

, ( 1,2,...)n k n n k
n

x x a kλ
∞

=

+ Κ = =∑                (40) 

 

where: 
 

( )

( ) ( )
( )

2 2

2 2 2 2

2 2 2 2
,

2 1 ( 1)
1 sin sin cos

( 1) ( 1)

1 sin cos sin 1 cos sin sin

2 1 cos cos cos , 1, 1

0, 1, 1, , 1,2,...

k n

k n

n n k k n
n n k n k

k k n k k n k n

kn k n n k n k

n k n k k n

α α α
π

α α α α α α

α α α

+⎧ ⎡ ⎤+ −⎣ ⎦ ⎡⎪− − − ⋅ ⋅ +⎣⎡ ⎤ ⎡ ⎤− − − +⎪ ⎣ ⎦ ⎣ ⎦⎪⎪Κ = ⎨+ − − ⋅ ⋅ − + − ⋅ ⋅ +
⎪

+ − ⋅ ⋅ ≠ − ≠ +⎤⎪ ⎦
⎪

= − = + =⎪⎩

 

(1) (2) (1)
0

1, 1
,

0, 2,3,...k k k k

k
a a a a

k
σ

=⎧
= − − = ⎨ =⎩

, (2) 2
0 1

2
( ) 1 ( ) , arccosk ka p U d

ρ

ρ

ξ ξ ξ ξ α ρ
π −

−

= − =∫  

 

In the same way, we can deduce a similar infinite and linear algebraic system of 
equations for the second problem. The non-singularity and the uniqueness of the 
solution of the system (40) is proven in [1], so the issue of solving this problem is 
fully covered.  

For the stress intensity factors (SIF) on the edges of the crack we will have, 
based on (38) and known expressions from [5,6]: 

( )
0

lim 2 '( )
4 x

x xα α
π α ϕ± →±

Ε ⎡ ⎤Κ = ⎣ ⎦∓
∓ ∓  
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If we introduce the dimensionless quantities of the SIFs and putting x aξ= , we 

will have: 

( )0

1 0
lim 2 1 '( )a ξ

π ξ χ ξ± →±
⎡ ⎤Κ = ⎣ ⎦∓

∓ ∓  

0 4 /a a a± ±Κ = Κ Ε  

and taking into consideration expression (38) we have: 
 

0 0

1 1

, ( 1)n
a a n

n n

x xηπ π
∞ ∞

−
= =

Κ = − Κ = −∑ ∑    (41) 

 

Based on (37) with a similar process we will get expressions for the SIFs that are 
analogous to (41). 

With the help of mathematical tools of the Chebyshev polynomials, the system 
of equations (32)-(33) can be also reduced to an infinite system of linear 
equations, while equation (34) can be transformed to a system of second type 
Fredholm integral equations with logarithmic kernels, and on that system method 
[12] can be applied. On equations (30)-(31) and (32)-(33) we can use the known 
arithmetic-analytic method of solving singular integral equations that is presented 
in [7,8]. 

5   Linear Crack of Finite Size, with Transverse Loading, the 
Lips of Which Are Connected with Thin Inclusions 

As before, let us consider an infinite elastic plate with the same geometrical and 
elastic characteristics. Using a Cartesian system of coordinates Oxy, we will have 
a crack ( ),a a−  on Ox-axis. On the edges of the crack ( ) ( ), ,a b b a− − ∪ where 

b a< , the crack is reinforced with thin inclusions that are described by Winker’s 
model when in shear loading. On the rest part ( ),b b− , and on the upper and lower 

part of the crack act equally distributed shear loadings with intensity ( )xτ ± , 

reciprocally. We also assume that there is a equally distributed load at infinity, the 
intensity of which is q . 

We divide the plate in two half-planes by making an imaginary cut along the 
Ox-axis and, as we did on part 3, we will transfer the loading from infinity on the 
crack lips, taking into consideration the linear relation between shear stresses and 
horizontal displacements that the Winkers model suggests. We will have the next 
boundary conditions: 

 

0

( ), | |

( ) ( ), | |

( ), | |
xy y

q x x b

T x q Gku x b x a

x x a

τ
σ

τ

±

± ±=±

− − <⎧
⎪= − = − ± < <⎨
⎪− >⎩

         (42) 
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0

0, | |
( )

( ), | |yy y

x a
x

x x a
σ

σ±=±

<⎧
= −Σ = ⎨− >⎩

   (43) 

 

here Gk  is the coating coefficient of the Winkers’ model, expressed through the 
shear modulus / 2(1 )G E v= +  of the plate. Begging form (42)-(43) and following 

the process of part 4 we can deduce the necessary state equations. If we apply the 
arithmetical method we described before on them, we will get in an infinite linear 
algebraic system of equations, the solution of which gives us the stress-strain field 
of the composite cracked plate. 

6   Reinforcement of the Crack Lips with Stringers and Elastic 
Springs 

Let us again consider the case when a linear crack ( ),a a−  exists on Ox-axis. On 

the center part of the crack ( ),b b−  the crack lips are connected with a thin elastic 

stringer, parts ( ) ( ), ,c b b c− − ∪  are free of stresses, while on the edges of the crack 

( ) ( ), ,a c c a− − ∪  the crack lips are connected to each other via elastic springs of 

kΕ -stifness. It is 0 b c a< < < . We also consider that at infinity and along Oy-axis 
there is an equally distributed tension σ , when on Ox-axis pressure p  is applied. 

The stringer will be described by the one-dimensional elastic continuous 
medium [1,6,13]. On the edges of the stringer x b= ±  tensile concentrated and 
horizontal forces Q±  are applied. The elasticity modulus of the stringer is sΕ and 

the height of its orthogonal cross section is ( )bδ δ << , the width is d and as a 

special case we have d h= . From the assumptions above, the axial deformation of 
the stringer will be expressed as in [1]: 

 

( )1
2 ( ) , , 2

x

xx s
s s b

Q d s ds b x b d
E A

ε τ δ−
−

⎡ ⎤
= + − ≤ ≤ Α =⎢ ⎥

⎣ ⎦
∫    (44) 

 

where ( )xτ is the distribution function of the unknown shear contact stresses on 

the crack lips at the part that the stringer exists. Those stresses are the same due to 
symmetry with respect to Ox-axis. 

The equilibrium equation of the stringer has the form: 
 

2 ( )
b

b

d s ds Q Qτ + −
−

= −∫     (45) 

 

If we take into consideration the contact condition of the stringer and the plate we 
have [1,6]:  
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0

xx

du du

dx dx
d d

b x b
dx dx

ε

υ υ

+ −

+ −

= =

= = − < <
       (46) 

 

using the expressions (26)-(27) and the known method [1,13] we will have the 
following singular integral and integro-differential equations that describe the 
problem (state equations): 

 

0 01
0 0

0

1
0

( ), | |
2 ( )1 '( )

, | |

( ), | | 1

p
vd

d r

r

ρ ρ

ρ ρ

σ ξ ξ ρ
τ ηχ η η η σ ρ ξ

π η ξ π η ξ
σ λχ ξ ξ

−

− −

− − <⎧⎛ ⎞ ⎪+ − = − < <⎜ ⎟ ⎨⎜ ⎟ − − ⎪⎝ ⎠ − + < <⎩
∫ ∫ ∫        (47) 

 

( 1) (1) 0χ χ− = =           (48) 
 

0 *
0 0 0 0

1 1

2
1 1

0
0 0 02

( )1
2 ( ) ( ) ( )

2

( ) 1 ( ) ( )
'( )

( ) ( )
( ) ( ) ( ), | |

r

r

d iv d

d
d

iv
d f

ρ ξ

ρ ρ

ρ

ρ

ρ

ρ

χ η χη χ ξ χ η χ η η
π η ξ

λ χ η η η ξ χ η η
π η ξ η ξπ

η ξ χ η χ η η ξ ξ ρ
η ξπ

− −

−−

− −

−

⎡ ⎤+ = − − +⎣ ⎦−

⎛ ⎞⎛ ⎞ −+ + − + −⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠

− ⎡ ⎤− − + <⎣ ⎦−

∫ ∫

∫ ∫ ∫ ∫

∫

A A

A A

  (49) 

 

Definitions of the quantities, dimensionless or not, that were used in the above:       

0 0 0
0 0 0 0

1
( ) ( ) ( ), ( ) ln

2 1

p
p i f i q

σ σ ξχ ξ ξ τ ξ ξ
π ξ−

+ −⎛ ⎞= − = − + +⎜ ⎟ +⎝ ⎠
 

( )0 0( ) 4 ( ) / , ( ) 4 / , / , /p p r c a b aξ αξ τ ξ τ αξ ρ= Ε = Ε = =  

* 0

4 1
, , , ( ) ln , | | 1

2 1s s

Qa
p p q

E d

ξχ ξ ξ ρ
δ δ ξ

±
±

Ε += = = = < <
Ε Ε −

A  

Here, we have to note that function ( )( ) | |p x x b<  expresses the unknown 

distribution of the perpendicular stresses on the contact boundary of the stringer 
and the plate. The equilibrium equation of the stringer will take the following 
form: 

 

0 0 0 0
*

( ) ( ) 2 ,
q q

d iq q
ρ

ρ

χ η χ η η
χ

+ −

−

⎛ ⎞−⎡ ⎤− = =⎜ ⎟⎣ ⎦ ⎝ ⎠
∫      (50) 

 

the maximum opening of the edges of the springs is given by:  

( ) ( )max , /r r c aδ χ= ± =  
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therefore the density of the normal displacements dislocation on the crack lips and 
the dimensionless contact stresses 0 ( )p ξ  and 0 ( )τ ξ  are defined by the system of 

equations (47) and (49) as well as relations (48) and (50) where 

( )0 0( ) 2 , /χ ρ δ δ δ α± = = . After solving that system, the dimensionless normal 

stresses outside the crack and on Ox-axis are given by: 
 

( )
1

0 0
0

1

2 ( )1 '( )
, | | 1

v
d d

ρ ρ

ρ ρ

τ ηχ ησ ξ η η ξ
π η ξ π η ξ− −

⎛ ⎞
= − + + >⎜ ⎟⎜ ⎟ − −⎝ ⎠

∫ ∫ ∫  

 

As examples one can study some special cases of the examined here problem. 
First, the case when a total rigid inclusion partially covers the plate 
( ),

s
b aΕ = ∞ < , or secondly a totally rigid inclusion that covers the plate 

( ),s b aΕ = ∞ = . In the last case we will get the known result of [14] (for 0σ = ). 

7   Conclusions 

In this work a series of problems of the linear elasticity for cracked bodies with 
reinforcements, that are classified as contact problems, are treated with the help of 
Complex Analysis and the Theory of Singular Integral Equations. With this work 
we can chose the optimal position of the reinforcement, so that we can achieve 
lower stress intensity factors (SIF) in the edges of the crack; but also to calculate 
the distribution of stresses outside and on the crack lips.        
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Abstract. Some theoretical and experimental results on fracture mechanics of ma-
terials and durability of structural elements are presented. Conceptual bases 
(statements) of fracture mechanics and strength of cracked materials as well as ur-
gent problems of prospective investigations in this field of science about materials 
and their strength are formulated. The actual problems of fracture mechanics and 
strength of materials in service environments are considered. 

1   Introduction 

Development of new machines, structures and means of transport as well as goods 
production require design of new materials and data on their physicomechanical 
characteristics (strength, plasticity, hardness, resistance to aggressive media effect, 
the influence of constant or time variable external loadings, etc). For a long time 
have people paid much importance to accumulation of data on such properties. As 
a result the science about physicochemical properties of materials, strength in par-
ticular, their integrity, fracture and durability under given service conditions have 
been created, methods of these properties prediction have also been developed. 

In the first half of the 20th century in the engineering practice there were already 
a number of physicomechanical statements (hypotheses, experimental generalisa-
tions, and postulates) for the assessment of the serviceability of the material under 
loading. These theoretical and experimental data, and also methods based on these 
methods for assessment of materials strength and fracture form the „classical ap-
proaches” of fracture mechanics and structural integrity.  

In the frames of classical approaches the methods for assessment of structural 
elements strength and durability have been developed; methods for determination 
of basic physicomechanical characteristics for macrovolumes of structural elements 
have been created too. The size of the specimen of this material is by an order  
or two larger than the typical size of the material microstructure. These approaches 
are widely used in engineering practice, but in many cases they can be used for  
the assessment of structural elements serviceability under the non-extreme service 
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conditions. But under severe conditions, in particular when structural elements con-
tain sharp stress notches or cracks, classical criteria are insufficient. For such cases 
it is necessary to expand the basic statements of the classical mechanics of materi-
als and to formulate new, physically sound schemes-models for such problems so-
lution. As a result of theoretical and experimental researches into this problem in 
the middle of the 20th century a new direction in the science on materials strength 
and fracture – fracture mechanics and strength of bodies with cracks (or abbrevi-
ated as materials fracture mechanics (MFM)) was created. Materials fracture me-
chanics formulated new approaches – new paradigm – for the strength assessment. 

2   Classical and Non-classical Approaches 

Let us formulate in short the main postulates of classical and non-classical ap-
proaches. In classical approaches and phenomenological criteria, when evaluating 
the strength of materials and structures, a structural element was considered as a 
continuum (solid) with given rheological properties (e.g. an elastic continuum). 
 

 

Fig. 1. Material fracture: classical (a) and non-classical (b) charts; non-classical chart of 
fracture at the crack tip (c) 

It is assumed [1, 2] that the element of the deformed body is in one of such 
states (see Fig. 1a): continuous state (C-state) or fractured state (P-state). Transi-
tion of the element from state C to state P (fracture process) occurs instantane-
ously, if only the stress-state state calculated by the assumed rheological model  
attains some critical level (e.g. if tensile stresses at least at one point of a body 
reach the material macrovolumes ( Bσ ) strength under its tension). 

Application of the classical approach to the bodies (materials) with cracks does 
not allow estimating their strength. For example, if one uses such an approach dur-
ing the assessment of the tensioned plate with an elliptical hole, when the elliptical 
hole transforms into a crack-cut, then one would receive a physically non-sound 
result – such an approach, according to the postulate formed above states out that 
in this case the plate strength equals zero. In reality experimental data show that 
strength of such a plate does not equal zero but depends on the crack length and 
physical characteristics of the plate material. This is related with the fact that in 
the classical approach the special stress-strain state at the tip of a sharp defect-
crack is not taken into account during deformation of a body. 
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The main idea of the non-classical approach (fracture mechanics) is the follow-
ing: it is assumed that during the transition of the deformed body element from C-
state to P-state a certain intermediate П-state is formed (Fig. 1b), which should be 
considered when solving the problem on strength of materials with crack-like de-
fects [1, 2]. 

An important feature of the deformed solid regions, where P-states (regions of 
the material prefracture) appear, is the fact that the material here is always de-
formed beyond the stress limit. Just in these regions of the material occur the in-
tensive processes of plastic yield, interaction with the environment, diffusion 
processes, material damaging etc. All this causes local fracture of the material, i.e. 
C→П→P-transitions. 

Thus, non-classical fracture chart (Fig. 1b), put into the basis of the modern 
fracture mechanics, takes into account the П-state of the material in deformed sol-
ids (such states arise mainly at the tips of crack-like defects, Fig. 1c). 

In the second half of the 20th century fracture mechanics of materials as a mod-
ern science on strength and structural integrity intensively developed in different 
countries of the world: in Great Britain, China, Italy, Germany, Poland, Russia, 
USA, Ukraine, Hungary, France, Japan and other. Speaking about the scientists 
who founded the basis of fracture mechanics and who were the first to implement 
the ideas of non-classical approach to the assessment of the deformation of the 
solid with sharp stress concentrators we must mention A. Griffith, G. Irwin, K. 
Weighard [1–8]). (In [3] one can find publications about the history of fracture 
mechanics development). 

3   Griffith–Irwin Concept 

A. Griffith (1920, 1924) was the first to consider the presence of П-states in the 
stress-strained body (material) at the crack tip and to formulate the criterion (con-
dition) of crack growth and formation of new surface (fracture) of a body, using 
not a classical approach but a generalized energy balance of a deformed solid with 
a crack and the energy that is spent for the formation of new surface during crack 
propagation. He was also first who formulated a known energetic criterion of 
crack propagation in a deformed body [9]. The establishment of the structure of 
stress field asymptotic and displacements at the crack–cut in the deformed solid 
(see ref. in [1–3]) was a very important stage in fracture mechanics development. 
Thus it was shown that the stress tensor components ( ijσ , Fig. 2) near the crack 

tip can be written as: 

{ }I0 1 II0 2 III0 3
1

( ) ( ) ( ) 0(1),
2

ij ij ij ijK f K f K f
r

σ = θ + θ + θ +
π

 (1) 

where , , ,i j x y z=  in Cartesian coordinate system or , , ,i j r z= θ  in polar (cylindri-

cal) coordinate system; ( ) ( ) ( )I0 I0 II0 II0 III0 III0, , , , ,K K p l K K p l K K p l= = =  

are the stress intensity factors (SIF) that are the functions of the body configuration, 
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crack dimensions ( )l  and loading p ; ( )θkij∫  are known functions ( k  = 1, 2, 3); 

0(1) is a limited value at 0r → . 
 

 
Fig. 2. Local system of coordinates at the crack front (line 0z) and components (I, II, III) of 
the vector of crack edges displacements 

Considering dependences (1) in 1957 G. Irwin formulated [10] a new criterion 
of limiting-equilibrium state for a cracked body under quasistatic loading for the 
case when mode I fracture (Fig. 2) occurs in a body, i.e. when I0 0K ≠ , аnd 

II0 0K = ; III0 0K = . This criterion is based on the statement that the external 

loading p  will be limiting equilibrium ( )p p∗=  when for a deformed cracked 

body the stress intensity factor ( )I0 ,K p l  is equal to IcK  – some constant for the 

given material, i.e. 

( )I0 I0 I, ,cK K p l K∗
∗= = II III0, 0.K K= =                      (2) 

Under the brittle fracture conditions that is when 0l lΔ ≤  (see Fig. 1c), G. Irwin 

proved the equivalency of criterion (2) and A. Griffith energy concept. 

4   Linear Fracture Mechanics 

The Griffith–Irwin calculation models form the basis of the so-called linear fracture 
mechanics of solids. The main peculiarity of this part of fracture mechanics is that 
the typical dimensions of the region near the crack tip (П-state) where material is  
deformed beyond the elastic limit, are considered to be small in comparison with the 
crack sizes and the body itself. The stress-strain state in this body is determined by 
solving the corresponding problems of linear theory of elasticity for bodies contain-
ing cracks-cuts (that’s why this part is called linear fracture mechanics, LFM). Using 

the obtained solutions the SIF values ( ( )0 ,iK p l , i  = І, ІІ, ІІІ) are calculated, and 
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criteria (2) is used. Crack growth resistance values ( I II III, ,c c cK K K ) are deter-

mined experimentally [14–15]. 
In the cases when the cracked solid is under the complex loading, i.e. when all 

SIFs do not equal zero ( I II III0, 0, 0K K Kθ θ θ≠ ≠ ≠ ) for the estimation of limiting 

loading value ( p p∗= ) the following criteria equation (as a phenomenological 

generalization of Griffith–Irwin criteria) is used: 

1 2 3

I II III

I II III
1

n n n

c c c

K K K

K K K

∗ ∗ ∗
θ θ θ⎛ ⎞ ⎛ ⎞ ⎛ ⎞

+ + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

,                             (3) 

where 1 2 3, ,n n n , IcK , IIcK , IIIcK  are characteristics obtained experimentally 

(see references in [14–16]). 
Relatively criteria equation (3) it is necessary to mention that for all possible 

SIFs it requires yet experimental approbation and theoretical development, in par-
ticular the estimation of such a criteria not by phenomenological generalization 
but by formulation of the certain calculation model, and construction on this base 
of certain criteria, in particular when some SIFs are negative. Some experimental 
results on this problem are published in [16–18]. These and other problems of 
LFM are important nowadays too. 

For practical realization of LFM according to criteria (1)–(3) it is necessary to 
know the value of the material crack growth resistance, that is the characteris-
tics IcK , IIcK , IIIcK , and parameters 1 2 3, ,n n n . Today [19, 20] methods for ex-

perimental determination of the materials resistance to crack growth ( IcK ) have 

already been developed and standardized. Concerning the establishment of the 
material crack growth resistance characteristics under mode II (Fig. 2) displace-
ment of crack faces (displacement perpendicular to the line of the crack front) 

IIcK , i.e. when I 0K = , II 0K ≠ , III 0K = , and also under the mode III (Fig. 2) 

displacement of the crack faces (displacement parallel to the line of the crack 
front) IIIcK , i.e. when I 0K = , II 0K = , III 0K ≠ , we have no yet unified meth-

ods (standards) for the experimental determination of mentioned characteristics 
and there is no the appropriate data base of these characteristics for different struc-
tural materials. Preparation of reference books on these characteristics is a very 
important task for engineers and scientists.  

Factors 1 2 3, ,n n n  are determined using the experimental results or modelling 

of the crack process zone under complex loading. The known investigations [21] 
show (in the frames of the generalized δс -model of the crack propagation) that 

these factors can be considered as being equal 1 2 3 4n n n= = =  or equal 

1 2 3 2n n n= = =  on the basis of approximate phenomenological approach. 

Thus, we know factors ( )I,II,IIIiK i =  and parameters ( )1,2,3in i =  for prac-

tical use of equation (3) of the limiting-equilibrium state of the deformed cracked 
body under complex loading. It is necessary for each concrete case to set up IcK , 
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IIcK  and IIIcK values. The value of IcK  is found in the reference book or is de-

termined according to known standard [19, 20]. 
Test methods for the determination of factors IIcK  and IIIcK  are developed 

[23, 24] for a tubular specimen with a circular crack (Fig. 3). 
 

 
Fig. 3. Specimen for crack growth resistance of material (KIIc, KIIIc) determination: 1, 2 – 
circular concentrator; 3, 4 – symmetrical cracks; 5, 6 – places of specimen gripping during 
torsion (KIIIc) or tension (KIIc) 

Experimental verification of criteria equation (3) was done in works [23, 24] under 
investigation of the limiting-equilibrium state of materials under the complex loading 
of cracked specimens. The fracture of these specimen occurred under the mixed-
mode fracture macro-mechanisms, that is: mode I–mode II, and mode I–mode III. 

 
Fig. 4. Diagram of limiting-equilibrium state of а deformed cracked solid under complex 
loading and realization of fracture macro-mechanism (І + ІІ) (а) and (І + ІІІ) (b) (curve 1 – 
according to formula (3) when ni = 4, and curve 2 – according to formula (3) when ni = 2): 
○ – 40ХН steel, quenching in oil at 1123 K, tempering at 833 K;  – 30ХНГСНА steel, 
normalized;  – 40Х steel, quenching in oil at 1133 K, tempering at 773 K (results of Ya. 
Ivanytskyi); b:  – 4340 steel (results of A.Chyzhyk); aluminium allow 2219 (Е87) (results 
of A. Chyzhyk);  – 9ХФ steel:  – quenching in oil at 1133 K, tempering at 873 K; ■ – 
tempering at 773 K;  – tempering at 673 K (results of Ya. Ivanytskyi) 
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It is stated that criteria (3) agrees well with experimental data for deformed-
strengthened materials ( σ σ 1,4B T > ), when in  = 4, and for deformed-softened 

materials ( σ σ 1,4B T < ) when in  = 2. All experimental data are situated in the 

region bounded by curves 1 and 2 (Fig. 4). 
Thus it is possible to plot diagrams of limiting-equilibrium state of structural 

elements with available cracks or sharp stress concentrators under complex load-
ing of the structure in the frames of LFM. But we still have no appropriate appro-
bation of criteria (3) for cases when one of SIFs is negative. 

5   Non-linear Fracture Mechanics 

It is known that prior to failure of real structural materials, first of all metals, the 
plastic zones at the stress concentrators, in particular crack-like defects, are 
formed. The typical linear dimensions of such zones (П-states) can be commensu-
rable with the defect size or the typical linear size of the deformed body. In such 
cases the application of the Griffith-Irwin concept (LFM) without additional re-
finements is not correct. 

To solve these problems different deformation criteria, in particular the crite-
rion of critical crack tip opening displacement (CTOD criterion) and also the con-
cept of the сδ -model for evaluation of crack opening displacement near its tip, 

proposed in [22-24] (1959,1960), are used. The given concept was the beginning 
of the investigations in non-linear fracture mechanics of materials, i.e. when the 
typical linear dimension of the region of plastically deformed material at the sharp 
stress concentrator-crack (П, Fig. 1) is commensurable with the typical size of a 
defect or a body ( 0l lΔ ≈ , Fig. 5). 

 

 
Fig. 5. A plate with a central crack (2l0) and model plastic zones (Δl); δр – displacement of 
the initial crack edges in the deformed body under loading p 
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According to the сδ -model the regions of the body (Fig. 5) where plastic zones 

have appeared, are modelled by a cut (cuts) opposite sides of which are attracted 
with stresses 0σ , which are the averaged local stresses arising in the plastic zone 

of the material (for materials without hardening we can assume that 0 Tσ ≈ σ , 

where Tσ  is yield stress of the material). At all points of the deformed body (out-

side the cuts) the deformations are elastic. Crack opening pδ  near the initial crack 

tip (mutual displacement of edges) at the moment of the crack start is equal to 

constant ( )cδ  of the material (Fig. 5). Within the framework of the accepted 

model for elasoplastic material there exists the equality 0σ δ 2c = γ  between val-

ues сδ , 0σ  and density of material fracture γ , where γ  is the average value of 

the energy necessary for formation of the surface unity in the given material. 
Similar approaches, however partial and developed somewhat later, were pro-

posed by D.S. Dugdale [26] (1960) and A.A. Wells [27]. 
The concept of the сδ -model was realized for the first time by M.Ya. Leonov 

and V.V. Panasyuk, M.Ya. Leonov and P.V. Vytvytskyi on the example of the 
generalized problem of A.A. Griffith and M.Ya. Leonov and V.V. Panasyuk using 
the Sack's generalized problem (see ref. in [25]). 

For the generalized Griffith problem i.e. for the cracked plate under tension 

(Fig. 5) when the value of plastic zone ( )lΔ  is commensurable with 0l  ( 0l lΔ ≈ ) 

in the frames of the сδ -model the value of the limiting loading p p∗=  and 

pδ value was established for the first time (1960) as 

0 0
0

0 0

82 σ arccosexp , ln cos ,
π 2p

ld p
p

l E
∗

∗
⎛ ⎞ ⎛ ⎞σ π⎛ ⎞= − δ = −⎜ ⎟ ⎜ ⎟⎜ ⎟ π σ⎝ ⎠ ⎝ ⎠ ⎝ ⎠

         (4) 

where ( ) ( )08cd E∗ = π δ σ ; E  is Young’s modular, сδ  is material constant. 

The size of the area of inelastic (plastic) deformations in the crack plane (the 
value of the zone П) in this case is determined by the equality 

0 0
0

sec 1
2p

p
d l l l

⎡ ⎤π= − = −⎢ ⎥σ⎣ ⎦
.                                          (5) 

Formula (4) can be used for the crack of any initial length 0 00l l . Accord-

ing to this formula the critical loading p∗  is always finite and (when 0 0l → ) 

tends to 0σ . This physically sound result is not obtained in the Griffith–Irwin the-

ory (Fig. 6). 
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Fig. 6. Specimen for crack growth resistance of material (KIIc, KIIIc) determination: 1, 2 – 
circular concentrator; 3, 4 – symmetrical cracks; 5, 6 – places of specimen gripping during 
torsion (KIIIc) or tension (KIIc) 

In the 80s of the last century (see references in [5]) the сδ -model concept was 

generalized for mode II and mode III cracks, and the methods of experimental de-
termination of critical opening displacement ( Іcδ ) and critical displacement ( ІIcδ , 

ІIIcδ ) of the crack edges were proposed. 

At the beginning of the 90ies M.P. Savruk et al. [28] used the сδ -model for 

plastic bands, initiating from the crack tip at arbitrary angle.  
It should be noted that the effective and reliable experimental methods for the 

estimation of deformation characteristics of crack growth resistance ( Іcδ ) have 

not been developed yet. Here we meet difficulties presented in [29]. The precise 
analysis of elastic-plastic deformation of the material near the crack tip in the ten-
sioned plate basing on the approach that is grounded on the correlation of speckle-
images of the surface in the prefracture zone (Fig. 7) has been done in the above 
paper. Here the value of deformation in this zone was assessed at the different 
measurement bases 1 2 3( , , )b b b b . Specimens of Д16AT alloy were tested. As a re-

sult the distribution of deformations in the process zone in the loaded and 
unloaded plates was established. This distribution is presented in Fig. 7 (curves 1–
3 for different measurement bases 1 2 3( , , )b b b b  and constp = , and curves 1'–3' 

after unloading of the plate accordingly). The received results show that the ex-
perimental determination of critical crack opening displacement ( Iδ c ) between the 

crack edges near its tip is not constant, i.e. these displacements are different de-
pending on measurement base ( b ). At the same time experimental results in Fig. 9 

illustrate that the size of the process zone pd  dose not depend on the measure-

ment base. It remains constant for the given material. This can be used for the 
modification of the δc -model [25], and of the experimental method for Iδ c  char-

acteristics determination. 

Taking into account the above-mentioned let us consider that the critical length 
of the process zone ( d∗ ) to be the material constant. Than using formulas (4)–(5)  
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Fig. 7. Distribution of deformations ey(x) near the crack tip under different measurement 
bases b (1 – b1 = 1.28 mm; 2 – b2 = 2.56 mm; 3 – b3 = 3.08 mm) in loaded (1–3) and 
unloaded (1′–3′) Д16AT alloy specimen; p = const 

for the macrocrack in the plate under tension (Fig. 5) one receives such depend-
ence between the averaged value of the deformational crack growth resistance 

( 
 )  and ( d∗ ) – value of the structural material: 

� � � �*
1 0 * *8 ,c d E d l 0�� .                                 (6) 

Using formula (6) for experimental determination of 
  one can avoid difficulties 

arising in its direct evaluation, and also those concerning loading amplitudes of 
the materials specimen when the incoming macrocrack initiates in it. 

The following important task is the experimental approbation of the 
  charac-

teristics evaluation according to formula (6) and application of this approach to es-
tablishing I


 , II

 . 

6   Fatigue Crack Nucleation and Growth (Fatigue of Materials) 

The problem of materials fatigue is one of the central problems of fracture mechan-
ics and prediction of structural elements lifetime (durability). Great efforts have been 
spent by scientists and engineers for this problem solution since the 19th century, 
when this phenomenon was considered for the first time. The concepts of fracture 
mechanics, that is the concepts of cracks initiation and growth in the cyclically  
deformed body, are very important for the solution of this problem. If the initiation 
period ( iN ) of the minimum macrocrack in the given material and its propagation 

period ( pN ) are known, the total life time ( N∗ ) is determined by formula: 

N∗ = Ni + Np,                                                    (7) 

where iN  and pN  are determined using corresponding theoretical and experi-

mental approaches of fracture mechanics [30], in particular using corresponding 
characteristics on materials crack growth resistance. 
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It is known [30, 31] that the material ability to resist crack initiation (resistance 
to macrocrack propagation in it) represents the dependence of crack growth rate 
(v) on the stress intensity factor (KI) or deformation amplitude of the material at 
the crack tip (Fig. 8). 

As a result of experimental investigations it was shown that such diagrams ((v–
K)-diagrams) are of S-shape and on a certain region 2 (Fig. 8) they can be consi-
dered rectilinear and can be described ([5] volumes 3 and 4) by Paris equation 

( )7
I Ior 10 ,

mnv CK v K K− ∗= =                                     (8) 

where K∗ is the value of KI at which the crack growth rate in the given material is 
10–7 m/cycle (Fig. 8); C, K*, m, and n are material constants. To construct the (v–
K)-diagrams the range of the stress intensity factor ΔKI (ΔKI = KImax – KImin and 
ΔKI = KImax when KImin = 0) is used instead of the value of KI = KImax. Every (v–K)-
diagram is bounded on the left by the threshold value of KIth i.e. by such a value of 
KI or ΔKI that for KImax < KIth (or ΔKImax < ΔKIth) the crack does not propagate. On 
the right this diagram is bounded by the value of KIfc i.e. by such a SIF value at 
which spontaneous failure occurs (v → ∝). 

 

 

Fig. 8. Diagram of fatigue crack growth resistance of the material (or (v–K)-diagram): 1 is 
the region close to threshold Kth; 2 is practically rectilinear region; 3 is the region of rapid 
crack growth and entire failure under condition KImax = KIfc. 

So for fatigue fracture of the material we have the following basic fatigue crack 
growth resistance characteristics: C, KIth, K

∗, KIfc, m, n . 
For description of complete (v–K)-diagram such formula was proposed in [31]: 

0 I I I I    ( ) /( )
q

th fcv v K K K K⎡ ⎤= − −⎣ ⎦ ,                                   (9) 

where v0, KIth, Kfc, q are material constants, obtained experimentally. 
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If one takes into consideration that the plastic deformations zone at the fatigue 
crack tip is small to compare with the crack length, i.e. in case of macrocrack (Δl 

<< l0) it is possible to establish [1] the relationship between KImax and (max)δ p  

where δp is the distance between the opposite crack edged at its tip under the load-
ing of the body by the force p (Fig. 5). 

Using the diagram, of fatigue crack growth resistance (Fig. 8), in particular 
formula (9), pN  value is calculated from the formula: 

I

I I

,
[ ( )]

( ) ,

c
l

p
l

c fc

dl
N

v K l

K l K
∗

=

=

∫ ,                                        (10) 

where l∗  is the minimum length of the macrocrack for this material. 

The construction of the minimum macrocrack ( l∗ ) initiation period depending 

on the cyclic loading amplitude is a more complicated problem and still has been 
no effectively solved. At the same time a certain progress in this direction of in-
vestigations was noticed [30]. 

 

 
Fig. 9. Dependences of Δσnom ∼ Ni , (curve 1) and l* ∼ Ni (curve 2) for notched specimens and 
Δσnom ∼ Ni (curve 3) for smooth specimens of aluminium Д16чАТ alloy; specimen types: І – 
W = 64 mm; ρ = 0,75 and 6,5 mm ( , ); ІІ – W = 64 mm; ρ = 0,75 and 6,5 mm ( , ); 
W = 30 mm; ρ = 0,75 and 2,0 mm (

 

, ); III – W = 30 mm; ρ = 0,75 mm ( ); W = 20 
mm; ρ = 0,75 mm ( ); IV – W = 10 mm ( ) 
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Special investigations on the dependence of the period ( iN ) of the minimum 

macrocrack initiation in the plates with concentrators on cyclic loading amplitude 

( *
yΔσ ) for the Д16чАТ alloy specimens (Fig. 9) were done [30, 32–34]. The 

value of the macrocrack was measured by microscope. 

On the basis of dependences ( )1y if N∗Δσ =  it is also possible to establish the 

threshold value of у
∗Δσ  for the given material, i.e. the value of ( у

∗Δσ )th below 

which the crack does not initiate. Let us denote this value у
∗Δσ  (threshold) by 

( у
∗Δσ )th (see Fig. 9). It equals the ordinate asymptote to the curve ( )1y if N∗Δσ =  

when iN → ∞ . The value of ( у
∗Δσ )th is an analogue to fatigue limit (ΔσR) of the 

material for smooth macrospecimens (without concentrator). That is why (by ana-

logue to ΔσR) it can be stated that for amplitude of cyclic loading у
∗Δσ <( у

∗Δσ )th 

the initiation of the macrocrack near the stress concentrator will not occur and the 
fatigue of the material will be not realized. 

Ostash O.P. et al [35, 36] established the dependence between the characteris-
tics of macrospecimens fatigue fracture mechanics and characteristics of the mac-
rocrack propagation in the deformed body, and also between the amplitude cyclic 

loading ( у
∗Δσ ) and minimum value of the crack ( l∗ ), that is 

І yΔ 0,886ΔeffK l∗
∗= σ , ( )2

І ,theff Rl K∗ = η Δ Δσ (η ~ 1,25),          (11) 

where І I Ieff opK K KΔ = Δ − Δ , IopKΔ  is SIF at which the crack opens; η is the 

numerical factor close to unit; RΔσ  is the fatigue limit of the material on smooth 

standard specimens. 
Using these correlations, the diagram ( effv K≈ ) can be changed by the dia-

gram ( у
∗Δσ ∼ Ni) or vice versa. This procedure is shown in Fig. 10. It consists of 

such operations. 
Let us consider a certain point on the (v ∼ KІeff) diagram. For example, this is a 

point 1A  on the diagram 3 (Fig. 10b). For this point abscissa IeffKΔ  is connected 

with values σ y
∗Δ  (amplitude of cyclic loading near the stress concentrator or crack 

tip) by formula (11). Using this formula one can calculate the value σ y
∗Δ  and fix it 

as an ordinate of the point '
1A  on the diagram 1 (Fig. 10а). Further consider the 

macrocrack growth to be step-wise (as it is shown in [35]). In means that each time 
the macrocrack in the cyclically deformed body grows by a step l∗ . So, the average 

macrocrack growth rate on diagram 3 (Fig. 10b) is evaluated by formula 
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i iv l N∗= ,                                            (12) 

where iN  is the period of the macrocrack l∗  formation, this period depends on 

the loading amplitude ( σ y
∗Δ  or IeffKΔ ). 

Thus, for the point 1A  on the diagram 3 (Fig. 10b) we have the value 

1 1N l v∗= . Let us fix this value as abscissa of the point '
1A  on the diagram 1 

(Fig. 10а). Continue this procedure for points 2 3, ...A A  of the diagram 1 (Fig. 

10b) and receive corresponding points ' '
2 3, ...A A  of the diagram 1 (Fig. 10а). In 

such a way we receive the diagram for the determination of the period ( iN ) of the 

minimum macrocrack initiation for the given material near the stress concentrator. 
Diagram 2 in Fig. 10а is constructed by formula (11). 

 

 
 

Fig. 10. A scheme of construction of the initiation (Ni) of the minimum length (l*) macro-

crack when the amplitude ( σ y
∗Δ ) of cyclic loading of the body near the stress concentrator 

on the bases of v ∼ KІeff diagram is known 

Construction of diagrams 1 and 2 for the evaluation of period ( iN ) of the l∗  

length crack initiation (Fig. 10a) on the basis of the diagram (v ∼ ∆KІeff) for the 
evaluation of the structural elements durability becomes very important for engi-
neering practice. Tables 1 and 2 illustrate the application of this approach. 
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Table 1. Experimental and calculated values of the process zone [30, 36, 37] 

Value l*
 , μm 

Characteristics 
Experiment 

Material 
σT , MPa σВ , MPa δ, % Low-cycle fatigue 

(Ni = 103 ÷ 104) 
High-cycle fatigue 

(Ni = 105 ÷ 106) 

Formula 
(11) 

Aluminium alloy 

Д16T 350 460 15 100 100 135 

Д16чAT1 442 475 10 40 180 159 

Д16чATН 417 533 17 60 80 100 

Д16очT 330 454 22 160 200 237 

В95pchT2 456 510 12 100 100 180 

В95рчТ3 432 498 14 80 80 78 

1420T1 282 431 19 110 110 97 

1201T1 340 442 10 130 130 154 

Steels 

08кп 190 270 48 200 250 208 

35ХС2Н3МФ 1700 1950 10 5 10 7 

Cast irons 

ВЧ50 310 510 14 200 200 158 

ВЧ90 850 980 3 50 150 208 

Table 2. Experimental and calculation characteristics Ni, Np, N* for specimens-bands with a 
central hole [36] 

Experiment, cycles ⋅10–3 Calculation, cycles ⋅10–3 Hole diameter, 
mm 

Loading range 

ΔP, kN Ni Np N* Ni Np N* 

9.0 135 15 150 132.3 10.3 142.6 
3.2 

12.6 25.2 6 32.2 17.2 4.5 21.7 

9.0 118 5 123 100.9 6.6 107.5 
5.0 

13.5 15.3 3.3 18.6 10.1 2.2 12.3 

 
Thus the proposed concept of the evaluation for structural elements durability 

under long-term cyclic loading has a certain experimental confirmation and can be 
recommended for engineering practice to determine their life time. Theoretical 
and experimental investigations should be continued in order to develop the most 
effective and simple procedures for the evaluation of the structural elements dura-
bility in the given service conditions. 

7   Interaction between Environments and Deformed Metal 

In the mid 50’s of the 20th century H.V. Karpenko was the first [37] who discovered 
the phenomenon of the steels fatigue limit decrease (approximately by 10–15%) in 
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surface-active environments (Fig. 11). However, tests on the static tension of steel 
cylindrical specimens 10 mm in diameter in the same surface-active environments 
showed no influence on the changes of static strength of the steel. This contradiction 
was explained by the short-time action of the environment and, as a result, it was 
considered that the adsorption effect was not apparent. Such interpretation of the ad-
sorption effect cannot be convincing. 

 

 
Fig. 11. Fatigue curves under the circular tension of d = 7,62 mm in diameter cylindrical 
specimen (40 Х steel, structure – sorbite) under different test conditions: 1 – air; 2 – water; 
3 – machine (liquid paraffin) oil, activated by 0.3% of oleic acid [37] 

Within the frames of the deformed bodies fracture mechanics concept the fol-
lowing experiment was made [38] taking into account that the fatigue fracture oc-
curs by the crack formation and propagation. A plate with the concentrated forces 
P was tensioned as it is shown in Fig. 12. 

 

 
Fig. 12. Critical loading P = P* dependence on the crack length under the tension of glass 
plates in dry air (1, 3) and water (3) 
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Such loading provides the gradual propagation of the crack. The dependence of 

critical value of force P∗  on the crack length l is shown in Fig. 12 by dashed line 1–3. 
The plate was tensioned step-wise: 1 – in the dry air; 2 – in the surface-active en-
vironment (for glass plate, for example, in the water); 3 – the same plate (after envi-
ronment removal) was again tensioned in the air. The experimental results (glass, 
metal) showed that the surface-active environment decreases the static fatigue load-
ing by 10–15% as under cyclic loading. Thus the contradiction between cyclic and 
static strength was removed for surface-active environment on one hand, and on the 
other it was shown that the most important material characteristics is its resistance to 
crack propagation in it, i.e. its crack growth resistance. It is typical of macrovolumes 
and not of mesovolumes. Just the surface-active environment changes the value of 
crack growth resistance, i.e. the characteristics of mesovolumes and not the macro-
volumes of the material as a whole. The present-day fracture mechanics differs from 
the classical concepts of fracture mechanics. It includes the characteristics of meso-
volumes during the estimation of materials strength. The change of these character-
istics under the interaction with the surface-active environment can substantially in-
fluence the static and cyclic durability. 

Evaluation of the environment effect on structural materials strength in terms of 
the change of their crack growth resistance is an important problem of engineering 
practice for assessment of durable-operation structural elements lifetime. 

Within the frames of fracture mechanics concept the residual cyclic durability of 
the materials is determined by using ( Iv K− ) diagram according to formula (10). As 

it is known, at first the crack growth rate ( v ) diagrams versus the SIF values 

( I I,K KΔ ) in the environment and in the dry air were constructed. Already at the 

beginning of 80s of the 20th century in the science on materials strength a distur-
bance appeared concerning the invariance of ( Iv K− ) diagrams constructed like this 

in the given surface-active environment. If the diagrams are constructed as in the 
case of dry (neutral) air, not in the air – but in the given surface-active environment, 
in particular corrosive environment, one can get different (v ~ KI) diagrams if their 
construction begins from different SIF values (Fig. 13). Using such an approach one 
will receive different (v ~ KI) diagrams. So they are not invariant, that is they are not 
characteristic of the system „deformed metal–environment”. 

In the mid 80s of the 20th century in was stated by I.M. Dmytrakh, L.V. Ratych 
and V.V. Panasyuk [40] that non-invariance of such diagrams is stipulated by: the 
crack growth rate ( v ) in metals under loading and environments influence, in par-

ticular corrosive environment, depends not only on SIF ( I maxK ) but also on the 

physico-chemical properties of the environment itself and the metal near the crack 
tip. It does not depend on their properties on the smooth surface. If, for example, it 
is considered that physicochemical properties of the system „metal–environment” 
are characterized by the hydrogen factor (pH) and electrode potential ( ϕ ), these 

values for the given system on the surface of the body ( )pH , ss
⎡ ⎤ϕ⎣ ⎦  and near the 

crack tip ( )pH , tt
⎡ ⎤ϕ⎣ ⎦  are not equal. 
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Fig. 13. Dependence of ((v–KI)-diagrams) of crack growth (v) on KI under the simultaneous 

action of loading and environment, constructed using different initial ( )
I
iK : a – cyclic 

loading; b – static loading [39] 

Based on these facts a new model [40] of the physicochemical situation at the 
corrosion crack tip in metal materials was proposed. This situation supposes that 

the crack growth rate ( v ) depends on ( )I , pH
t

K  and tϕ  (Fig. 14). 

 

 
Fig. 14. Scheme of the physicochemical situation near the crack tip 

According to this model the ( v K− )-diagram of the corrosive crack growth is 

determined as a certain function of parameters, which characterise the stress-strain 
state and physicochemical situation of the system „material–environment” at the 
crack tip, that is: 

( )( )I ; pH ; tt
v f K= ϕ ,                                         (13) 
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where IK  is the stress intensity factor for the cracked body; ( )pH
t

 and tϕ  are 

the hydrogen factor and electrode potential in the vicinity of the crack tip in the 
system „material–environment”. 

It follows from formula (13) that to receive the invariant ( v K− ) diagram it is 

necessary to provide such conditions: 

( )pH const
t

=  and consttϕ = .                                 (14) 

Experiments show [40, 41] that the maximum rate ( maxv ) in the system „metal–

corrosive environment” will be when parameters tϕ  and ( )pH
t

 reach minimum 

values, that is 

( )( )min min
max I; pH ; .tt

v f K= ϕ                                   (15) 

Thus, diagram (15) becomes the basic diagram for estimation of the durability of 
cracked structural elements in the given service environments. 

The original methods for experimental investigations of metal local corrosive 
fracture with the account of electrochemical processes parameters in the crack are 
developed for the proposed model scheme [40, 41]. The methods of direct electro-
chemical measurements in corrosive cracks are based on the application of special 
minielectrodes of different construction [41], which are placed in special holes of 
the tested cracked specimen. 

Such an approach was a principally new tool for the determination of the influ-
ence of surface-active and corrosive-aggressive environments on the materials 
physicomechanical characteristics. These methods are effective and agree well 
with well-known (but low effective) approaches of American scientists [42]. In 
accordance with these approaches the enveloping curve of a great deal of experi-
mental data received under different test conditions is used as a basic (calculation 
diagram ( I~v K )-diagram). The ( I~v K ) diagram received by equation (15) prac-

tically coincides with this curve (see Fig. 15). 
At the end the problem of hydrogen (or hydrogen-containing environments) in-

teraction with metals should be mentioned. This problem needs a special attention. 
It is a many-sided problem of the present-day material science, and is concerned 
with the phenomena of hydrogen embrittlement (or plasticization) of metals under 
their deformation in the hydrogen or hydrogen-containing environments. In whole 
this problem includes the following aspects: 

– development of materials resistant to hydrogen embrittlement and develop-
ment of reliable criteria for estimation of the given materials service ability in hy-
drogen environment to use them in engineering structures, in particular for hydro-
gen storage and transportation; 

– use of hydrogen as a technological media for effective treatment of materials 
and improvement of their functional properties. 

 

Currently the main task for researchers in the field of fracture mechanics and materi-
als strength in hydrogen-containing environments is the consolidation of their efforts  
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Fig. 15. Basic diagram of the cyclic corrosion cracking of the weld material (10ХМФТ 
steel) constructed using traditional [42] approaches (doted line) and in the frames of the 
proposed concept [41] (firm line) in the reactor water of boron regulation (1% 
Н3ВО3+КОН up to рН 8): ▲ – 0.017 Hz, 80°С;  – 0.017 Hz, 25°С;  – 0.1 Hz, 80°С;  
– 0.1 Hz, 25°С;  – 0.33 Hz, 80°С;  – 0.33 Hz, 25°С;  – 1.0 Hz, 80°С;  – 1.0 Hz, 
25°С;  – 0.33 Hz, 25°С, minpH pH 6t= = . R = KImin/KImax – asymmetry of the loading cycle 

on the studies, which concerned to the development of future hydrogen energy infra-
structure. As typical sample of such research the recent works [43-45] can be men-
tioned where the hydrogen influence on low-alloyed pipeline steels was considered. 
Here the existence of some critical hydrogen concentration in metal, which causes 
the significant loss of local fracture resistance of material, was shown. For assess-
ment of local strength in presence of hydrogen the diagram “work of local fracture – 
hydrogen concentration” has been proposed and verified [43]. 
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Abstract. In the present paper the Preisach model of hysteresis is applied to 
model cyclic behavior of elasto-plastic material. The problem of axial loading of 
rectangular cross section will be studied in details. Hysteretic stress-strain loop 
for prescribed history of stress change is plotted for material modeled by series 
connection of three unite element. All obtained results clearly show advantages 
of the Preisach model for describing cyclic behavior of so called stable plastic 
material. Other effects such are racheting and creep will be studied elsewhere.  
In this paper extremely low cycle fatigue will also be examined. Extremly low 
cycle fatigue stands for number of cycles to failure in between 10 and 20.  
The stress level is larger than the yield stress and the plastic strain is of the same 
magnitude as the elastic strain. In this paper it is shown that this case is of  
importance to dampers applied for reconstruction of earthquake damaged  
structures. 

1   Introduction  

In the present paper the model of elasto-plastic behavior for quasy static cyclic 
loading will be explained. Special attention will be made to hysteretic behavior 
and mathematical models applied for their description. In this paper stress-strain 
loops will be constructed for cyclic axial loading. From this examples it is obvi-
ous that suggested (Preisach) model is simple enough and very appropriate to  
describe hysteretic behavior of elasto-plastic material. In the case of racheting, 
cyclic creep and fatigue some aditional improvements of Preisach model should 
be applied. An interesting proposal for Very low cycle fatigue has been done by  
Dufailly and Lemaitre [7]. In this case number of cycles to failure is of the order 
of 10 to 20. Plastic strain is much larger than the elastic one as well as the dissi-
pative work to the elastic power. In this paper it will be show that this case is  
of importance to dampers applied for reconstruction of earthquake damaged 
structures.  
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2   The Preisach Model of Hysteresis 

The Preisach model of hysteresis, dealing with the problem of magnetism, is de-
scribed thoroughly in the monograph of Mayergoyz [6]. The phenomenon of hystere-
sis occurs in various branches of physics: mechanics, magnetism, optics, adsorption 
etc. Application of the Preisach model to cyclic behavior of elasto-plastic material is 
shown in (Lubarda et al., [3]) and extended to cyclic bending by (Sumarac and Stosic, 
[5]). In this paper short outline of Preisach model of hysteresis will be presented. Ac-
cording to Mazergoyz [6], the Preisach model implies the mapping of an input of 
strain ε (t) on the output of stress σ (t) in the integral form: 

 

( ) ( ),( ) ,t P G t d dα βσ = α β ε α β∫∫         (1) 

 
Fig. 1. Elementary hysteresis operator 

 
where Gα,β is an elementary hysteresis operator given in Figure 1. Parameters α 
and β are up and down switching values of the input, while P (α, β) is the Preisach 
function. i.e. a weight (Green׳s) function of the hysteresis nonlinearity to be 
represented by the Preisach model. The domain of integration of integral (1) is 
right triangle in the α, β plane, with α=β being the hypotenuse and (α0,β0= - α0) be-
ing the triangular vertex (Fig.2). History of loading corresponds to staircase line L 
(t) which divides triangle into two parts (Lubarda et al., [2]). Maxima or minima 
of loading history are represented by the vertices with coordinates (α,β) on stair-
case line L(t) in such a way if the input at a previous instant of time is increased, 
the final link of L(t) is horizontal, and vise versa if it is decreased it is vertical. 
Therefore, the triangle is divided into two parts with the positive and negative val-
ues of Gα,β by the interface staircase line L(t). From formula (1) it is than obtained: 

 

( ) ( ) ( ) ( ) ( )
( )( )

, ,, ,
A t A t

t P G t d d P G t d d
+ −

α β α βσ = α β ε α β − α β ε α β∫∫ ∫∫   (2) 

ε(t) 

-1 

β α

Gα,βε(t) 

1 
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Denoting the output value at ε = β by fα,β from the limiting triangle, it follows that 
 

 ( ), 2 ,f f P d d
α α

α β α
′β β

⎛ ⎞
′ ′ ′ ′− = − α β α β⎜ ⎟⎜ ⎟

⎝ ⎠
∫ ∫            (3) 

 

 
Fig. 2. Limiting triangle with the interface staircase line L(t) 

 
By differentiating expression (3) twice, with respect to α and β, the Preisach 
weight function is derived in the form 

 ( )
2

,1
,

2

f
P α β∂

α β =
∂α∂β

       (4) 

The Preisach model explained above possesses two properties: wiping out and 
congruency properties. Those properties and much more about Preisach model is 
explained in the (Lubarda et al., [2]) and (Lubarda et al., [3]). 

 

 
Fig. 3. (a)Elastic-linearly hardening stress-strain behaviour with elastic modulus E, initial 
yield stress Y and hardening modulus Eh (b) Three-element unit reproducing the stress-
strain behaviour in (a) 

 

α0, -α0 α0, α0 

L(t) 

A+(t) 

A-(t) 

α 

β 
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3   The Preisach Model for Cyclic Behaviour of Ductile 
Materials 

One dimensional hysteretic behavior of elasto-plastic material can be successfully 
described by the Preisach model. Ductile material is represented in various ways 
by a series or parallel connections of elastic (spring) and plastic (slip) elements 
(Lubarda, at al., [2]). These results have advantage in comparison with classically 
obtained (Iwan, [4]) because of simplicity and strict mathematical rigorous proce-
dure. Parallel Connection of elastic and slip elements, Series connection of elastic 
and slip elements are discussed elsewhere (Sumarac and Stosic, [5]), (Lubarda, at 
al., [2]). Here we will consider a three element unit. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 4. Major hysteresis loop and several transition lines, corresponding to the material 
model in Fig. 3 

3.1   A Three-Element Unit 

Elastic-linearly hardening material behavior, characterized by the stress-strain 
curve shown in Fig. 3a.  (E and Eh  are elastic and hardening moduli), can be mod-
eled by a three-element unit shown in Fig. 3b. Elastic element of length l and 
modules E0 is connected in a series with a parallel connection of elastic and slip 
element, of length L modulus h0 and yield strength Y. It then follows that 

( ) lLlEE += 0  and  ( )hEEhEh +=  , where ( ) LLlhh += 0 .The Prei-

sach function can be determined from the hysteresis nonlinearity shown in Fig. 4, 
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α

β

α−β=0

A

α−β=2
Ym

in

α−β=
2Y

m
ax

which relates the stress input to strain output. The Preisach function in this case 
has support along the lines 0=− βα and Y2=− βα , i.e. it is given by  

                    ( ) ( ) ( ) .Y2
hE

hEE

E2

1
,P ⎥

⎦

⎤
⎢
⎣

⎡
−β−αδ

−
+β−αδ=βα                           (5) 

The expression for strain as a function of applied stress is, consequently, 

         ( ) ( ) ( ) ,

Y2

dtY2,G
hE

hEE
dt,G

E2

1
t

0

0

0

0
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡ σ

σ−

σ

σ−

ασ−αα
−

+ασαα=ε ∫ ∫           (6) 

The first and second term on the right-hand side of (6) are elastic and plastic 
strain, respectively. For a system consisting of infinitely many of three-element 
units, connected in a series and with uniform yield strength distribution within the 

range maxmin YYY ≤≤ , the total strain is 

( ) ( ) .
A

dd)t(,G
minYmaxY

1

hE2
hEE

dt,G
E2

1
t

0

0
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡ σ

σ−

βασβα−
−+ασαα=ε ∫ ∫ ∫     (7) 

In (7) the integration domain A is the area of the band contained between the lines 

minY2=β−α  and maxY2=β−α in the limiting triangle, shown in Fig. 5. The 

first term on the right-hand side of (7) is the elastic strain, which can be written as 
( ) .Etσ  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. The Preisach function corresponding to series connection of infinitely many three 
element units 
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In the case when the strain is the input and stress output, the Preisach function  
becomes 

                    ( ) ( ) ( ) .
E

Y
2hEE

2

1

2

E
,P ⎟

⎠

⎞
⎜
⎝

⎛ −β−αδ−−β−αδ=βα                         (8) 

The stress expression is form (1) 

  ( ) ( )∫∫
ε

ε−

αε
−αα

−

ε

ε−

−αεαα=σ
0

0

0

0

E

Y
2

dt

E

Y
2,

GhEE
2

1
d)t(,G

2

E
)t( .          (9) 

3.2   Ilustrative Example 

To illustrate the application of the Preisach model the stress-strain hysteretic curve 
is determined for material model of series connection of three unite element intro-
duced in the previous subsection.  In the calculation it is used Eh= E/9 and Ymax = 
2Ymin. The loading history of stress change is shown in Fig.6. From the procedure 
explained above the strain in the first portion  -4Ymin  ‹ σ ‹ -2Ymin is linear: 

 
 
 
 
 
 
 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. History of stress input 
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min min

20
E

Y Y

ε σ= − +                    (10) 

For further increase of stresses in the region -2Ymin  ‹ σ ‹ 0, staircase line L falls in-
to the band are  A shown in Fig.5 and consequently response is nonlinear: 

 
min min min

22 2 5 2
E

Y Y Y

⎛ ⎞⎛ ⎞ε σ σ= − + + +⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

                    (11) 

At the stress level σ=0 the strongest element Ymax starts to yield. Saturation occurs 
and the system responds elastically with the Young’s modulus Eh=E/9, i.e. in the 
region  0  ‹ σ ‹ 3.5Ymin: 

 
min min

9 12.5
E

Y Y

ε σ= −                  (12) 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 7. Stress-strain loop 

 
In the region 1.5 Ymin  ‹ σ ‹ 3.5 Ymin response is linear with the Young’s modulus E: 

 
min min

15.5
E

Y Y

ε σ= +               (13) 

Further decrease of stresses, -0.5Ymin  ‹ σ ‹ 1.5Ymin , leads to nonlinear response 
with the quadratic parabola: 

 
min min min

17 1.5 4 2
E

Y Y Y

⎛ ⎞⎛ ⎞ε σ σ= − − −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

                  (14) 

In the region, -3.5Ymin  ‹ σ ‹ -0.5Ymin, saturation again occurs and the system re-
sponds as elastic with the Young’s modulus of Eh: 
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min min

11.5 9
E

Y Y

ε σ= +                                (15) 

The further procedure is obvious, and the stress-strain loop is presented in Fig 7. 

4   Extremly Low Cycle Fatigue 

In the literature the Manson-Coffin law  is widely used to explain cyclic fatigue of 
materials: 

( )f pN C
γ

ε= Δ                                        (16) 

Where Nf  is number of cycles to failure, Δεp is plastic strain amplitude and C and 
γ are material constants [8], [9] and [10]. This diagram in Log-Log graph is repre-
sented by linear lines. However experimentally it is shown that eq. (16) overesti-
mates number of cycles in the case of very low cycle fatigue. An atempt to model 
extremly  low cycle fatigue is given in [7]. Application of Preisach model to solve 
this problem will be disscused elsewere. Here, experimental verification of low 
cycle fatigue on example  of Dampers DC 90 will be shortly explained. 

5   Application and Testing of DC90 Dampers  

Earthquakes are very dangerous impacts on civil engineering structures. Specially 
this is the case of masonry structures. It is well known that those structures have 
large mass, and consequently, because of bad cohesion between bricks (stones) 
and mortar they crack and suffer damage when exposed to earthquakes. In Fig. 8. 
typical masonry structure in the western part of Serbia, after Kolubara earthquake, 
4.8 Richter scale  is shown. The cracks and damage, due to alternating loading is 
along diagonals. Strong need and desire to find a new effective object protection 
from seismic loads and realization of the tougher masonry and even concrete  con-
structions resulted a new,  DC 90 Construction System and associate devices [11], 
presented briefly in this article. 

 

 

Fig. 8. Damage of two store building 
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Produced dampers for DC 90 system (Fig. 9) were tested by variable loading on 
MTS servo-hydraulic closed-loop machine (Fig. 10) at Faculty of Civil Engineer-
ing and Geodesy in Ljubljana. The test was performed on 18 specimens and ob-
tained hysterezis loop and force-number of cycles to rupture diagram is given in 
Fig. 11 for 1mm displacement. 

 

                          

     Fig. 9. Typical dampers of  DC 90 system                              Fig. 10. Damper testing  

 
After conducting the serial tests of twelve specimens we demonstrate the tests 

for three typical specimens. 
 

                                 
 

Fig. 11. Hysteresis loop diagram and force - number of cycles diagram, for cycle loading at 
constant displacement range ± 1 mm. 

 
It is shown that number of cycles before rupture is les than 150 for ±1 mm of 

displacement range. With increasing displacement range number of cycles even 
decreased,  which clearly shows that DC 90 dampers behaves under the earth-
quakes according to very low cycle fatigue. 

6   Conclusions 

In the present paper it is shown, that Preisach model has several advantages when 
it is applied to the problem of so called cyclic stable plasticity of axially loaded 
members. Mathematical rigor and a closed form analytical solutions makes the 
Preisach model very competitive with the other methods of solution. Application 
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of the Preisach model to extremely low cycle fatigue is obvious. Extremely low 
cycle fatigue happens in the case of 10 to 20 cycles before rupture, followed by 
large plastic strain and maximum stresses much larger than the yield stress. This 
case is very important for design of dampers applied for reconstruction of seismi-
cally damaged structures, because Manson-Coffin Law overestimates the number 
of cycles before failure. 
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Abstract. Fracture toughness values are given for an ATH-PMMA composite for 
filler volume fractions ranging from 0.35 to 0.49 and tested over the temperature 
range from 0 to 90 °C. The toughness decreased with increasing filler content con-
trary to expectations. A toughness model based on debonding, and subsequent 
plastic void growth was extended from a low volume fraction form to accommo-
date interaction between particles. From the fitted data it was possible to calculate 
the adhesion energy of the particles and the average particle size. The former was 
somewhat less than the matrix toughness and the latter agreed quite well with the 
sizes found from particle size measurements on the filler and surface roughness 
measurements on the fracture surfaces. 

1   Introduction 

Two recent papers have reported results on this ATH (alumina trihydrate) – 
PMMA composite containing up to 50% filler content by volume [1, 2].    A high 
filler content is used to achieve a high elastic modulus (≈12 GPa) whilst maintain-
ing a sufficient fracture toughness.  [1] reported data on fatigue crack resistance 
for a single volume fraction over a range of temperatures since this aspect of per-
formance is important practically.  In [2] the study was extended to a set of mate-
rials with a range of volume fractions (0.33 – 0.49) in which Young’s modulus 
was measured over a range of temperatures [0 - 90°C].  This presented an interest-
ing opportunity to compare the predictions of a range of modulus models since the 
temperature variations resulted in the matrix properties changing while the filler 
properties remained constant.  It was demonstrated that such stiffness properties 
could be accurately predicted by several models [2]. 

This work reports fracture toughness data on a similar set of materials tested 
over the same temperature range.  This data presents an opportunity to explore 
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toughness models of composites since, again, the matrix properties change with 
temperature whilst the filler properties do not.  The fatigue data [1] showed a peak 
in fatigue crack growth rate (da/dN) at around 50  which was attributed to ther-
mal stresses around the particles. 

Some recent work on modelling the toughening mechanism in particle filled 
composites as plastic void growth resulting from the debonding of the particles [3] 
will also be explored here.  It has been necessary to extend the earlier, low volume 
fraction analyses, to account for the high values used here. 

2   Materials and Experiments 

Nine materials were used with volume fractions ranging from 0.35 to 0.49.  These 
were supplied by Du Pont as 12.5 mm thick sheets and prepared by casting the 
filled monomer syrup in moulds.  The curing process is exothermic so that the 
moulds are cooled leading to thermal stresses both in the bulk and on an inter par-
ticle range.  The lowest volume fraction was the practical limit for the process and 
the upper is close to the theoretical maximum of 0.52 (see section 4). 

The fracture toughness tests were performed in accordance to ISO 13586, the 
linear elastic fracture mechanics standard for polymers and using three point bend 
tests.  A specimen thickness of around 5 mm was used and this gave valid results 
over the whole temperature range.  Notching such materials was a challenge.  Ra-
zor tapping was employed but the particles often gave damage around the crack 
tip which led to considerable scatter in some of the data.  At each temperature a 
minimum of five specimens was tested. 

The matrix material is a lightly cross linked PMMA but, as in previous papers, 
we have assumed that it behaves in a similar manner to normal PMMA.  Fracture 
tests were performed in the range 20-900C and compression tests using cylindrical 
samples tests were employed to determine the yield stress.  The loading times of 
all the tests was kept approximately constant.  Talysurf measurements were made 
on fracture surfaces of samples taken from all the test temperatures to determine 
the average roughness values. 

3   Experimental Results 

Table 1 gives the fracture data for all the composite tests; the data are also plotted 
in Fig. 1.  The standard deviations are generally less than 10% which is low for 
this type of test.  The Gc values increase somewhat with temperature but the most 
notable feature is the decrease with volume fraction.  In most cases this decrease is 
about 30% over the volume fraction range.  This is contrary to expectations and an 
increase would be predicted [3]. 
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Table 2 shows the experimental data for the matrix (PMMA).  No tests were per-
formed at 00C and so these values are extrapolated.  The modulus values are taken 
from the fracture tests and the yield stresses were obtained in compression.  A value 
of 0.4 is assumed for the Poisson’s ratio, ν , in subsequent calculations [2]. 

The Gm values presented some difficulties.  At 22, 40 and 65  the data showed 
little evidence of ductility and a small decrease in Gm was observed at 65 .  At 
90 , however, a value of 1.10 kJ/m2 was obtained and the very low yield stress 
led to crack blunting although the results were valid.  Again the standard devia-
tions are about 10%. 

Table 1. Fracture Toughness Data, (S is standard deviation). 

T 0 22 40 65 90

Gc ±S (kJ/m2)

0.35 0.54±0.08 0.54±0.07 0.69±0.06 0.68±0.06 0.77±0.14

0.37 0.48± 0.05 0.44±0.05 0.61±0.04 0.62±0.09 0.62±0.05

0.38 0.56± 0.06 0.55±0.10 0.56±0.06 0.59±0.03 0.61±0.05

0.40 0.48±0.06 0.44±0.07 0.51±0.07 0.54±0.02 0.56±0.03

0.42 0.47±0.03 0.41±0.10 0.51±0.07 0.55±0.09 0.62±0.07

0.42 0.45± 0.02 0.39±0.06 0.47±0.07 0.50±0.06 0.59±0.17

0.45 0.45±0.03 0.35±0.08 0.47±0.06 0.48±0.06 0.59±0.06

0.47 0.43±0.05 0.37±0.06 0.43±0.04 0.45±0.05 0.49±0.09

0.49 0.36±0.02 0.26±0.04 0.40±0.06 0.41±0.02 0.44±0.06
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Fig. 1. Composite Fracture Toughness Data versus filler volume fraction at various tem-
peratures. 

Table 2. PMMA Matrix Property Data, ( ) indicate extrapolated values. 

 

T °C 

 

 
σy (MPa) 

 

 

E (GPa) 

 

 

Gm ± S  (kJ/m2) 

 

0 

 

(150) (3·5) (0·45) 

22 

 

125 3·4 0·45 ±·03 

40 

 

100 3·2 0·45 ±·03 

65 

 

71 2·6 0·35 ±·03 

90 

 

39 1·4 1·10 ±·07 
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4   Toughness Model 

A model to describe these high volume fraction data is based on that given in [3].  
In the model the toughening is assumed to arise from a single mechanism is which 
particles around the crack tip are subjected to sufficient hydrostatic stress to cause 
debonding.  This freeing of the particle interface gives rise to plastic work being 
dissipated in a zone surrounding the particle. 

The model is based on a cell of side length l containing a spherical particle of 

radius r°  as shown in Fig. 2.  The volume fraction of particles,φ , is given by, 

3
4

3

πφ °⎛ ⎞= ⎜ ⎟
⎝ ⎠

r

l
                                                (1) 

(The upper limit for the particles to touch is
2

=o

l
r and 0.52

6

πφ = = ). 

 

 
                            (a)              (b) 

 
Fig. 2. Particle unit cell and fracture area. 

 
The area fraction of matrix on a plane through the equator of the particle, AA in 

Fig 2.a and shown in Fig 2.b, is  
22 3 2

33
1 1 1 1.21

4

φφ π π φ
π

⎛ ⎞ ⎛ ⎞= − = − = −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

o
a

r

l
                           (2) 

The rigid particle is assumed to be subjected to a surface radial stress of σc and 
that, prior to yielding, the matrix is elastic and debonding occurs when [3],  

2 4

1
σ

ν
=

+
a

c
o

EG

r
                                                (3) 

On debonding this gives rise to plastic work being performed, via a constant yield 

stress σ y  in a zone of radius r2 also shown in Fig 2a. r2 is given by [3]: 
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3 1 1
ln 1

2 1

σν
ν σ

+⎛ ⎞= −⎜ ⎟−⎝ ⎠
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y

R                                          (4) 

where 2=
o

r
R

r
. 

This gives rise to a plastic energy dissipation per unit of particle surface area, 
24 rπ °  of 
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⎝ ⎠
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E x
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For micron scale particles only those in the fracture plane are involved [3] and so 
the measured Gc is given by, 

( ) ( )2 2 2 24c o m o p al G l r G r G Gπ π= − + +
 

i.e.  

( )4 1φ φ
⎛ ⎞

= + + −⎜ ⎟
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pc a
a a

m m m

GG G

G G G
                                (6) 

where Gm is the matrix toughness.  If we now introduce a matrix plastic zone size 

22πσ
= m

m
y

EG
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then from equation (5) we have, 
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Equation (3) gives 

( )
( )

2

20
1

2 1

ν
π ν

− ⎛ ⎞
= ⎜ ⎟+ ⎝ ⎠

a

m m

G r
x

G r
 

and hence 

1
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since 3 1−= xR e  from equation (4). 
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From equation (6) we may write, 

1
204(1 ) 5 1

.
1 3 2(1 )

φ
ν ν

φ π ν

−−
⎛ ⎞⎛ ⎞ ⎛ ⎞− −= −⎜ ⎟⎜ ⎟ ⎜ ⎟− +⎝ ⎠⎝ ⎠ ⎝ ⎠

c
a x

m

a m

G

G r e
x

r x
                      (7) 

This is the relationship explored in [3] and it was shown that for micron scale par-
ticles for φ <0.20 the right hand side of equation (7) did remain constant so that 

c

m

G

G
 increased with φ (i.e. with  

2
31 1.21φ φ− =a ) with x approximately 3.1 for 

ν =1/3 and for Ga being a substantial proportion of Gm, i.e. 0.2-0.4 Gm.  The anal-
ysis assumes that there is no inter-particle interaction and so would be appropriate 
for low volume fractions.  Here we are considering cases where 0.3<φ<0.5 and 

c

m

G

G
 decreases with increasingφ . 

To accommodate inter-particle effects it will be assumed that r2 is constrained 
by adjacent particles.  This is taken as when r2 encompasses the whole unit cell 
and  

1
3

3 3
2 2

4 3
ˆ ˆ, . . 0.62

3 4

π
π

⎛ ⎞= = =⎜ ⎟
⎝ ⎠

r l i e r l l  

as illustrated in Fig 3 and 

3 3
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4π φ
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r l
R

r r
                                  (8) 

 

 
Fig. 3. Upper limit of plastic radius 2̂r . 
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Thus we now have, 

( ) 20
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The equivalent relationship to equation [7] becomes, 
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The transition from constant Y occurs when  

11 xe
φ

−=
 

and for 3.1, 0.12.φ≈ ≈x  

The various parameters may be found by plotting Y versus 1φ −  and fitting a 

best straight line, 
1Y m cφ −= +  

and for ν =0.4 for PMMA [2]: 
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0. .   2.81 , 1.42
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rc m
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( )and     0.46= −a

m

G
c

G  

The standard deviations of these parameters may be found from a best fit line 
which determines m, c and R2, the correlation coefficient.  The necessary formulae 
are given in the Appendix. 

5   Analysis of Results 

Table 3 gives the results of plotting the fracture data in Table 1 according to equa-

tion [9], i.e. Y versus 1φ − .  The values of R2, the correlation coefficient, indicate 



The Fracture Toughness of a Highly Filled Polymer Composite 455
 

that the data at 40 and 65°C are a good linear fit with R2>0.9 and with standard 
deviations in both m and c of about 10% and 20% respectively.  That for 0 and 
22°C shows considerably more scatter with R≈0.7 and standard deviations of 
about double the 40 and 65°C values.  The 90°C labelled (1) used Gm=1.1 kJ/m2 

which made Y small and gave a very poor correlation with R2 ≈0.5.  The high val-
ue of Gm is open to some doubt since there is some plastic blunting involved in the 
bend specimens which would probably not be present in the highly constrained 
layers between particles.  With this in mind Gm=0.55 kJ/m2 was used in 90(2) 
which gave R2≈0.8 and standard deviation similar to those at 0 and 22°C. 

 
Table 3. Derived parameters. 
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Also shown in Table 3 are the derived values of x, o

m

r

r
and a

m

G

G
.  The nature of 

these derivations increases the standard deviations and so the possible variation in 
these sets, other than the 40 and 65  data, is quite large.  However x is generally 

greater than three as expected from [3] and o

m

r

r
is around unity.  a

m

G

G
is less than 

unity, as expected. 

6   Discussion 

In [3] all the toughness data analysed increased with volume fraction and the right 
hand side of equation (7) was constant.  Thus to determine x and hence Ga, r0 had 
to be known.  Values were taken from particle size distributions but there was 
some uncertainty about the effects of agglomeration.  In this case equation (9) per-

tains and from m and c it is possible to find x, and hence σc, o

m

r

r
 hence ro and 

a

m

G

G
and hence Ga. Ga comes directly from c and Gm and has the least scatter.  The 

values deduced are given in Table 4 and are somewhat less than Gm but a substan-
tial proportion as would be expected for particles treated to enhance bonding as 
used here. 

 
Table 4. Surface energy, particle radius and interfacial stress values. 

 

 

T°C 

 

 

Ga  ± S  (kJ/m2) 

 

 

rm  ± S  (μm) 

 

 

r0  ± S  (μm) 

 

 
σc  ± S  (MPa) 

  

0 

 

0.09±0.07 11 14±19 250±240 

22 

 

0.32±0.12 16 15±19 476±270 

40 

 

0.33±0.06 23 28±11 330±96 

65 

 

0.32±0.04 29 51±11 220±60 

90(1) 

 

0.14±0.11 160 51±85 110±120 

90(2) 

 

0.28±0.11 80 86±68 110±70 
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The values of σc are determined by Ga and r0 via equation (3).  The variations 
in both are substantial and arise from the derivations from equation (9). Since x 
does not change greatly the changes in  σc with temperature arise mostly from 
changes in σy.  One would expect r0 to be independent of temperature since it is a 
measure of the effective particle size.  Again the variations are large but ro does 
show some evidence of varying with temperature.  The average value is 39 μm. 
Particle size analysis of the filler gave a minimum of 10 μm with agglomerates up 
to 100 μm.  The Talysurf roughness measurements of the fracture surfaces gave an 
average of 37 μm over the temperature range with no evidence of a trend.  How-
ever the agreement is acceptable but the trend persists. 

The quality of the data limits how far one can pursue the cause of this apparent 
trend in ro.  In [1] some effects were attributed to thermal stresses which were es-
timated at about 40 MPa. These would change σc but are not sufficient to account 
for the changes to ro.  Such stresses may be the cause of the high scatter at 0°C 
and 22°C though they would not for 90°C where the low modulus greatly reduces 
their value.  A further possibility is that at the lower temperatures crazing occurs 
rather than shear yielding [4].  This would reduce the effective yield stresses to 
about 100 MPa and so increase rm to about 25 μm and thus increase ro to about 30 
μm and greatly reduce the increasing trend in r0. The presence of crazing is an-
other possible cause of the increased scatter at 0 and 22°C.   

Fig. 4 and Fig. 5 show micro graphs of the fracture surfaces for two tempera-
tures.  At the higher temperature there is clear evidence of plastic deformation and 
debonding of the particles as postulated in the toughness model.  At the lower 
temperatures this is less and may indicate the onset of crazing. 

 

 
 

Fig. 4. SEM micrograph of fracture surface for 35% volume fraction sample fractured at 22°C. 
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Fig. 5. SEM micrograph of fracture surface for 35% volume fraction sample fractured  
at 90°C.  

7   Conclusions 

It is difficult to achieve consistent fracture data with this type of material particu-
larly when sharp cracks are needed as in these tests.  However the data described 
do show clear trends with both volume fraction and temperature.  The latter effec-
tively give composites of different matrix behaviour with large variations in 
modulus and yield and/or craze stress. 

The notion that the toughness arises from the debonding of the particles fol-
lowed by plastic deformation is confirmed by the description of the data by the 
model and the micrographs.  The values of Ga are sensible as is the predicted par-
ticle size when compared to direct measurements such as surface roughness and 
size distributions. The assumption that the plastic deformation is limited by 

3 1ˆ φ −=R  is, to some extent, arbitrary but is justified by the fit to the data.  More 

evidence is needed to confirm this extension to the model. 
Unlike the fatigue behaviour described in [1] there was no evidence here of re-

sidual or thermal stresses.  It is possible that this is due to low cooling rates in the 
moulding process. 
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Appendix: Statistical Parameters 

The data is analysed via a linear regression of, 

1Y m cφ −= +  

which may be written as y=mx + c.  Each set of data (at each temperature) are yi 
and xi. The parameters used are 

2 2
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n n

i ix x x x
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From a best fit analysis we may find m, c and R2, the correlation coefficient. The 
standard deviations for the various parameters are. 
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Šumarac, Dragoslav, 437

Wang, Wei-Chung, 343
Williams, J.G., 447


	Title
	Preface
	Biography
	Contents
	Contributors
	Part I Mathematical Methods in Applied Mechanics
	Application of Reciprocity Relations to Laser-Based Ultrasonics
	Introduction
	Thermo-anisotropic Elasticity
	Reciprocity Theorem
	Transverse Isotropy with Depth Dependent Properties
	Heating of the Boundary
	Surface Waves due to Laser Irradiation
	References

	An Asymptotic Method of Boundary-Value Problems Solution of Elasticity Theory for Thin Bodies
	Introduction
	The Asymptotic Solution of the First Boundary Value Problem of Elasticity Theory for the Orthotropic Thermoelastic Strip: The Connection with the Classical Theories of Beams and Bars
	Conjugation of the Inner Problem and the Boundary Layer Solutions: Proof of Validity of Saint-Venant Principle
	The Solution of the Second and Mixed Space Boundary-Value Problem for Thin Bodies
	Solutions of Plane and Space Dynamic Problems
	Conclusions
	References

	Reliable Optimal Design in Contact Mechanics
	Introduction
	Formulation of the Problem
	Finding of the Optimal Pressure Distribution
	Determination of the Optimal Punch Shape
	Conclusions
	References

	Scaling of Strength and Lifetime Distributions of Quasibrittle Structures
	Introduction
	Failure Statistics of Nano-structure
	Multi-scale Transition of Strength Statistics
	Lifetime Distribution of One RVE
	FiniteWeakest Link Model and Optimum Fits of Histograms
	Size Effect on Mean Structural Strength and Lifetime
	Conclusion
	References

	Directional Distortional Hardening in Plasticity within Thermodynamics
	Introduction
	Mathematical Formulation of Models
	Model Performance
	Ratchetting

	Conclusion
	References

	Forced Vibrations of the System: Structure – Viscoelastic Layer
	Introduction
	Investigation and Analysis of the FFM Vibrations
	Conclusion
	References

	Extreme Instability Phenomena in Autonomous Weakly Damped Systems: Hopf Bifurcations, Double Pure Imaginary Eigenvalues, Load Discontinuity
	Introduction
	Basic Equations
	Conservative Systems
	Conditions for Dynamic Bifurcation
	Approximate Technique: |C|<−ε^{2} for ε→0

	Νon-conservative Systems
	Li\'{e}nard-Chipart Stability Criterion
	Symmetrization of Asymmetric Matrices

	Numerical Results
	Conservative System (η=1)
	Non Conservative Systems (η≠1)

	Conclusions
	References

	Variational Approach to Static and Dynamic Elasticity Problems
	Introduction
	Statement of the Problems
	Dynamical Formulation
	Formulation for the Static Problem

	The Method of Integrodifferential Relations
	MIDR for Static Problems
	MIDR for Dynamical Problems

	Relations of the Dynamical Variational Principles
	Dynamical Variational Principle in Displacements and Stresses
	Numerical Algorithm and Error Analysis
	3D Beam Lateral Motions
	Numerical Results
	Conclusions
	References

	An Accelerated Newmark Scheme for Integrating the Equation of Motion of Nonlinear Systems Comprising Restoring Elements Governed by Fractional Derivatives
	Introduction
	Fractional Derivative Estimation
	Dual Mesh of the Time Domain
	Accelerated Algorithm
	Numerical Example
	Numerical Results for Earthquake Excitation
	Concluding Remarks
	References


	Part II Experimental Mechanics
	Photoelastic Tomography as Hybrid Mechanics
	Classical Tomography
	Photoelastic Tomography
	Linear Approximation in Integrated Photoelasticity
	The Method of Decomposition

	Algorithms of Hybrid Mechanics
	Stresses due to External Loads
	The Case of Residual Stresses in Glass

	Conclusions
	References

	Using an Electronic Speckle Interferometry for Measurement of a Stress-Deformation State of Elastic Bodies and Structures
	Introduction
	Combined Methods of the ESPI and Blind-Hole Drilling
	Calculating Models in the Blind-Hole Method
	Experimental Studies of the Residual Stresses

	Other Applications of Use ESPI
	References

	Structural Integrity and Residual Strength of Composites Exposed to Fire
	Introduction
	Temperature, Char Distribution and Thermal Buckling Analysis
	Numerical Results
	Experiments
	References

	Theory and Application of Sampling Moir\'{e} Method
	Introduction
	Theory of Moiré Method
	Phase Analysis of Grating or Fringe Pattern
	Measurement Method of Displacement and Strain by Phase Analysis of Moir\'{e} Fringe
	Sampling Moire Method (Scanning Moire Method)
	Background of Sampling Moir\'{e} Method
	Process of Sampling Moiré Method Using 1-D Grating
	Process of 2-D Displacement Analysis by Sampling Moiré Method Using 2-D Cross Grating

	Deflection Measurement by Sampling Moiré Method
	Experimental Setup and Grating Tape
	Experimental Results of Deflection Measurement

	Shape and Displacement Measurement by Sampling Moir\'{e} Method
	Process of Measurement
	Calibration with Two Reference Planes
	Shape and Strain Distribution Measurement
	Experimental Results of Shape and Strain Distributions of Rotating Object

	Conclusions
	References

	Recent Advances in Microelectromechanical Systems and Their Applications for Future Challenges
	Introduction
	Representative MEMS Samples
	ACES Methodology
	Analytical Solution
	Computational Solution
	Optoelectronic Methodology

	Representative Results
	Motions of HRS Microengine
	Deformations of a Microgyroscope
	Deformations of a Pressure Sensor
	Deformations of a Cantilever Microcontact

	Conclusions and Future Work
	References

	Experimental Mechanics in Nano-engineering
	Introduction and Theoretical Background
	Properties of Evanescent Waves
	Super-Resolution

	Applications to Nanometrology
	Observation of Nano-crystals and Nano-spheres
	Generation of Multi-k Vector Fields
	Formation of Holograms at the Nano-scale
	Analysis of the Polystyrene Nano-spheres

	Application of Surface Plasmon Resonance to Surface Roughness Topography
	Generation of a Wide Spectrum of Frequencies due to Interaction between Evanescent Waves and Rough Surfaces
	Application of the Model to the Analysis of Surface Topography
	High Accuracy Measurements of Surface Topography

	Determination of Contact Strains
	Determination of the Contact Strains of a Small Cylinder

	Summary and Conclusions
	References

	Advanced Cement Based Nanocomposites
	Introduction
	Applications of Nanotechnology in Cement Based Materials
	Dispersion
	Effect of CNTs/CNFs Type and Concentration
	Nanomechanical Properties
	Autogenous Shrinkage

	A New Generation of Cement Based Materials-Conclusions
	References

	Application of Digital Speckle Pattern Interferometry (DSPI) in Determination of Elastic Modulus Using Plate Vibration
	Introduction
	Principle
	Determination of Elastic Modulus Using the Concept of Plate Vibration

	Theoretical Background of Time-Averaged Specklegrams
	Interferogram Formation
	Subtraction Fringe Formation

	Experiments and Results
	Conclusion
	References

	The Development and Applications of Amplitude Fluctuation Electronic Speckle Pattern Interferometry Method
	Introduction
	Principle of Time-Averaged ESPI Method
	The Traditional TA ESPI Method
	The AF ESPI Method

	Experiments and Discussions
	Engineering Applications of the AF ESPI Method
	Conclusions
	References


	Part III Fracture Mechanics
	Piezonuclear Transmutations in Brittle Rocks under Mechanical Loading: Microchemical Analysis and Geological Confirmations
	Introduction
	Neutron Emission Detection Techniques
	\^{3}He Proportional Counter
	Neutron Bubble Detectors

	Preliminary Tests on Prismatic Specimens in Carrara Marble and Green Luserna Granite
	Experimental Set-Up
	Compression Tests under Monotonic Displacement Control
	Compression Test under Cyclic Loading
	Ultrasonic Test

	Experimental Results
	Compression Tests under Monotonic Displacement Control
	Compression Test under Cyclic Loading
	Ultrasonic Test

	Compositional and Microchemical Evidence of Piezonuclear Fission Reactions in the Rock Specimens
	EDS Results for Phengite
	EDS Results for Biotite

	Piezonuclear Reactions: From the Laboratory to the Earth Scale
	Heterogeneity in the Composition of the Earth’s Crust: Fe and Al Reservoir Locations
	Geochemical Evidence of Piezonuclear Reactions in the Evolution of the Earth’s Crust
	Conclusions
	References

	Stress Triaxiality at Crack Tips Studied by Caustics
	Introduction
	Stress-Optical Equations
	Plane Stress
	Plane Strain

	The Optical Method of Caustics
	Experimental
	Limits of Applicability of the Method of Caustics
	Conclusions
	References

	Reinforcement of a Cracked Infinite Elastic Plate with Defects
	Introduction
	Reinforcement of a Cracked Plate with Stringers
	Reinforcement of a Plate with a Patch
	Linear Crack of Finite Size, the Lips of Which Are Connected with Elastic Springs
	Linear Crack of Finite Size, with Transverse Loading, the Lips of Which Are Connected with Thin Inclusions
	Reinforcement of the Crack Lips with Stringers and Elastic Springs
	Conclusions
	References

	Some Actual Problems of Fracture Mechanics of Materials and Structures
	Introduction
	Classical and Non-classical Approaches
	Griffith–Irwin Concept
	Linear Fracture Mechanics
	Non-linear Fracture Mechanics
	Fatigue Crack Nucleation and Growth (Fatigue of Materials)
	Interaction between Environments and Deformed Metal
	References

	Cyclic Plasticity with an Application to Extremly Low Cycle Fatigue of Structural Steel
	Introduction
	The Preisach Model of Hysteresis
	The Preisach Model for Cyclic Behaviour of Ductile Materials
	A Three-Element Unit
	Ilustrative Example

	Extremly Low Cycle Fatigue
	Application and Testing of DC90 Dampers
	Conclusions
	References

	The Fracture Toughness of a Highly Filled Polymer Composite
	Introduction
	Materials and Experiments
	Experimental Results
	Toughness Model
	Analysis of Results
	Discussion
	Conclusions
	References


	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




