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Abstract In this paper, we consider the negotiation between two competitive
agents that consider both time and cost criteria. Therefore, the negotiation agents
are designed to not only optimize price utility but also be successful in optimizing
(negotiation) speed utility. To this end, the objective of this work is to find effective
strategies for the negotiation. The strategies are coevolved through an evolutionary
learning process using two different evolutionary algorithms (EAs)—a genetic algo-
rithm (GA) and an estimation of distribution algorithm (EDA). We present an empir-
ical comparison of GA and EDA in coevolving negotiation strategies with different
preference criteria in optimizing the price and (negotiation) speed. The experimental
results show that both EAs are successful in finding good solutions with respect to
both the price-optimizing (P-Optimizing) and the speed-optimizing (S-Optimizing)
negotiation. However, both EAs are not effective in the negotiation for the con-
current optimization of the price and speed (P-S-Optimizing negotiation). This is
because in some cases, the original fitness function cannot characterize the differ-
ence among P-Optimizing, S-Optimizing, and P-S-Optimizing solutions. Hence, this
paper proposes a new fitness function that can better differentiate among the P-
Optimizing, S-Optimizing, and P-S-Optimizing solutions. The experiments showed
that the EAs using the proposed fitness function can coevolve effective strategies for
the exact P-S-Optimizing negotiation.
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1 Introduction

Automated negotiation is a process in which a group of agents communicate with
each other either directly or indirectly to resolve their differences in the hope of
eventually reaching an agreement. The interacting agents negotiate to coordinate
their activities and to reach mutually acceptable agreements about the division of
labor and resources [1].

For a Grid [2] to efficiently support a variety of applications, a resource manage-
ment system is central to its operation [3]. Grid resource management [3, 4] involves
multiple criteria optimization, and some of these criteria are generally classified
into time criteria and cost criteria [5]. Sim [6–9] argued and showed that negotia-
tion agents can play an essential role in realizing the Grid vision because the agents
can act flexibly for the Grid resources whose performance changes dynamically.
To maintain the good performance of the system, the negotiation agents for Grid
resource management should be designed to not only optimize price utility (i.e.,
cost criteria) but be successful in reaching early agreements (i.e., time criteria) [4,
5]. This is because any delay in making a successful negotiation to acquire all the
required Grid resources for Grid applications (i.e., resource consumers) before the
deadline for executing a job will be considered as an overhead.

Different resource owners and consumers may have different objectives, polices,
and preferences [5, 7]. For example, consumers may have conflicting criteria be-
tween acquiring cheaper resources and achieving faster negotiation speed (i.e., re-
sponse time). The resource owner (respectively, a resource consumer) that prefers
cheaper resource alternatives at the expense of having to wait longer is said to be
more price optimizing (P-Optimizing), while a speed-Optimizing (S-Optimizing) re-
source owner (respectively, resource consumer) prefers to obtain a resource more
rapidly perhaps by paying a higher price at an earlier round of negotiation than its
deadline. Different emphasis on optimizing price and optimizing negotiation speed
can be modeled by placing different weights on the two criteria. An exact (or equally
distributed) concurrent price and speed optimizing (P-S-Optimizing) agent has equal
emphasis on the two criteria. In this work, we use three negotiation modes for both
competitive agents: P-Optimizing, S-Optimizing, and P-S-Optimizing negotiation.

The idea of adopting an EDA for coevolving the negotiation strategies of the
agents that have different preference criteria such as optimizing price and optimiz-
ing negotiation speed was first proposed in [5]. The problem of ineffectiveness in
coevolving negotiation strategies for the P-S-Optimizing negotiation is presented in
[17]. Furthermore, in [17], one possible solution for resolving the difficulties of a P-
S-Optimizing negotiation is suggested by restricting the solution space (which is the
EA’s perspective; from the agents’ perspective, the negotiation corresponds to the
adoption of a feasible strategy space) using predefined strategy profiles. However,
in some cases, the fitness function originally used in [5] and [17] cannot effectively
discriminate between the different emphases on the two criteria in the total utility
space. To solve this problem, we propose a new fitness function that can better char-
acterize the differences among P-Optimizing, S-Optimizing, and P-S-Optimizing so-
lutions.
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The rest of this paper is organized as follows: Section 2 specifies the negoti-
ation model of this work. The coevolutionary framework based on GA and EDA
is described in Sect. 3. The problem of coevolving strategies for P-S-Optimizing
negotiation and its solution will be presented in Sect. 4. Section 5 presents the ex-
perimental results and analyses. Finally, Sect. 6 concludes this work with a summary
and suggestions for future work.

2 P-S-Optimizing Negotiation

In a classical bargaining model, the utility function Ux of agent x, where x ∈ {B,S}
and x̂ denotes x’s opponent, is defined as follows: Let IPx and RPx be the initial
and the reserve prices of x. Let D be the event in which x fails to reach an agree-
ment with its opponent x̂. Ux : [IPx,RPx] ∪ D → [0,1] such that Ux(D) = 0 and
Ux(Px) > Ux(D) for any possible proposal Px ∈ [IPx,RPx]. If x and x̂ are sensi-
tive to time, let τx be the deadline of x and τx̂ be the deadline of x̂. An agreement
price that is acceptable to both B and S lies within the interval [RPS,RPB ].

In the bargaining model with complete information between B and S, both agents
know the opponent’s initial price, reserve price, and deadline. If one of the agents
has a significantly longer deadline than its opponent, the agent that has a longer
deadline will have sufficient bargaining advantages. In other words, an agent that has
the longer deadline will dominate the negotiation. Under these conditions, Sim [10,
11] proved that an agent’s optimal strategy can be computed using its opponent’s
deadline and reserve price. It can be stated as the following theorem:

Theorem 1 If agent x’s deadline τx is significantly longer than its opponent’s dead-
line τx̂ (i.e., τx � τx̂), agent x achieves its maximal utility when it adopts the strat-
egy λx = log τx̂

τx

(
RPx̂−IPx

RPx−IPx
).

2.1 Utility Functions

The total (aggregated) utility function Ux of agent x is composed of two attributes—
price and time (i.e., the number of negotiation rounds)—and is defined as follows.

Ux(Px,Tx) = wP × Ux
P (Px) + wS × Ux

S (Tx) (1)

where Px ∈ {0,PC} and Tx ∈ {0, TC}, and PC and TC is are the price and time
at which an agreement is reached. Ux

P (PC) ∈ [0,1] is the price utility of x, and
Ux

S (TC) ∈ [0,1] is the speed utility of x. wP and wS are the weighting factors for
price and (negotiation) speed, respectively, and wP + wS = 1.

The price and speed utilities are given as follows:
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Ux
P (Px) =

{
uP

min + (1 − uP
min)

( RPx−PC

RPx−IPx

)
, if an agreement is reached

0, otherwise
(2)

Ux
S (Tx) =

{
uS

min + (1 − uS
min)

(
1 − TC

τx

)
, if an agreement is reached

0, otherwise
(3)

where uP
min is the minimum utility when x receives a deal at its reserve price and

uS
min is the minimum utility when x receives a deal at its deadline. For the experi-

mental purpose, the values of uP
min and uS

min are defined as 0.1.
If x does not reach an agreement before its deadline, Ux

P = Ux
S = 0, and thus,

Ux = 0. Otherwise, Ux(PC,TC) > 0.

2.2 Negotiation Strategies

This work considers the bilateral negotiation between B and S with incomplete
information in which both agents do not know each other’s deadline and reserve
price. Both B and S are sensitive to time; further, we adopt the time-dependent
strategies proposed in [12]. The proposal P x

t of x at time t , 0 ≤ t ≤ τx is defined as
follows:

P x
t = IPx + (−1)α

(
t

τx

)λx

|RPx − IPx | (4)

where α = 0 for B and α = 1 for S, and 0 ≤ λx ≤ ∞.
The time-dependent strategies can be classified into three categories: (i) con-

servative (conceding slowly, λx > 1), (ii) linear (conceding linearly, λx = 1), and
(iii) conciliatory (conceding rapidly, 0 < λx < 1) [12, 13].

2.3 Negotiation Protocol

The negotiation between B and S is carried out using Rubinstein’s alternating offers
protocol [14]. B and S can conduct the negotiation only at discrete time points (e.g.,
in this work, S makes an offer at t = 0,2,4,6, . . . , and B makes a counter-offer at
t = 1,3,5,7, . . .). The negotiation process ends in both cases: (i) once an offer or
a counter-offer is immediately accepted (i.e., an agreement is reached) by the other
one or (ii) once the earlier deadline is reached without any agreement. In the latter
case, the negotiation process ends in a conflict, and the utility outcome will be zero.

2.4 Objective

For the given different deadlines and different preferences of the cost and time cri-
teria (i.e., different values of wP and wS ), agents will face different opponents with
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different deadlines and strategies. Under these conditions, the objective of this work
is to find an effective strategy λx that would optimize Ux(Px,Tx). In this work,
(evolutionary) learning is based on two asymmetric populations in which each pop-
ulation has its own fitness evaluation. Agents learn effective strategies by interacting
with individuals from the other population through random pairing. In the following
section, the detailed procedure will be described.

3 Coevolutionary Models for P-S-Optimizing Negotiation

When populations between two or more species interact, each may evolve in re-
sponse to the characteristics of the other. The natural coevolution refers to the mu-
tual (or inter-dependent) evolution between interacting populations. The survival
skills of the natural coevolution by making mutually beneficial arrangements have
long inspired scientists to develop coevolutionary algorithms for highly dependent
problems in which there are strong interactions between two elements or among
several elements.

In the bilateral negotiation problem domain, inter-population based coevolution
having two populations is considered. The fitness of each individual of one popula-
tion depends on each individual of the other population, and hence, an individual’s
fitness landscape is not fixed but coupled. Therefore, coevolution is regarded as a
type of landscape coupling where adaptive moves by one individual can potentially
change the landscape of the other. The interaction between two populations comes
from the pairing of strategies of each population, and therefore, a successful pairing
mechanism is important. Furthermore, to achieve a better performance, the resulting
pairing should make a sufficiently prevailing set in the feasible set. In this work, we
use one-to-one random paring because of its simplicity and efficiency.

To coevolve effective strategies under different deadlines and different weights
of price and speed preferences, a coevolutionary framework using real-coded GA
and EDA is implemented. B and S have each of their populations dB and dS consist
of a set of candidate strategies. DB and DS are the mating pool (MP) of B and S,
respectively.

The evolution of the strategies of one population affects the strategies of the
other population. In the process of coevolving strategies, each individual of the two
populations will negotiate with the other through one-to-one random pairing. The
fitness value of each individual is determined by its negotiation outcome. The details
of the GA and EDA are as follows:

3.1 Encoding Scheme

A binary coding mechanism has drawbacks because of the existence of Hamming
cliffs and the lack of computation precision [15, 16]. Therefore, in the GA and
EDA, each negotiation strategy of the populations is encoded as a real number. Each
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Table 1 Characterizations of GA and EDA

EA type Method Details

GA [17] Selection k-tournament selection

Crossover Heuristic crossover

Mutation Gaussian mutation

EDA:
UMDA [18]

Selection Truncation selection

Estimation of
probabilistic model

f B
g (X) = 1√

2πσ
e
− (X−μ)2

2σ2

where X = {λ1, λ2, . . . , λN },
μ = 1

N

∑N
i=1 λi , and σ =

√
1
N

∑N
i=1(λi − μ)2

Sampling individuals
from the model

Sampling normal random variables
(individuals) from f B

g (X) [18, 19]

GA and
EDA

Stopping criteria Terminate when either
(i) g > Gmax or (ii) |f x

best − f x
avg| < δstop

individual in a population is mainly represented by the strategy that it has. For the
experimental purpose, we consider the range of strategies for λB and λS in [0,10].

3.2 Fitness Function

To evaluate each individual of a population, the fitness function f (x) is defined as
follows:

f (x) = Ux(Px,Tx) = wP × Ux
P (Px) + wS × Ux

S (Tx) (5)

In each generation g, randomly pick one individual from DB
g and randomly pick

the corresponding individual from DS
g . Each selection procedure is carried out with-

out a replacement. Then, the selected individuals of one population will negotiate
with the selected individuals of the other population in a one-to-one manner. The
values of the fitness function will be computed using the resulting negotiation out-
comes. Finally, if an agent x reaches an agreement with its opponent, Ux

P (Px) > 0,
Ux

S (Tx) > 0, and f (x) = Ux(Px,Tx) > 0. If a negotiation is terminated without an
agreement, f (x) = Ux(Px,Tx) = 0.

3.3 EAs for Coevolution

The characterizations of GA and EDA used in this work are described in Table 1.
For more detailed information of the GA and EDA, refer to [17].

The coevolution procedure for finding the two types of effective strategies (i.e.,
λB and λS) from the two populations is described in Algorithm 1. The interaction
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between the two populations is in the fitness evaluation stage (at lines 3 and 8 in
Algorithm 1).

Algorithm 1 EAs (GA and EDA) for coevolving negotiation strategies
1: set the search space (λmin, λmax) and the generation counter g ← 0
2: generate Dx

g of M randomly generated individuals
3: evaluate individuals in Dx

g using the fitness function
4: WHILE the stopping criteria are not satisfied
5: select N(≤ M) individuals dx

g from Dx
g using the corresponding

selection method
6: compute the average fitness values of individuals in dx

g

7: GA: produce N individuals using the corresponding
reproduction mechanism;
the MP consists of the produced N individuals and dx

g

EDA: produce M individuals using the corresponding
reproduction mechanism;
the MP consists of the produced M individuals

8: evaluate individuals in Dx
g using the fitness function

9: g ← g + 1
10: ENDWHILE
11: extract the individual with the highest gene value in high fitness value region

4 Problem of P-S-Optimizing Negotiation and Its Solution

4.1 Problem of P-S-Optimizing Negotiation

The GA and EDA described in the previous section cannot coevolve the appro-
priate strategies for P-S-Optimizing negotiation because the original fitness func-
tion (which is the same as the utility function described in Sect. 3.2) cannot char-
acterize different emphases (i.e., preference levels) on the cost and time criteria
for some cases. That is, for the given values of wP and wS , the utility func-
tion Ux(Px,Tx) given in Sect. 3.2 cannot appropriately characterize the difference
between Ux

P (Px) and Ux
T (Tx) in some cases. For example, consider the case of

the exact P-S-Optimizing negotiation setting (wP ,wS) = (0.5,0.5). The total util-
ity Ux(Px,Tx) of the set Ux

P (Px) = 0.7 and Ux
T (Tx) = 0.3 (which corresponds

to a more P-Optimizing solution) will have the same value for the total utility
Ux(Px,Tx) of the set Ux

P (Px) = 0.3 and Ux
T (Tx) = 0.7 (which corresponds to a

more S-Optimizing solution). Furthermore, it is the same for the set Ux
P (Px) = 0.5

and Ux
T (Tx) = 0.5 (which corresponds to the exact P-S-Optimizing solution). The

above example shows that in some cases, the original fitness function cannot char-
acterize the difference between P-Optimizing, S-Optimizing, and P-S-Optimizing
solutions.
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4.2 Proposed Fitness Function

The ambiguity of the original fitness function in the total utility space is solved
by adopting the proportion of weighting factors (which represent the preference
levels in the total utility space) in the calculation of the proposed fitness function.
The key idea of the proposed utility function is to directly measure the difference
(or similarity) between (i) the ratio of price and time weighting factors, and (ii) the
corresponding ratio of the price and time utility functions. As the difference between
them decreases, the value of the fitness function will be considerably high. The
proposed fitness function is designed as follows:

(Mode 1) for P-Optimizing: f (x) = 1 −
∣∣∣∣ wS

wP

− Ux
S (TC)

Ux
P (PC)

∣∣∣∣
(Mode 2) for S-Optimizing: f (x) = 1 −

∣∣∣∣wP

wS

− Ux
P (PC)

Ux
S (TC)

∣∣∣∣
(Mode 3) for P-S-Optimizing:

f (x) = 1 − 1

2
×

(∣∣∣∣ wS

wP

− Ux
S (TC)

Ux
P (PC)

∣∣∣∣ +
∣∣∣∣wP

wS

− Ux
P (PC)

Ux
S (TC)

∣∣∣∣
)

5 Empirical Evaluation

A series of experiments was carried out to evaluate the performance of the original
fitness function (in Sect. 3.2) and the proposed fitness function (in Sect. 4.2).

5.1 Experimental Settings

An empirical comparison of GA and EDA is also presented to determine which
model is more suitable for coevolving negotiation strategies with different prefer-
ence criteria for optimizing price and speed. The experimental parameter settings
are as in Table 2.

For the purpose of the experiments, both competitive agents have the same
weights of the preference criteria for the three negotiation modes. The settings
for each negotiation mode are as follows: (wP ,wS) = (1.0,0.0) for P-Optimizing
negotiation, (wP ,wS) = (0.1,0.9) for S-Optimizing negotiation, and (wP ,wS) =
(0.5,0.5) for P-S-Optimizing negotiation.

5.2 Optimal Conditions

In the case of the P-Optimizing negotiation, we will experimentally prove the
properness by examining two extreme cases: Case I and Case II.
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Table 2 Parameter settings for EAs and negotiation

Parameters Values

GA and EDA Population size (N) 25

Mating pool size (M) 50

Maximum number of generations (Gmax) 2500

Threshold for stopping criteria (δstop) 10−4

Tournament size (k) 3

Crossover rate (PCX) 0.7

Mutation rate (PMU ) 0.002

Negotiation (IPB,RPB) (5, 85)

(IPS,RPS) (95, 15)

(λmin, λmax) (0, 10)

Deadline: Long 100

Deadline: Mid 50

Case I If an agent B has a sufficient bargaining advantage over S(i.e., τB � τS), B

will dominate the negotiation irrespective of whether S adopts any strategies. The
optimal negotiation strategy of B will be determined by Theorem 1. For example,
under the negotiation parameter settings described in Table 1, the optimal strategy
of B is when λB = 3, and the agreement is reached at PC = 15 and TC = 50. The
strategy of S and λS will not converge to a specific value, and thus, it will have
a dynamic range of values. We describe this dynamic range as [Min. value, Max.
value].

Case II When both B and S do not have any bargaining advantage (i.e., τB = τS ),
we can think that the agreement of the negotiation with the abovementioned ne-
gotiation parameters should be reached at a Pareto optimal point (i.e., PC = 50).
However, in a practical negotiation model, the point does not always follow the
Pareto optimal point since the agent that proposes the first negotiation proposal (in
our experiment S does) usually gets a lower payoff (or utility) in the alternating of-
fers protocol. Under the Pareto optimal condition, the optimum strategies are when
both λB and λS equal λmax = 10 (i.e., both B and S do not concede at all).

In the case of S-Optimizing and P-S-Optimizing negotiations, there is no such
theory as that in the case of P-Optimizing negotiation to prove the optimality of
the solutions. However, the evaluation can be carried out by examining whether the
solutions follow the general characteristics for the given negotiation mode. For ex-
ample, in the case of the S-Optimizing negotiation, the agreement should be reached
at an earlier negotiation time (than its deadline) by paying a relatively high price.
The abovementioned two extreme cases are also used for evaluating the optimality
of the solutions. Interestingly, according to Proposition 7 given in [13], irrespective
of the deadline, agents with linear strategies are more likely to make deals than those
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with conservative strategies while achieving higher utility than those with concilia-
tory strategies. Hence, linear strategies (i.e., λB = 1.0 and λS = 1.0) are optimal
solutions for the exact P-S-optimizing negotiation.

5.3 Experimental Results

The results of these two extreme cases for the original utility function and the pro-
posed utility function are shown in Tables 3–6.

5.3.1 Results Obtained Using Original Fitness Function

The results are listed in Tables 3 and 4. The original fitness function in Eq. (5) is the
same as the total utility function in Eq. (1).

Observation 1 Both GA and EDA with the fitness function in Eq. (5) find good
strategies for P-Optimizing and S-Optimizing negotiation, respectively.

Analysis In both Case I (in Table 3) and Case II (in Table 4), λB and λS has close
to optimum solutions, as discussed in Sect. 5.1.

Observation 2 Both GA and EDA with the fitness function in Eq. (5) cannot find
effective candidate solutions for the P-S-Optimizing negotiation.

Analysis In both Case I (in Table 3) and Case II (in Table 4), λB and λS did not
converge to the values that we expected (Similarly, by using the EDA proposed in
[5], we found that λB and λS did not converge in the case of P-S-Optimization).
This is because more conceding strategies will be cut off as the evolution proceeds
since these strategies will get a lower payoff than the other strategies (i.e., linear or
conservative strategies) eventually. Hence, λB and λS of both GA and EDA tend to
be more P-Optimizing.

5.3.2 Results Obtained Using Proposed Fitness Function

The results are listed in Tables 5 and 6. The proposed fitness function does not equal
the utility function any longer. The proposed fitness function measures the similar-
ity between the ratio of weighting factors and the ratio of price and speed utili-
ties. For example, for the P-Optimizing negotiation (i.e., (wP ,wS) = (1.0,0.0)),
and in Case I (i.e., B has significant bargaining advantage than S), the opti-
mum utilities are obtained at (PC,TC) = (15,50). For B,UB

P (PC) = 0.8875 and
UB

S (TC) = 0.55. Hence, the optimum value of the proposed fitness function is

f B
opt(x) = 1 − ∣∣ wS

wP
− Ux

S (TC)

Ux
P (PC)

∣∣ = 1 − ∣∣ 0.0
1.0 − 0.55

0.8875

∣∣ = 0.3803. For S, UB
P (PC) = 0.1



Coevolving Negotiation Strategies for P-S-Optimizing Agents 129

Ta
bl

e
3

R
es

ul
ts

ob
ta

in
ed

us
in

g
or

ig
in

al
fit

ne
ss

fu
nc

tio
n

fo
r

C
as

e
I

(L
on

g,
M

id
)

G
A

E
D

A

(w
P
,
w

S
)

(1
.0

,0
.0

)
(0

.5
,0

.5
)

(0
.1

,0
.9

)
(1

.0
,0

.0
)

(0
.5

,0
.5

)
(0

.1
,0

.9
)

λ
B

2.
95

74
[0

.4
62

4,
2.

99
79

]
0.

11
10

2.
94

03
2.

95
24

0.
11

78

λ
S

[0
.1

59
6,

9.
89

13
]

[0
.1

01
2,

9.
70

45
]

0.
16

74
[2

.6
92

3,
9.

83
40

]
[1

.3
27

2,
9.

40
68

]
0.

14
78

(P
B C
,
T

B C
)

(1
5,

50
)

([
15

,3
0.

50
74

],
[8

,5
0]

)
(5

1.
97

63
,1

.1
6)

(1
5.

01
83

,5
0)

(1
5,

50
)

(4
9.

61
31

,1
.0

6)

(P
S C
,
T

S C
)

(1
5,

50
)

([
15

,3
0.

50
74

],
[8

,5
0]

)
(5

2.
34

86
,1

.1
6)

(1
5.

01
99

,5
0)

(1
5.

00
03

,5
0)

(4
9.

80
52

,1
.0

6)

(f
B be

st
,
f

B av
g
)

(0
.8

87
5,

0.
88

75
)

(0
.7

42
9,

0.
74

29
)

(0
.9

37
7,

0.
93

78
)

(0
.8

87
3,

0.
88

73
)

(0
.7

18
8,

0.
71

88
)

(0
.9

41
2,

0.
94

12
)

(f
S be

st
,
f

S av
g
)

(0
.1

,0
.1

)
(0

.2
02

5,
0.

20
25

)
(0

.9
33

2,
0.

93
32

)
(0

.1
00

2,
0.

10
02

)
(0

.1
00

0,
0.

10
00

)
(0

.9
32

0,
0.

93
20

)

N
G

en
22

.0
6

91
.8

63
.2

4
15

.4
8

15
.2

44
.9

8



130 J. Gwak and K.M. Sim

Ta
bl

e
4

R
es

ul
ts

ob
ta

in
ed

us
in

g
or

ig
in

al
fit

ne
ss

fu
nc

tio
n

fo
r

C
as

e
II

(M
id

,M
id

)
G

A
E

D
A

(w
P
,
w

S
)

(1
.0

,0
.0

)
(0

.5
,0

.5
)

(0
.1

,0
.9

)
(1

.0
,0

.0
)

(0
.5

,0
.5

)
(0

.1
,0

.9
)

λ
B

9.
99

31
9.

50
89

0.
11

62
9.

99
01

8.
66

93
0.

11
79

λ
S

9.
74

87
9.

30
96

0.
18

84
9.

48
45

9.
92

28
0.

16
59

(P
B C
,
T

B C
)

(4
8.

10
77

,4
8)

(4
7.

74
13

,4
6.

54
)

(5
5.

29
85

,1
.1

)
(4

8.
11

56
,4

8)
(5

0.
33

78
,4

7.
36

)
(5

3.
00

05
,1

)

(P
S C
,
T

S C
)

(4
8.

13
04

,4
8)

(4
7.

84
76

,4
6.

52
)

(5
5.

82
83

,1
.1

)
(4

8.
13

10
,4

8)
(5

0.
36

59
,4

7.
36

)
(5

3.
18

61
,1

)

(f
B be

st
,
f

B av
g
)

(0
.5

15
0,

0.
51

50
)

(0
.3

40
7,

0.
34

07
)

(0
.9

25
7,

0.
92

57
)

(0
.5

14
9,

0.
51

49
)

(0
.3

18
7,

0.
31

87
)

(0
.9

29
7,

0.
92

98
)

(f
S be

st
,
f

S av
g
)

(0
.4

72
7,

0.
47

27
)

(0
.3

16
1,

0.
31

61
)

(0
.9

38
1,

0.
93

81
)

(0
.4

72
7,

0.
47

27
)

(0
.3

22
6,

0.
32

27
)

(0
.9

36
7,

0.
93

68
)

N
G

en
19

.1
6

35
.4

67
.1

24
.0

8
52

.4
8

53
.1

6



Coevolving Negotiation Strategies for P-S-Optimizing Agents 131

Ta
bl

e
5

R
es

ul
ts

ob
ta

in
ed

us
in

g
pr

op
os

ed
fit

ne
ss

fu
nc

tio
n

fo
r

C
as

e
I

(L
on

g,
M

id
)

G
A

E
D

A

(w
P
,
w

S
)

(1
.0

,0
.0

)
(0

.5
,0

.5
)

(0
.1

,0
.9

)
(1

.0
,0

.0
)

(0
.5

,0
.5

)
(0

.1
,0

.9
)

λ
B

2.
96

68
0.

97
38

0.
11

25
2.

95
60

0.
98

47
[3

.5
35

1,
9.

95
81

]

λ
S

[0
.0

17
7,

9.
96

34
]

0.
97

81
0.

00
25

[2
.0

29
1,

9.
25

53
]

0.
95

84
[0

.0
40

0,
9.

52
37

]

(P
B C
,
T

B C
)

(1
5,

50
)

(3
5.

36
28

,3
7.

96
)

(1
5.

89
38

,1
)

(1
5.

00
06

,5
0)

(3
5.

05
21

,3
7.

77
)

(0
,0

)

(P
S C
,
T

S C
)

(1
5.

00
00

,5
0)

(3
5.

47
53

,3
7.

01
)

(1
5.

79
06

,1
)

(1
4.

85
06

,4
9.

5)
(3

5.
05

40
,3

7)
(0

,0
)

(f
B be

st
,
f

B av
g
)

(0
.3

80
3,

0.
38

03
)

(0
.9

98
6,

0.
99

99
)

(0
.2

25
6,

0.
22

57
)

(0
.3

80
3,

0.
38

03
)

(0
.9

94
1,

0.
99

41
(0

,0
)

(f
S be

st
,
f

S av
g
)

(0
.0

00
0,

0.
00

00
)

(0
.9

83
2,

0.
98

94
)

(0
.9

99
8,

0.
99

98
)

(0
.0

00
0,

0.
00

00
)

(0
.9

74
5,

0.
97

46
)

(0
,0

)

N
G

en
13

4.
17

89
20

59
.0

1
18

43
.9

4
59

.0
3

17
.8

4



132 J. Gwak and K.M. Sim

Ta
bl

e
6

R
es

ul
ts

ob
ta

in
ed

us
in

g
pr

op
os

ed
fit

ne
ss

fu
nc

tio
n

fo
r

C
as

e
II

(M
id

,M
id

)
G

A
E

D
A

(w
P
,
w

S
)

(1
.0

,0
.0

)
(0

.5
,0

.5
)

(0
.1

,0
.9

)
(1

.0
,0

.0
)

(0
.5

,0
.5

)
(0

.1
,0

.9
)

λ
B

10
.0

00
0

0.
95

19
0.

15
61

9.
99

19
0.

95
08

0.
25

95

λ
S

9.
65

12
1

0.
00

26
9.

41
36

1
0.

00
90

(P
B C
,
T

B C
)

(4
8.

08
93

,4
8)

(5
0.

19
52

,2
8)

(1
5.

82
03

,1
)

(4
8.

11
09

,4
8)

(5
0.

19
58

,2
8)

(1
7.

44
93

,1
)

(P
S C
,
T

S C
)

(4
8.

09
96

,4
8)

(5
0.

20
00

,2
8)

(1
5.

80
99

,1
)

(4
8.

14
32

,4
8)

(5
0.

20
00

,2
8)

(1
7.

44
14

,1
)

(f
B be

st
,
f

B av
g
)

(0
.7

36
5,

0.
73

65
)

(0
.9

90
9,

0.
99

10
)

(0
.2

16
7,

0.
21

67
)

(0
.7

35
9,

0.
73

59
)

(0
.9

90
9,

0.
99

10
)

(0
.2

35
4,

0.
23

54

(f
S be

st
,
f

S av
g
)

(0
.7

12
1,

0.
71

21
)

(1
.0

00
0,

1.
00

00
)

(1
.0

00
0,

1.
00

00
)

(0
.7

12
3,

0.
71

24
)

(1
.0

00
0,

1.
00

00
)

(0
.9

81
3,

0.
98

13
)

N
G

en
11

.2
3

24
.5

8
15

.7
2

17
.2

7
19

.1
2

41
.4

1



Coevolving Negotiation Strategies for P-S-Optimizing Agents 133

and UB
S (TC) = 0.1. Hence, the optimum value of the proposed fitness function is

f S
opt(x) = 1 − ∣∣ wS

wP
− Ux

S (TC)

Ux
P (PC)

∣∣ = 1 − ∣∣ 0.0
1.0 − 0.1

0.1

∣∣ = 0.0. Likewise, for different prefer-

ence criteria and negotiation parameter settings, different optimum (i.e., maximum)
values of the fitness function will be drawn from the proposed fitness function (e.g.,
for the above example, the maximum value f B

opt(x) for B is 0.3803). More analyses
and experiments related to this issue will be presented in our future paper.

Observation 3 Both GA and EDA with the proposed fitness function find effective
strategies for the P-Optimizing negotiation.

Analysis The results show that both GA and EDA using the new fitness function
achieved good performance. In Case I (in Table 5), λB converges close to the values
of the optimum solutions. Furthermore, in Case II (in Table 6), λB and λS converge
close to the values of the optimum solutions.

Observation 4 In Case I, the GA with the proposed fitness function finds effective
candidate solutions for the S-Optimizing negotiation. However, the EDA cannot co-
evolve S-Optimizing strategies. In Case II, both GA and EDA can coevolve effective
S-Optimizing strategies.

Analysis In Case I (in Table 5), the GA can get more conceding strategies that can
reach early agreements. However, the EDA cannot find solutions at all. This result
shows that the EDA does not have a sufficient search capability to find solutions
for the S-Optimizing negotiation. In Case II (in Table 6), both GA and EDA can
find effective strategies that are considerably more conceding strategies than linear
strategies (i.e., λB = 0.1561 and λB = 0.0026 for the GA, and λB = 0.2595 and
λB = 0.0090 for the EDA).

Observation 5 In Case I, both GA and EDA with the proposed fitness function
find effective candidate solutions for the P-S-Optimizing negotiation. The EDA has
better performance than the GA in terms of the evolution speed. In Case II, both GA
and EDA can coevolve effective P-S-Optimizing strategies.

Analysis In Case I (in Table 5), the GA needs considerably more generations to
converge to solutions than the EDA (i.e., 2059.01 generations for the GA, and 59.03
generations for the EDA). This result shows that the EDA has better performance
with respect to coevolving effective P-S-Optimizing strategies in terms of the evolu-
tion speed (i.e., the number of generations required for the coevolution). In Case II
(in Table 6), both GA and EDA can coevolve effective P-S-Optimizing strategies
that are close to the value of the linear strategy (i.e., λB = 0.9519 and λB = 1 for
the GA, and λB = 0.9508 and λB = 1 for the EDA).
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6 Conclusions and Future Work

This paper provides empirical evidence for coevolving negotiation strategies for the
negotiation between the two competitive agents having different preference criteria
for optimizing price and negotiation speed. Two rather different evolutionary ap-
proaches, EDA and GA, were respectively used and compared for coevolving the
strategies. The experimental results (given in Tables 3 and 4) showed that adopt-
ing the GA and EDA were a good choice for coevolving effective strategies for the
P-Optimizing and the S-Optimizing negotiations. However, we found that both GA
and EDA did not converge to proper solutions (that we expected in Sect. 5.1) in
the case of the P-S-Optimizing negotiation. The main problem of the failure in co-
evolving the strategies was that the original fitness function (given in [5] and [17])
could not effectively characterize the different weights on the cost and time pref-
erence criteria in the total utility space. On the basis of the analysis, we proposed
the new utility function in Sect. 4.2. The experimental results (given in Tables 5
and 6) showed that the proposed method achieved more reliable results in the case
of the P-S-Optimizing negotiation than the method used in [5] and [17]. However,
the results also showed that the EDA using the new fitness function did not coevolve
effective strategies for the S-Optimizing negotiation, and the GA using the new fit-
ness function was not effective in the case of the P-S-Optimizing negotiation since it
required considerably more generations than EDA. To develop more reliable models
that are successful and efficient in all cases, a hybrid model [20] can be adopted to
compensate for the defects of each evolutionary approach by combining the GA and
the EDA.

Our future work includes an exhaustive analysis that considers (i) more combi-
nations of different preference weights between the cost and the time criteria (e.g.,
more P-Optimizing such as (wP ,wS) = (0.7,0.3) and more S-Optimizing such as
(wP ,wS) = (0.3,0.7) cases) and (ii) heterogeneous negotiation (e.g., the case when
one agent is P-Optimizing, while the other agent is S-Optimizing, and all these types
of cases). Furthermore, by reducing and focusing on the feasible solution space, the
restriction scheme of the solution space in [17] can help to reduce the computational
overhead and to obtain more high-quality solutions.

Acknowledgement This work was supported by the Korea Research Foundation Grant funded
by the Korean Government (MEST) (KRF-2009-220-D00092).
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