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17.1 INTRODUCTION

In this chapter, we will present an overview of the theoretical and computational

developments that have increased our understanding of the electronic structure

of actinide‐containing molecules and ions. The application of modern electronic
structure methodologies to actinide systems remains one of the great challenges

in quantum chemistry; indeed, as will be discussed below, there is no other

portion of the periodic table that leads to the confluence of complexity with

respect to the calculation of ground‐ and excited‐state energies, bonding

descriptions, and molecular properties. But there is also no place in the periodic

table in which effective computational modeling of electronic structure can be

more useful. The difficulties in creating, isolating, and handling many of the
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actinide elements provide an opportunity for computational chemistry to be an

unusually important partner in developing the chemistry of these elements.

The importance of actinide electronic structure begins with the earliest studies

of uranium chemistry and predates the discovery of quantum mechanics. The

fluorescence of uranyl compounds was observed as early as 1833 (Jørgensen and

Reisfeld, 1983), a presage of the development of actinometry as a tool for measur-

ing photochemical quantum yields. Interest in nuclear fuels has stimulated tre-

mendous interest in understanding the properties, including electronic properties,

of small actinide‐containing molecules and ions, especially the oxides and halides
of uranium and plutonium. The synthesis of uranocene in 1968 (Streitwieser and

Müller‐Westerhoff, 1968) led to the flurry of activity in the organometallic chem-
istry of the actinides that continues today. Actinide organometallics (or organoac-

tinides) are nearly always molecular systems and are often volatile, which makes

them amenable to an arsenal of experimental probes of molecular and electronic

structure (Marks andFischer, 1979). Theoretical and computational studies of the

electronic structure of actinide systems have developed in concert with the experi-

mental studies, and have been greatly facilitated by the extraordinary recent

advances in high‐performance computational technology.
We will focus on computational studies of the electronic structure of discrete

(molecular or ionic) actinide‐containing systems. We begin by discussing some
of the general tenets of bonding that are relevant to the actinide elements and

some of the challenges that are unique to this field. We then present the results

of computational electronic structure studies on a variety of molecular actinide

systems. The literature of molecular electronic structure of actinide systems has

been compiled by Pyykkö (1986, 1993, 2000b), as well as being available as a

database on the web (http://www.csc.fi/rtam). Pepper and Bursten (1991)

reviewed the methodology and applications in the field in 1991. The reader is

referred to those reviews for some of the details on earlier studies in this field.

We restrict our discussion in this chapter to molecular actinide systems and

do not discuss the extensive body of research in the use of theoretical electronic

structure methods to model solid‐state actinide chemistry. The reader is referred
to Chapter 21 and some recent review articles (Lander et al., 1994; Soderlind,

1998; Wills and Eriksson, 2000) for discussions of theoretical electronic struc-

ture methods applied to the metallic actinide elements and solid‐state actinide
compounds. We will also have minimal discussion of compounds of the trans-

actinide elements in this chapter. The electronic structure of compounds of

the transactinides is discussed in Chapter 14 and in the excellent review by

Pershina (1996).

17.1.1 Electronic structure of actinide atoms

The challenge in undertaking theoretical studies of actinide complexes begins,

of course, with the complex electronic structure of the actinide atoms. The

lanthanide and actinide elements are distinct from the p‐ and d‐block elements
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in having f‐orbitals as part of the active valence orbitals of the atom. The
methodologies that can be successful in describing the electronic structure of

such systems must obviously be able to accommodate valence f‐orbitals. The
historical development of methods that could handle f‐electrons has been
discussed by Pepper and Bursten (1991) and will be briefly recounted later in

this chapter.

The most common representation of the angular functions of the seven real

f‐orbitals is presented in Table 17.1 and Fig. 17.1. Real orbitals are constructed
by forming linear combinations of the spherical harmonics Yl,ml

(y,f) with
common |ml| values, such as Y3,1 � Y3,–1. The resulting real orbitals can be

described with Cartesian labels in the same way we do for p‐ and d‐orbitals.
They are characterized by a distinct |ml| value, giving axially quantized orbitals

of s (ml ¼ 0), p (|ml| ¼ 1), d (|ml| ¼ 2), and f (|ml| ¼ 3) symmetry with respect to

the z‐axis. In addition, a set of f‐orbitals convenient for systems with cubic
symmetry can be formed via linear combinations of these real f‐orbitals (see, for
example, Cotton, 1990).

Both the lanthanide and actinide elements have valence f‐orbitals, but they
have distinct differences that originate in electronic structure. The 5f orbitals of

the actinide elements are in close energetic proximity to other valence orbitals,

which leads to complex and fluctuating electron distributions for the early

actinide elements. Table 17.2 compares the ground electron configurations of

isovalent lanthanide and actinide atoms. It is evident that, when comparing the

early members of each series, the 6d orbitals of the actinide elements are more

energetically accessible than are the 5d orbitals of the lanthanide elements. The

radial functions for the outer orbitals of actinide atoms also indicate that the

characterization of these elements as ones for which the chemistry is dominated

by the behavior of the 5f electrons might be considered somewhat of a misno-

mer. Fig. 17.2 shows the radial functions obtained for the Pu atom from recent

relativistic Cowan–Griffin ab initio atomic calculations of Seijo et al. (2001). As

expected, the 7s and 6d radial functions are significantly more diffuse than the 5f

radial function. Somewhat more surprising, the 6s and 6p orbitals, which are

typically considered to be core orbitals, have radial functions of comparable or

greater extension than the 5f radial function. These results underscore the fact

that the electronic structure of actinide atoms can involve complex electron

occupancies that span several different n and l values, even in the absence of

spin–orbit effects.

The fact that there are so many atomic orbitals (AOs) in spatial and energetic

proximity near the highest valence level of the actinide atoms leads to another

complicating factor in describing the electronic structure of actinide systems,

namely the presence of a large number of electronic states close to the ground

state. Particularly for the early actinides and their simple ions, the presence of

multiple 5f n6dm7sk configurations of comparable energy, and the energetically

close multiplets that can arise from each of these configurations, leads to the

enormously complex state energetics and optical spectra observed for these
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systems (Wybourne, 1965; Dieke, 1968; Carnall and Crosswhite, 1986). With

the exception of 5f1 complexes (Kaltsoyannis and Bursten, 1995; Seijo and

Barandiarán, 2001), the various multiplets of actinide systems in general can-

not be described within a single‐configuration framework, which has greatly
hindered the use of first‐principles calculations of the electronic state energies.
As a result, until recently most efforts to understand the optical spectra of

actinide ions involved crystal‐field models that incorporated empirically

obtained parameters (Crosswhite and Crosswhite, 1984; Carnall, 1992). In

Fig. 17.1 Representation of the angular functions for the seven real 5f‐orbitals in the
axially quantized representation.

Table 17.1 The angular functions of the seven real f-orbitals in the axially quantized
representation.

Axial symmetry Spherical harmonics Cartesian representation Usual label

s Y3,0 z(5z2–3r2) fz3
p Y3,1 � Y3,–1 x(5z2–r2), y(5z2–r2) fxz2, fyz2
d Y3,2 � Y3,–2 z(x2–y2), zxy fz(x2–y2), fzxy
f Y3,3 � Y3,–3 x(x2–3y2), y(3x2–y2) fx(x2–3y2), fy(3x2–y2)
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recent years, correlated electronic structure methods with spin–orbit operators

have been used to address optical excitations in f n (n > 1) actinide‐containing
systems (Matsika and Pitzer, 2000; Gagliardi et al., 2001b; Matsika et al., 2001;

Mochizuki and Tatewaki, 2002), but this still remains as one of the biggest

challenges in computational actinide chemistry.

Table 17.2 Ground state electron configurations of the lanthanide and actinide atoms.a

La [Xe]5d16s2 Ac [Rn]6d17s2 Gd [Xe]4f75d16s2 Cm [Rn]5f76d17s2

Ce [Xe]4f15d16s2 Th [Rn]6d27s2 Tb [Xe]4f96s2 Bk [Rn]5f97s2

Pr [Xe]4f36s2 Pa [Rn]5f26d17s2 Dy [Xe]4f106s2 Cf [Rn]5f107s2

Nd [Xe]4f46s2 U [Rn]5f36d17s2 Ho [Xe]4f116s2 Es [Rn]5f117s2

Pm [Xe]4f56s2 Np [Rn]5f46d17s2 Er [Xe]4f126s2 Fm [Rn]5f127s2

Sm [Xe]4f66s2 Pu [Rn]5f67s2 Tm [Xe]4f136s2 Md [Rn]5f137s2

Eu [Xe]4f76s2 Am [Rn]5f77s2 Yb [Xe]4f146s2 No [Rn]5f147s2

a There have been discussions about whether the lanthanide and actinide series should begin with La
and Ac, respectively, as has been done here, or with Ce and Th, respectively. See Jensen (1982).

Fig. 17.2 Radial functions for the outer orbitals of a Pu atom from relativistic atomic
calculations (reproduced from Seijo et al., 2001).
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17.1.2 Relativistic effects

Another challenge in describing the electronic structure of the actinide and

transactinide elements is the necessity to include the effects of relativity on the

behavior of the electrons. Although Dirac (1929) merged special relativity and

quantum mechanics in 1929, and Breit (1932) extended Dirac’s ideas to many‐
electron systems shortly thereafter, the importance of relativistic corrections

in molecular quantum chemistry was not fully appreciated until the 1970s.

Dirac himself was not convinced of the importance of relativistic effects,

which he said would be ‘‘of no importance in the consideration of atomic and

molecular structure and ordinary chemical reactions” (1929). Dirac clearly

understated the chemical consequences of his discovery! Beginning with the

third‐row transition metal atoms, and even more so for the actinide and trans-

actinide atoms, the high kinetic energy of the core electrons, which correspond

to classical speeds close to the speed of light, leads to large relativistic effects.

Powell (1968) presented an early and readily understood introduction to the

derivation of Dirac’s relativistic quantum mechanics and its impact on chemis-

try, and a number of more detailed reviews (Pyykkö, 1978, 1988; Pitzer, 1979;

Pyykkö and Desclaux, 1979; Christiansen et al., 1985; Balasubramanian

and Pitzer, 1987; Ermler et al., 1988; Balasubramanian, 1989; Schwarz, 1990;

Kaltsoyannis, 1997; Bond, 2000) and monographs (Malli, 1983; Balasubrama-

nian, 1989, 1994, 1997; Dolg and Stoll, 1996; Schwerdtfeger, 2002, 2004; Hess,

2003; Hirao and Ishikawa, 2004) over the last 25 years discuss the chemical

consequences of relativistic effects in greater detail. We provide a brief recap

here of the major relativistic effects that influence the electronic structure of

actinide complexes.

Because most of the chemical distinctiveness of the actinide elements results

from the presence of valence f‐electrons, much of our focus will be on the effects
of relativity on the 5f orbitals. The magnitude of many of the relativistic effects

increases as Zn (Z ¼ atomic number; n > 1). Hence, relativistic effects are more

pronounced for the actinide elements than for the lanthanide elements. This

trend is apparent in Fig. 17.3, in which the nonrelativistic and Dirac–Fock

relativistic atomic orbital energies obtained by Desclaux (1973) for lanthanide

and corresponding actinide atoms are compared. This figure illustrates the

two general classes of relativistic effects on the electronic structure, both of

which are greater for the actinides than for the lanthanides. The first effect is the

increase in the energies of the nf and (nþ 1)d orbitals relative to the (nþ 1)p and

(n þ 2)s orbitals (n ¼ 4 and 5). These overall changes in the orbital energies are

primarily due to ‘classical’ relativistic effects, such as the relativistic mass

correction for core electrons, that lead to greater shielding of the higher l‐value
orbitals. The 5f orbitals in actinides are more destabilized by relativistic effects

than are the 4f orbitals of the lanthanides. As a result, the valence 5f electrons in

the actinide elements are more weakly bound, and hence more chemically

active, than the 4f electrons in the lanthanide elements.

1898 Theoretical studies of actinide compounds



The second relativistic effect is the splitting of subshells with l 
 1 because of

spin–orbit coupling, which can be considered a ‘quantum’ relativistic effect. The

spin–orbit splitting generally decreases with the increase of l and with increasing

orbital energy. In Fig. 17.3, for example, the (n þ 1)p orbitals are split more

Fig. 17.3 The Dirac–Fock average of configuration orbital energies (a.u.) obtained by
Desclaux (1973) for the lanthanides Sm, Eu, Gd, and Tb and for the corresponding actinides
Pu, Am, Cm, and Bk. The inner columns for each lanthanide–actinide pair denote nonrela-
tivistic orbital energies. The shifts in energy due to the relativistic effects are evident in the
relativistic orbital energies, displayed in the outer columns for each lanthanide–actinide pair
(adapted from Pyykkö, 1978).
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than the nf orbitals. These two classes of relativistic effects are lucidly discussed

in a review by Pitzer (1979) and spin–orbit effects in molecules have recently

been reviewed by Marian (2001).

The various methods for the inclusion of relativistic effects in electronic

structure calculations have been discussed briefly by Pepper and Bursten

(1991) and in greater detail by Balasubramanian (1997). They will also be

developed more fully in Section 17.2. In general, the methods can be separated

into two broad classes depending on how the relativistic effects are incorporated

into the molecular Hamiltonian. In the so‐called scalar relativistic methods,

the relativistic mass–velocity and Darwin terms are incorporated into the Ham-

iltonian in such a way that preserves the separation of the spatial and spin

components of the resultant wavefunction. Scalar relativistic methods thus

generate wavefunctions that are bases for the representations of the familiar

single point groups used in nonrelativistic calculations. Spin–orbit effects are

not explicitly included in scalar‐relativistic calculations, although they can be
included via perturbative methods.

In the second general approach to relativistic molecular electronic struc-

ture calculations, the full Dirac equation is solved using a variety of simplify-

ing formalisms, such as the Dirac–Fock approach that is the relativistic analog

to nonrelativistic Hartree–Fock (HF) methods. Spin–orbit coupling is expli-

citly included in these methods, which yield four‐component wavefunctions.
The two small components, which are usually needed only for calculations

involving electromagnetic field interactions, are often omitted from the mole-

cular wavefunction. Because the spatial and spin components of the electronic

wavefunction are coupled in these approaches, the calculated orbitals are bases

for the less‐familiar double point groups, which sometimes complicates the

interpretation of the results.

As this chapter develops, we will see that scalar‐relativistic methods, which
use LS labels for the molecular states, are generally adequate for the calculation

of many of the ground state properties of actinide systems, including molecular

geometries and vibrational frequencies, although the reader is referred to the

discussion concerning the plutonyl ðPuO2þ
2 Þ ion below. The calculation of

excited state properties, especially optical excitation energies, almost always

demands an approach that includes spin–orbit effects explicitly. When these

effects are included, double‐group labels are required. For example, for linear
molecules, the states are labeled based on O values rather than on L values.

17.1.3 Actinide–ligand bonding: General considerations

In this chapter, we will address a number of different molecular and ionic

systems that contain a variety of ancillary atoms and ligands bonded to an

actinide center. Although these systems might appear at first glance to be very

different, there are some general observations that can be made about the

nature of the ligand‐to‐actinide bonding.
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The actinide elements are classified as hard Lewis acids, especially in their

more positive oxidation states (Katz et al., 1986; Kaltsoyannis and Scott, 1999).

The interactions of ligands with an actinide center are conventional Lewis acid–

base interactions in which the ligand serves as an electron donor to a vacant

acceptor orbital on the metal. In this sense, the formation of actinide–ligand

complexes is entirely analogous to the formation of metal–ligand bonds in

transition‐metal coordination chemistry. There are several general factors that
distinguish actinide coordination chemistry from that of the transition metals

and the lanthanide elements:

(1) As hard Lewis acids, both the actinide and lanthanide ions generally prefer

to coordinate hard Lewis bases such as F–, O2–, and other O‐containing
ligands, including OH– and H2O. Indeed, the chemistry of the actinides

tends to be dominated by aqua complexes, fluorides, oxides, and oxyfluor-

ides, although much of our subsequent discussion will involve different

types of ligands, such as hydrocarbyls.

(2) The 4f orbitals of the lanthanides are too contracted in their radial distribu-

tions to be involved to any significant extent in covalent interactions with

ligands, particularly in the þ3 oxidation state that dominates lanthanide
chemistry. The 5f orbitals of the early actinide elements are less contracted

and can therefore have significant overlap with ligand orbitals. The 5f

orbitals contract as one moves across the actinide series, which is consistent

with the observation that the chemistry of the later actinides is similar to

that of the lanthanides. As a consequence, the bonding in the lanthanides

and the later actinides tends to be largely ionic, whereas significant covalent

character can be found in the early actinides (Burns and Bursten, 1989).

(3) For most of the actinide (An) systems, we will see that the An 6d orbitals

serve as more effective acceptor orbitals than the An 5f orbitals because the

former are more diffuse than the latter. Thus, if a choice is allowed by

symmetry, the ligands tend to interact more strongly with the 6d orbitals

than the 5f orbitals. In centrosymmetric systems, such as the actinyl

ionsðAnOqþ
2 Þ, the actinide hexafluorides (AnF6) and the actinocenes (An

(Z8‐C8H8)2), interactions of the ligands with the An 6d and 5f orbitals will

be partitioned based on the inversion symmetry of the ligand group orbitals.

(4) In most cases, any metal‐based electrons will reside primarily in the 5f

orbitals of the An center. For example, in U(IV) complexes the two electrons

formally remaining on the U atom will be localized within the U 5f orbitals.

As noted earlier, the large number of An atomic orbitals generally leads to a

large number of electronic states close to the ground state. Strong interactions

of the An center with ligands serve to destabilize some of the An orbitals and

greatly increase the energy of configurations that involve those orbitals. Thus,

the distribution of states near the ground state can be somewhat simpler than

that for free ions or atoms of the elements.
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17.2 RELATIVISTIC APPROACHES FOR ELECTRONIC STRUCTURE

OF ACTINIDES

A variety of methods are used in electronic structure calculations on actinide

molecules. Some of these methods and their historical development were out-

lined in the 1991 review by Pepper and Bursten (1991). In this section, we will

touch upon some of the salient features covered in that review as well as address

recent developments and applications over the past decade. In discussing these

theoretical approaches, it is useful to categorize them according to three aspects:

(a) whether the electronic structure calculation is based on wavefunction‐based
ab initio approaches, such as Hartree–Fock and CI, or by density functional

theory (DFT) approaches, such as local density and generalized‐gradient meth-
ods; (b) the manner in which relativistic effects are included; and (c) whether the

approach explicitly involves all‐electron or only valence‐electron character.

17.2.1 Hartree–Fock and density functional approaches

While electronic structure approaches for molecules differ in their methodolo-

gies, they share many common features. The starting point is the molecular

energy expressed in terms of the total wavefunction for the molecule and a

Hamiltonian describing the interactions. The total wavefunction, in turn, is

comprised of an antisymmetrized product of one‐electron molecular orbitals
(fi). By applying the variational principle to the expression for the molecular

energy, one obtains a set of self‐consistent field (SCF) equations that are solved
iteratively to obtain the molecular orbitals (MOs). The MOs are typically

represented as linear combinations of atomic orbitals (LCAO), which may be

expanded in terms of Gaussian‐ or Slater‐type functions. From the molecular

orbitals, one can then calculate the energy of the molecule, the total charge

density, and other molecular properties.

In Hartree–Fock calculations, the exchange interaction is treated explicitly in

the expression for the molecular energy:

EHF ¼ Ekin þ Ecoul þ Eexch

where EHF, Ekin, Ecoul, and Eexch are the Hartree–Fock total energy, the elec-

tron kinetic energy, the Coulomb repulsion energy, and the exchange energy,

respectively. The nonlocal Hartree–Fock exchange operator is associated with

interchanging electrons of the same spin. Electron correlation effects are tre-

ated by including excitations from occupied to virtual levels by perturbation

theory (e.g. second‐order Møller–Plesset perturbation theory (MP2) to fourth‐
order Møller–Plesset perturbation theory (MP4)) (Møller and Plesset, 1934;

Pople et al., 1977), coupled‐cluster theory (Bartlett, 1981, 1989), including

coupled cluster with single and double excitations (CCSD; Purvis and Bartlett,

1982) and coupled cluster singles, doubles and perturbative triples (CCSD(T);

Raghavachari et al., 1989; Watts et al., 1993), and configuration interaction
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(CI, e.g. configuration interaction with single and double excitations [CISD])

(Shavitt, 1977; Szabo and Ostlund, 1989; Jensen, 1999).

DFT is based on the famous Hohenberg–Kohn theorem (Hohenberg and

Kohn, 1964), which states that the electronic ground state of a molecule can be

obtained uniquely from knowledge of the electron density r( r ) at all points in
the molecule. Exchange and correlation effects are treated by the use of ex-

change and correlation functionals, which depend on the density, and lead to an

expression for the energy similar to that for Hartree–Fock except for the

‘exchange‐correlation’ energy, Exc:
EDFT ¼ Ekin þ Ecoul þ ExcðrÞ

By expanding the electron density via a set of Kohn–Sham (KS) orbitals, one

can derive the one‐electron KS equation, similar to the Hartree–Fock equation
(Kohn and Sham, 1965; Koch and Holthausen, 2001).

At the time of the 1991 review by Pepper and Bursten, DFT methods were

very much in their infancy. At that time the majority of DFT methods used the

local density approximation (LDA), in which the functional depends only on

the density. Among the early LDA approaches that were widely applied to

inorganic systems including actinides were the Xa‐scattered wave (Xa‐SW) and
Dirac–Slater (DS) discrete variational (DV) methods, including early versions

of the quasi‐relativistic Hartree–Fock–Slater (HFS) approach (see relativistic
methods in next section). At that time, the Xa variant of the LDA methods had

questionable reliability with respect to the calculation of total energy and could

not be used generally to determine geometries and vibrational properties.

Pepper and Bursten (1991) made the following statement about DFT in the

conclusion of their review:

‘‘Recent developments in density functional theory, including improved func-

tionals and methods for the accurate calculation of binding energies, also bode

well for computational actinide chemistry. These methods have the advantage of

providing easily interpreted information about bonding interactions in actinide

systems, and have proved useful for many years in organotransition metal and

organoactinide chemistry. Again, the improved approaches are just beginning to

be applied to actinide systems, with promising results.”

Indeed, as will be evident in this chapter, DFT methods have become a major

contributor to our understanding of actinide electronic structure. We will

briefly discuss some of the major developments in DFT since the 1991 review,

including the improved accuracies of molecular energies and other quantities

using DFT methods as well as the development of improved functionals for

DFT calculations.

Among numerous efforts in developing ‘good’ exchange‐correlation func-
tionals beyond the LDA, Becke (1988) developed a gradient‐corrected exchange
functional in 1988. This exchange functional depends both on the density, r, and
on its gradient,

n

r, at any point in space. In the past decade, developments
by many individuals, including Lee et al. (1988), Perdew and Wang (1992),
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Perdew et al. (1992), Becke (1993a), and others have led to new functionals

[often known as generalized‐gradient approximations (GGA)] for both ex-

change and correlation that have received wide usage by the community because

of the improvements in orbital energies, bond energies, structures, and other

properties.

In 1993 Becke launched another revolution in the density functional world

by developing a ‘hybrid’ functional (Becke, 1993b). The hybrid approach differs

in the treatment of exchange by adding a certain amount of the nonlocal exact

exchange calculated in Hartree–Fock formalism to the local and gradient‐
corrected terms of the exchange functional of traditional DFT. Overall the

form of the functional had three linear parameters that determined the amount

of exact exchange as well as the relative amounts of local and gradient‐corrected
terms in the exchange and correlation functionals. The parameters were

determined for a set of small organic molecules by the best fit to a set of

experimental energies. When combining with appropriate correlation func-

tionals (e.g. LYP and PW91), these functionals, denoted as B3LYP and

B3PW91, have achieved great success in the computational chemistry of organic

and inorganic molecules. The performance of these hybrid functionals in

the prediction of thermochemical properties and molecular structures has led

numerous investigators to apply these functionals to actinide chemistry as well.

Finally, another crucial development in the past decade for both Hartree–

Fock and DFT methods has been the implementation of techniques for calcu-

lating the gradient and second derivative of the molecular energy as a function

of nuclear coordinates. The information on the gradient gives directly the forces

on the nuclei for a particular molecular configuration and this, in turn, enables

the optimization of molecular geometries to be carried out routinely for various

functionals, Hartree–Fock methods, and the hybrid approaches. Similarly the

second derivatives provide the vibrational frequencies at the equilibrium struc-

ture and the Hessian matrix to characterize stationary points (e.g. minima and

saddle points) and to move along molecular potential energy surfaces.

17.2.2 Relativistic effects

Relativistic effects are incorporated into electronic structure calculations by a

variety of techniques that are partially summarized in Table 17.3. They are

categorized on the basis of whether they are Hartree–Fock‐ or DFT‐based,
on how many components of the wavefunction are treated (see below), and on

other characteristics.

The formal starting point for most relativistic methods is the Dirac equation

(Dirac, 1929). In the previous section, each molecular orbital fi was a scalar

function associated with either up or down spin. In relativistic theory fi is

represented as a four‐component spinor comprised of ‘large’ (or electronic)

and ‘small’ (or positronic) components with each component having spin up

(a) and spin down (b). For a one‐electron system the Dirac equation is
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HC ¼ a!� p!þ ðb� 1Þmc2 þ V
� �

C ¼ i�h @C
@t

The a
!
and b are the Dirac matrices and are 4 � 4 dimensional (the s! are the

familiar 2 � 2 Pauli matrices and I is the 2 � 2 identity matrix):

a
! ¼ 0 s

!
s
!

0

	 

b ¼ I 0

0 �I

	 


For many‐electron systems, in analogy to the nonrelativistic many‐electron
Schrödinger equation, the relativistic equation is termed the Dirac–Coulomb

equation (here hD is the one‐electron Dirac equation):

HDirac ¼
X
i

hDðiÞ þ
X
i>j

1

rij

Analogous to the nonrelativistic Hartree–Fock (for wavefunction methods) and

Kohn–Sham (for DFTmethods) equations, these equations are the bases for the

Dirac–HF and Dirac–Kohn–Sham methods, respectively. Dirac‐based codes
are thus four‐component methods that are computationally extremely demand-
ing and, for this reason, such methods have been applied to relatively few

actinide molecules. There are several well‐known codes [e.g. MOLFDIR

(MOLFDIR), DIRAC (DIRAC; Saue et al., 1997)], Beijing density functional

code (BDF; Liu et al., 2004), BERTHA (BERTHA; Grant and Quiney, 2000),

and PORPHET4R (Matsuoka and Watanabe, 2004) that have been developed

for these methods (Hirao and Ishikawa, 2004).

Table 17.3 Summary of theoretical methods for treating molecules including heavy atoms
divided according to wave-function‐based (Hartree‐Fock) or density‐functional‐based
approaches.

Wave‐function‐based approaches Density functional approaches

nonrelativistic
HF LDA, GGA, hybrid functional, meta‐GGA
MP2–MP4 (all‐electron, frozen‐core, and ECP)
CCSD(T)

scalar relativistic
HF with RECP quasi‐relativistic Pauli formalism
MPn, CCSD(T) with RECP ZORA
CASPT2, MRCI with RECP LDA, GGA, hybrid, meta‐GGA with RECP

two‐component relativistic
SO multi‐configuration SCF SO DFT
SO‐CASPT2, SO‐MRCI two‐component ZORA

two‐component DKH

four‐component relativistic
Dirac–Hartree–Fock Dirac–Kohn–Sham
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Several techniques exist to separate the large and small components, thus

enabling a formal treatment of only the electronic (i.e. large) components

and resulting in two‐component methods (one for spin up and one for spin
down). One such method is the Foldy–Wouthuysen transformation (Foldy

and Wouthuysen, 1950; Foldy, 1956), which results in a two‐component
Hamiltonian (to order a2, where a is the fine structure constant) called the
Pauli Hamiltonian:

H ¼ HNR þHmv þHD þHso

In the Pauli Hamiltonian, HNR, Hmv, HD, and Hso are the nonrelativistic

Hamiltonian, the mass–velocity term, the Darwin term, and the spin–orbit

coupling term, respectively:

Hmv ¼ �p4

8m3c2

HD ¼ 1

8m2c2
p2Vext

� �

Hso ¼ 1

4c2
rðVN þ VelÞ � p!� � � s!

Baerends and coworkers have developed a zeroth‐order regular approximation
(ZORA) that overcomes some of the problems of the Pauli formalism (vide

infra). Rösch and coworkers (Knappe and Rösch, 1990; Rösch et al., 1996)

have developed a linear combination of Gaussians DFT method in the

PARAGAUSS program (PARAGAUSS) that implements the all‐electron sec-
ond‐order Douglas–Kroll–Hess (DKH) scheme (Douglas and Kroll, 1974;

Jansen and Hess, 1989) for transforming the Dirac equation. The DKHmethod

has also been implemented by de Jong and coworkers and Hirata et al. (de Jong

et al., 2001a; Hirata et al., 2004) in the software package NWChem (NWChem)

in scalar form and by Peralta and Scuseria (2004) in Gaussian in both scalar and

spin–orbit forms. Dyall (1997, 2001) proposed an alternative series of transfor-

mations via so‐called normalized elimination of the small components (NESC)
from the four‐component wavefunctions. Nakajima and Hirao (1999) suggested
a formalism named relativistic scheme by eliminating small components

(RESC).

As noted in Section 17.1.2, when spin–orbit coupling effects are ignored

or averaged out, the relativistic methods reduce to scalar relativistic (one‐
component) methods. The vast majority of electronic structure calculations on

actinide species use these simpler ‘scalar relativistic’ methods in which the

wavefunction has the same form as in nonrelativistic quantum chemistry and

each orbital has either a or b spin. In these scalar relativistic methods, only
the mass–velocity and Darwin terms are included in addition to the usual

nonrelativistic Hamiltonian. Scalar relativistic methods include calculations
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with effective core potentials (ECPs; see next section), where the relativistic

terms are implicitly incorporated into the potential.

Among density functional approaches the quasi‐relativistic (QR) and ZORA
are popular relativistic methods that are included in the Amsterdam Density

Functional (ADF) software. The quasi‐relativistic method of Ziegler et al.

(1989) is based on the Pauli formalism, where only the first‐order terms are
retained. These methods treat the relativistic terms self‐consistently and are
typically employed with frozen relativistic core orbitals to reduce variational

instabilities. The ZORA method (van Lenthe et al., 1993, 1994), which is

equivalent to the earlier CPD (Chang, Pelissier, and Durand) method (Chang

et al., 1986), includes higher order effects in a slightly different manner. ZORA

is also implemented by vanWullen (1999), by the Li group in BDF (Wang et al.,

2000; Hong et al., 2001), and Gagliardi et al. (1998, 2001c) in three other DFT

codes. These QR, ZORA, and DKH approaches can utilize either the LDA or

GGA DFT functionals. Such approaches are beginning to be applied to the

chemistry of heavy atoms, including the two‐component ZORAmethod, imple-
mented in ADF (ADF) and MAGIC (MAGIC), and spin–orbit DFT, which is

now part of NWChem (NWChem).

17.2.3 Relativistic effective core potentials

An alternative approach to including relativistic effects is to replace the inner

core electrons using relativistic effective core potentials (RECPs) derived from

all‐electron relativistic atomic calculations. RECPs have been recently reviewed
by Dolg (2002). With these methods, the quantum chemical calculations are

carried out in nonrelativistic fashion without any explicit relativistic terms in the

calculation. In addition to including the effects of the core electrons, the RECPs

implicitly treat the relativistic effects on the valence orbitals, since relativistic

orbitals were used to construct the RECPs. A major question, especially for

actinides, concerns which electrons should be included in the core. For an atom

such as U, the ‘large core’ would treat the outer 6s26p67s25f36d1 electrons as

valence electrons and treat the remaining 78 electrons as core electrons. Note

that the ‘large core’ approach actually includes a smaller number of electrons

than are in the noble gas configuration of [Xe], which includes the so‐called
semi‐core 6s and 6p electrons. As noted elsewhere, the 6s and 6p electrons are
energetically and spatially in the same region as the other valence electrons and

play an important role in the valence electronic structure. The other common

choices for core size are a 68‐electron core (with the 5d shell in the valence space)
and a 60‐electron core (with the 5s and 5p shells in the valence).
RECPs have been developed starting with numerical Dirac–Fock orbitals by

Pitzer, Christiansen, Ermler and colleagues (Lee et al., 1977; Christiansen et al.,

1979). After transforming to a two‐component ‘spinor’ equation, they obtain
two spin–orbit‐coupled RECPs for each orbital (such as 6p1/2 and 6p3/2), except
for the case of s orbitals. The two RECPs can be combined in a weighted
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average to obtain an average RECP (AREP) to facilitate calculations in scalar

relativistic mode. The other combination of RECPs yields a rigorous spin–orbit

potential that can be used in two‐component SCF or spin–orbit CI calculations.
Atomic RECPs for the entire periodic chart have been derived according to this

procedure. Of interest for 5f elements are potentials for Fr–Pu by Ermler et al.

(1991) and for Am through element 118 by Nash et al. (1997, 1999).

Starting from a scalar relativistic Cowan–Griffin numerical atomic wavefunc-

tion (Cowan and Griffin, 1976), Hay,Wadt, Kahn and coworkers developed the

first RECPs for uranium and applied it to UF6 (Hay et al., 1979). They have

subsequently developed RECPs for much of the periodic table (Hay and Wadt,

1985). In their approach, an ‘average’ RECP is directly obtained because there is

only one radial function for, for example, the 6p shell of U atom. Spin–orbit

effects have been treated by an approximate operator. The most recent

versions of these potentials have been reported for U, Np, and Pu (Hay and

Martin, 1998).

Alternative approaches developed by Preuss, Stoll, Dolg and coworkers

fit the RECP parameters to calculated levels from all‐electron relativistic meth-
ods (Küchle et al., 1994). The atomic results can be obtained either from

Dirac‐based methods or an alternative scalar‐relativistic method developed by
Wood and Boring (1978), which is analogous to the Cowan–Griffin method. In

addition to ‘large core’ actinideRECPs, ‘small‐core’RECPshave beendeveloped
in which the 5s, 5p, and 5d shells are also treated as valence electrons, because

they are in the same principal quantum shell as the 5f electrons, even though

these electrons are ‘deep’ in terms of energy. Among the codes that have

capabilities for relativistic ECPs are GAUSSIAN (GAUSSIAN), GAMESS

(GAMESS), TURBOMOLE (TURBOMOLE), NWChem (NWChem), and

COLUMBUS (Pitzer and Winter, 1988; Shepard et al., 1988).

An alternative to RECPs are those based on the Huzinaga–Cantu equa-

tion (Huzinaga and Cantu, 1971) and are known as model potentials. For

these potentials, the valence‐space orbitals, unlike those previously discussed,
preserve the nodal (radial) structure of the all‐electron orbitals. The most

commonly used form is the so‐called ab initio model potentials (AIMP)

of Seijo, Barandiarán, and coworkers (Huzinaga et al., 1987; Seijo and Baran-

diarán, 1999), who have recently published a set of AIMPs, with appropriate

basis sets, for lanthanides and actinides (Seijo et al., 2001). These potentials are

based on a spin‐dependent relativistic Wood–Boring AIMP Hamiltonian,

which can be divided into a Cowan–Griffin spin‐free relativistic Hamiltonian
and a pure spin–orbit Hamiltonian.

The model potentials are formed by replacement of the core operators in two

ways: for local, long‐range operators, such as the Coulomb operator, a simple
local operator is used. For local, short‐range, or non‐local operators, such as
the exchange or the mass–velocity and Darwin Cowan–Griffin operators, a

spectral representation is used (Seijo et al., 2003). Recently, alternate formula-

tions of incorporating relativistic effects, namely the aforementioned relativistic
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elimination of small components (RESC) (Motegi et al., 2001) and the DKH

approaches (Paulovic et al., 2002, 2003) have been incorporated into AIMP

methods.

In the latter of these studies, spin–orbit relativistic (i.e. two‐component)
calculations are performed in a two‐step procedure: a large scalar relativistic
(one‐component) calculation is used to incorporate electron correlation fol-

lowed by a smaller spin–orbit (two‐component) calculation. There are some
important assumptions made in this approach. Its underlying principle is that

the correlation calculation converges more slowly than the spin–orbit one, and

that the two results are additive. The CIPSO code of Teichteil and coworkers

(Teichteil and Spiegelmann, 1983; Teichteil et al., 1983) is a well‐known example
of this method and has been applied to actinides in several studies (Maron et al.,

1999; Vallet et al., 1999a,b). Recently, this method has been extended to the

EPCISO code, which accounts for spin–orbit polarization effects (Vallet et al.,

2000). Another implementation of the two‐step method has been developed
by the Roos group; the first step being a complete active space plus second‐
order perturbation theory (CASPT2) correlation calculation (Andersson et al.,

1992), followed by a restricted active space self‐consistent field (RASSCF) state
interaction (RASSI) method to perform the spin–orbit calculation (Malmqvist

et al., 2002).

The COLUMBUS codes of Pitzer et al. (Pitzer and Winter, 1988; Shepard

et al., 1988) have incorporated RECPs within a two‐component approach.
Initially their methodology was developed by using the observation that

when the calculations are carried out under C�
2v;D

�
2, or D

�
2h double‐group

symmetry (see Section 17.2.5), the spin–orbit integrals are either pure real or

pure imaginary, thus allowing the program to use real arithmetic. Recently,

Yabushita et al. (1999) developed a spin–orbit formalism for the COLUMBUS

graphical‐unitary group approach (GUGA) CI program. Their method

uses configuration state functions (CSFs) based on spatial orbitals (e.g. from a

one‐component SCF or multi‐configuration self‐consistent field [MCSCF]

calculation) in a CI expansion that uses a spin–orbit Hamiltonian. Thus, the

correlation and the spin–orbit effects are treated simultaneously and variation-

ally via the spin–orbit CI approach. This method has been used with CI expan-

sions of the order of a million CSFs on actinide systems, including several of

the actinyl ions (Zhang and Pitzer, 1999; Matsika and Pitzer, 2000; Matsika

et al., 2001).

17.2.4 Excited electronic states

The preceding discussion has focused primarily on methodologies for calculat-

ing properties of the electronic ground state of actinide molecules. There has

been considerably less activity involving excited states, in part because of the

unique challenges actinides present with respect to the importance of spin–orbit

and other relativistic effects, and in part because of the inherent challenge of
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many electronic states involving unpaired 5f electrons in multiple electron

configurations (Section 17.1.1). For Hartree–Fock‐based methods, CI techni-
ques have been the most popular approach to determining excited‐state ener-
gies. For a ground state with no unpaired electrons, single excitations from

occupied MOs to virtual MOs provide a zero‐order description of the electronic
states. Inclusion of higher order excitations explicitly treats the electron corre-

lation effects needed for more quantitative results. Spin–orbit CI calculations

(Pitzer and Winter, 1988; Yabushita et al., 1999) have evolved to the point

where fairly accurate calculations can be carried out on complexes of modest

size. Illustrations of spin–orbit configuration interaction (SOCI) results will be

presented in the section on the spectroscopy of actinyl species. There is also a

recent review on the development and application of the multi‐configuration‐
based relativistic quantum chemistry in exploring excited states of heavy

elements, including actinides (Roos and Malmqvist, 2004).

While DFT is based on the ground electronic state of a system (or the lowest

state of a given spin and symmetry), there have been various developments for

treating excited electronic states within a DFT approach. Among the earliest

LDA approaches was the transition state theory of Slater (1974), in which the

prescription of exciting one‐half electron from occupied to virtual level corre-

sponded to the proper excitation energy in DFT. Within the QR and ZORA

techniques in the ADF program and others, one can solve self‐consistently for
the excited states by progressively removing an electron from various occupied

orbitals and promoting it into the virtual levels.

More recently, time‐dependent DFT (TD‐DFT) techniques have been de-
veloped (van Gisbergen et al., 1995; Jamorski et al., 1996; Petersilka et al., 1996;

Casida et al., 1998) in terms of ‘response functions’ to provide an alternative

description of the excited states in molecules. In TD‐DFT, an excited state is
made up of all possible particle–hole excitations (as well as counter‐intuitive
hole–particle ‘de‐excitations’) between occupied and virtual MOs. This ap-

proach is applicable to closed‐shell ground states to compute excited singlet
and triplet excited states, and to open‐shell ground states as well. Numerous
TD‐DFT results with a variety of functionals (LDA, GGA, and hybrid) have
been reported for organic molecules and transition metal complexes. To date,

very little work has been done on actinide species, mainly because the calculated

excitation energies would hardly be useful without including spin–orbit cou-

pling effects. Notably, recent developments by Liu and coworkers that allow

calculations of TD‐DFT excitation energies with spin–orbit coupling is a highly
promising approach for tackling excited states of actinides (Gao et al., 2004).

17.2.5 Double groups

As previously mentioned, the incorporation of a spin–orbit operator in the

Hamiltonian requires the use of two‐component wavefunctions and double

groups, because the operator allows the mixing of functions with different

1910 Theoretical studies of actinide compounds



spins. Thus, one needs to incorporate a framework where spin functions are

allowed to transform under symmetry operations of a point group. Originally

suggested by Bethe (1929), double groups incorporate such transformations

(Wigner, 1959; Herzberg, 1991). Before describing double groups, it is instruc-

tive to review some of the tenets of angular momentum coupling and term

symbols in atoms and molecules. The following discussion is based on the

development in Levine’s textbook on quantum chemistry (Levine, 2000); read-

ers are also referred to the classic series of texts by Herzberg (1944, 1989, 1991).

For atoms, the two most common methods for coupling spin and angular

momenta are the LS and the j–j coupling schemes. LS, or Russell–Saunders,

coupling is used when the electronic repulsion splitting is greater than the spin–

orbit splitting, whereas j–j coupling is used if the latter is greater than the

former. When coupling two angular momenta j1
!

(characterized by quantum

number j1) and j2
!

(characterized by j2), one uses vector sums to obtain the

possible quantum numbers characterizing the total angular momentum, which

are defined by the following relation:

j ¼ j1 þ j2; j1 þ j2 � 1; j1 þ j2 � 2; :::; j1 � j2j j

To couple any number of angular momenta, one first couples two angular

momenta according to the formula above, then couples the resulting values

with the third angular momentum, and repeats the procedure as needed.

In LS coupling, there is a defined total electronic orbital angular momentum,

labeled byL
!
, characterized by the quantum number L, formed by the vector

sum of the individual electron orbital angular momenta, l
!

i. Analogously, there

is a defined total spin angular momentum, labeled by S
!
, characterized by S,

formed by the vector sum of the individual electron spin angular momenta, si
!.

The total electronic angular momentum, J
!
, characterized by J, is the vector

sum of L
!
andS

!
. The possible J values for a given L and S are:

J ¼ Lþ S;Lþ S � 1; :::; L� Sj j

In j–j coupling, the orbital angular momentum, li
!
, characterized by li and the

spin angular momentum, si
!, characterized by si, for each electron is coupled to

form the total angular momentum for the particular electron, ji
!
, characterized

by ji. The total angular momentum is the vector sum of these individual angular

momenta, the J values are obtained using:

J
!¼

X
i

ji
!

For a non‐spin–orbit Hamiltonian, the total orbital and total spin angular

momentum operators, which correspond to the quantum numbers L and S,

commute with the Hamiltonian, and are good quantum numbers – enabling

their use in the labeling of wavefunctions (i.e. the electronic states). The labels

for atomic states, called term symbols, use the multiplicity, defined as
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the quantity 2S þ 1, as a left superscript and using a capital letter to represent

the total orbital angular momentum: S for L ¼ 0, P for 1, D for 2, F for 3, G for

4, and then alphabetically (omitting J). Thus one obtains 2Sþ1L for the term

symbol, and 1P, 2D, and 3S as examples. When one includes the J values, which

are subscripts, one would obtain 2Sþ1LJ and for the previous examples:
1P1;

2D3/2,
2D5/2; and

3S1.

For linear molecules, including diatomics, the total angular momenta are no

longer good quantum numbers, but their z‐components are. Thus, when cou-
pling angular momenta for linear molecules, algebraic sums are used rather than

vector sums. Greek letters are used for the z‐component of orbital angular
momenta, the total z‐component angular momentum is now characterized by

the quantum number L, and the analogous coupling to LS coupling is referred

to asLS coupling. To couple two individual electron z‐components, one obtains
(note that each l quantum number corresponds to a z‐component of �Ml

where l ¼ Ml):

l ¼ l1 þ l2 and l ¼ l1 � l2

Again, to couple more than two angular momenta z‐components, one uses the
above relation repeatedly. The total orbital momentum is now labeled S for

L ¼ 0, P for 1, D for 2, F for 3, G for 4, and so on. Since (for a non‐spin–orbit
Hamiltonian) the total spin is still a good quantum number, the molecular term

symbols are 2Sþ1L. For S (L ¼ 0) states, there is an additional label,

corresponding to reflection symmetry in a mirror plane containing the internu-

clear axis. S states, symmetric with respect to this symmetry operation, have a

plus sign as a right superscript and S states antisymmetric with respect to this

operation have a minus sign. The total component angular momentum is

labeled O and is obtained by coupling L with the z‐component of spin (called
S). The values of L þ S are thus, note that this value may be negative:

Lþ S;Lþ S � 1; :::;L� S

The possible values of O, the total z‐component angular momentum are:

O ¼ Lþ S;Lþ S � 1; :::; L� Sj j
The molecular term symbol is 2Sþ1LLþS, thus a

4P state will split into 4P5/2,
4P3/2,

4P1/2, and
4P–1/2 states.

The coupling for linearmolecules analogous to j–j coupling for atoms is called

o–o coupling. The z‐component angular momentum for each electron is cou-

pled to the spin z‐component to form the individual electron total z‐component
angular momenta, oi. The individual oi are then coupled to form the O values.

For nonlinear polyatomics, electronic states are labeled by the irreducible

representations of the point group of the molecule and the multiplicity of the

state, referred to as GS coupling. The term symbols are 2Sþ1G. In analogy to j–j

and o–o coupling, one can incorporate spin into a total symmetry label, but
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that involves determining how spin functions transform, invoking double

groups.

When spin functions are allowed to transform under symmetry operations,

the fact that they are antisymmetric with respect to a rotation of 2p leads to
the necessary modification of the identity operator, which now corresponds to

a rotation of 4p. The operator corresponding to a rotation of 2p is labeled R,

and the number of symmetry operators is now doubled (hence the name double

group). An alternative perspective for atoms, more mathematical, is use of the

nomenclature of Lie groups, for which a 2‐to‐1 homomorphism can be shown to

exist between the two‐dimensional special unitary group, SU(2), and the

full special three‐dimensional rotation group, SO(3) or Oþ
3 (Arfken, 1985;

Hamermesh, 1989). The resulting double point groups have double the number

of operators than the simple groups, although the number of classes is not

necessarily doubled. Character tables for these double groups are available in

various references (Koster et al., 1963; Pyykkö and Toivonen, 1983; Herzberg,

1991). Due to the additional classes, there are additional irreducible repre-

sentations in these groups, referred to as double‐valued representations, cor-
responding to states that change sign upon rotation by 2p. It can be shown that
odd‐electron functions necessarily transform as one of these double‐valued
representations, while even‐electron functions transform as one of the irreduc-

ible representations of the simple group, now referred to as single‐valued
representations. Of particular importance for Hartree–Fock or DFT calcula-

tions that include a spin–orbit operator is that, because orbitals are one‐electron
functions, they now carry labels from the double‐valued irreducible representa-
tions. Calculations that include only the spin–orbit operator in the subsequent

correlation step and perform the Hartree–Fock calculations with a spin‐free
Hamiltonian retain the single‐valued irreducible representation labels for

the orbitals.

Of importance for chemical purposes is how functions transform. For exam-

ple, for two electrons, the singlet spin function transforms as the totally sym-

metric irreducible representation and the triplet functions transforms in the

same fashion as the angular momentum vector operators – e.g. functions with

a z‐axis projection of zero, such as Sz, transform under the same irreducible

representation as Lz does. To obtain the double‐group label of a function, the
direct product of the irreducible representation for the spatial function and the

irreducible representations for the spin function are determined. For atoms, this

procedure is analogous to obtaining J values. S2 and L2 no longer commute

with the Hamiltonian and their magnitudes are no longer good quantum

numbers, but the magnitude of the total angular momentum, J, is still good.

For example, for a 3P function, one obtains J values of 2, 1, and 0 and the states

are labeled 3P2,
3P1, and

3P0. The spin–orbit operator allows mixing of the
3P1

with a 1P1 function. Where the spin–orbit interaction is much larger than

electron–electron repulsion, the states are more properly labeled by J values

alone, which leads to the progression from Russell–Saunders (or LS) coupling
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to j–j coupling. For linear molecules, the double‐group irreducible representa-
tions correspond to O values, where O is the z‐component of the total angular
momentum. The z‐component of the orbital angular momentum,L, is no longer
a good quantum number, O is still a valid quantum number. For a 3P state, one

obtainsO values of 2, 1, 0þ, and 0– and the states are labeled 3P2,
3P1,

3P0þ, and
3P0–. The

3P1 can mix with
1P1. For linear molecules, the analog to j–j coupling

is o–o coupling. For nonlinear polyatomics, the double‐group label is obtained
by first determining the representation of the spin functions. For example, in

C�
2v, the triplet functions transform as A2 þ B1 þ B2, while the singlet function

transforms as the A1 irreducible representation. Thus, a
3B1 function in GS

coupling transforms, after the direct product is taken, as the B2, A1, and A2
irreducible representations of the double group. A 1A2 function would trans-

form as the A2 irreducible representation of the double group and would be able

to mix with the A2 portion of the triplet function. Note that the double‐group
label does not have an explicit spin label as a superscript; the spin symmetry is

incorporated in the label itself.

A final point is that different authors use different labels for the additional

irreducible representations of the double group. For example, for the O�
h group,

Herzberg (1991) uses two sets of labels E1/2g, E5/2g, G3/2g, E1/2u, E5/2u, and G3/2u,

while other authors use the labels G6g, G7g, G8g, G6u, G7u, and G8u.

17.3 THEORETICAL STUDIES OF THE ACTINYL IONS AND ACTINIDE

OXO COMPLEXES

Because the actinide elements, and especially the most studied early actinides,

tend to be very electropositive, much of their chemistry is dominated by high

positive oxidation states. The electropositive nature of the actinides leads to

high oxophilicity, as exemplified by the high‐valent (typically þ5 and þ6 oxida-
tion states) actinide elements in actinyl ions, AnO

qþ
2 . The U(VI) uranyl ion,

UO2þ
2 , is by far the most studied of the actinyl ions, and the electronic structure

of this isolated species has been the subject of numerous theoretical studies. In

the next section, the bonding in UO2þ
2 is discussed briefly, followed by discus-

sion of actinyl complexes of the general form [AnO2(L)n]
q. This is followed by

sections on the spectroscopy of ‘bare’ actinyl species and actinyls in ionic solids.

The section ends with discussion of other high‐valent actinide oxo compounds
and of actinide oxyfluorides.

17.3.1 The uranyl ion and related species

The most common oxidation state for uranium is þ6, which corresponds to an
f 0 center with a radon‐like electron configuration. In the presence of oxygen, the
most common discrete ionic and molecular uranium species formed contain the
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uranyl ion, UO2þ
2 , which nearly always has a linear O–U–O linkage. Similarly,

neptunium and plutonium commonly form NpO
qþ
2 and PuO

qþ
2 species in which

the actinide center is in the þ5 or þ6 oxidation state. The ‘bare’ uranyl species
has not been isolated in the gaseous state, and can only be approached in matrix

isolation studies or in ionic lattices, as will be discussed in later sections.

Electronic structure calculations on UO2þ
2 have served as benchmarks for

theoretical methods as well as a means for understanding the bonding in this

relatively simple system and in the complexes it forms with other ligands. As has

been detailed by Pepper and Bursten (1991), the electronic structure of UO2þ
2

has been surprisingly controversial, especially given the apparent simplicity of

this symmetric, linear, triatomic system. Among the significant questions

addressed by these calculations are the following: (a) how important are relativ-

istic effects on the electronic structure of the uranyl and related ions? (b) how

covalent are the U–O bonds? (c) what are the relative contributions of the U 5f

and 6d orbitals in the U–O interactions? and (d) what are the bonding principles

that cause UO2þ
2 to favor a linear geometry? Many of these questions are

general ones that serve as proxies for the challenges in all electronic structure

calculations on molecular actinide systems. Inasmuch as the uranyl ion is the

smallest commonly found molecular actinide ion, it is not surprising that it has

received intense scrutiny by theoretical methods. To provide an historical

framework, the contributions of electronic structure theory in addressing the

above questions about the uranyl ion will be briefly discussed here, followed by

discussion of some of the recent advances in applications of theoretical methods

to the chemistry of the actinyl ions.

The high symmetry and small size of the UO2þ
2 ion has made it an attractive

early candidate for electronic structure calculations of actinide complexes.

McGlynn and Smith (1961) presented a nonrelativistic semiempirical MO de-

scription of the electronic structure of the uranyl ion in 1961. The importance of

relativistic effects in the bonding of the uranyl ion was recognized as early as

1965, and all of the theoretical methods used to study UO2þ
2 over the last 40

years have included explicit or implicit relativistic corrections. Many of the early

and more recent studies of the bonding in uranyl have addressed the debate over

5f contributions to the U–O bonds, a seemingly straightforward question that

has led to lively debates among theoretical and experimental actinide chemists.

The question of 5f covalency in actinide systems is not a new one. Chemical

evidence for f‐orbital covalency in actinyl nitrates was provided in 1950 by
Glueckauf and McKay (1950), but was disputed shortly thereafter by Katzin

(Glueckauf andMcKay, 1950; Katzin, 1950). In 1952, Connick and Hugus used

experimental data for UO2þ
2 to propose U 5f orbital participation in the U–O

bonds (Connick and Hugus, 1952). In 1953, Elliott used a model involving 5f

interactions to explain the temperature dependence of paramagnetism in

NpO2þ
2 and PuO2þ

2 (Elliott, 1953). Eisenstein proposed group theoretical argu-

ments in favor of 5f and 6d covalency in uranyl and other actinide compounds

(Eisenstein and Pryce, 1955; Eisenstein, 1956). Coulson and Lester (1956) soon
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after proposed that f‐orbital interactions must contribute to the bonding in
hexavalent actinyl complexes, but that ionic interactions are probably domi-

nant. They surprisingly proposed that the 6f orbitals of the actinides would

dominate any f‐orbital interactions because of the contracted nature of the 5f
orbitals. At roughly the same time, Seaborg and coworkers attributed the dif-

ference in the ion‐exchange behavior of analogous lanthanide and actinide com-
plexes to significant 5f orbital contributions in the actinide systems (Diamond

et al., 1954).

Although relativistic quantum chemical methodology continued to grow in

sophistication from the 1960s through the 1980s, there was still surprisingly

little agreement among quantum chemists concerning the 5f contributions

to and the energetic ordering of the highest occupied orbitals in UO2þ
2 . Because

it is an f 0 ion, the highest‐energy orbitals of UO2þ
2 are predominantly O 2p in

character. For the linear ion, the formally filled O 2ps orbitals lead to group

orbitals of sg and su symmetry. Likewise, the formally filled doubly‐degenerate
O 2pp orbitals generate filled doubly‐degenerate pg and pu orbitals of UO

2þ
2 .

Because of the centrosymmetric symmetry of the linear ion, the allowed inter-

actions of the U 6d and 5f orbitals are mutually exclusive; the gerade 6ds and

6dp orbitals can interact with the O 2p sg and pg combinations, whereas the
ungerade 5fs and 5fp orbitals can interact with the su and pu ligand group
orbitals. A qualitative MO diagram for UO2þ

2 is presented in Fig. 17.4. All

of the orbital methods agree that the four highest occupied MOs are the O

2p‐based sg, su, pg, and pu MOs, followed by low‐lying U 5f virtual orbitals.

There has been marked disagreement over the actual ordering of the highest

filled orbitals, however. The disagreements about the orbital orderings in UO2þ
2

were especially marked in the late 1970s and early 1980s when a number of

relativistic methods were applied to the ion, including the relativistic extended

Hückel (REX) calculations of Pyykkö and Lohr (1981), the quasi‐relativistic
multiple‐scattering (QR‐MS) Xa calculations of Wood and Boring (Boring

et al., 1975; Boring and Wood, 1979; Wood et al., 1981), the Dirac–Slater

multiple‐scattering (DS‐MS) Xa calculations of Yang et al. (1978), the Dirac–

Slater discrete‐variational (DS‐DV) Xa calculations of Ellis et al. (1975), the
Hartree–Fock calculations with RECPs by Wadt (1981), and the relativistic

HFS calculations of DeKock et al. (1984). Jørgensen and Reisfeld (1983)

compared the lack of quantitative agreement among these various methods

for the orbital ordering in UO2þ
2 to the ‘effect of throwing dice’. Most of these

early calculations predict a su highest occupied molecular orbital (HOMO),

as shown in Fig. 17.4. A detailed discussion of the lively debate over the

ordering of the O 2p‐based orbitals in linear UO2þ
2 is given in the review by

Pepper and Bursten (1991). As an illustrative example of a very recent cal-

culation, the following ordering was obtained in a hybrid DFT calculation

(Sonnenberg et al., 2005) for the highest occupied orbitals for the bare uranyl

ion: pg (–24.91 eV) < pu (–24.56) < sg (–24.27) < su (–23.63). The 5f‐based
virtual orbitals had the ordering fu (–18.38) < du (–17.95) < pu (–15.49).
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It is now clear that accurate accounting of both electron correlation and

relativistic effects are essential for the prediction of the ordering of these frontier

orbitals.

The electronic structural origins of the nearly invariably linear geometry of

the UO2þ
2 ion have been the focus of many theoretical studies, especially

given that isoelectronic ThO2 and the analogous transition metal ion MoO
2þ
2

typically exhibit bent geometries. The issue was first addressed on the basis

of extended Hückel calculations by Tatsumi and Hoffmann (1980) and later

using REX by Pyykkö et al. (1989) The factors include the relative admixture

of 5f(su) vs 6d as the ion bends, the role of the filled ‘outer core’ U 6p shell, and

the relative contributions of covalent and ionic bonding. RECP calculations

at the Hartree–Fock level by Wadt correctly predicted bent ThO2 and linear

UO2þ
2 but disagreed in the interpretation of the role of U 6p orbitals (Wadt,

1981).

Dyall (1999) has carried out Dirac–Hartree–Fock calculations on ThO2,

PaOþ
2 , and UO

2þ
2 and has analyzed in detail the role of the actinide 6p, 6d,

and 5f orbitals across the series on the basis of the more sophisticated results.

Fig. 17.4 Schematic diagram of the MO interactions in UO2þ
2 , showing the interaction of

the U 6d and 5f atomic orbitals with the oxygen 2s and 2p orbitals (adapted from Pepper and
Bursten, 1991).
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He observes that the energy of the U 6d orbitals remain roughly unchanged

across this region of the actinide series whereas the 5f orbitals drop in energy and

becomingmore radially contracted. For Th, the 5f orbitals lie above the 6d and it

is favorable to bend and use f–d hybrids in the bonding, while for U the lower

energy of the 5f orbitals favors linearity. In Fig. 17.5, the energy of the orbitals

(actually spinors from the Dirac–Hartree–Fock [DHF] results) as a function of

bending is shown. The highest‐energy spinor, which corresponds to the su
orbital, increases in energy with bending for UO2þ

2 but decreases for ThO2.

A summary of the results of recent theoretical calculations on UO2þ
2 using a

variety of methods (Wahlgren et al., 1998; Dyall, 1999; Ismail et al., 1999; Vallet

et al., 1999b; Han and Hirao, 2000; Zhou et al., 2000; de Jong et al., 2001b;

Garcia‐Hernandez et al., 2002), is given in Table 17.4. The methods are

grouped into Hartree–Fock‐based and density functional theory categories.

Both of these include all‐electron (AE) calculations along with calculations

employing RECPs. The latter include two types denoted ‘large core’ with 78

electrons replaced by the RECP (Ermler et al., 1991; Hay andMartin, 1998) and

‘small core’ with 60 electrons replaced (Küchle et al., 1994). Among all‐electron
calculations, the U¼O bond length is calculated to be about 1.65 Å from the

various Hartree–Fock‐based methods (DHF and DK‐HF). With the small‐core

Fig. 17.5 Valence spinor energies (eV) energies as a function of bending angle (degrees)
for ThO2, PaO

þ
2 , and [UO2]

2þ from relativistic calculations at M–O¼ 1.9 Å (adapted from
Dyall, 1999).
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Table 17.4 Comparison of the calculated properties of UO2þ
2 from various theoretical

methods using all‐electron (AE) approaches or employing using either small core (SC) or
large core (LC) relativistic effective core potentials (RECP).

Method AE or ECP
RU¼O

(Å)
n1
(cm�1)

n2
(cm�1)

n3
(cm�1) References

HF‐based
DK‐HF AE 1.651 Wahlgren et al.

(1998)
AE 1.647 Vallet et al.

(1999b)
DHF AE 1.651 1240 241 1326 de Jong et al.

(2001b)
AE 1.650 1234 246 1294 Dyall (1999)

HF SC KDSPa 1.643 Vallet et al.
(1999b)

SC KDSPa 1.642 1243 268 1394 Han and Hirao
(2000)

SC KDSPa 1.654 1221 260 1301 Ismail et al.
(1999)

LC Kb 1.613 1275 287 1321 Zhou et al.
(2000)

LC Kb 1.631 1250 271 1301 de Jong et al.
(2001b)

LC HMc 1.646 1228 270 1280 de Jong et al.
(2001b)

correlated
DK
CCSD(T)

AE 1.706 Vallet et al.
(1999b)

DHF
CCSD(T)

AE 1.715 974 164 1121 de Jong et al.
(2001b)

CCSD(T) SC KDSP 1.702 1025 192 1113 Han and Hirao
(2000)

DFT scalar
DK SVWN AE 1.705 1034 263 1142 Garcia‐Hernandez

et al. (2002)
SVWN SC KDSP 1.697 1029 134 1124 Zhou et al. (2000)

1.709 1059 65 1165 Ismail et al. (1999)
1.698 1031 221 1133 Garcia‐Hernandez

et al. (2002)
LC K 1.670 1056 87 1138 Zhou et al. (2000)
LC HM 1.728 931 84 961 Garcia‐Hernandez

et al. (2002)
LC ERCd 1.691 1005 34 1096 de Jong et al.

(2001b)

DFT hybrid
B3LYP SC KDSP 1.694 1051 174 1142 Ismail et al. (1999)

SC KDSP 1.705 1041 161 1140 Zhou et al. (2000)
SC KDSP 1.696 1049 163 1142 de Jong et al.

(2001b)



relativistic effective core potentials (RECPs), Hartree–Fock calculations lead to

similar bond lengths to those found using the all‐electron DHF method, while
there are slightly greater differences noted with the large‐core RECPs. When
correlation effects are explicitly included, as in CCSD(T) approaches, the bond

length increases to 1.71 Å. The density functional results (for the LDA and

B3LYP functionals summarized in the table) that incorporate correlation

effects through the exchange‐correlation functional reasonably reflect this

with predicted U¼O bond lengths ranging from 1.69 to 1.71 Å. Again larger

discrepancies arise with the large core RECP.

The calculated vibrational stretching frequencies generally follow the trend

that higher frequencies are associated with shorter U¼O bond lengths. DHF

calculations, with shorter bond lengths, predict symmetric and asymmetric

stretching frequencies of 1240 and 1300 cm–1, while the correlated methods

and DFT approaches give 1020–1050 and 1110–1140 cm–1 for the same values.

Comparison with experiment is problematic in the absence of isolated gas‐phase
spectroscopic studies, but comparisons with observed frequencies will be given

below for uranyl complexes.

Garcia‐Hernandez et al. (2002) examined the Np(VI) analog [NpO2]
2þ with a

5f1 configuration using all‐electron Douglas–Kroll–Hess approaches. For the
Np–O bond length they obtained 1.698, 1.716, and 1.718 Å using the VWN, BP,

and PBEN functionals, respectively. Results with spin–orbit DKH showed

practically no change in the computed bond lengths. For symmetric stretch

frequencies, the same calculations predicted 1009 cm–1 (VWN), 972 cm–1 (BP),

and 969 cm–1 (PBEN).

17.3.2 Actinyl complexes

In solution and the solid state, additional ligands bind to the actinyl ions in the

equatorial plane of the O¼An¼O unit. Among the most common characterized
species are the aqua complexes [UO2(H2O)5]

2þ found at low pH, the hydroxo

LC K 1.661 1090 181 1166 Han and Hirao
(2000)

LC HM 1.704 1011 139 1101 de Jong et al.
(2001b)

LC ERC 1.679 1047 166 1135 de Jong et al. (2001b)

a Küchle et al. (1994).
b RECP for U:http://www.theochem.uni‐stuttgart.de/pseudopotentials/index.en.html
c Hay and Martin (1998).
d Ermler et al. (1991).

Table 17.4 (Contd.)

Method AE or ECP
RU¼O

(Å)
n1
(cm�1)

n2
(cm�1)

n3
(cm�1) References
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complexes [UO2(OH)4]
2–, [UO2(OH)5]

3–, and [UO2(OH)4(H2O)]
2– found at

high pH, and the halide species [UO2X4]
2– found in crystals (Fig. 17.6). In

this class of [UO2Ln] complexes, the equatorial ligands are weak s‐donors.
In this case, the U atom can use acceptor orbitals oriented in the equatorial

plane that are not utilized in the bonds with the actinyl oxo atoms. The orbitals

that in principle can act as acceptors in the equatorial plane include the 6d(x2–y2),

6d(xy), 5f(x3–3xy2) and 5f(y3–3x2y), and, to a lesser extent, the 7s and 7p

orbitals. In the case of hydroxo complexes, the OH– ligands can be p‐donors
and can compete with the metal orbitals involved in the U¼O pu and pg bonds.
Clavaguéra‐Sarrio et al. (2003b) have recently reported a DFT study of

the binding energies and geometries of UO2L
qþ
2 ðq ¼ 0; 2Þ complexes with 33

different ligands L with the goal of predicting preferred coordination geome-

tries. They determined that ligand polarization and charge transfer to the

uranyl ion are likely to be necessary in any force‐field model for uranyl–ligand
bonding.

(a) Aqua complexes

Aqua complexes of actinyls have been studied in solution and the solid state

using extended X‐ray absorption fine structure (EXAFS) spectroscopy (Allen
et al., 1997), X‐ray crystallography (Alcock and Esperas, 1977; Aaberg et al.,

1983), and X‐ray scattering (Neuefeind et al., 2004). The experimental studies

show a preferred coordination number of five water molecules. The

[UO2(H2O)5]
2þ ion is the commonly observed U(VI) species in aqueous solution

at low pH (Fig. 17.6) and consequently this complex has been the subject of

several recent theoretical studies (Gropen, 1999; Spencer et al., 1999; Tsushima

and Suzuki, 1999; Wahlgren et al., 1999; Hay et al., 2000; Fuchs et al., 2002;

Clavaguéra‐Sarrio et al., 2003a) including DFT‐based approaches and model
potentials with Douglas–Kroll corrections. The oxygen atoms of the five water

molecules are coordinated in nearly perfect five‐fold symmetry about the uranyl
ion, with the water molecules nearly perpendicular to the equatorial plane.

Subtle differences in the structure of this complex are obtained among the

calculations (Table 17.5). The AIMP‐DK and DFT calculations with

LDA and B3LYP functionals all predict U¼O bond lengths in the range

1.75–1.78 Å. These theoretical results are in good agreement with the EXAFS

solution bond length of 1.76 Å, which is slightly longer than the solid state value

of 1.71 Å. The U‐OH2 bond lengths are predicted to be 2.42–2.52 Å in the DFT

calculations, which compare favorably with the experimental bond lengths of

2.41–2.45 Å (Hay et al., 2000). In the DKH studies (Fuchs et al., 2002), the

effects of solvation were included where the U¼O bond length decreased from

1.771 to 1.662 Å while the U–OH2 bond length increased from 2.530 to 2.639 Å.

Several studies have addressed the issue of why five is the preferred coordina-

tion number for H2O with UO2þ
2 (Spencer et al., 1999; Tsushima and Suzuki,

1999; Hay et al., 2000). In particular, several groups have explored the relative
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energetics of binding four, five, or six water molecules to various actinyl ions.

These approaches used a combination of energies from density functional

calculations, thermodynamic quantities derived from calculated vibrational

frequencies, and solvation energies from dielectric continuum models. Spencer

et al. (1999) used DFT (Becke–Lee–Yang–Parr functional [BLYP]) calculations

to obtain the relative ordering 5 < 4 (þ7.2 kcal mol–1) < 6 (þ18.5) for
[UO2(H2O)n]

2þ species. They obtained a similar ordering pattern for

[PuO2(H2O)n]
2þ ions. Calculations using DFT (B3LYP) and different solvent

Fig. 17.6 Structures of (a) [UO2(H2O)5]
2þ, (b) [UO2(OH)4]

2–, (c) [UO2(OH)5]
3–, (d )

[UO2(OH)4(H2O)]
2–, and (e) [UO2Cl4]

2– as determined by DFT calculations
(rendered from results reported in Schreckenbach et al., 1998, 1999; Wahlgren et al.,
1999; Clavaguéra‐Sarrio et al., 2003a; Sonnenberg et al., 2005).
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models gave a slightly different ordering of 5< 6< 4 water molecules in the first

coordination shell (Tsushima and Suzuki, 1999; Hay et al., 2000). Additional

structures are found with at least one water molecule displaced from the first

shell into the second shell, where the molecule is hydrogen bonded to the uranyl

oxygen atoms rather than directly coordinated to the uranium center.

As one proceeds across the actinide series, there is only a slight change in the

experimental An–O bond length as measured in solution by EXAFS: 1.76 Å in

[UO2(H2O)5]
2þ (Allen et al., 1997), 1.75 Å in [NpO2(H2O)5]

2þ (Reich et al.,

2000; Den Auwer et al., 2003), and 1.74 Å in [PuO2(H2O)5]
2þ (Conradson,

1998). DFT (B3LYP) calculations using LC‐RECPs predict a slight shortening
of bond length of 1.756–1.742 Å across U(VI) to Pu(VI) (Hay et al., 2000)

(Fig. 17.7). In addition the calculations reasonably well describe the decrease

in symmetric and antisymmetric O¼An¼O stretch frequencies across the series

(Jones and Penneman, 1953; Basile et al., 1974). It is somewhat curious that as

the bond lengths are getting slightly shorter, the frequencies are actually de-

creasing – the reverse of the usual correlation. This trend is attributed to the

decrease in An(5f)–O(2p) overlap going across the series as the 5f orbitals

become more radially contracted.

The mechanisms for exchange of water (H2O
*) with the aqua complex

[UO2(H2O)5]
2þ were investigated by Vallet et al. (2001). The possibilities of

associative (via a six‐coordinate intermediate), dissociative (via four‐coordinate
intermediate), and interchange (via a concerted symmetric transition state)

pathways were probed using a combination of Hartree–Fock, MP2, and

CPCM (conductor‐like polarizable comtinuum model) solvent model (Fig.

17.8). The calculated activation energies were 74, 19, and 21 kJ mol–1, respec-

tively, for the D‐, A‐ and I‐mechanisms in the solvent. Comparison with the
experimental value of 26 � 1 kJ mol–1 eliminates the D mechanism, leaving it

difficult to distinguish between the A‐ and I‐mechanisms. A later study extended

Table 17.5 Calculated properties of [UO2(H2O)5]
2þ from various theoretical methods,

compared to experimental values for the uranyl aqua complex.

Method
RU¼O

(Å)
RU–O(H)

(Å)
nsym
(cm�1)

nasym
(cm�1) References

BLYP [1.746] 2.550 Spencer et al. (1999)
AIMP‐DK 1.750 2.421 Wahlgren et al. (1999)
HF RECP 1.694 2.545 1091 1149 Hay et al. (2000)
LDA RECP 1.778 2.423 854 945 Hay et al. (2000)
BLYP RECP 1.803 2.516 787 893 Hay et al. (2000)
B3LYP RECP 1.756 2.516 910 1003 Hay et al. (2000)
PBEN (AE) 1.771 2.530 Fuchs et al. (2002)
PBEN (AEþsolv) 1.662 2.639 Fuchs et al. 2002
Expt. 1.76 2.41 869 965 Allen et al. (1997)
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Fig. 17.7 Plots of calculated and experimental vibrational frequencies for
[AnO2(H2O)5]

2þ and [AnO2(H2O)5]
þ species (reproduced from Hay et al., 2000).

Fig. 17.8 Intermediates for exchange of water molecules in [UO2(H2O)5]
2þ by associative

(A), dissociative (D), and interchange (I) mechanisms (adapted from Vallet et al., 2001).
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these studies to exchange in aqua complexes of UOþ
2 , NpO

2þ
2 , and AmO

2þ
2 with

similar findings (Vallet et al., 2004). This same group has modeled electron

exchange between UOþ
2 and UO2þ

2 in solution, examining potential interme-

diates in both outer‐sphere and inner‐sphere electron‐exchange mechanisms
(Privalov et al., 2004). Other than this contribution, relatively little work

has been done on dimeric and polymeric species that can be the dominant

species in solution depending on the conditions. Schlosser et al. (2003) com-

pared all‐electron DFT results on one of the few dimeric complexes for which

there is a crystal structure, [(UO2)2(m
2‐OH)2Cl2(H2O)4]. In addition, the role

of hydrogen bonding in the crystal was studied by adding a layer of water

molecules.

(b) Hydroxide complexes

At higher pH, one finds uranyl species with hydroxide ligands displacing

water molecules coordinated to the metal. The first hydrolysis product

formed is [UO2(H2O)4(OH)]
þ, which can also exist in dimeric form (Clark

et al., 1995). At much higher pH, the [UO2(OH)4]
2– species has been observed

and characterized in the solid state (Clark et al., 1999). The structures of

the tetrahydroxide species have been investigated using DFT techniques

with RECPs (Schreckenbach et al., 1998) and with model potentials with

Douglas–Kroll corrections (AIMP‐DK) (Wahlgren et al., 1999). As shown in

Table 17.6, the calculated U¼O distances agree rather well with experiment

while the U–OH bond lengths are overestimated somewhat by �0.1 Å com-

pared to the crystal structure.

The U¼O bonds in the hydroxide complexes are longer than those in the aqua
complexes. This observation indicates weaker U¼O interactions because of the

competition with the equatorial OH– ligands, which are acting as strong p‐
donors. The lone pair orbitals on the OH– ligands have the proper symmetry to

interact with the pu and pg U–O bonding orbitals of the UO2þ
2 moiety (Schreck-

enbach et al., 1998).

Solution EXAFS studies of uranyl hydroxide complexes in two different

alkaline environments found relatively similar U–OH bond lengths (2.22–2.24

Å) that differ only slightly from the X‐ray structure of [UO2(OH)4]
2– (Clark

et al., 1999; Wahlgren et al., 1999). The number of oxygen atoms in the

equatorial plane was found to be 5 � 0.5. Clark et al. interpret this result in

terms of a [UO2(OH)5]
3– structure. Calculations on the pentahydroxide struc-

ture by Wahlgren et al. gave U–OH bond lengths 0.3 Å longer, and hence they

ruled out this form in favor of the tetrahydroxide. They also examined a third

species with one water and four hydroxide ligands bound to the uranyl. More

recently, Sonnenberg et al. (2005) found a stable pentahydroxide species with

C5v symmetry with no imaginary frequencies having U–OH bond lengths of

2.45 Å without incorporating solvent effects, which would be 0.2 Å longer than

the derived value from the EXAFS analysis.
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Schreckenbach et al. (1998) investigated the possible isomerization of the

tetrahydroxide in which protons are transferred from the equatorial hydroxides

to the uranyl oxygen atoms to reconstitute the tetrahydroxide. Such a mecha-

nism was suggested to account for the scrambling of 18O in the complex in basic

solution (Fig. 17.9). They found an unusual cis‐oxo form with a bent O¼U¼O
bond angle of 128� (Table 17.6) to be a local minimum with a calculated energy

18 kcal mol–1 above the more stable ‘usual’ trans‐oxo form. The barrier between
the two forms was calculated to be 38 kcal mol–1, too high to account for rapid

isomerization via a unimolecular mechanism.

(c) Complexes with bidentate ligands

Actinyl species can be found complexed to other inorganic ligands in a variety

of conditions. Because waste treatments of actinides in solution use nitrates,

actinyl complexes with coordinated nitrate ligands are common (Castellato

et al., 1981; Allen et al., 1996). Actinyl complexes with carbonate ligands are

also common and are especially relevant to studies of actinides in the environ-

ment with naturally occurring minerals, carbonate species are another impor-

tant actinide complex (Clark et al., 1995). Craw et al. examined prototypical

nitrate complexes UO2(NO3)2(H2O)2 at the Hartree–Fock level (Table 17.7) as

well as a sulfate complex and their Pu(VI) analogs (Craw et al., 1995). As shown

Table 17.6 Theoretical and experimental geometries of hydroxyl complexes including
[UO2(OH)4]

2– and related complexes.

Method RU¼O (Å) RU–O(H) (Å) References

[UO2(OH)4]
2–

AIMD‐DK 1.80 2.36–2.38 Wahlgren et al.
(1999)

B3LYP LC‐
RECP

1.842 2.33 Schreckenbach
et al. (1998)

1.87 2.27–2.35 cis‐O¼U¼O form
B3LYP SC‐
RECP

1.84 2.31 Sonnenberg et al.
(2005)

Expt (solid) 1.80–1.83 2.23–2.36 Clark et al. (1999)

[UO2(OH)5]
3– and related species

AIMD‐DK 1.80 2.50 [UO2(OH)4]
2– Wahlgren et al.

(1999)
1.80 2.36–2.38 [UO2(OH)4(H2O)]

2–

B3LYP SC‐
RECP

1.83 2.455 [UO2(OH)5]
3– Sonnenberg et al.

(2005)
EXAFS soln 1.79 2.22 Neq ¼ 5.3 � 0.5a Clark et al. (1999)
EXAFS soln 1.82 2.24 Neq ¼ 5.0 � 0.5a Wahlgren et al.

(1999)

a Values for the coordination number from the EXAFS experiments.
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in Fig. 17.10, the nitrato complexes are coordinated in a bidentate mode. An

analysis of the bonding in these complexes showed primarily ionic bonding

dominated by electrostatic forces.

Gagliardi and Roos (Gagliardi et al., 2001a; Gagliardi and Roos, 2002) have

used complete active space self‐consistent field (CASSCF)/CASPT2 calcula-

tions to examine carbonato complexes of the uranyl and neptunyl ions that

have been the focus of several experimental studies (Clark et al., 1995, 1996;

Docrat et al., 1999). Solid‐state structures with both [UO2(CO3)3]
4– and

[UO2(CO3)3]
5– are known. In both cases, three carbonates bind in the equatorial

plane in a bidentate mode. Experimentally the U¼O bond length increases

from 1.80 to 1.90 Å when the extra electron is added in going from the U(VI)

to the U(V) complex. The calculations also give an increase in the U¼O
bond length of 1.845 to 1.929 Å between the U(VI) and U(V) complexes. Similar

increases in the U–Oeq bond length are also noted. For the Np(V) species

[NpO2(CO3)2(H2O)2]
3–, the calculated Np¼O bond length, 1.854 Å, is be-

tween the U(VI)¼O and U(V)¼O values and is in excellent agreement with the

experimental value of 1.85 Å.

Vázquez et al. (2003) studied tris‐carbonato, tris‐acetato, and related uranyl
complexes using gradient‐corrected DFT using the ADF code also employing a
solvent continuum model. They also explored dimeric complexes with bridging

hydroxide groups and examined the role of Ca2þ counter‐ions and explicit

water molecules. Coupez and Wipff (2003) reported Hartree–Fock and DFT

calculations with diamide ligands (malonamide and succinamide) comparing the

Fig. 17.9 Isomers of [UO2(OH)4]
2– involving conventional trans and unusual cis‐O¼U¼O

linkages (reproduced from Schreckenbach et al., 1998).
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relative stabilities of six‐ and seven‐membered chelate rings in their bidentate
coordination to the uranyl.

17.3.3 ‘Bare’ actinyl species and actinyl ions in solids

While uranyl is the prototypical actinyl ion, with an oxidation state ofþ6, high‐
valent dioxo species are also well known for Np, Pu, and Am. For these

actinides, the ‐yl name has also been applied to the þ5 and þ6 oxidation states
(Katz et al., 1986). In an overview of the electronic structure and spectra of these

ions, Matsika et al. (2001) were able to characterize the strengths of different

interactions found in actinyls. The strongest interaction is the antibonding

one between the 5fsu and the 5fpu and the ligand orbitals, resulting in high
orbital energies for the molecular orbitals mostly derived from these 5f orbitals.

Comparisons between the actinide electron repulsion parameters and the acti-

nide spin–orbit parameter (z5f) indicate that the electron repulsion is more

Table 17.7 Theoretical and experimental bond lengths (Å) of actinyl complexes with
multidentate ligands.

Complex Method R(U¼O) R(U–O) R(U–OH) References

UO2(NO3)2
(H2O)2

HF 1.72 2.56 2.40 Craw et al.
(1995)

expt 1.76 2.40
PuO2(NO3)2
(H2O)2

HF 1.68 2.45 Craw et al.
(1995)

UO2(SO4)(H2O)3 HF 1.74 2.57 2.64 Craw et al.
(1995)

expt 1.75 2.40
PuO2(SO4)(H2O)3 HF 1.70 2.47 Craw et al.

(1995)
[UO2(CO3)3]

4– MBPT2 1.88 2.407 Gagliardi et al.
(2001a)

solv.
PW91

1.86 2.44 Vazques et al.
(2003)

expt 1.80 2.43 Clark et al.
(1996)

[UO2(CO3)3]
5– MBPT2 1.933 2.529 Gagliardi et al.

(2001a)
expt 1.90 2.50 Docrat et al.

(1999)
[NpO2(CO3)2
(H2O)2]

3–
CASPT2 1.854 2.548 2.585 Gagliardi et al.

(2001a)
expt 1.85 2.48 Clark et al.

(1996)
[UO2(acetate)3]

1– solv. PW91 1.81 2.50 Vazques et al.
(2003)

expt 1.76 2.48 Navaza et al.
(1991)
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significant, but that the spin–orbit splitting needs to be included. Lastly, the 5fdu
and the 5ffu orbitals display weak‐field coupling, i.e. the two‐electron open‐
shell state is dluf

1
u rather than d

2
u or f

2
u. The electron configurations for these ions

can thus be characterized as s2uðdufuÞn;s2uðdufuÞn�1p1u;s1uðdufuÞnþ1, with n

ranging from zero to four, the ground states for these configurations for the

various actinyl species are listed in Table 17.8. For example, for f2 systems, the

two actinyl ions studied were NpOþ
2 and PuO

2þ
2 . The lowest state for a given

electron configuration is listed – for example, for the su1ðdufuÞ 3H configura-

tion, that state would be 5F1g for each of the two actinyl ions. Note that the

occupation number for the du and the fu orbitals are given together due to the
strength of the electronic interactions listed above.

As mentioned previously, the COLUMBUS codes have recently enabled two‐
component multi‐reference configuration interaction singles and doubles (SO‐
MRCISD) using CSF expansions on the order of millions. The great advantage

of these calculations for linear molecules is that since the spin–orbit effects are

incorporated in the variational calculation, the resultant states are eigenfunc-

tions of the total z‐component angular momentum, O. A survey of the compu-

tational uranyl literature referred to above reveals little information concerning

Fig. 17.10 Calculated structures of bidentate complexes with (a) nitrate and (b) carbonate
ligands (see Craw et al., 1995; Gagliardi and Roos, 2002).
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excited states. Experimentally, much of the spectroscopic work is based on

actinyl ions in crystalline environments or in solutions. Computational model-

ing of the latter is discussed elsewhere in this review; as for the former, there are

two well‐known approaches: embedded potentials using AIMP, developed

by Seijo and Barandiarán (1999), recently applied to Pa4þ and U4þ defects

in chloride hosts (Barandiarn et al., 2003) and to a study of Pa4þ defects in

Cs2ZrCl6 (Seijo and Barandiarán, 2001), and a layered‐cluster computational
model developed by Winter and Pitzer (1985) and applied to actinyl systems by

Matsika and Pitzer (2001). These authors have also examined the spectral

intensities of actinyl ions (Matsika et al., 2000).

The low‐lying transitions of non‐f0 actinyl species are known to be f!f

transitions, which are formally electric‐dipole forbidden if the molecule has a
center of symmetry based on group theory (Matsika et al., 2001). By adding

equatorial ligands to the actinyl complexes, the center of inversion can be

removed. A study of intensities for NpOþ
2 þ nCl� complexes reveals that, for

the odd n cases (odd being required to remove the inversion point), the n ¼ 5

case reproduces the experimental spectrum (Matsika et al., 2000). Analysis of

the crystal field shows that five‐coordination allows for mixing between the 5ff
and 6dd orbitals, resulting in calculated oscillator strengths that can reproduce
the experimental spectrum.

The excited states of the uranyl ion have been calculated for both gas‐phase
and crystalline environments by SO‐MRCISD (Zhang and Pitzer, 1999;

Matsika and Pitzer, 2001) and by CASPT2 [using Douglas–Kroll for scalar

relativistic effects and RASSI (restricted active space state interaction) with

atomic mean field integrals for spin–orbit effects] (Pierloot, 2003) methods.

Both methods agree with the experimental results (Denning, 1992) as to

the progression of the O values of the low‐lying excited states: 1g, 2g, 3g, 2g,
3g, and 4g. The first three spin–orbit states are derived from the LS term 3Dg
and the next three from 3Fg–note that there is mixing between the two LS
states in the O ¼ 2g and O ¼ 3g states. The latter method appears to have

better quantitative agreement for transition energies (Te) for the fluorescent

transition, which is the 1g ! 0þg transition: 20 363 cm
–1 (for Cs2UO2Cl

2�
4 ) using

Table 17.8 Lowest energy electronic states for various f n actinyl electron configurations
(see Matsika et al., 2001).

Electronic configurationa

n ¼ 0 n ¼ 1 n ¼ 2 n ¼ 3 n ¼ 4
UO2þ

2 UOþ
2 NpOþ

2 PuOþ
2 AmOþ

2

NpO3þ
2 NpO2þ

2 PuO2þ
2 AmO2þ

2

PuO3þ
2

s2uðdufuÞn 1Sþ
0þg

2F5=2u
3H4g

4F3=2u
5Sþ
0þg

s2uðdufuÞn�1p1u 2P1=2u
3G3g 4I9=2u

5G2g
s1uðdufuÞnþ1 3D1g 4H7=2u

5F1g
6Sþ
1=2u

5D4g

a Note that the su orbital refers to the highest ligand‐based occupied orbital.
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SO‐MRCISD, 20 028 cm–1 (for the isolated UO2Cl
2�
4 complex) using CASPT2,

and 20096 cm–1 from experiment.

There are far fewer experimental and computational studies for the neptunyl

ions as compared to uranyl. For the NpO2þ
2 ion, which is an f1 system, the SO‐

MRCISD method gives a bond length of 1.66 Å and a symmetric stretching

frequency of 1059 cm–1 for the gas phase (Matsika and Pitzer, 2000). All‐
electron scalar‐relativistic DFT studies give values from 1.701 to 1.721 Å for

the former and 1011 to 970 cm–1 for the latter, depending on the functional used

(Garcia‐Hernandez et al., 2002). The experimental values (in solution and in the
solid state) range from 1.75 (Clark, 1999; Tait, 1999) to 1.80 Å (Volkoy and

Kapshuhof, 1976) and from 863 to 914 cm–1 (Basile et al., 1974; Budantseva

et al., 2000). Matsika and Pitzer (2001) calculated a bond length of 1.70 Å and

950 cm–1 for NpO2þ
2 doped into Cs2UO2Cl4, values that are much closer to

experiment and which emphasizes the need for comparing theory and experi-

ment for the same phase of matter. The excited states show an interesting

pattern: the ground state is an O ¼ 5/2u state that is 86% 2F5/2u and 14%
2D5/2u,

the first excited state is an O ¼ 3/2u that is predominantly 2D3/2u, followed by a
5/2u state (86% 2D5/2u and 14%

2f5/2u) and a 7/2u state (
2F7/2u). Although the 5fd

orbital is lower in energy than the 5ff orbital, the latter participates more in

the ground state due to the greater spin–orbit splitting of the ff orbital. For

NpO2þ
2 doped into Cs2NpO2Cl4, the calculated Te values for the analogs of

these states are 0, 1663, 5775, and 8463 cm–1 compared to the experimental 0,

1000, 6880, and 7990 cm–1 (Denning et al., 1982a,b), which is good agreement

for this level of theory (Matsika and Pitzer, 2001). Calculations on the energy

of the first charge transfer state, a 4H7/2u state from a s1ud
1
uf

1
u configuration,

are very dependent on the level of correlation. The experimental value is

13264.9 cm–1 above the ground state, and the calculated values differ between

12622 cm–1 (for 15 electrons correlated, in the isolated ion) and 18236 cm–1 (for

seven electrons correlated, in the crystal).

The Pu(VI) plutonyl ion, PuO2þ
2 , is an f

2 system for which there are very little

experimental data. The ground state has been determined by electron spin

resonance (Bleaney, 1955) and spectroscopic methods (Denning, 1992) to be
3H4g. Initial calculations on PuO

2þ
2 led to the proposal of a 3S�

g ground state

derived from a d2u configuration (Craw et al., 1995). However, as mentioned

above, the du and fu orbitals are weak‐field‐coupled and the ground state is
proposed by several authors to be a 3Hg state from a d1uf

1
u configuration (Ismail

et al., 1999; Maron et al., 1999; Hay et al., 2000). The bond lengths for this

ground state vary from 1.6770 Å using averaged quadratic coupled cluster

(AQCC; Maron et al., 1999) to 1.6883 Å using B3LYP (Ismail et al., 1999).

Examination of vertical excitations show the importance of spin–orbit splitting,

as the ground state is more properly labeled as an O ¼ 4g state. The progression

of states shows the interposition of states derived from different LS states, the
total spin–orbit splitting between the O¼ 4g and O¼ 6g states is 7849 cm

–1 from

two‐step quasi‐degenerate perturbation theory calculations byMaron et al. (1999)
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and 9613 cm–1 from a SO‐MRCISD calculation (Blaudeau et al., unpublished).

Hay et al. (2000) also performed spin–orbit studies on plutonyl, as well as on the

aqua complexes. Recently, an EPCISO calculation has been performed by

Clavaguéra‐Sarrio et al. (2004), which predicts the splitting between the

O ¼ 4g and O ¼ 6g states to be 14329 cm
–1 (see Table 17.9 for the splittings of

the 3Hg and
3S�

g states; note that there are other states in the spectra that are not

listed in the table). Their explanation of the discrepancy between this calculation

and the previous ones are due to the inclusion of spin–orbit polarization effects

in the EPCISO method. All of the calculations show the interspersing of the O
states derived from differentLS states, and thus the importance of incorporating
spin–orbit methods in the calculations. A charge‐transfer state, 5F1g state from
a s1ud

2
uf

1
u configuration, is found in the latter set of calculations at an adiabatic

Te of 20 279 cm
–1; the experimental value is 19000 cm–1 (Jørgensen, 1970).

Comparing the calculated excited states for the isoelectronic species NpOþ
2

and PuO2þ
2 , the transition energies are lower for the monocation, e.g. the first

excited state, with O ¼ 0þg , lies at 3366 cm
–1, compared to 3951 cm–1 for the

plutonium species (Matsika and Pitzer, 2000; Blaudeau et al., unpublished).

What is most significant for these results is that they illustrate the absolute need

to include spin–orbit effects for open‐shell actinide systems. Interestingly, the
study by Clavaguéra‐Sarrio et al. (2004) show that the geometries and frequen-

cies of these states are very similar due to the atomic nature of the 5fd and the
5ff orbitals. Thus, single‐reference methods, such as DFT, can still predict the
structural properties of these molecules, although wavefunction techniques that

include spin–orbit effects are required to predict the electronic spectra.

17.3.4 Other high oxidation state oxygen species

There has been much recent experimental and theoretical interest in actinide

oxide species with formal metal oxidation states greater than þ6. Domanov
et al. report the formation of a volatile species they tentatively identify as a

Pu(VIII) oxide, PuO4 (Domanov et al., 2002). They refer to previous work by

Table 17.9 Vertical excitations (cm–1) for the O states derived from the 3Hg and 3S�
g

states of PuO2þ
2 , showing interspersing of the O states.

O Major LS state CIPSOa EPCISOb Variational spin–orbit MRCISDc

6g
3Hg 7849 14329 9613

1g
3S�

g 7044 6068 5816
5g

3Hg 6593 8037 5158
0þg

3S�
g 4295 4194 3951

4g
3Hg 0 0 0

a Maron et al. (1999).
b Clavaguéra‐Sarrio et al. (2004).
c Blaudeau et al. (unpublished).
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Pershina and coworkers that had concluded that such a species in solution

would be thermodynamically unstable (Ionova et al., 1981; Pershina et al.,

1982). Pyykkö et al. speculated on the existence of neutral UO6, with a formal

oxidation state of þ12 for the uranium atom (Pyykkö et al., 2000). The octahe-

dral structure of this hexaoxide is a minimum for several computational meth-

ods, including DFT and MRCI. However, it is found to have an imaginary

frequency at the Dirac–Fock level. Some earlier studies included calculations on

anionic U(VI) oxides, including UO2�
4 and UO6�

4 , with good agreement to

experimental geometries (Ellis et al., 1982; Pyykkö and Zhao, 1991).

Np(VII) species in solution have been studied by two groups. Williams et al.

(2001) found a NpO�
4 complex, which, in agreement with DFT calculations,

has D2d symmetry. The deviation from planar geometry is slight (the trans‐
O–Np–O angle is 169.8�) but significant, as the planar form has an imaginary

frequency. On the other hand, Bolvin et al. undertook calculations on the

isoelectronic ions NpO�
4 and UO

2�
4 and found the former to be square planar

and the latter to be tetrahedral (Bolvin et al., 2001a,b). Both studies agree that

the increased contribution of the 5f orbitals destabilize the tetrahedral forms,

and the different geometries for the Np and the U complexes are due to the

lower energy of the 5f orbitals for Np(VII) compared to U(VI).

17.4 ACTINIDE HALIDE COMPLEXES

The actinide halides, particularly UF6, have occupied a central role in actinide

chemistry since theManhattan Project. The high vapor pressure of UF6 at room

temperature made it the compound of choice to use in the gaseous diffusion

cascade process for the separation of uranium isotopes. In addition, UF6 is the

most promising candidate for laser‐induced isotope enrichment, in which

the isotopic shifts of optical excitations are used to achieve isotope separation.

The irradiation of UF6 also generates the unsaturated photoproducts UF5 and

UF4, which formally are f
1 U(V) and f2 U(IV) complexes, respectively. Because of

the dominant role these compounds play in actinide technology, the electronic

structure of the ground and excited states of these highly symmetric (in the gas

phase) uranium fluorides and related actinide halides has intrigued experimental

and theoretical actinide chemists. In this section, some of the more recent

theoretical calculations on the electronic structure of molecular actinide halides

will be presented.

17.4.1 UF6 and related complexes

The properties of actinide halides have been extensively studied both experi-

mentally and theoretically. Much as the uranyl ion has been for oxo chemistry,

the hexafluoride UF6 has been the benchmark for theoretical studies of actinide

halides over the past 25 years. Early electronic structure studies of UF6 have
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been extensively reviewed by Pepper and Bursten (1991) and included REX,

nonrelativistic and relativistic MS‐Xa calculations, and relativistic ECP calcu-
lations. The principal focus of these studies was on the energies of the occupied

orbitals, the participation of the 5f orbitals in the bonding, and the nature of the

excited states. The highest occupied valence orbitals, shown schematically in

Fig. 17.11, arise naturally from the symmetry‐adapted combination of six sets of
fluorine 2p orbitals with admixture of 6d and 5f character on U. The two lowest

Fig. 17.11 Schematic energy‐level diagram for UF6 without (left) and with (right) spin–
orbit coupling (adapted from Hay, 1983).
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orbitals in this set, of eg and t2g symmetry, are of the proper symmetry for 6d

mixing from the U, while the higher energy occupied orbitals of t1u and t2u
symmetry can have 5f admixture. The lowest virtual orbitals having a2u, t2u, and

t1u symmetry essentially comprise the 5f set of orbitals. As one goes down the

actinide series from UF6, a formally 5f
0 system, to NpF6 (5f

1) and PuF6 (5f
2),

the additional electrons populate this manifold of orbitals that are unoccupied

in UF6. When spin–orbit effects are included, only modest splittings are

observed with the exception of the highest occupied orbital (2t1u), which, in

addition to some 5f character, also has significant mixing with the occupied 6p

orbital of U. This mixing leads to a large splitting (�1.2 eV) between the

two spinor components g8u and g6u, where g8u and g6u are the double‐group
symmetries arising from the 2t1u level when spin–orbit effects are included.

Several studies in recent years of UF6 have been carried out using the modern

approaches described in the earlier section. Hartree–Fock‐based approaches
include all‐electron Hartree–Fock and Dirac HF calculations by de Jong

and Nieuwpoort (1996) and RECP studies (Hay and Martin, 1998). Density

functional approaches include DS‐DV by Onoe et al. (1993), all‐electron
Douglas–Kroll local density (SVWN), and valence‐electron SVWN by

Garcia‐Hernandez et al. (2002), and quasi‐relativistic BLYP using ADF

by Schreckenbach (2000). In Table 17.10, the energies of the occupied orbitals

are shown from selected theoretical Hartree–Fock and DFT approaches. In

general, we note that the predicted ionization potentials from Hartree–Fock‐
based methods using the orbital energies according Koopmans’ theorem begin

around 17 eV, which is considerably higher than the first observed peak at 14.1 eV

in the photoelectron spectra. DFT methods give somewhat correspondingly

lower predicted IPs ranging from 8 eV for a scalar (DV‐DS), 11 eV for

gradient‐corrected (QR‐PW91), and 12 eV for hybrid (B3LYP). Analysis of

the bonding for the DHF wavefunctions showed a charge of þ2.22 on U and

populations 5f (1.82), 6d (1.31), 7s (0.06), while the DV‐DS results showed a
charge of 1.39 on U and populations 5f (2.51), 6d (1.83).

As mentioned in the earlier section on methods, one of the major develop-

ments over the past decade has been the capability to calculate geometries and

frequencies using analytic derivative techniques. The geometries and frequen-

cies of the AnF6 hexafluorides have been determined using these capabilities,

quasi‐relativistic DFT by Schreckenbach et al. with ADF, and all‐electron
Douglas–Kroll DFT by Garcia‐Hernandez et al. (Hay and Martin, 1998;

Schreckenbach et al., 1999; Garcia‐Hernandez et al., 2002) and with RECPs

using Hartree–Fock and DFT approaches. The results are summarized in Table

17.11 and compared with experiment (Seip, 1965; Kimura et al., 1968;

McDowell et al., 1974). Generally the experiences from these investigations

have shown that methods that predict bond lengths accurately also typically

calculate vibrational frequencies in good agreement with experiment. In

this regard the LDA approaches (SWVN) either with RECPs or in all‐electron
DKH calculations are a good compromise in computational effort and
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accuracy. Hartree–Fock approaches underestimate U–F bond lengths (and

overestimate vibrational frequencies) whereas the opposite is true for gradi-

ent‐corrected DFT methods. Hybrid approaches give predictions of bond

lengths and frequencies similar to local density approaches.

The calculation of bond energies is a more difficult challenge for theoretical

methods. Coupled with this is the relatively sparse database of thermochemical

properties for actinide‐containing molecules. For the uranium fluorides and

chlorides, however, there is thermochemical data for most of these species,

and the bond energy in UF6 to form UF5 þ F is especially well known:

70 � 2 kcal mol–1, as measured by Hildenbrand and Lau (1991). Recently

Batista et al. (2004b) carried out a systematic study of DFT approaches in

their predictions of this bond energy. In addition the results of all‐electron
Douglas–Kroll–Hess results were compared using the same functionals. These

results are summarized in Table 17.12. Among the main conclusions is that the

SC‐RECP (60‐electron) potential of Küchle et al. is required to give agreement
with the all‐electron DKH results with a given functional. By contrast the

results with the 78‐electron LCRECP (not shown in the table) overestimates
the bond energy for a particular method by 40–50 kcal mol–1 compared to the

SC‐RECP and DKH result. When corrected for zero‐point and spin–orbit

effects, the agreement between the hybrid DFT (B3LYP, PBE0), all‐electron
DKH and experiment is within the experimental uncertainties. These authors

also presented an analysis of the effects on vibrational frequencies with

variation of functionals and types of core potentials.

Table 17.11 Experimental and calculated bond lengths (Å) and vibrational frequencies
(cm–1) for UF6.

VWN
B3LYP

Expt
RECP
(60e)

RECP
(78e) DK‐VWN QR‐BLYP

RECP
(78e)

R(U–F) 1.996,
1.999

2.000 1.992 1.998 2.010 2.014

n1 (a1g) 667 652 658 655 654 653
n2 (eg) 534 565 552 547 541 552
n3 (t1u) 626 657 630 626 618 647
n4 (t1u) 186 174 175 167 185 191
n5 (t2g) 200 169 147 142 183 178
n6 (t2u) 143 141 110 104 141 150
|avg.
error|

– 20 21 24 8 15

References Seip
(1965);
Kimura
et al.
(1968)

Garcia‐
Hernandez
et al. (2002)

Hay and
Martin
(1998)

Garcia‐
Hernandez
et al. (2002)

Schreckenbach
et al. (1999)

Hay and
Martin
(1998)
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The spectroscopy of the excited electronic states of UF6 shows broad rela-

tively unstructured bands in the ultraviolet region with the first strong peak

occurring at 5.4–5.8 eV (C‐band) and weaker peaks at lower energies 3.2–3.4 eV
(A‐band) and 3.8–4.6 eV (B‐band) (Hay, 1983). Excited states were probed using
earlier QR‐MS (Boring and Wood, 1979), DS‐DV (Koelling et al., 1976), and

RECP‐SO (Hay, 1983) methods; there have been surprisingly few recent studies

using newer techniques. Qualitatively the methods assign the weaker bands to

‘u‐to‐u’ dipole‐forbidden excitations such as t1u (8u) to the virtual 5f manifold
while the strong C band is variously assigned to allowed ‘g‐to‐u’ excitations such
as t1g–t1u, a1g–t1u, and t1g–t2u.

The structures and vibrational properties of UF6, NpF6, and PuF6 were

studied using DFT approaches with LC‐RECPs (Hay and Martin, 1998)

where the best agreement with available experimental data was obtained at

the local density (SVWN) and hybrid (B3LYP) functionals. All‐electron DKH
calculations on NpF6 had similar conclusions (Garcia‐Hernandez et al., 2002).
The predicted Np–F bond lengths were 1.978 Å (VWN), 2.008 Å (BP), and

2.019 Å (PBEN) of which the local density VWN value agrees most closely with

experiment (1.981 Å). By comparison the LC‐RECP calculations with B3LYP
hybrid functional and VWN functionals predicted a bond length of 2.013 and

1.998 Å, respectively.

Schreckenbach (2000) compared QR‐PW91 and ECP‐B3LYP calculations on
the chlorine‐substituted fluoride series UF6–nCln and the related methoxide

series UF6–n(OCH3)n. Batista et al. (2004a) computed the equilibrium structures

of the UFn and UCln series of halide species for n ¼ 1–6 using ECP‐B3LYP
calculations. They found structures and corresponding symmetries as follows:

UF5 (C4v), UF4 (Td), UF3 (C3v), and UF2 (C2v), as shown in Fig. 17.12, and

similarly for the chloride analogs. Gagliardi et al. (2002) optimized the equilib-

rium geometries of ThX4 (X ¼ F, Cl, Br, and I) and computed the vibrational

frequencies, of which only n3 and n4 had been measured for gas‐phase ThF4 and
only n3 had beenmeasured for gas‐phase ThCl4. Mochizuki and Tatewaki (2003)

Table 17.12 Comparison of calculated and experimental values of the bond dissociation
energy of UF6 (kcal mol

–1) (see Batista et al., 2004b).

Method

Scalar‐relativistic SO and ZPE corrections

SC‐RECP DKH SC‐RECP DKH

HF –5.7 7.7
LSDA (scal) 124.4 123.7
PBE (grad corr) 98.6 99.1
PBE0 (hybrid) 73.8 74.4 68.3 68.9
B3LYP (hybrid) 75.0 75.8 69.6 70.4
Expt a 70 � 2

a Hildenbrand and Lau (1991).
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have reported DHF studies on CmFn (n ¼ 1–4). The bonding was found to be

largely ionic in character, with some donation from the F 2p to the Cm 6d

orbitals.

The electronic structure of the 5f1 actinide hexahalide complexes PaX2�
6

(X¼ F, Cl, Br, I), UX�
6 (X¼ F, Cl, Br), and NpF6 were studied using relativistic

DV‐Xa approach (Kaltsoyannis and Bursten, 1995). Increased 5f partici-

pation was found in going from Pa to U to Np while the metal character

remained relatively unchanged as one proceeds from F down to I. Electronic

transition energies were calculated using the Slater’s transition state method

(Slater, 1974).

17.4.2 Actinide oxyhalides

Complexes containing halides and the actinyl AnO2þ
2 unit represent another

interesting class of species. The properties of uranyl halide species [UO2X4]
2– are

known in solid state structures for the chlorides but there are no known

structures for the fluorides. While [UO2Fn]
2–n species exist in solution for

n ¼ 0–5, the solid state fluoride structures include dimers, neutral UO2F2 with

six equatorial fluorine ligands around each U, and uranyl complexes with five or

six equatorial F or H2O ligands. In Table 17.13, the results of calculations on

[UO2F4]
2– and [UO2Cl4]

2– are shown along with experimental values for various

crystal structures of the chloride complexes. The bonding is analogous to the

tetrahydroxide species discussed above except that the halides are much poorer

p‐donors than hydroxide ligands. The computational studies to date have

focused primarily on the structures, vibrational frequencies, and to some extent

on the thermodynamics with regard to overall stability with less emphasis on the

nature of the bonding.

Recently, Straka et al. (2001) have examined all possible [UO2Fn]
qþ species

with f0 configuration using DFT approaches. These include the known UO2F2
species and other reactive forms, some of which have been detected in mass

spectra and matrix isolation studies. Some of these predictions are also given in

Table 17.13. In addition, they examined other actinides from Pa through Am

with f0 configurations where the trends in bond lengths as a function of the

actinide and the coordination number were examined (Fig. 17.13). Most recently,

Straka (2005) has used DHF calculations to explore the bonding in later

actinide AnO2F4 (An ¼ Pu, Cm, Cf, Fm) complexes. These calculations suggest

that the Pu and Cm species have D4h symmetry and are stable with respect to

decomposition to the elements. Infante and Visscher (2004a) investigated sol-

vated forms of [UO2F4]
2– complexes and especially on the relative stability of

one vs two aqua equatorial groups in the first coordination shell in a study that

combined quantum and classical (QM/MM) methods. In a related study, Wang

and Pitzer (2001) studied the various structures arising from UO2F2(H2O)n,

for n ¼ 2–4 and the results for n ¼ 2 are shown in Table 17.13. The possibi-

lities of bonding in the series UF4X2 for a variety of pseudohalide ligands
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X (H,Cl, CN, etc.) were probed by Straka et al. (2003) by computing the

structures, frequencies, and thermochemistry with SC RECP calculations with

the B3LYP functional. By examining substitution energies of 2X for 2F in UF6,

they were able to gauge relative stabilities. While none of the complexes was

more stable than UF6, they found relative stabilities NCO< Cl<NC<NCS<
CN <OCN< SCN and related these trends to the poorer p‐accepting ability of
CN, for example, relative to NC and other ligands.

Kovács et al. (2004) used the ZORA approach to determine the structures,

vibrational analyses, and bonding of UX6 and UO2X2 (X ¼ F, Cl, Br, I)

molecules. The UX6 complexes maintained Oh symmetry, while the UO2X2
complexes, which have C2v symmetry, showed structural variations with the

heavier halides, with the O¼U¼O and X–U–X bond angles decreasing as the

Fig. 17.12 Calculated structures of UFn (n ¼ 1–6) species (adapted from Batista et al.,
2004a).
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halide ligands get heavier. For example, the X–U–X angle decreases from

110.6� for UO2F2 to 97.5� for UO2I2. They report the uranium 5f plays a

predominant role in the orbital interactions, with increased contribution from

the 6d in the heavier halide complexes.

17.5 ACTINIDE ORGANOMETALLICS

The growth in actinide chemistry following the Manhattan Project coin-

cided with the birth of modern organometallic chemistry that followed the

discovery of ferrocene in the early 1950s. It is therefore not surprising that

actinide organometallic chemistry has developed into a thriving field. The

growth in the chemistry and spectroscopy of actinide organometallics has

been nicely reviewed in a series of articles by Marks (1976, 1979, 1982) and in

Chapters 25 and 26. The study of organoactinide compounds benefits from

some of the typical advantages of organometallic chemistry, including the use

Fig. 17.13 Calculated structures of AnO2Fn (n¼ 1–5) species (adapted from Straka et al.,
2001).
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of weakly coordinating nonaqueous solvents, the intrinsically molecular nature

of organometallic compounds, and the well‐developed arsenal of spectroscopic
probes developed for organometallic systems. In this section, we will discuss

theoretical aspects of the electronic structure of the major classes of organoac-

tinide complexes, with an emphasis on systems in which an actinide atom is

bonded to two or more cyclic hydrocarbyl ligands.

17.5.1 Actinocenes

Thehistory of the actinocenes,An(COT)2 (COT¼ Z8‐C8H8), dates back to 1963,

when R.D. Fischer first predicted that uranocene would be a stable compound,

i.e. the actinide analog of the prototypical d‐element sandwich molecule ferro-
cene (Fischer, 1963). Five years later, Streitwieser andMüller‐Westerhoff (1968)
reported the synthesis and characterization of U(COT)2, thereby opening up a

whole new area of organometallic chemistry. Subsequently several other acti-

nocenes and actinocene anions were reported (Streitwieser, 1984; Streitwieser

and Kinsley, 1985; Parry et al., 1999), with An ¼ Th, Pa, Np, Pu, and Am.

Much of the chemistry of actinocenes has been the subject of recent reviews

(see, for example, Roesky, 2001; Seyferth, 2004) and is detailed in Chapter 25.

The actinocenes have proved an irresistible challenge for many theoretical

groups, due partly to the high molecular symmetry (which allows the relative

roles of the 6d and 5f orbitals of the metal to be differentiated) and to the fact

that M(COT)2 compounds occur only in the f‐block. These researchers have
employed many different computational techniques, ranging from relativistic

EHMO theory (Pyykkö and Lohr, 1981), to intermediate neglect of differential

overlap (INDO; Cory et al., 1994), to more sophisticated ab initio methods

(Chang and Pitzer, 1989; Chang et al., 1994; Dolg et al., 1995; Liu et al., 1997),

as well as density functional approaches (Rösch and Streitweiser, 1983;

Boerrigter et al., 1988; Kaltsoyannis and Bursten, 1997; Li and Bursten,

1998). In this section, we shall review the issues that have been addressed by

these studies, and summarize the key conclusions.

(a) Geometric structures of the actinocenes

The crystal structures of Th(COT)2 and U(COT)2 were reported in 1972 by

Avdeef et al. (1972). Both molecules were found to have planar and parallel

carbocyclic rings, sandwiching the metal center in an eclipsed (D8h) orientation.

It has been common practice for theoretical studies to assume the crystallo-

graphic geometry (e.g. Pyykkö and Lohr, 1981; Chang and Pitzer, 1989;

Kaltsoyannis and Bursten, 1997), and there have been very few attempts to

calculate the geometry of actinocenes. Most of these have focussed on optimiz-

ing the metal–ring distance while retaining both D8h symmetry and planar rings.

The results are summarized in Table 17.14, from which it can be seen that the

metal–ring distance is generally overestimated.
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In 1998, Li and Bursten reported fully optimized geometries for Pa(COT)2
using relativistic DFT with a variety of different functionals (Li and Bursten,

1998). They found that the D8h and D8d (staggered) structures were essentially

isoenergetic (providing some late‐in‐the‐day computational justification of the
ubiquitous assumption of D8h symmetry in previous theoretical studies), and

that the PW91 functional best reproduced the average of the experimental

metal–ring distances in Th(COT)2 and U(COT)2. They also found that the

hydrogen atoms are tilted toward the metal atom by as much 9�, suggesting
that the previous universal assumption of ring planarity in Pa(COT)2 in partic-

ular and actinocenes in general may be a source of error and a possible reason

for discrepancies between theoretical and experimental data. A ball‐and‐stick
representation of the optimized PW91 geometry of Pa(COT)2 under the

constraint of D8h symmetry is shown in Fig. 17.14.

(b) Orbital interactions in the actinocenes

In 1998, Dolg and Fulde wrote: ‘‘any discussion of atomic or molecular elec-

tronic structure in terms of orbitals and single configurations....is a simplifica-

tion, which works in many but not in all cases” (Dolg and Fulde, 1998). They

were writing with reference to the lanthanocenes and actinocenes, and in par-

ticular to their finding that the ground state of the 4f systems are not well

represented by a single configuration, a result which they predicted to also

hold for the later actinocenes. Notwithstanding these observations, we will set

out the basic electronic structure of the actinocenes within the usual orbital

approach. This brings with it the conceptual advantages of the independent‐
particle description, and serves as a good starting point for discussion of the

effects of relativity, the calculation of excited‐state properties, and the introduc-
tion of multi‐configurational character to the molecular wavefunctions.

Table 17.14 Optimized metal–ring centroid distances (Å) in An(COT)2 (M ¼ Th to Pu).

Metal

Method

HFSa MP2b MCSCFc PW91d Expt.e

Th 2.08 1.998 2.004
Pa 2.02 1.975
U 1.98 2.047 1.923
Np 1.97
Pu 1.96

a Boerrigter et al. (1988).
b Dolg et al. (1995).
c Liu et al. (1997).
d Li and Bursten (1998).
e Avdeef et al. (1972).
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The generally accepted orbital interaction diagram for the actinocenes is

given in Fig. 17.15. The eight‐carbon 2pp atomic orbitals of a D8h C8H8 ring

give rise to eight molecular orbitals (MOs) transforming as a2u, e1g, e2u, e3g, and

b1u in order of increasing energy. These orbitals are commonly denoted pn
(n ¼ 0–4), where n is the number of vertical nodes (i.e. nodes perpendicular to

the plane of the ring). In a ligand field of two COT rings, these pMOs give rise
to the combinations shown in the second column from the right in Fig. 17.15.

The valence atomic orbitals (AOs) of the actinide elements that interact with the

(COT)2 ligands are primarily the 5f and the 6d. It is common practice to take

advantage of the pseudoaxial nature of the D8h (COT)2 ligand‐field and label
the metal orbitals as s, p, d, and f, corresponding to ml ¼ 0, �1, �2, or �3
respectively. In the absence of spin–orbit coupling, the 5f orbitals split in the

(COT)2 ligand field as e3u (ff)  a2u (fs) < e1u (fp) � e2u (fd), the strong
destabilization of the latter resulting from their significant interaction with

the highest occupied e2u ring pp levels. The 6d orbitals split as a1g (ds) � e2g
(dd) < e1g (dp), and the total d‐orbital splitting is larger than for the 5f on
account of their greater radial extension and hence greater interaction with the

ligand field.

Fig. 17.14 Representation of the optimized structure of protactinocene, Pa(�8‐C8H8)2,
from scalar‐relativistic DFT (PW91) calculations (apdated from Li and Bursten, 1998).
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(c) Electronic configurations, ground states, and oxidation states

in the actinocenes

In their 1994 INDO study, Cory et al. found that the highest occupied MO

(HOMO) of Th(COT)2 was the ring e2u orbital, and that the metal‐based levels
were empty (Cory et al., 1994). Moving across the actinides increased the

number of metal electrons from 1 for Pa(COT)2 to 4 for plutonocene, and it

was found that all of these electrons occupy the e3u (ff) orbitals. These findings
are consistent with the experimental observations that Th(COT)2 and

Pu(COT)2 are diamagnetic (although the magnetic moment of Pu(COT)2 exhi-

bits unusual temperature dependence), that Pa(COT)2 and Np(COT)2 have

doublet ground states, and that uranocene has a triplet ground state (Karraker

et al., 1970; Hayes and Edelstein, 1972; Karraker, 1973). Chang et al. (1994) also

Fig. 17.15 Principal interactions between the orbitals of two COT rings and the valence
orbitals of an actinide atom in forming the frontierMOs of the actinocenes under D8h single‐
group symmetry (reproduced from Li and Bursten, 1998).
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concluded that An(COT)2 (An ¼ Pa to Pu) have the 5fn (n ¼ 1–4) ground state

configuration.

Earlier ab initio (SOCI) work by Chang and Pitzer (1989) on U(COT)2 also

concluded that it has an f2 ground state configuration. These authors reported

that the best simple description of the ground state was weak‐field L–S 3H4,

with |Mj|¼ 3, whereMj is the magnetic quantum number. In the notation of the

D�
8h double point group, the spin–orbit‐coupled ground state is E3g (see below

for more on spin–orbit coupling). Several configurations were found to contrib-

ute to this state, the leading one being pðe2uÞ4e13ue11u, i.e. ff1fp1. Several years
later, Liu et al. (1997) also found that the ground configuration of uranocene is

5f2, although they calculated that the leading configuration to the ground state

is ff1fs1.
In 1995 Dolg et al. used the MRCI and averaged coupled‐pair functional

(ACPF) ab initio methods to study Th(COT)2 and its lanthanide analog Ce

(COT)2. They concluded that the ground state of Th(COT)2 is
1A1g, and that the

dominant configuration to this state is p(e2u)
4f0d0, i.e. that there are no metal‐

based valence electrons (Dolg et al., 1995). Ce(COT)2 was also found to have

a 1A1g ground state, but the p(e2u)
4 configuration was in this case found to

contribute only 20% to the ground state. The dominant contribution ( 80%)

comes from the pðe2uÞ3fd1 configuration, in which the electrons are antiferro-
magnetically coupled in two MOs, and the direct product of their spatial

symmetries is A1g. Thus Ce(COT)2 is best described as having a single metal‐
localized valence f‐electron, i.e. as a Ce(III) compound containing two formally
COT1.5– rings. This view, which was soon verified experimentally by Edelstein

et al. (1996), is by contrast to that held historically, which saw both Ce(COT)2
and Th(COT)2 as M(IV) species.

Dolg and Fulde (1998) subsequently concluded that all of the lanthanocenes

are Ln(III) compounds, and predicted that the later actinocenes should also be

viewed in this way. By contrast, the early actinocenes are best described in the

traditional manner, i.e. as An(IV) compounds with two COT2– rings and a single

dominant p(e2u)
4f n configuration. It is perhaps rather fortunate then that the

only actinocenes to have been studied by single‐reference density functional
methods are Th(COT)2–Pu(COT)2, precisely those that ab initio calculations

suggest should be amenable to study by single‐reference techniques.
Of those density functional studies, the most comprehensive remains the 1988

contribution from Boerrigter et al. (1988), which surveyed the first five actino-

cenes from Th(COT)2 to Pu(COT)2 using both nonrelativistic and relativistic

HFS techniques. Their nonrelativistic calculations concluded that Th(COT)2–

Pu(COT)2 have between 0 and 4 5f electrons, respectively, and that these elec-

trons occupy the ff, fs, and fp levels equally. The relativistic spin–orbit‐coupled
calculations also find 0–4 5f electrons, occupying closely spaced e5/2u and e1/2u
levels ðD�

8hÞ. They concluded that both of these spin–orbit‐coupled levels are
composed primarily of atomic 5f5/2 character, and may be traced mainly to the

ff nonrelativistic molecular orbital. Two subsequent DFT studies of Pa(COT)2
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(Kaltsoyannis and Bursten, 1997; Li and Bursten, 1998) concur with the

findings of Boerrigter et al.

(d) Metal–ring covalency

One of the most appealing features of actinocene electronic structure is the way

in which the D8h point group separates the metal’s d‐ and f‐orbitals into
irreducible representations of g and u parity, thus preventing them from mixing

with the same ðCOTÞ4�2 levels. There have been many estimates of covalency in

the actinocenes, and in particular much has been made of its separation into d

and f contributions. The metal content of the ring‐based e2g and e2u levels has
been a popular method for estimating the extent of covalency, and Table 17.15

collects the data from a range of studies. Uranocene is clearly the molecule for

which most data are available, and it is notable that, while the exact numbers

differ from study to study, all of the calculations show significant metal charac-

ter to the e2g and e2u levels (or their spin–orbit‐coupled equivalents). Boerrigter
et al. (1988) find that the relative roles of the 6d and 5f orbitals alter from Th

(COT)2 to Pu(COT)2, with the extent of 5f covalency significantly increasing

with increasing actinide atomic number.

Other estimates of covalency have been made that do not explicitly involve

the e2u/e2g composition. Chang and Pitzer (1989) calculated a metal charge of

þ0.98 in U(COT)2, much reduced from the formal value ofþ4. They concluded

Table 17.15 Metal 5f (e2u) and 6d (e2g) content (%) of the (COT)2‐based e2u and e2g
molecular orbitals of An(COT)2 (M ¼ Th to Pu).

Metal Orbital

Method

REXa QR‐SW‐Xab HFSc,f DV‐Xad,f MRCIe

Th e2u 12
e2g 19

Pa e2u 16 17
e2g 18 20

U e2u 12 33 22 15
e2g 11 20 16 17

Np e2u 27
e2g 15

Pu e2u 33
e2g 15

a Pyykkö and Lohr (1981).
b Rösch and Streitweiser (1983).
c Boerrigter et al. (1988).
d Kaltsoyannis and Bursten (1997).
e Liu et al. (1997).
f Average of f7/2/f5/2 and d5/2/d3/2 contributions to spin–orbit‐coupled components of e2u and e2g.
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that there is extensive metal–ring covalency, and that this is mainly through the

uranium 6d AOs as the total ðCOTÞ4�2 ! U4þ6d donation is 1.98 electrons,
significantly larger than the 0.5 electrons donated into the metal 5f orbitals.

Dolg et al. (1995) found that the bonding in thoracene is also significantly

covalent and is mainly 6d‐based, using analysis methods similar to those

employed by Chang and Pitzer. Cory et al. (1994) used the metal fd and dd
populations to also conclude that 6d covalency is larger than 5f, although the fd
population increases from Th(COT)2 to Pu(COT)2 while the dd remains ap-
proximately constant.

The consensus from all of these studies is that there is significant mixing of

the metal AOs with the highest occupied pp MOs of the COT rings and that,
for the early actinocenes at least, 6d covalency is larger than that involving the

5f orbitals. Experimental estimates of covalency are not easy to obtain, and

hence it can be difficult to assess the reliability of the computational results.

However, a very important experimental contribution in this area came in 1989

from Brennan et al. (1989), who studied U(COT)2 by variable photon energy

photoelectron spectroscopy. They concluded that (a) the second and

third ionization bands are due unequivocally to the ring e�12u and e
�1
2g ionizations,

respectively (providing good evidence for the MO ordering shown in

Fig. 17.15), (b) there is direct evidence for significant U 5f orbital character to

the ring e2u‐based MOs, and (c) that the position of the e2g ionization band at
higher energy than the e2u band is strong indirect evidence for an even larger U

6d contribution to these MOs.

(e) Electronic transitions in the actinocenes

Thus far we have not considered in detail the effects of relativity on actinocene

electronic structure. However, almost all of the data discussed to this point are

taken from calculations in which some or all of the so‐called scalar‐relativistic
corrections – e.g. the Darwin and mass–velocity terms – have been incorporated

in one way or another. Such an approach is in many cases adequate, but is not

really satisfactory when attempting to understand the electronic transitions of

actinocenes, especially where comparisons with experiment are sought. This

type of investigation requires that spin–orbit coupling effects are also taken

into account. Indeed, non‐spin–orbit‐coupled calculations typically give poor
agreement with experiment when excited states are involved.

(i) Pa(COT)2

Barring f 0 thoracene, Pa(COT)2, is in principle the simplest actinocene in terms

of its electronic transitions, as it has only one metal‐localized valence f‐electron.
It has proved a fertile testing ground for both ab initio (Chang et al., 1994) and

density functional studies (Kaltsoyannis and Bursten, 1997; Li and Bursten,

1998). The effect of spin–orbit coupling on a free f1 atom or ion is to split the
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f‐orbitals into a lower energy f5/2 level and a higher energy f7/2 level, which are
respectively six‐ and eight‐fold spin–orbit degenerate. This splitting is indicated
on the left‐hand side of Fig. 17.16, which is a correlation diagram showing the

effects of spin–orbit coupling and the D8h ligand field on an f
1 ion in a ðCOTÞ4�2

environment. In the absence of spin–orbit coupling but in the D8h field, the f‐
orbitals are split as shown on the right‐hand side of the figure. This f‐orbital
ordering is as presented in Fig. 17.15.

One of the main reasons for the complexity of actinide molecular electronic

spectra is that both the effects of the ligand field and spin–orbit coupling must

be taken into account. This is in contrast to the situation in the d‐block, where
ligand‐field effects dominate, and to the lanthanides where spin–orbit coupling
is the principal perturbation. The central column of Fig. 17.16 shows the

combined effects of spin–orbit coupling and the D8h ligand field on the f
1 ion.

Fig. 17.16 Correlation of the orbitals of an f1 Pa4þ ion split by spin–orbit coupling with
the spin–orbit‐coupled orbitals of Pa(COT )2 under the D

�
8h double group (adapted from Li

and Bursten, 1998).
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All of the spin–orbitals now carry one of the labels of the D�
8h double group,

reflecting the fact that they are now properly characterized by non‐integral total
angular momentum, (i.e. spin þ orbital). These arguments have been developed

in greater detail (Kaltsoyannis and Bursten, 1997; Li and Bursten, 1998).

In Fig. 17.15, the metal d‐based MOs are shown as being less stable than
those arising from the 5f orbitals. While this is certainly the case for uranium/

neptunium onwards, for the very early actinides the 6ds level is comparable

in energy with the 5f manifold. Indeed, the DFT calculations of Boerrigter et al.

(1988) predict the lowest unoccupied molecular orbital (LUMO) of Th(COT)2
to be the 6ds orbital, while for Pa(COT)2 this level lies in amongst the

f‐manifold. This result has been confirmed by other studies (Chang et al.,

1994; Kaltsoyannis and Bursten, 1997; Li and Bursten, 1998) and is taken into

account on Fig. 17.16 by the presence of the e1/2g (a1g) orbital. It might be

expected that the presence of a low‐lying d‐based orbital would have a signifi-
cant effect on calculations of the electronic transitions of Pa(COT)2, and this

has indeed been found to be the case.

Although the optical spectrum of Pa(COT)2 has not been reported, limited

data are available for the octamethyl derivative Pa(TMCOT)2 (Solar et al.,

1980). The latter has an absorption maximum at 380 nm, with a low‐energy
shoulder at 490 nm. Based on comparison with the bathochromic shifts induced

by the replacement of COT by TMCOT in other actinocenes, Solar et al.

estimated that the absorption maximum in Pa(COT)2 would occur at ca. 365

nm. There have been three attempts to calculate the electronic transitions of

Pa(COT)2, and three different assignments of the proposed 365 nm band. All of

the f! f and many of the f! d transitions are formally forbidden, and Chang

et al. (1994) concluded that the 365 nm peak arises from a ligand‐to‐metal
charge transfer (LMCT) transition from the highest occupied ring p2 levels
into the e1/2g (ds) orbital, calculated at 341 nm. Later, Kaltsoyannis and

Bursten (1997) suggested that the band arises from both f! p3 metal‐to‐ligand
charge transfer (MLCT) and p2 ! f LMCT transitions at 351 and 360 nm,

respectively. Most recently, Li and Bursten (1998) concluded that the band is

due to a 368 nm ligand‐field transition from the (predominantly ff) e5/2u
HOMO to one of the spin–orbit‐coupled components of the dd levels. This
latter study, which is the most complete and convincing, also concluded that the

experimental low‐energy shoulder is due to the p2 ! ds transition.

(ii) Th(COT)2 and U(COT)2

As noted above, Th(COT)2 has no metal‐localized valence electrons. Experi-
mentally it has a strong absorption at ca. 450 nm (Streitwieser, 1979), which

Rösch and Streitwieser assigned to an LMCT p2 ! ff transition (Rösch and

Streitweiser, 1983). Subsequent calculations by Dolg et al. (1995) placed this

transition at 230 nm, and assigned the experimental peak to an LMCT p2! ds
transition. This ties in well with the DFT calculations of Boerrigter et al. (1988)

Actinide organometallics 1951



which, as we saw previously, predict the LUMO of Th(COT)2 to be the 6ds
level.

The actinocene for which the most extensive experimental transition energy

data are available is U(COT)2 (Dallinger et al., 1978; Amberger, 1983). These

electronic transitions have been studied computationally by two groups using

SOCI ab initio techniques (Chang and Pitzer, 1989; Chang et al., 1994; Liu et al.,

1997). The experimental and theoretical (allowed transitions only) data are

collected in Table 17.16, from which it may be seen that the two studies concur

as to the assignment of the lowest energy transition, but differ over the nature of

the experimental transition at 0.290 eV. It should be noted that U(COT)2 is

computationally significantly more difficult to handle than either Th(COT)2 or

Pa(COT)2, owing to the presence of two 5f‐based electrons and their significant
mutual repulsion. Such difficulties manifest themselves in the discrepancies

between experimental and theoretical data.

17.5.2 Actinide–cyclopentadienyl complexes

It is now 50 years since the discovery of the first organometallic sandwich

molecule, ferrocene [FeCp2] (Cp¼ Z5‐C5H5) (Wilkinson et al., 1952; Wilkinson,

1975), and in the intervening period, the cyclopentadienyl ligand has become

almost synonymous with organometallic chemistry. Indeed, the first organoac-

tinide compound to be reported was the Cp derivative [UCp3Cl] (Reynolds and

Wilkinson, 1956), and there have been hundreds more subsequently. As with the

actinocenes, Cp–actinide systems have been a target of many theoretical studies,

and those up to 1990 have been reviewed by Bursten and Strittmatter (1991). In

this section, we will summarize these efforts and set out their key conclusions.

Several structural motifs are commonly observed for Cp–actinide complexes.

[AnCp4] systems feature four Z
5‐bonded Cp rings, and are without parallel in

transition metal chemistry. ‘Base‐free’ tris‐Cp complexes and their pseudotetra-
hedral derivatives [AnCp3X] (X ¼ wide variety of ligands) are common and

Table 17.16 Experimental and calculated transition energies (eV) in U(COT)2.

Experimental
energya

Calculated
energyb Assignmentb

Calculated
energyc Assignmentc

0.058 0.109 E3g ! E2g f
2 ! f2 0.062 E3g ! E2g f

2 ! f2

0.290 0.360, 0.364 E3g ! B2g, B1g f
2 ! f2 0.411 E3g ! E1g f

2 ! f2

1.881 2.728 E2g ! E2u f
2 ! f1d1

1.939 2.837 E3g ! E2u f
2 ! f1d1

2.017 2.905 E3g ! E3u f
2 ! f1d1

3.322 p2 ! f2d1 LMCT

a Dallinger et al. (1978) and Streitwieser (1979).
b Chang and Pitzer (1989).
c Liu et al. (1997).
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have been widely studied, as have the bis‐Cp systems [AnCp2] and [AnCp2X2].
The present review makes the somewhat arbitrary division of Cp–actinide

chemistry into these three motifs, i.e. we group the compounds according to

the number of carbocyclic rings bonded to the metal. The motifs are collected

in Fig. 17.17.

(a) [AnCp4] complexes

These compounds are known for Th, Pa, U, and Np, and the crystal structure of

[UCp4] shows it to contain four Z
5‐Cp ligands in a pseudotetrahedral arrange-

ment (Burns, 1973). These systems were the subject of semiempirical and early

DFT studies in the 1970s and 1980s, though they have not been subsequently

probed by more modern methods. Quasi‐relativistic Xa‐SW (QR‐Xa‐SW)
calculations on [ThCp4] and [UCp4] showed that, with the exception of a

small An 7s contribution, the metal does not interact with the p0 MOs of the
Cp rings (i.e. those C 2pp orbitals with no vertical nodes) (Bursten et al., 1985).

By contrast, the Cp p1 levels interact significantly with the An, with donation
into the 6d and, to a lesser extent, 5f orbitals. The 6d–Cp interaction was found

to be more stabilizing than donation to the 5f levels (Bursten and Fang, 1985).

The two metal‐based electrons in the formally U(IV) [UCp4] were found to

Fig. 17.17 Structural motifs exhibited in complexes with actinide atoms and pentahapto-
cyclopentadienyl ligands.
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occupy an essentially pure U 5f orbital of t2 symmetry (Td single‐point group
notation) with parallel spins.

Extended Hückel calculations on [U(Z5‐Cp)4] and [U(Z5‐Cp)3(Z
1‐Cp)]

probed the actinide preference for Z5 coordination (Tatsumi and Nakamura,
1984). The conclusion from these studies was that the all‐Z5 system is indeed

more stable than the (Z5)3/Z
1 arrangement, in agreement with experiment.

(b) ‘Base‐free’ [AnCp3] complexes

The [AnCp3] complexes without an additional axial ligand are perhaps the most

widely studied Cp–actinide system. The metal and the Cp centroids are copla-

nar, giving rise to a virtually D3h molecular symmetry. The interactions of a Cp3
ligand field with a central metal are now well established, based on the results of

extended Hückel, QR‐Xa‐SW, and DV‐Xa studies (Lauher and Hoffmann,

1976; Bursten et al., 1989a; Strittmatter and Bursten, 1991; Kaltsoyannis and

Bursten, 1997), and we now set out the key features. The principal metal–ring

bonding occurs between the valence AOs of the central atom and the highest

occupied p1 MOs of the Cp rings (e
00
1 in the D5h symmetry of a Cp ring), with

a lesser interaction between the metal AOs and the Cp p0ða
00
2Þ level (as was

found for the [AnCp4] systems). In a C3v ligand field, the Cp p0 orbitals give rise
to a1 þ e symmetry combinations, while the p1 orbitals result in a1 þ a2 þ 2e

levels. Ligand–ligand interactions result in the a2 p1 combination being desta-
bilized above the others. This a2 combination is important in that its interaction

(or lack thereof) with the central metal elegantly rationalizes the paucity of the

[MCp3] unit when M is a transition metal and the abundance of this unit for

the actinides. There is no d AO that transforms as a2 symmetry in C3v.

By contrast, the fy(3x2–y2) orbital can stabilize the ligand a2 combination and

provide significant metal–ligand bonding in the process.

A qualitative energy level diagram for the interaction of an actinide atom

with the Cp p1 MOs in a C3v [AnCp3] complex is shown in Fig. 17.18. The 5f/p1
a2 interaction is shown as being the most important involving the 5f orbitals; the

other six 5f‐based levels span a very narrow energy range, reflecting their largely
actinide nature. The relative position of the 5f manifold and the 6dz2 level has

been extensively studied, due in part to the experimental observation that

½ThCp003 �ðCp003 ¼ Z5 � C5H3ðSiMe3Þ2Þ possesses a 6d1 ground configuration

(Kot et al., 1988). The evidence from both Xa‐SW (Bursten et al., 1989a) and

DV‐Xa (Kaltsoyannis and Bursten, 1997) calculations is that at the start of the
actinide series, the 6dz2 orbital lies below the 5f manifold in [AnCp3] complexes.

Furthermore, the d‐below‐f ordering is found to be a relativistic effect, as

nonrelativistic DV‐Xa calculations predict a 5f1 ground configuration for

[ThCp3] (Kaltsoyannis and Bursten, 1997). Xa‐SW studies predict that as the

actinide series is crossed the 5f manifold is stabilized with respect to the 6dz2

level, and hence that the later [AnCp3] compounds have a 5f
n > ground state

configuration (Bursten et al., 1989a).
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The discrepancy between the nonrelativistic and relativistic results for the

ground state configuration of [ThCp3] is an excellent example of the need to

incorporate relativity when calculating actinide electronic structure. More spe-

cifically, the calculated electronic absorption spectrum of 6d1 [ThCp3] is very

different from that from a 5f1 ground state configuration, with intense d ! f

transitions as opposed to weak Laporte‐forbidden f! f transitions. The experi-

mental spectrum of ½ThCp003 � indeed displays intense peaks, consistent with the
6d1 ground state configuration (Kot et al., 1988).

As ever, the nature and extent of metal–ligand covalency has been the subject

of extensive research and discussion (Burns and Bursten, 1989; Jensen and

Bond, 2002). In particular, the relative contributions of the An 6d and 5f AOs

to the two Cp p1‐based e symmetry MOs has come under scrutiny, as these are
the two p1‐based MOs to which both An 6d and 5f AOs can contribute (the a2
level can only have metal 5f character by symmetry, and the a1 orbital is found

to contain almost no metal contribution). Xa‐SW calculations find that the 6dd
and 6dp contributions to these orbitals are much larger than those of the 5f for
the early An, with increasing 5f character to one of the levels (6dp) with
increasing An atomic number (Strittmatter and Bursten, 1991). The total

metal involvement is in the 15–25% range, depending upon the orbital and

compound in question. These results were later corroborated for [ThCp3] by

DV‐Xa calculations (Kaltsoyannis and Bursten, 1997). The An 5f content of the
a2 level was found by Xa‐SW to increase very significantly across the actinides,

Fig. 17.18 Qualitative energy‐level diagram for the interaction of an actinide atom with
the Cp p1 MOs in a C3v [AnCp3] complex.
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to as high as 55% in [CfCp3]. By contrast, the DV‐Xa studies of [ThCp3] find
only 10% metal 5f content in this level.

(c) [AnCp3X] complexes

When a fourth ligand X binds to a [AnCp3] fragment, the Cp ligands pyrami-

dalize to open up a coordination site for the X moiety. Several groups have

investigated the nature of the An–X interaction, with much attention being paid

to the An orbitals involved in the An–X bond. Early extended Hückel work

on [UCp3]
þ indicated that pyramidalization causes a stabilization and hybridi-

zation of the metal 6dz2 and 7pz AOs, resulting in a low‐lying s orbital

that can accept charge from the X ligand (Tatsumi and Nakamura, 1984). A

similar conclusion was drawn from Xa‐SW calculations on [UCp3] and [ThCp3]

(Bursten et al., 1989a), although these studies suggested that the vacant hybrid is

approximately isoenergetic with the 5f levels, in contrast to the extended Hückel

calculations, which place the s acceptor level well above the 5f manifold.
Xa‐SW studies of the U–H bonding in [UCp3H] support the results of the

pyramidal base‐free calculations in concluding that the U–H bond is indeed

dominated by the U 6dz2 AO (Bursten et al., 1989b). Subsequent nonrelativistic

DV‐Xa calculations on [UCp3X] (X ¼ Me, NH2, BH4, NCS) suggest that the

situation may be more complex, however, in that the U AO involved in the

U–X s bond depends upon the energies of the X orbitals (Gulino et al., 1992).

Thus, when X ¼ NH2 or NCS, the s‐bond is dominated by U 6dz2, while for

X¼Me the U 5fz3 plays a much larger role in s‐bonding. By contrast, RECP ab

initio studies by the same workers on [AnCp3Me] (An ¼ Th, U) concluded that

the An–Me s bond is dominated by the metal 6dz2 AO (Di Bella et al., 1993).

The bonding of X to the An center is not necessarily restricted to purely s
interactions; p‐donor and even p‐acceptor ligands can also bind to the [AnCp3]
moiety as well. Quasi‐relativistic Xa‐SW calculations on [UCp3CO], a model for

the experimentally characterized ½UCy
3CO�ðCpy ¼ Z5-C5H4SiMe3Þ (Brennan

et al., 1986), found a U–C s‐bond similar in nature to those discussed above
(i.e. a CO 5s ! U 6dz2 donation) (Bursten and Strittmatter, 1987). However, in

addition, there is significant p‐backbonding from the U 5fp AOs into the vacant
CO p* orbitals. Thus, the overall U–CO interaction is an excellent example of

the classic Dewar–Chatt–Duncanson model of synergic bonding, more usually

associated with transition metal carbonyl complexes. Furthermore, the

computational evidence for U ! CO p‐backbonding provides solid rationali-
zation of the experimental observation that the CO stretching vibration in

½UCpy3CO� is about 170 cm–1 lower than in free CO. Since that initial synthesis, a

number of other UCp3CO complexes with different substituents on the Cp rings

have been synthesized and characterized (Parry et al., 1995; Del Mar Conejo

et al., 1999; Evans et al., 2003). The observed C–O stretching frequencies of

these complexes show some surprising trends that will stimulate further theo-

retical studies (Kaltsoyannis, 2003). Recent experimental and theoretical studies
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by Andersen, Eisenstein and coworkers have addressed the bonding of CO

to organolanthanide complexes of the type Cp�2Ln, and propose significant

differences between the binding of CO to 4f metals relative to 5f metals

(Maron et al., 2002).

Compounds in which there is p donation from ligand to metal have also been

investigated computationally. Cramer et al. (1988) conducted extended Hückel

calculations on N‐based p‐donor [UCp3X] complexes where X ¼ NH2, NPH3,

NHCHCHPH3, and NPh. They concluded that, for the latter three complexes,

there is significant N 2pp ! U p donation, mainly into the U 6dp levels.

Subsequent DV‐Xa calculations on similar complexes where X ¼ NH2 and

NCS also found p character to the U–N bond, although they indicated that the

donation is from N 2pp ! U 5fp (Gulino et al., 1992). Interestingly, this study

found that alterations in X produced almost no change in the metal’s charge

(þ1.8 � 0.06) or configuration (5f3.46d0.7). The conclusion was that this elec-

tronic ‘buffering’ of the U is facilitated by changes in the U–Cp bonding; as the

donation from X, and hence U–X covalency, increases, the U–Cp bonding

becomes more ionic.

In addition to N‐donor ligands, complexes containing alkoxide groups have
also been studied, using extended Hückel (Gulino et al., 1992), Xa‐SW (Bursten

et al., 1989b), DV‐Xa and fully relativistic local density Dirac–Slater (Gulino
et al., 1993) approaches. The conclusions from all studies are broadly similar;

the An–O bond has both s and p character, with significant O 2pp ! An 6d

and (lesser) 5f p donation. A comparison of [ThCp3OMe] with the U analog

found that 1.895 e– are transferred to the Th center (along the Me!O!AnCp3
direction), increasing to 2.185 e– in [UCp3OMe], i.e. the U compound was found

to be more covalent (Gulino et al., 1993). These workers noted, as have others

(Bursten and Strittmatter, 1991), that the partial p character of the An–O bond

may account for the prevalence of linear (or nearly linear) An–O–R vectors in

actinide alkoxide systems.

(d ) [AnCp2X2], [AnCp2X ], and [AnCp2] complexes

The metallocene structures MCp2X2 are common structures for the transition

metal, lanthanide, and actinide elements, and thus provide an opportunity to

compare and contrast the electronic structure of d‐ and f‐block metals. Many of
the f‐element complexes of formulation MCp2X2 contain the sterically bulky
and electron‐rich pentamethylcyclopentadienyl (Z5‐C5Me5, denoted Cp�)
ligand; the steric bulk of the Cp� ligand is often needed to avoid the coordina-
tion of more than two Cp ligands about the large f‐element centers (Janiak and
Schumann, 1991).

The 1980s saw a number of extended Hückel calculations on compounds of

the general formula [AnCp2X2], in which unsubstituted Cp rings were used to

model the much bulkier Cp� groups used in synthetic investigations (Tatsumi
et al., 1985; Smith et al., 1986; Tatsumi and Nakamura, 1987). These extended
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Hückel calculations are well summarized in the 1991 review by Bursten

and Strittmatter (1991), and space does not allow us to go into detail here.

Topics covered include (a) rationalization of the existence of both ‘O inside’

and ‘O outside’ structures in [UCp2Cl(Z
2‐COR)], by contrast to the transition

metal preference for O inside (Tatsumi et al., 1985), (b) rationalization of the

preference for the butadiene s‐cis geometry in [AnCp2(C4H6)] (An ¼ Th, U)

(Smith et al., 1986), (c) determination that the actinacyclopentadiene complex

is ca. 250 kJ mol–1 more stable than the corresponding cyclobutadiene structure

in [UCp2(C4H4)] (Tatsumi and Nakamura, 1987), and (d) studies of CO inser-

tion pathways in [UCp2Me2]
2þ (Tatsumi et al., 1985). Slightly earlier, quasi‐

relativistic Xa‐SW calculations on [UCp2X2] (X ¼ Cl, Me) were used to show

that Me– is a stronger s donor than Cl– to the actinide center, and concluded

that there no significant Cl–!U p donation (Bursten and Fang, 1983). Hay has
recently reported DFT calculations on models of the formally U(VI) bis‐imido
complexes Cp�2Uð ¼ NRÞ2 and related N‐ligand systems (Hay, 2003). These
systems demonstrate some of the complex chemical transformations that can

occur at a uranium center (Arney et al., 1992; Warner et al., 1998; Kiplinger

et al., 2002), and an understanding of their behavior challenges the ability

of calculations to determine reaction pathways for large actinide‐containing
systems.

In 1996, Di Bella et al. used configuration interaction ab initio methods to

study the formally U(III) [UCp2CH(SiH3)2] (Di Bella et al., 1996). The U center

was found to have a 5f3 ground state configuration, and it was argued that the

stability of this configuration vs 5f26d1 correlates well with the inherent chemi-

cal stability of U(III) organometallics in comparison with 6d1 Th(III) analogs. In

agreement with previous studies, the U–Cp bonding was found to be primarily

U 6d/Cp p1, with the metal 5f electrons being only marginally involved in

bonding. The U–CH(SiH3)2 bond is s only.
More recently, Kaltsoyannis and Russo (2002) have used ZORA relativistic

gradient‐corrected DFT to show that the equilibrium geometry of ½NoCp�2� is
bent by 26� (i.e. the angle subtended by the centroids of the Cp� rings and the
No atom is 154�), this structure being ca. 9 kJ mol–1 more stable than the linear
arrangement. This study also examined the lanthanide analog, ½YbCp�2�, and
also found it to be bent, in excellent agreement with gas‐phase electron diffrac-
tion data (Andersen et al., 1986). The bent structure of ½NoCp�2� was traced to a
combination of valence orbital and electrostatic factors. The involvement of the

No 5f AOs in bonding to the Cp� rings is minimal, although ca. 10% metal d

content is found in the Cp� ring pp e1g levels.

(e) Bis(cyclopentadienyl) actinide complexes with metal–metal bonds

Despite extensive efforts, no organometallic (or nonorganometallic!) compound

has been synthesized containing a direct An–An bond. Nevertheless, organo-

metallic systems do exist that contain a bond between an actinide metal and a
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transition metal (both direct and bridged), and some have been investigated

computationally. Xa‐SW calculations have been performed on [MCp2(I)–

RuCp(CO)2] (M ¼ Zr, Th) (Bursten and Novo‐Gradac, 1987), a model for the
first ever compound with a direct actinide–transition metal bond (Sternal et al.,

1985). The M–Ru bonding was found to be very similar in the transition metal

and actinide systems, consisting of donation from the filled 4dz2 orbital of Ru to

the empty dz2 valence function of Zr or Th. The bond is highly polarized toward

the Ru, and is best described as a dative donor–acceptor bond from [RuCp

(CO)2]
– to the d0 Zr(IV) or d0f0 Th(IV) center.

Extended Hückel (Ortiz, 1986), Xa‐SW (Makhyoun et al., 1987), and ab initio

(HF þ generalized valence bond [GVB]) calculations (Hay et al., 1986) have

been performed on bis‐Cp systems containing bridged bonds between Th and a
late transition metal (Ni or Pt). The latter study took [Th(Cl)2(m‐PH2)2Pt(PH3)]

as a model for the experimental Cp�2 system (the replacement of Cp by Cl is a

computational simplification often made in early calculations on large systems,

justified on the grounds that both ligands possess one filled s and two filled p
orbitals with respect to the ligand–metal axis), and concluded that there is direct

M–M bonding between the 5dx2–y2 orbital of Pt and the 6dx2–y2 orbital of Th,

with the larger fraction of the electron density on the Pt. The bond is best

described as dative, from the formally filled 5d10 shell of the Pt into the formally

empty 6d shell of Th.

17.5.3 Sandwich complexes with six‐ and seven‐membered rings:

An(h6‐C6H6)2 and An(h7‐C7H7)2

In 1999, Hong et al. published the results of an in‐depth ab initio study of

the energetics and bonding in [MBz2] (M ¼ Th, U, variety of lanthanide

elements; Bz ¼ Z6‐C6H6) (Hong et al., 1999). These calculations employed

extensive electron correlation techniques (e.g. state‐averaged CASSCF,

MRCI, and CCSD(T)) in conjunction with large pseudopotential basis sets,

and assumed D6h molecular symmetry (i.e. the Bz rings were fixed to be parallel

to one another). It was found that both [ThBz2] and [UBz2] are stable with

respect to dissociation into two benzene rings plus the metal, but that the An–

ring bonding is weaker than in analogous bis‐COT systems due to the lack of
ionic contributions to the bonding (Bz is, of course, formally neutral and closed

shell).

In a conclusion reminiscent of their earlier work on the lanthanocenes and

actinocenes (Dolg et al., 1995; Dolg and Fulde, 1998), these workers found that

the ground state of both [ThBz2] and [UBz2] is not completely described by a

single configuration. Thus, while the leading configuration to the ground state

of the Th and U compounds is e42g5f
0 and e42g5f

2, respectively (the e2g level being

a mixture of An 6d�2 and ring p2), the ground state wavefunctions have a
contribution from the e22ga

2
1g5f

0 (Th) and e22ga
2
1g5f

2 (U) configurations (the a1g
orbital is a mixture of An 7s and 6d0). The principal source of metal–ring
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covalency is a backbonding interaction from the An 6d�2 levels to the ring
p2 orbitals, although there is some evidence for weak 5f�2 involvement in this
process.

Hong et al.’s assumption of D6h symmetry for [MBz2] was called into ques-

tion by the work of Li and Bursten (1999), published in the same year. These

workers used gradient‐corrected DFT to probe the geometric structures of

[AnBz2] (An ¼ Th to Am) and [An(Z6‐C6H3R3)2] (An ¼ Th, U, Pu; R ¼ Me,
tBu). They found that the equilibrium geometry of [AnBz2] is significantly bent,

with the angle subtended by vectors connecting the ring centroids and the metal

ranging from 135 to 142�, depending on the metal. This bending is electronically
driven, with greater covalency in the bent geometry arising from greater Bz!An

6d and 5f donation. Fig. 17.19 shows the calculated energy curves for the TiBz2
and ThBz2 as a function of the centroid–metal–centroid angle, showing that the

former is ‘linear’ whereas the latter is predicted to prefer a ‘bent’ geometry.

Replacement of three H atoms on each ring by Me groups also results in bent

equilibrium geometries. However, when the Me groups are replaced by the

much bulkier tBu units the equilibrium geometry reverts to linear, i.e. for very

bulky R substituents, the steric repulsion between the rings overcomes

the electronic preference for bending. These conclusions are summarized

in Fig. 17.20, which shows the calculated structures of U(Z6‐C6H3Me3)2
and U(Z6‐C6H3

tBu3)2. The former is found to have a bent geometry with a

centroid–U–centroid angle of 139.8� whereas the latter is found to be linear. It is
notable that the experimental crystal structure of Gd(Z6‐C6H3

tBu3)2 is indeed

linear (Brennan et al., 1987).

Shortly after Li and Bursten’s work was published, Hong et al. (2000)

revisited [ThBz2] and [UBz2] using both ab initio and ZORA DFT methods.

They found that neither molecule is bent at the ab initio SCF level. Inclusion of

electron correlation, however, using MP2 and CCSD(T) methods, results in

significantly bent structures (ca. 140–145�), although the energy differences

between the linear and bent geometries is so small that the equilibrium geometry

cannot be unequivocally established using these ab initio techniques, probably

because of the use of an unrelaxed structure for the rings. Hong et al. then went

on to conduct ZORA DFT studies which also indicated that the bent structures

are the most stable, and hence they concluded that ‘‘qualitatively...we confirm

their [Li and Bursten] result that the bis benzene complexes of Th and U

have bent structures”, and that bending enhances the metal–ring bonding.

Dolg (2001) has also reported additional calculations on these systems at

the scalar‐relativistic level using a combination of energy‐consistent ab initio

pseudopotentials and gradient‐corrected density functionals.
A number of recent investigations have focused on actinide sandwich mole-

cules involving the cycloheptatrienyl ligand (Cht ¼ Z7‐C7H7). In 1995, Ephriti-

khine and coworkers isolated a salt of the [U(Cht)2]
– anion, which is the first

and, to date, only experimental example of a sandwich complex involving two

Cht ligands (Arliguie et al., 1995). The [U(Cht)2]
– anion was characterized
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Fig. 17.19 DFT‐calculated potential energy curves for Ti(�6‐C6H6)2 and Th(�
6‐C6H6)2 as

a function of centroid–metal–centroid angle (reproduced from Li and Bursten, 1999).

Fig. 17.20 DFT‐calculated structures of U(�6‐C6H3Me3)2 and U(�6‐C6H3
tBu3)2 as a

function of centroid–metal–centroid angle (reproduced from Li and Bursten, 1999).
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crystallographically and was found to be a ‘parallel’ sandwich complex, i.e.

the two Cht ligands are parallel to one another with a centroid–U–centroid

angle of 180�.
Li and Bursten (1997) reported relativistic DFT calculations at both the LDA

and Becke–Perdew86 (BP86) levels on [An(Cht)2]
q (An ¼ Th to Am; q ¼ 2�,

1�, 0, 1þ) complexes. The geometries were optimized in both D7h and D7d

symmetries, with the latter (staggered rings) arrangement being found to be 2–4

kJ mol–1 more stable. The H atoms were found to be canted in toward the metal

atom (e.g. by 4� in [UCht2]
–), reminiscent of the results of similar calculations by

the same researchers on protactinocene (Section 17.5.1) (Li and Bursten, 1998).

The metal–ring bonding was found to involve both the An 5fd and 6dd levels.
The former interact with the e2

00 p2 levels of the Cht ligands, and are as

important as the 6dd in stabilizing the frontier pp orbitals of the rings. As the
actinide atomic number increases, the An 5f and ring frontier pp orbitals come
into closer energetic proximity, resulting in an increase in the 5f contribution to

the ring e2
00 levels and a decrease in the 6d content.

One of the most interesting aspects of this study concerns the formal oxida-

tion states of the Cht rings and hence the metal centers. Formal charges of 1þ
and 3– for a Cht ring satisfy the Hückel 4nþ2 rule for aromaticity.

When reporting the experimental characterization of [U(Cht)2]
–, Ephritikhine

et al. suggested that the complex is a U(V) f1 system with two 3– rings (Arliguie

et al., 1995). Li and Bursten, however, suggest that this is not the best descrip-

tion on the grounds that the 3e2
00 level of [U(Cht)2] (HOMO) and [U(Cht)2]

–

(HOMO–1) is an approximately equal mixture of U 5f and Cht p2. They
argued that two of the four electrons in this level should be associated with

the metal and two with the rings, resulting in an f2 U(IV)/2 � Cht2– description

for [U(Cht)2], with [U(Cht)2]
– being a U(III) f3 system. That the formal descrip-

tion of the oxidation state of the Cht ligand is intermediate between the þ1 and
–3 limits is in agreement with previous experimental and theoretical studies of

mixed ring transition metal Cht/Cp complexes (Green et al., 1992, 1994; Kalt-

soyannis, 1995). Gourier et al. (1998) performed an EPR and angle‐selected
ENDOR study of the [U(Cht)2]

– anion to determine the ordering of the elec-

tronic energy levels and the metal–ligand interaction. They indeed find that the

single electron is localized in the U 5f‐orbital, a spin–orbit‐coupled mixture of
fs and fp orbitals, and there exists strong participation of the fd orbitals in the
covalent bonding.

17.5.4 p‐Backbonding in U(III) complexes containing N‐based ligands

In our discussion of [AnCp3X] complexes, we came across Xa‐SW
calculations on [UCp3CO] (Bursten and Strittmatter, 1987), which found a

significant p‐backbonding interaction between the 5f AOs of the U(III)

center and the CO p� levels. Slightly over a decade after these calculations
were published, Roussel and Scott (1998) reported the synthesis and
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characterization of the first dinitrogen compound of an actinide

element, [f(NN3)Ug2(m2 þ Z2 :Z2 þN2)] [NN3 ¼ N(CH2CH2NSiBu
tMe2)3]

(Fig. 17.21a). The fact that the N–N distance in this compound is essentially

the same as in free dinitrogen prompted these workers to conclude that the

interaction between the N2 and U centers is s‐donation from ligand to metal.

Subsequent quasi‐relativistic gradient‐corrected DFT calculations on the model
complex [{(NH2)3(NH3)U}2(m

2‐Z2:Z2‐N2)] (Kaltsoyannis and Scott, 1998),

however, found that the only significant metal–N2 interaction is p‐backbonding
from the 5f AOs of the formally U(III) centers into the N2 pg N–N antibonding

MOs, very reminiscent of the earlier Xa‐SW calculations on [UCp3CO]. A

three‐dimensional representation of one of the two such p‐backbonding MOs
is shown in Fig. 17.22.

One of the more curious aspects of the work on [{(NH2)3(NH3)U}2(m
2‐Z2:Z2‐

N2)] is the N–N bond length. Significant population of the N2 pg level

should result in an increase in the N–N distance, and geometry optimizations

of [{(NH2)3(NH3)U}2(m
2‐Z2:Z2‐N2)] indeed lead to a shortening of the U–N

(N2) distance and a lengthening of the N–N distance in comparison with

experiment. These conclusions were reinforced by analogous DFT studies of

UN2 (Brown and Kaltsoyannis, 1999) and U2N2 (Roussel et al., 2001).

Fig. 17.21 Molecular structures of three uranium compounds featuring metal!ligand
p‐backbonding (see Roussel and Scott, 1998;Mazzanti et al., 2002).
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A possible explanation for the discrepancy between theory and experiment is

that the NN3 ligands are so bulky that they prevent the two ends of the molecule

from coming any closer together, as would accompany a reduction in the U–N

(N2) distance. The conclusion was therefore that there is an electronic driving

force toward U–N(N2) shortening and N–N lengthening, but that this is

opposed (and overcome) by the highly sterically demanding NN3 ligands.

Recent experimental work by Cloke and Hitchcock (2002) has, however,

called this conclusion into question. These workers have synthesized and char-

acterized a bimetallic dinitrogen uranium complex with CpCp� and pentalene
ancillary ligands, [(U(Z5‐C5Me5)(Z

8‐C8H4{Si
iPr3‐1,4}2))2(m‐Z

2:Z2‐N2)]. By con-

trast to triamidoamine system of Roussel and Scott, the N–N distance in the

Cloke complex is significantly longer than in free N2, consistent with

the presence of an N¼N double bond. Intriguingly, however, the U–N distances

are essentially the same as in [f(NN3)Ug2 (m2Z2 :Z2-N2)], and Cloke

has suggested that the difference between [f(NN3)Ug2 (m2-Z2 :Z2-N2)] and

[(U(Z5‐C5Me5)(Z
8‐C8H4{Si

iPr3‐1,4}2))2(m‐Z
2:Z2‐N2)] may be a consequence of

different frontier orbital geometries in the two ligand environments.

A model for the Cloke pentalene system has been studied computationally by

Cloke et al. (2004). These relativistic, gradient‐corrected DFT studies reinforce
the conclusions from the previous work on [{(NH2)3(NH3)U}2(m

2‐Z2:Z2‐N2)],

i.e. both complexes contain two 5f2 U(IV) centers, with substantial covalent

interaction between the U 5f atomic orbitals and one component of the N2 pg
orbitals. The interaction may be characterized as reduction of the N2 to N

2�
2 ,

and geometry optimizations of the Cloke model concur with experiment in

finding an N–N distance appreciably longer than in free N2. However, this

agreement between theory and experiment is only achieved at the expense of a

Fig. 17.22 Three‐dimensional representation of one of the two U2 ! N2 p‐backbonding
MOs in [{(NH2)3(NH3)U}2(m

2‐m2:�2‐N2)], a computational model for [{(NH2)3(NH3)U}2
(m2‐�2:�2‐N2)] (see Fig. 17.21(a) and Kaltsoyannis and Scott, 1998).
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non‐Aufbau electronic occupation. The origin of the short N–N distance in

[(N3N
0]U)2(m‐Z

2:Z2‐N2)] is therefore still not unambiguously resolved.

Mazzanti et al. (2002) have recently reinforced previous conclusions that

U(III) can function as a p basic center. These workers have conducted

quasi‐relativistic gradient‐corrected DFT calculations on [M(pyrazine)I3]

(Fig. 17.21b), [M(acetonitrile)I3] (Fig. 17.21c), and [M(pyrazine)3I3] (M ¼ La,

Nd, U), models for experimentally characterized tris[(2‐pyrazinyl)methyl]amine
systems. Geometry optimizations of these compounds reproduce experimental

trends, i.e. there is a reduction in M–N from La to U even though the ionic radii

of La3þ and U3þ are very similar. The calculations reveal that there is essentially
no orbital interaction between Ln3þ and the N‐donor ligands, in contrast to the
actinide system in which there is p‐backdonation from the 5f AOs of U3þ into
the p� levels of both acetonitrile and pyrazine. This interaction leads to a larger
total bonding energy for the U(III) species compared with the Ln systems (even

though the shorter U–N distances produce larger Pauli repulsion energies).

Meyer et al. have also encountered p effects in uranium–nitrogen chemistry
(Castro‐Rodrigues et al., 2003b). These researchers have conducted DFT

calculations on uranium tris‐aryloxide derivatives supported by triazacyclono-
nane, in which the metal center is also bonded to NCCH3, NSi(CH3)3, or N3. In

the NCCH3 and NSi(CH3)3 systems, the acetonitrile– and imido–uranium

bonds display strong covalent p interactions; interestingly, the azide derivative
features an essentially electrostatic U–N3 interaction. The uranium

tris‐aryloxide moiety has also been employed by the same researchers in the
synthesis of an alkane‐coordinated system (Castro‐Rodrigues et al., 2003a).

Preliminary DFT calculations of this complex indicate a weak s‐type orbital
interaction between the (Z2‐H,C)‐coordinated alkane and U‐based fragments.

17.5.5 Miscellaneous organometallic systems

In 1989, Van der Sluys et al. reported the synthesis and structure of U[CH

(SiMe3)2]3, a U(III) complex that was the first homoleptic alkyl complex of an

actinide element (Van der Sluys et al., 1989). The molecule exhibits a somewhat

nonintuitive pyramidal structure that could have been motivated for electronic

or steric reasons. Ortiz et al. (1992) used ab initio CASSCFmethods to study the

electronic and geometric structures of [AnMe3] (An ¼ U, Np, Pu) as models of

the isolated complex. They found that the pyramidal structure was more stable

than the planar for the ground state of each molecule. The driving force toward

pyramidalization is increased An 6d orbital participation in the An–C bonding

orbitals. For example, the U 6dxz and 6dyz atomic populations increase from

0.04 to 0.34 electrons as [UMe3] pyramidalizes from 0 to 23� out of plane.
Further evidence for the key role of the 6d AOs come from the observation

that if these functions are removed from the basis set, the planar geometry is the

most stable for each molecule. Later scalar‐relativistic DFT calculations by

Actinide organometallics 1965



Joubert and Maldivi (2001) lead to similar conclusions. Schneider et al. (1991)

used Dirac–Fock–Slater calculations based on the discrete‐variational Xa
method to investigate the effects of spin–orbit and ligand‐field effects on UH3

and U(NH2)3. They found that the metal–ligand s‐bonding predominantly
involves the U 6d orbitals and that the trigonal ligand field effectively quenches

the spin–orbit coupling in the 6d manifold.

Nash and Bursten (1995) used relativistic DV‐Xa calculations to study the
electronic structure of octahedral [M(CO)6] (M ¼ Cr, W, U, Sg). Population

analyses and electron density plots indicate that there is more extensive

p‐backbonding in the actinide system than in the transition metal molecules.

However, while [Cr(CO)6] and [W(CO)6] are stable species, [U(CO)6] cannot be

isolated outside of a cold matrix, perhaps at odds with the electronic structure

results. The rationalization of theory and experiment is that for the U species

only there is a high density of 5f‐based dissociative states close in energy to the
ground state. Indeed, the calculations on [U(CO)6] required a thermal spreading

factor (a Boltzmann weighting of orbital populations around the HOMO) to

achieve SCF convergence. The authors conclude that ‘‘the ‘clean’ MO descrip-

tion of the transition metal systems is lost in [U(CO)6] owing to the energetic

closeness of the U 5f and 6d AOs”. The same authors also performed higher‐
level (MP2, CCSD(T)) calculations on Sg(CO)6 (Nash and Bursten, 1999).

These calculations affirm that Sg(CO)6 is predicted to be a d
6 transition‐metal

carbonyl complex analogous to Mo(CO)6 and W(CO)6.

Recently, Korobkov et al. (2001) reported the results of hybrid DFT

(B3LYP) studies on a model binuclear tetrapyrrole system [(TP)U2I4]
2–, in

which the bridging C(CH2)5 units of the experimentally characterized molecule

are replaced by CH2 groups. Both high‐ and low‐spin calculations were per-
formed, essentially corresponding to ferromagnetic and antiferromagnetic cou-

pling of the two U(III) 5f3 centers. The results, in agreement with experimental

magnetic measurements, indicate that the ground state is low spin, but only by a

very small energy (ca. 1 kJ mol–1). The unpaired electrons are found in all spin

cases to be nearly pure U 5f in character.

As we have seen, there has been a great deal of interest in organoactinide

sandwich molecules and, more recently, in bimetallic uranium complexes in-

volving p‐backbonding from the U centers. Cummins et al. have synthesized

and studied computationally inverted sandwich molecules of the form

[{LnU}2(m‐R)], where L is a nitrogen‐based ligand and R is toluene, naphtha-

lene, or COT (Diaconescu et al., 2000; Diaconescu and Cummins, 2002). The

ORTEP of [{(N[Ad]Ar)2U}2(m‐C7H8)] is shown in Fig. 17.23, and it can clearly

be seen how the carbocyclic toluene ligand bridges the two U centers. DFT

calculations reveal that the primary bonding interaction between the metals and

the bridging ligand in [{(NH2)2U}2(m‐C6H6)], a model for [{(N[Ad]Ar)2U}2
(m‐C7H8)], is d‐backbonding from the U 5f atomic orbitals into the free arene

LUMO. Fig. 17.24 presents three‐dimensional representations of the two near‐
degenerate d‐backbonding levels. It is noticeable that the computed arene ring
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C–C distance is 1.461 Å, significantly longer than in free benzene (1.39 Å), as

expected for partial population of the e2 symmetry‐free benzene LUMO. Similar
conclusions concerning the nature of the bonding between the U centers and the

arene bridge in [(C5Me5)2U]2(Z‐m
6:m6‐C6H6) were drawn by Evans et al. (2004).

17.6 MATRIX‐ISOLATED ACTINIDE MOLECULES

In previous sections of this chapter, we have examined the electronic structure

of some very small and some very large actinide‐containing molecules and ions.
Part of the appeal of the actinyl ions discussed in Section 17.3 is their small size

Fig. 17.23 Structural drawing of [{(N[Ad]Ar)2U}2(m‐C7H8)] (reproduced from
Diaconescu et al., 2000).

Fig. 17.24 Two near‐degenerate dsymmetry U!Bz backbonding orbitals in [{(NH2)2U}2
(m‐C6H6)], a model for [{(N[Ad]Ar)2U}2(m‐C7H8)] (reproduced from Diaconescu
et al., 2000).
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and their high symmetry, both of which facilitate high‐level electronic structural
studies. In contrast, the large organometallic complexes discussed in Section

17.5 present a much larger challenge to computational methods. One difficulty

in comparing calculated electronic structural properties of the AnO
qþ
2 actinyl

ions with experimental data is the fact that actinyl ions are generally found

experimentally with equatorial ligands. Indeed, the experimental properties of

isolated AnO
qþ
2 ions are largely unknown.

In this section, we will discuss another class of small actinide‐containing
species, namely those that can be isolated and detected in low‐temperature
matrices. Matrix isolation has been proven to be an effective way to stabilize

reactive or transient species so that spectroscopic characterizations can be

performed on otherwise thermodynamically unstable molecules (Bondybey

et al., 1996; Himmel et al., 2002). Inert gas (e.g. noble‐gas, N2, H2) matrices

are frequently used because they usually protect (or prevent) the newly formed

gas‐phase products from undertaking further reactions. For several decades,

matrix isolation techniques have helped scientists to identify and characterize

thousands of new compounds, including many species that are unexpected from

the traditional point of view of chemistry (Jacox, 2003). The first studies of

matrix‐isolated transient actinide molecules occurred in the early 1970s. These
early studies reported the first data on matrix‐isolated UO, UO2, and UO3
(Abramowitz et al., 1971; Leary et al., 1971; Abramowitz and Acquista, 1972;

Carstens et al., 1972), as well as the first uranium carbonyl complexes (Slater

et al., 1971), and the generation of UF5 in matrices (Paine et al., 1976; Jones and

Ekberg, 1977). Reedy and coworkers performed a series of matrix‐isolation
experiments in the 1970s that led to a number of new species that will be

discussed below. In the last decade, Andrews and coworkers have extensively

explored the chemistry of Th and U in noble‐gas (Ng) matrices, and these more
recent studies will be much of the focus of the remainder of this section.

The generation of isolated small actinide transients is a very fertile area for

electronic structure calculations, especially given some of the potential difficul-

ties in characterizing transient molecules using only experimental methods

(Beattie, 1999). Many of the new actinide molecules that have been detected

in solid matrices are formed from the reaction of electronically excited actinide

atoms, typically generated via laser ablation, with small substrate molecules,

such as O2, CO, NO, N2, H2O, and CO2. Vibrational spectroscopy has been

the most common and sensitive experimental probe of the products trapped

within the low‐temperature matrices. In addition, the use of isotopomers of
the substrate molecules has allowed the vibrational studies to determine the

stoichiometries of the reactions as well as the isotope shifts in the vibrational

frequencies. Thus, the experimental studies typically can determine the reaction

stoichiometries between the actinide atoms and the substrate molecules, and

provide the vibrational frequencies of multiple isotopomers of the actinide‐
containing products. Theoretical studies of the matrix‐isolated species can

provide predictions of the geometric structures, relative isomer energies, and
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electronic structures of the proposed products. In recent years, the ability to

determine vibrational frequencies and normal modes directly from the electron-

ic structure calculations has provided an important benchmark for the quality

of the theoretical methods. Indeed, the understanding of matrix‐isolated acti-
nide molecules has greatly benefited from the synergy between experimental

and theoretical studies, and the combination of experiments and theory has led

to much more progress than either would in isolation.

Here we will provide a brief summary of recent developments in this fruitful

field of actinide chemistry, with particular focus on the actinide oxides, nitrides,

nitride–oxides, and carbide–oxides. The analogous transition‐metal species
characterized using the same technique have been reviewed recently (Zhou

et al., 2001; Andrews and Citra, 2002). The geometries, electronic structures,

and vibrational frequencies of UO2þ
2 , UO2, UN2, PuO

2þ
2 , and PuN2 were

recently investigated (Clavaguéra‐Sarrio et al., 2004). We will proceed by dis-

cussing the molecular and electronic structures of the actinide molecules formed

upon the reactions of laser‐ablated actinide atoms with various small molecules.
Typically, the reaction of laser‐ablated actinide atoms with small molecules
leads to the formation of many products because of the excess energy of

the laser‐ablated atoms and the existence of multiple reaction channels. We
will focus on some selected matrix‐isolated actinide molecules that have been
definitively characterized via experiment and are of fundamental importance in

actinide chemistry. Also, we will limit our discussion primarily to molecules

with three atoms or more that result from the addition of actinide atoms to

diatomic or larger substrate molecules.

Many of the species that we will discuss in this section are triatomic molecules

of the type XAnY involving a variety of actinide atoms in different oxida-

tion states. This chemistry becomes closely linked to that of the actinyl ions,

AnO
qþ
2 , that were discussed in Section 17.3. Not surprisingly, the majority of

actinide matrix‐isolation experiments have involved uranium because of the

availability of the element and the relative ease with which it can be handled.

Thus, many of the matrix‐isolated species will be closely related to the uranyl
ion, UO2þ

2 , which, as we have pointed out, is probably the most prevalent

species in uranium chemistry. In order to give a sense of the electronic structural

diversity even among formally U(VI) species isoelectronic to UO2þ
2 , we will

present first a comparison of the energy‐level diagrams for the isoelectronic
series UO2þ

2 , NUO
þ, and CUO. The electronic structure of this series was first

considered by Pyykkö et al. (1994) via Hartree–Fock calculations with quasi‐
relativistic pseudopotentials. The relative MO energies of UO2þ

2 , NUO
þ, and

CUO from recent scalar‐relativistic DFT calculations (Bursten et al., 2003) are

presented in Fig. 17.25. The electronic structures of these U(VI) f0 species

are qualitatively similar inasmuch as the highest occupied MOs form the famil-

iar (s)2(p)4(p)4(s)2 manifold that is derived from the formally filled 2p orbitals

of the (O···O)4–, (N···O)5–, and (C···O)6– ligand sets. Quantitatively, however,

the relative positions of the MOs vary substantially across the series because of
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the changes in the relative energies of the 2p orbitals for O, N, and C atoms. In

particular, the rise of the HOMO across the series places it closer to the LUMO,

which is a U‐localized 5ff orbital in each case. We will find the energetic

ordering of the MOs in this figure and the trends in orbital energies to be useful

in this section.

17.6.1 Matrix‐isolated actinide dioxides

The oxides occupy a central place in the natural, environmental, and technolog-

ical aspects of actinide chemistry (Matthews, 1987). A variety of actinide oxides

exist as solids or aqueous solutions in nature and in human‐made reservoirs,
such as nuclear fuel rods, nuclear waste repositories, and actinide storage tanks.

We will focus our discussion here on the electronic structure of molecular

actinide oxides, and particularly some of the actinide dioxides, that have been

isolated in low‐temperature matrices. As noted above, the largest body of

research in this area has involved uranium chemistry. In addition to the ubiqui-

tous chemistry of the uranyl ion, gas‐phase reactions of uranium and other

actinide atoms with atmospheric components are of great interest because

Fig. 17.25 MO energies of the isoelectronic series UO2þ
2 , NUOþ, and CUO from scalar‐

relativistic DFT calculations. The orbitals are labeled under D1h symmetry for UO2þ
2 and

C1v symmetry for NUOþ and CUO (reproduced from Bursten et al., 2003).
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actinide metals experience oxidation when exposed to the atmosphere. Reac-

tions of actinide atoms with oxygen, and the products thereof, thus represent

one of the most important aspects of actinide chemistry.

Matrix‐isolated uranium oxides were first explored in the early 1970s and the

infrared (IR) spectra of UO, UO2, and UO3 were observed and assigned in

several laboratories (Abramowitz et al., 1971; Leary et al., 1971; Abramowitz

and Acquista, 1972; Carstens et al., 1972). The IR spectra and assignments

reported by Reedy and coworkers for UO, UO2, and UO3 (Gabelnick et al.,

1973a,b,c) and for ThO and ThO2 (Green et al., 1980) are generally accepted

and has led to the interesting observation that UO2 is linear (like UO
2þ
2 ) whereas

molecular ThO2 has a bent structure (Pepper and Bursten, 1991). Green and

Reedy (1978a) also reported the IR spectra of PuO and PuO2 in Ar and

Kr matrices. Because of the difficulty in handling the radioactive Pu systems,

there are comparatively few experimental data available for them, although

Green (1980) has also reported the gas‐phase enthalpies of formation of PuO
and PuO2, and Capone et al. (1999) have reported an ionization energy for

gaseous PuO2.

In 1993, Andrews and coworkers generated UOn species in an argon matrix

via the reaction of laser‐ablated U atoms with O2 molecules in an argon carrier

followed by condensation of a solid matrix at low temperature, and were able to

obtain more accurate IR frequencies for UO, UO2, and UO3 (Hunt and

Andrews, 1993). These species are also formed upon the reaction of laser‐
ablated U atoms with other substrates that can provide O atoms (e.g. NO,

CO, CO2) as will be discussed later. Interestingly, despite its stability and

ubiquitous presence in solution and coordination chemistry, the UO2þ
2 dication

has not yet been observed in noble‐gas matrices. The ‘bare’ UO2þ
2 ion was first

observed in the gas phase in 1996 (Cornehl et al., 1996), although the vibrational

properties of the bare ion are still unknown experimentally. Because the uranyl

ion is highly charged, it is expected to have strong electrostatic or even covalent

interactions with the matrix atoms or other residue counter‐anions in the reac-
tions. To date, the best known matrix‐isolated species containing the UO2þ

2 ion

are those with various counter‐ions, such as UO2þ
2 ðNO�Þ; UO2þ

2 ðNO�
2 Þ, and

UO2þ
2 ðO�

2 Þ (Green et al., 1976; Hunt and Andrews, 1993).

As shown in Section 17.3, there have been a great number of theoretical

calculations on the free uranyl dication and other actinyl cations, and those

results will not be repeated here. In order to relate the neutral uranium

oxides detected via matrix isolation to the UO2þ
2 ion, however, it is relevant to

discuss briefly here the electronic structures of the UO
q
2 ðq ¼ þ2; þ1; 0; �1Þ

series. With reference to Fig. 17.25, the UO2þ
2 ion has a closed‐shell 1Sþ

g ground

state with a (3su)
2(ffu)

0(fdu)
0 electron configuration, consistent with the notion

that uranyl is a U(VI) complex with an f0 configuration. The UOþ
2 cation,

which has one more electron than UO2þ
2 , has a

2Fu ground state corresponding
to the (3su)

2(ffu)
1(fdu)

0 configuration. Although the 2Du state, from the

(3su)
2(ffu)

0(fdu)
1 configuration, is only slightly higher in energy, the first‐order
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spin–orbit splitting of 2Fu is much larger than that of
2Du, which renders the

2Fu
as the ground state. Upon adding two electrons to UO2þ

2 to form neutral UO2,

we see the effect that changing the oxidation state of U has upon the relevant

atomic orbital energies and, hence, the ground state of the molecule. At first

glance one might expect that UO2 would have a
3Hg state derived from the

(3su)
2(ffu)

1(fdu)
1 configuration, which is the case for the isoelectronic PuO2þ

2

ion. However, because of the increase in the U–O bond lengths and the decrease

in the formal oxidation state to U(IV), the U 7s orbital is energetically very close

to the (ffufdu) manifold in UO2. As we will discuss in detail below, the free UO2
molecule has a ‘nonintuitive’ 3Fu state derived from the (3su)

2(ffu)
1(fdu)

0(7s)1

configuration. Similarly, the UO�
2 anion has a 2Fu ground state from the

(3su)
2(ffu)

1(fdu)
0(7s)2 configuration.

The nonintuitive ground state of UO2 is a problem of great current interest

and serves as a paradigm of the challenges in determining the electronic struc-

tures of even small actinide molecules. Part of the current interest in the

electronic structure of matrix‐isolated UO2 is due to some current experimental
anomalies that, at the time of this writing, are not resolved. UO2 has very

different IR‐active U–O stretching frequencies in solid argon than in solid

neon. In 1993, Hunt and Andrews reported that UO2 in solid argon has

an antisymmetric stretching mode at 776.0 cm–1 (Hunt and Andrews, 1993), a

value that is in close agreement with earlier Knudsen effusion studies

(Gabelnick et al., 1973a). In 2000, Zhou et al. reported that UO2 in solid neon

exhibits a stretch at 914.8 cm–1, ca. 139 cm–1 higher than in solid argon (Zhou

et al., 2000). The large shift in frequency from an argon to a neon matrix is

unlikely to be due to typical polarizability‐based matrix effects, which tend to
cause shifts on the order of 5–20 cm–1 in vibrational frequencies (Jacox, 1994).

As will be discussed in detail below, similar large frequency shifts were seen for

matrix‐isolated CUO and were ultimately shown to be the result of a noble‐gas
induced change in the electronic state of that molecule due to direct U–Ng

bonds.

Calculations on the isolated UO2 molecule have been carried out at several

different levels of theory over the past few years, starting with some early

Hartree–Fock–Slater work by Baerends et al. (Allen et al., 1988; van Wezen-

beek et al., 1991). Zhou et al. (2000) reported DFT calculations on UO,

UO
q
2 ðq ¼ 1þ; 0; 1�Þ, and UO3, including the calculation of vibrational fre-

quencies and were the first to propose that neutral UO2 has a
3Fu ground state

arising from a 5f17s1 configuration for the U(IV) center. Their calculated anti-

symmetric stretching frequency for UO2 was 931 cm
–1, which is in good agree-

ment with the experimental value observed in solid neon. Gagliardi and Roos

with coworkers carried out CASSCF/CASPT2 and CASPT2/SO calculations

on the geometries, electronic states, and vibrational frequencies of UO2þ
2 , UO

þ
2 ,

and UO2 (Gagliardi and Roos, 2000; Gagliardi et al., 2001b). They also con-

cluded that UO2 has a
3Fu (O ¼ 2) ground state and found that the lowest state
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derived from the 5f2 configuration was the 3Hg (O ¼ 4) state, which was 0.52 eV

above the ground state. Chang and Pitzer performed SOCI calculations on

neutral UO2 (Chang, 2002). They also found a
3Fu (O ¼ 2) ground state, with

the 3Hg (O ¼ 4) state only 0.20 eV above the ground state. Majumdar et al.

(2002) also calculated the geometries and frequencies of the UO
q
2

ðq ¼ 2þ; 1þ; 0; 1�Þ series using CASSCF and MRCI methods. A summary

of the calculated geometric parameters and vibrational frequencies of the vari-

ous uranium oxide species is presented in Table 17.17.

The theoretical results on isolated UO2 could not be used to reconcile the

difference in the experimentally observed IR stretching frequencies of UO2 in

argon and neon. Li et al. (2004) have performed scalar‐relativistic DFT and

CCSD(T) calculations on a series of UO2 and UO2(Ar)n complexes to explore

the possibility that the electronic state of UO2 is different in Ar than in Ne.

Their calculated geometries and vibrational frequencies for UO2, UO2(Ar), and

UO2(Ar)5 are listed in Table 17.18, and Fig. 17.26 shows their linear transit

potential energy curves for the interaction between five Ar atoms and UO2 in

two different electronic states of the model complex UO2(Ar)5. On the basis of

these calculations, Li et al. proposed that UO2 forms direct U–Ar bonds in the

argon matrix, and that these bonds lead to stabilization of the 5f2‐derived 3Hg

state below the 5f17s1‐derived 3Fu state that is the apparent ground state for
UO2 in solid neon. The significantly lower U–O antisymmetric stretching fre-

quency for the 3Hg state of UO2 relative to the
3Fu state was proposed to explain

the different IR frequencies of UO2 in argon and neon matrices.

Recent experiments by Heaven et al. suggest that UO2 is in the same elec-

tronic state in the gas phase and in an argon matrix (Han et al., 2003). By using

resonance‐enhanced multiphoton ionization (REMPI) spectroscopy, they

obtained a new value of 6.13 eV for the first ionization energy of UO2, which

was in good agreement with the calculated values of Zhou et al. (2000) and

Gagliardi et al. (2001b). Their results were consistent with a 3Fu ground state for
UO2. They have also obtained dispersed fluorescence spectra for molecular UO2
in solid argon, which suggest that UO2 has the same ground state in the matrix

as in the gas phase (Lue et al., 2004), although these results cannot reconcile the

different stretching frequencies of UO2 in solid neon relative to solid argon.

There are clearly still some unanswered questions with regard to the electronic

state of UO2 in noble‐gas matrices. The recent calculation of the electronic
spectra of isolated UO2 by Gagliardi et al. (2005) represents one of such efforts.

Nevertheless, the mystery of the different results from the two experiments will

likely persist until it is possible to perform accurate theoretical calculations on

the electronic spectra of UO2 with the Ar matrix environment included.

The proposal of direct U–Ar bonds when UO2 is in an argon matrix

followed shortly after the proposal of the first uranium‐to‐noble‐gas bonds,
which involved the CUO molecule that will be discussed in the next section.

Other recent discoveries in the interactions of noble‐gas atoms with metal
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centers, notably the remarkable stability of the [AuXe4]
2þ complex (Seidel and

Seppelt, 2000), suggest that the interaction of Ng atoms will be stronger with

cationic centers because of electrostatic stabilization. Consistent with this

notion, recent experimental and theoretical results suggest U–Ng interactions

in a series of UOþ
2 ðNgÞnðNg ¼ Ne;Ar;Kr;XeÞ complexes in low‐temperature

matrices that are stronger than those for neutral UO2 (Wang et al., 2004).

Table 17.18 Calculated DFT and CCSD(T)a bond lengths (Å) and U–O stretching
frequencies (cm–1) for the 3Fu‐ and

3Hg‐derived states of UO2 (D1h), UO2(Ar) (C2v), and
UO2(Ar)5 (D5h) (see Li et al., 2004).

Molecule State U–O U–Ar ns(U–O) nas(U–O)b

UO2
3Fu 1.807 (1.835) – 856 919
3Hg 1.851 (1.893) – 779 824

UO2(Ar) ‘‘3Fu” 1.808 (1.834) 4.30 (4.006) 855 918
‘‘3Hg” 1.851 (1.895) 3.28 (3.192) 765 806

UO2(Ar)5 ‘‘3Fu” 1.808 (1.833) 4.31 (4.097) 851 917
‘‘3Hg” 1.856 (1.901) 3.37 (3.216) 755 805

a CCSD(T) values are listed in parenthesis when available.
b Only the antisymmetric stretches (nas) are infrared active.

Fig. 17.26 Calculated linear‐transit potential energy curves for D5h (UO2)(Ar)5 for the
3Fu and

3Hg electronic states of UO2. The dotted line represents a lowering of the curve for
the 3Hg state by 0.23 eV, the differential stabilization due to spin–orbit effects found by
Gagliardi et al. (2001b) (reproduced from Li et al., 2004).
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A recent combined experimental and computational study also provides evi-

dence for the formation of Ar atom binding to the simplest neutral uranyl

complex, i.e. H2UO2(Ar)n (Liang et al., 2005).

There have been other neutral actinide oxide molecules that have been

studied by matrix‐isolation techniques. As noted earlier, the bent structure of
ThO2 was indicated by the IR spectra of the matrix‐isolated molecule. The
interesting observation that ThO2 is bent whereas the isoelectronic UO

2þ
2 ion

is linear has stimulated a number of theoretical investigations. Much of the early

work in this area was covered in detail by Pepper and Bursten (1991). Since that

review was written, there have been applications of higher‐level methods by
Dyall (1999) and by Straka et al. (2001). The bent structure of ThO2 is attrib-

uted to the favorable mixing of the Th 5f and 6d orbitals that can occur upon

bending. Liang and Andrews (2002) recently generated ThS and ThS2 in an

argon matrix and investigated these molecules using scalar‐relativistic DFT
calculations. The IR spectrum of matrix‐isolated ThS2 indicates that it is

also a bent molecule, and the DFT calculations predict a S–Th–S bond angle

of 112�.
As noted earlier, Green and Reedy (1978a) reported the matrix isolation of

PuO2 in 1978, formed from the sputtering of a plutonium cathode with Ar/O or

Kr/O mixtures. Isotopic labeling of the O atoms allowed them to conclude that

PuO2 was a linear molecule. PuO2 is formally a Pu(IV) complex with four metal‐
based electrons, and based on our discussion this far it is anticipated to have a

complex electronic structure. To date, the only detailed electronic structure

calculations on PuO2 have been carried out by Archibong and Ray (2000),

who used coupled‐cluster and CAS calculations with RECPs. They found that
the two lowest‐energy states of PuO2 are nearly degenerate, namely a 5Sþ

g state

derived from the (fdu)
2(ffu)

2 electron configuration and a 5Fu state from the

(fdu)
2(ffu)

1(7ss)1 configuration. Because these states are derived from different

configurations (f4 vs f3s1), they have significantly different calculated properties,

as has been proposed for UO2 and CUO. The calculated Pu–O bond lengths in

the 5Sþ
g state range from 1.85 to 1.88 Å, depending on the method, and from

1.78 to 1.80 Å in the 5Fu state. The shorter An–O bonds in the states derived

from the fn–1s1 configuration relative to those from the f n configuration is

consistent with what was observed for UO2 (Table 17.18). Based on a compari-

son of the calculated antisymmetric stretching frequencies and 16O/18O isotopic

ratios, Archibong and Ray propose that the 5Sþ
g state is the likely ground state

of PuO2.

17.6.2 Matrix‐isolated actinide carbide oxides

One of the most interesting aspects of the chemistry of matrix‐isolated actinide
atoms has involved their reactions with CO and CO2 as matrix substrates. The

activation and sequestration of these two important molecules are and will

continue to be fundamental areas of research. As we will see in this section,

1976 Theoretical studies of actinide compounds



actinide atoms, and particularly laser‐ablated actinide atoms, have a remark-
able ability to react with CO and CO2. We will also see that some atypical

species have been formed as well as some unusual types of bonds, providing

many challenges to electronic structure calculations. To date, the experimental

studies have been limited to reactions of Th and U with CO and CO2, and we

will limit our discussion here to some of the carbide–oxide products that form

from these reactions. A discussion of some of the carbonyl species formed in

these reactions will be presented later in this section.

The reaction of laser‐ablated U atoms with CO produces a number of

interesting products corresponding to the addition of one or more COmolecules

to a U atom (Tague et al., 1993; Zhou et al., 1999a; Andrews et al., 2000b). The

1:1 stoichiometry products are UCO and CUO, and the 2:1 products are

U(CO)2, OUCCO, and (Z2‐C2)UO2. Evidence has also been found for the

higher binary carbonyl complexes U(CO)n (n ¼ 3–6). Table 17.19 presents

the calculated scalar‐relativistic DFT relative energies, geometric parameters,

and some of the calculated vibrational frequencies of the 1:1 and 2:1 adducts of

CO to U (Zhou et al., 1999a). In both the isomers of UCO and U(CO)2, the

calculated lowest energy isomer is the one that involves the maximum number

of U–O bonds, consistent with the high oxophilicity of uranium.

Table 17.19 Relative energies, geometric parameters, and vibrational frequencies for the
isomers of UCO and U(CO)2 from scalar‐relativistic DFT calculations, along with the
experimental frequencies of the matrix‐isolated species in solid neon (see Zhou et al.,
1999a).

Species Structure

Relative
energy
(eV) Geometry

Frequencies (cm–1)

Calculated Ne matrix

UCO linear, C1v þ2.29 U–C ¼ 2.236 Å 1818 1918a

C–O ¼ 1.178 Å
CUO (1Sþ) linear, C1v 0 U–C ¼ 1.764 Å 874 872

U–O ¼ 1.808 Å 1049 1047
U(CO)2 bent, C2v þ4.44 U–C ¼ 2.236 Å 1810 1791

∠U–C–O ¼ 179.4� 1861 1840
∠C–U–C ¼ 76.2�

OUCCO linear, C1v þ1.42 U–O ¼ 1.795 Å 897 841
U–C ¼ 2.026 Å 1393 1362
C–C ¼ 1.298 Å 2125 2052
C–O ¼ 1.176 Å

(Z2‐C2)UO2 C2 0 U–C ¼ 2.289 Å 849 843
U–O ¼ 1.796 Å 910 922
C–C ¼ 1.271 Å
∠O–U–O ¼ 155.8�
CUC/OUO
dihedral ¼ 55�

a This value is uncertain.
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Of the species formed in these reactions, the CUO molecule is especially

interesting from an electronic structural viewpoint for several reasons. CUO is

isoelectronic with UO2þ
2 and can be considered as an f0 U(VI) complex like the

uranyl ion. Fig. 17.27 shows a qualitative interaction diagram that compares

the valence MOs of CUO to those of UO2þ
2 . This diagram is constructed by

allowing theMOs of the f0 fragment UO4þ to interact with the AOs of either O2–

or C4–. As expected for isoelectronic systems, there is a one‐to‐one correspon-
dence of the filled MOs of UO2þ

2 (labeled under D1h symmetry) and CUO (C1v

symmetry). The energies of the MOs in CUO differ from those of UO2þ
2 because

of the higher energy of the C 2s and 2p orbitals relative to the O 2s and 2p

orbitals. In particular, the C 2p‐based 4s HOMO of CUO is much closer in

energy to the empty 5f‐based MOs than is the corresponding 2su HOMO of

UO2þ
2 . As shown, the CUO molecule has a closed‐shell 1Sþ ground state

analogous to the 1Sþ
g ground state of UO

2þ
2 .

The CUO molecule was first isolated in 1993 by Andrews and coworkers

(Tague et al., 1993) in solid argon, where it exhibits stretching modes at 804.4

and 852.6 cm–1. Later studies of CUO in solid neon led to very different

frequencies, 1047.3 and 872.2 cm–1, which isotopic substitution showed pre-

dominantly U–C and U–O stretching modes, respectively (Zhou et al., 1999a).

These large frequency shifts upon changing the matrix are greater than would be

expected for normal polarizability‐based matrix effects. As shown in Fig. 17.27,
CUO is expected to have a 1Sþ ground state with a (4s)2(5ff)0 configuration.
However, the U–C‐based 4s orbital is so close in energy to the U 5ff orbital

that the open‐shell 3F excited state corresponding to the (4s)1(5ff)1 configura-
tion is very close in energy to the 1Sþ ground state. Initial scalar‐relativistic
DFT calculations predicted that the 3F excited state is only about 1 kcal mol–1

higher in energy than the singlet ‘ground state’ of free CUO and that the two

states would have very different vibrational frequencies because they arise from

different electronic configurations. The experimentally observed large vibra-

tional frequency shifts were thus preliminarily explained in terms of a matrix‐
induced ground state reversal (Andrews et al., 2000a).

To understand the ground‐state reversal of CUO in the Ne and Ar matrices,

further detailed theoretical calculations were performed to model the interac-

tion between CUO and the noble‐gas matrix. It was discovered that the CUO
molecule tends to form direct albeit weak bonds to the Ar atoms in the matrix,

leading to the proposal of a CUO(Ar)n complex that has a U–Ar bond (Li et al.,

2002). The formation of the U–Ar bond stabilizes the 3F (3A00 under Cs symme-
try) state of the molecule to such an extent that it drops below the 1Sþ (1A0

under Cs) ground state of the isolated CUO molecule, as shown by the DFT

energy curves shown in Fig. 17.28. This proposal of the first U–Ar bonding

was affirmed by matrix experiments that showed that the U–Ar interactions

occur even in a matrix of 1% Ar in neon (Fig. 17.29). The discovery of direct

actinide‐to‐noble‐gas bonding adds to the recent renaissance in noble‐gas
chemistry (Pyykkö, 2000a; Christe, 2001).

1978 Theoretical studies of actinide compounds



As noted above, the very small energetic separation (1 kcal mol–1) between

the 1Sþ ground state and the 3F excited state of CUO was first found using

scalar‐relativistic DFT calculations. The validity of this small gap was ques-

tioned because of concerns about the ability of DFT to calculate excited‐state
energies reliably and the lack of inclusion of spin–orbit effects, which are

expected to affect the two states to a different extent. Recent CCSD(T) calcula-

tions with geometry optimizations on CUO and CUO(Ng) (Ng ¼ Ne, Ar, Kr,

Xe) confirm that the previous DFT triplet–singlet energy difference is under-

estimated and that the coordination of one (or more) heavier Ng atom indeed

stabilizes the 3F excited state more than the 1Sþ ground state of CUO (Bursten

et al., 2003). This energy difference is found to be around 16 kcal mol–1 from

CCSD(T) calculations without including spin–orbit effects. Roos et al. (2003)

performed CASPT2/SO calculations with spin–orbit effects included and found

that the 3F state is stabilized by spin–orbit coupling by about 8–10 kcal mol–1

relative to the 1Sþ state. The additional differential stabilization of the 3F state

upon multiple coordination of heavier Ng atoms would therefore seem to make

the proposed ground‐state reversal of CUO quite feasible. A recent study by

Fig. 17.27 Qualitative interaction diagram showing the formation of the molecular
orbitals of UO2þ

2 and CUO by the interaction of O2– and C4– with UO4þ. Only the 5f and
6d orbitals of U are shown, although the U 7s and 7p AOs contribute non‐negligibly to the
bonding (reproduced from Zhou et al., 1999a).
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Infante and Visscher (2004b) at the fully relativistic CCSD(T) level has con-

firmed that with inclusion of the high‐level electron correlation and spin–orbit
effects the 3F triplet state lies �14 kcal mol–1 above the 1Sþ ground state

for isolated CUO. They concluded that ‘‘our result gives further justification

to the interpretation of the measured frequency shifts of this species (CUO) in

various noble gas matrices as being caused by significant interaction between

the uranium and the heavier noble gas atoms.”

Binding energy calculations on CUO(Ng)n (Ng ¼ Ar, Kr, Xe; n ¼ 1–6)

predicted that CUO prefers five‐coordination for Ar and Kr, and four‐coordi-
nation for Xe. Experimental efforts indeed uncovered the coordination of CUO

by multiple noble‐gas atoms (Liang et al., 2002; Andrews et al., 2003). Recent

experiments further confirm that the multiple coordination of CUO is necessary

for the ground state reversal, with the experimentally determined singlet‐to‐
triplet crossover points as CUO(Ar)3, CUO(Kr)3, and CUO(Xe)4 (Liang et al.,

2003, 2004; Andrews et al., 2004).

The only other CAnO species that has been detected thus far experimentally is

the CThO molecule, which is formed upon the reaction of laser‐ablated Th
atoms with CO in excess neon (Zhou et al., 1999b; Li et al., 2001). The proper-

ties of the CThO molecule differ markedly from those of CUO because of the

Fig. 17.28 Potential energy curves for the 1A0 and 3A0 0 states of CUO(Ar) as a function of
the U–Ar distance. The U–Ar bond length in this complex is 3.16 Å (reproduced from Li
et al., 2002).
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difference in the number of valence electrons for Th and U. As discussed earlier,

the 1Sþ state of CUO is isoelectronic with UO2þ
2 and is best considered as a

U(VI) complex. Because Th has only four valence electrons, the maximum

oxidation state of Th is þ4. The most obvious Lewis structure of CThO is

the carbene :C¼Th¼Ö:, which is the actinide analog of the organic carbene
ketenylidene, (:C¼C¼Ö:). Ketenylidene, which has been detected in interstellar
space (Ohishi et al., 1991), is a linear radical with a triplet ground state

(Devillers and Ramsay, 1971). It was not apparent a priori whether CThO is

linear or bent, and whether its ground state is a singlet or a triplet. Fig. 17.30

shows linear‐transit potential energy curves from scalar‐relativistic DFT calcu-
lations for the lowest singlet and triplet states of CThO (Li et al., 2001). These

studies predict that CThO prefers a highly bent structure (∠CThO ¼ 108.9�)
with a triplet ground state. The bending of CThO is caused by factors similar to

those used to explain the bent structure of ThO2. From the CUO energy level in

Fig. 17.25, linear CThO is expected to be a closed‐shell molecule with a

(3p)4(6s)0 configuration. Because the 6ds orbital participates strongly in the

6s orbital, the unoccupied 6s and occupied 3pMOs are very close in energy in
linear structure; thus, a bending distortion via a second‐order Jahn–Teller

Fig. 17.29 Infrared spectra in the 1060–760 cm–1 region for laser‐ablated U atoms co‐
deposited with CO in excess noble gas. (A) Spectrum obtained when U atoms and 0.1% CO
in Ne are deposited for 30 min, followed by full‐arc photolysis and annealing at 10 K. (B)
Spectrum obtained when U atoms, 0.1% CO, and 1% Ar in Ne are deposited for 30 min,
followed by full‐arc photolysis and annealing at 10 K. (C) Spectrum obtained when U atoms
and 0.3% CO in Ar are deposited for 15 min, followed by full‐arc photolysis and annealing
at 35 K (reproduced from Li et al., 2002).
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interaction is energetically favorable. The degenerate 3p orbital splits into a0 þ
a00 upon bending, and the ground state of bent CThO corresponds to an

(a00)2(a0)1(a0)1 configuration that correlates with the (3p)3(6s)1 configuration of
the linear molecule.

The difference in the valence electronic structures of CUO and CThO has a

remarkable effect on the observed stretching frequencies of the molecules.

CThO in solid neon exhibits stretches at 617.7 and 812.2 cm–1, and isotopic

substitution demonstrates that these are predominantly Th–C and Th–O

modes, respectively. The scalar‐relativistic DFT calculations on isolated

CThO model these vibrations extremely well, with calculated frequencies of

621 and 811 cm–1 and excellent calculated values for the isotopic ratios. Some of

the properties of 1Sþ CUO and 3A0 CThO are compared in Table 17.20.

Particularly notable are the changes in the calculated An–C bond lengths and

the calculated and experimental An–C stretching frequencies. The Th–C bond

length in CThO is more than 0.35 Å longer than the U–C bond length in CUO,

and the predominantly Th–C stretching frequency is more than 400 cm–1 lower

than the predominantly U–C stretching frequency. Both of these changes are

consistent with a significantly lower bond order for the Th–C bond in CThO

relative to the U–C bond in CUO, which is consistent with the simple Lewis

structures of the molecules. The Th–O bond in CThO is slightly longer and

weaker than the U–O bond in CUO, although the difference of the An–O

bonding is not nearly as great as for the An–C bonds.

We will briefly discuss here the electronic structural aspects of some of the

other products of the reactions of laser‐ablated U and Th atoms with CO (Zhou

et al., 1999a; Li et al., 2001). The most stable product from the addition of two

CO molecules to a U atom is the unusual molecule (Z2‐C2)UO2. This molecule
results from the insertion of a U atom into two CO molecules, and its stability

Fig. 17.30 Linear‐transit energy curves for the lowest singlet and triplet states of CThO
(reproduced from Li et al., 2001).
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relative to the other isomers [U(CO)2 and OUCCO] is a consequence of the high

oxophilicity of uranium and its preference for the þ6 oxidation state. (Z2‐C2)
UO2 can be viewed as a closed‐shell organometallic complex of the uranyl ion
with a C2�2 ligand that is obtained by deprotonating acetylene. Experimentally,

(Z2‐C2)UO2 shows two vibrational frequencies in the U–O stretching region at

843.2 and 922.1 cm–1. Scalar‐relativistic DFT calculations found a minimum

structure with calculated symmetric and antisymmetric U–O stretching frequen-

cies at 849 and 910 cm–1, respectively, in good agreement with the experimental

values. The calculated structure of (Z2‐C2)UO2 is unusual in two respects. First,
the UO2 moiety is bent (∠O–U–O ¼ 155.8�), which is highly unusual for uranyl
complexes. Second, the dihedral angle between the C–U–C and O–U–O planes

is 55�, nearly halfway between a pseudotetrahedral (C2v) structure with a

dihedral angle of 90� and a completely planar structure. It is proposed that
the ‘twisted’ C2 structure allows for the maximum donation from the filled p
orbitals of the C2�2 ligand to the f0d0 UO2þ

2 fragment (Zhou et al., 1999a). There

is no experimental evidence for the formation of the analogous (Z2‐C2)ThO2
molecule. Because Th cannot achieve a þ6 oxidation state, this isomer is

calculated to be considerably higher in energy than OTh(Z3‐CCO), which is
a lower oxidation state complex of Th (Li et al., 2001). The OUCCO and OTh

(Z3‐CCO) molecules are highly unusual inasmuch as they are the first examples
of mononuclear ketenylidene complexes (Geoffrey and Bassner, 1988).

The major products of the reaction of laser‐ablated Th or U atoms with CO2
are the OThCO and OUCO molecules (Tague et al., 1993; Andrews et al.,

2000b). These oxocarbonyl complexes were the first reported complexes of

Th(II) and U(II). They provide an interesting contrast in structure and bonding

because of the presence of a p‐basic oxo ligand, which typically favors

high oxidation states, and a p‐acidic CO ligand, which generally favors lower

oxidation states. Scalar‐relativistic DFT calculations on these products lead to
the prediction that they are high‐spin complexes with linear CO ligands and

Table 17.20 Comparison of the properties of 1Sþ CUO and 3A
0
CThO calculated

from scalar‐relativistic DFT calculations, along with the experimental frequencies of the
matrix‐isolated species in solid neon (see Zhou et al., 1999a; Li et al., 2001).

CUO CThO

ground state 1Sþ 3A0
An–C (Å) 1.764 2.124
An–O (Å) 1.808 1.889
∠C–An–O (�) 180 108.9
n(An–C)a (cm–1), calc 1049 621
n(An–C) (cm–1), expt 1047.3 617.7
n(An–O) (cm–1), calc 874 811
n(An–O) (cm–1), expt 872.2 812.2

a The vibrations are labeled ‘An–C’ and ‘An–O’ based on the predominant component of the
normal mode.
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severely bent O–U–C linkages. The calculated electronic states, geometries, and

vibrational frequencies, along with the experimental frequencies in solid neon,

are presented in Table 17.21.

The OUCO molecule is predicted to be a planar, bent molecule with four

unpaired electrons that correspond to a (7s)1(5f)3 configuration at the U(II)

center. The bending of the molecule is a consequence of a Renner–Teller

distortion that splits the 5ff orbitals, which are degenerate in the linear geome-
try. The bent geometry allows the U atom to serve as an efficient conduit of

electron density from the strongly donating oxo ligand to the CO ligand, thus

helping to explain the ca. 300 cm–1 reduction of the C–O stretching frequency in

OUCO relative to free CO.

The bonding in OThCO differs substantially from that in OUCO because

Th(II) has only two metal‐localized valence electrons. Further, because the 6d
orbitals of Th are lower in energy than the 5f orbitals, the two metal‐based
electrons are predicted to adopt a (7s)1(6d)1 electron configuration. Linear

OThCO is predicted to have a Renner–Teller‐active 3P state. Distortion causes

OThCO to bend even more severely than OUCO, and it has a quite remarkable

90� O–Th–C angle. The greater radial extension of the 6d orbitals relative to the
5f orbitals allows the former to interact more strongly with the 2p orbitals of
the CO ligand. As a result, the calculated and observed C–O stretching frequen-

cies in OThCO are lower than those for OUCO even though the Th–C bond is

predicted to be longer than the U–C bond.

17.6.3 Matrix‐isolated actinide binary carbonyls

Binary zero‐valent carbonyl complexes of the actinides have been a long‐
sought goal of actinide chemists because of their potential attractiveness in

isotope‐separation processes. In 1971, Slater et al. reported the isolation of

Table 17.21 Predicted properties of OThCO and OUCO from scalar‐relativistic DFT
calculations, along with the experimental frequencies of the matrix‐isolated species in solid
neon (see Andrews et al., 2000b).

OThCO OUCO

ground state 3A00 5A00
An–O (Å) 1.871 1.828
An–C (Å) 2.488 2.259
C–O (Å) 1.161 1.174
∠O–An–C (�) 90.8 113.8
∠An–C–O (�) 176.8 179.1
n (C–O) (cm–1), calc. 1789 1842
n (C–O) (cm–1), expt. 1778.4 1806.9
n (An–O) (cm–1), calc. 850 859
n (An–O) (cm–1), expt. a 823.2

a Not observed.
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U(CO)n (n ¼ 1–6) in solid argon (Slater et al., 1971). Since then there have been

some reports of isolable carbonyl complexes of uranium, most notably the U(III)

cyclopentadienyl carbonyl complexes discussed in Section 17.5.2. To date,

however, the only reports of binary actinide carbonyls have involved matrix‐
isolated species. In this section, we will discuss the electronic structures of some

actinide mono‐ and dicarbonyls. The higher carbonyls tend to be harder to
characterize experimentally and there has been only one theoretical study of one

of these species (Nash and Bursten, 1995).

The binary uranium carbonyls U(CO)n (n¼ 1–6) were reinvestigated by Zhou

et al. (1999a) in a neon matrix. The monocarbonyl UCOwas difficult to identify

experimentally and a vibrational band at 1917.8 cm–1 was tentatively assigned

to this species. The dicarbonyl U(CO)2 exhibited absorptions at 1840.2 and

1790.8 cm–1, which were assigned to the symmetric and antisymmetric C–O

stretching modes, respectively, of a bent (C2v) molecule. It is to be noted that the

stretches assigned to U(CO)2 are both at significantly lower frequencies than

that for UCO, which is counter‐intuitive. ThCO and Th(CO)2 have both been

identified in a neon matrix, along with the first report of the higher binary

carbonyls of Th (Li et al., 2001). The C–O stretch for ThCO is observed at

1817.5 cm–1 and the symmetric and antisymmetric stretches of Th(CO)2 are

assigned at 1827.7 and 1775.6 cm–1, respectively. The reduction of the C–O

stretching frequencies in these complexes by more than 300 cm–1 below that of

free CO is quite striking given that Th is considered an early metal with only

four electrons for potential backbonding.

Theoretical studies of even these simple mono‐ and dicarbonyl complexes are
extremely challenging because of the presence of four (Th) or six (U) metal‐
based valence electrons at the An(0) center. The coordinative unsaturation

of these complexes combined with the energetic closeness of the An 7s, 5f,

and 6d orbitals leads to a large number of low‐lying states that will almost
certainly demand multiconfigurational approaches to discern. To date, the only

computational studies of these molecules have used scalar‐relativistic DFT,
which is intrinsically a single‐configuration approach. Nevertheless, the results
reported do provide useful information about the bonding in these complexes

and we will discuss them briefly here. We will focus on ThCO and Th(CO)2,

which are somewhat cleaner systems than the uranium complexes because of the

smaller number of metal‐based electrons.
Scalar‐relativistic DFT calculations on ThCO predict that it is a linear

molecule with Th–C ¼ 2.261 Å and C–O ¼ 1.181 Å, and a 3S– ground state
that corresponds to a (7s)2(6dp)2 electron configuration at Th. Two other

states, namely a 5D [(7s)1(6dp)2(5fd)1] and a 3P [(7s)1(6dp)3] are found at 3.2
and 11.1 kcal mol–1 above the ground state, respectively. The calculated C–O

stretching frequency of ThCO is 1790 cm–1, in good agreement with the ex-

perimental neon‐matrix value, and the calculated 12C/13C and 16O/18O iso-

topic vibrational ratios are also in excellent agreement with the experimental

values.
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An energy level diagram for ThCO is presented in Fig. 17.31 (Li et al., 2001).

This diagram illustrates some of the important features of the bonding within

actinide carbonyl complexes. The relativistic destabilization of the Th 5f orbi-

tals and stabilization of the Th 7s orbital are shown in the first two columns,

which compare atomic results on Th at the nonrelativistic and scalar‐relativistic
levels. The dominant interactions involve the Th 6d orbitals. The Th 6ds orbital
is strongly destabilized by interaction with the filled 5s orbital of CO whereas

the 6dp orbitals are stabilized by a backbonding interaction with the CO

2p orbitals. In contrast, the Th 7s and 5f orbitals are minimally affected by
the CO ligand. The 3S– ground state of ThCO corresponds to the (3p)2(6s)2 MO
configuration in which only two of the four Th‐based electrons are involved in
Th‐to‐CO p‐backbonding. The large reduction in the C–O stretching frequency

with only two p‐electrons involved is attributed to the highly electropositive
nature of Th, which leads to very effective charge transfer from Th to CO. The

authors also reported a calculation on the hypothetical 1Sþ excited state that
arises from the (3p)4(6s)0 configuration in which all four of the Th‐based
electrons are involved in p‐backbonding. This excited state is found ca. 36

kcal mol–1 above the 3S– ground state, and leads to a predicted C–O stretching

frequency of 1630 cm–1, a value considerably lower than the lowest known

CO‐stretching frequency of any terminal metal carbonyl.
Scalar‐relativistic DFT calculations on Th(CO)2 also led to some interesting

and unusual results. Three relatively low‐lying states were found, each with
different spin multiplicities. The ground state is predicted to be a closed‐shell
1A1 state in which two MOs that each involve strong Th 6d ! CO 2p‐back-
bonding are doubly occupied. The two occupied MOs are sketched in Fig.

17.32. By doubly occupying these MOs, all four of the metal‐based electrons
are involved in metal‐to‐ligand backbonding. The calculated geometry of

ground state Th(CO)2 is highly unusual inasmuch as it has two terminal CO

ligands with ∠C–Th–C ¼ 49.6�. This very acute angle is a consequence of the
strong desire of electropositive Th to transfer its electrons to the ligands. At this

small angle, the CO ligands are brought into close enough proximity (1.89 Å) to

produce a significant C–C bonding interaction, which lowers the energies of the

2p orbitals and facilitates even better Th‐to‐CO donation. In essence, the strong
Th 6d ! CO 2p‐backbonding has led to partial reductive coupling of the two
carbon atoms. The low‐lying triplet and quintet excited states depopulate the
MOs in Fig. 17.32, leading to longer C–C interactions and correspondingly

larger C–Th–C angles.

The calculated symmetric and antisymmetric C–O stretching frequencies

for 1A1 Th(CO)2 are 1766 and 1734 cm–1, respectively, which are slightly

lower than the neon‐matrix experimental values. Both the experimental and
calculated mean C–O stretching frequencies of Th(CO)2 are lower than the

corresponding values for ThCO, which seems consistent with (i) the fact that

two electrons are involved in backbonding in ThCO whereas four electrons are

involved in Th(CO)2 and (ii) the acute C–Th–C angle in Th(CO)2 allows for
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better backbonding than can occur for a single CO ligand. The extreme ability

of Th(0) to transfer electron density to CO is remarkable and is unprecedented

among the transition metals.

17.6.4 Matrix‐isolated actinide nitrides

The dinitrogen molecule is one of the most stable molecules with the N�N bond

energy of 225 kcal mol–1 (9.76 eV) (Gingerich, 1967). As a result, significant

activation energy is needed to activate the N2 molecule, as is the case for

Fig. 17.31 Energy‐level diagram showing the interaction of a CO ligand with a Th atom to
form ThCO. The atomic energy levels of ThNR and ThSR are for nonrelativistic and scalar‐
relativistic calculations on Th, respectively (reproduced from Li et al., 2001).
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activating the CO molecule. In the preceding sections we have seen that laser‐
ablated actinide atoms have sufficient activity to insert into the CO molecule,

and the dinitrogen molecule can analogously be activated by energetic actinide

atoms. Green and Reedy first generated the mono‐ and dinitrides of Th, U, and
Pu via reactions of cathode‐sputtered actinides with N2 in a solid argon matrix

(Green and Reedy, 1976, 1978b, 1979). By reacting laser‐ablated Th and U
atoms with N2, N2/O2 mixtures, NO, NO2, and N2O, the Andrews group

isolated the actinide mononitrides (AnN), dinitrides (NAnN), and some dinuc-

lear actinide species in noble‐gas matrices (Hunt et al., 1993; Kushto et al., 1997,
1998). Sankaran et al. (2001) also reported the matrix IR spectra of the UN and

NUN molecules.

DFT calculations have been carried out on the matrix‐isolated AnN and

NAnN molecules using the ADF program with the PW91 and BP86 functional

(Kushto et al., 1997, 1998). It is predicted that without spin–orbit coupling the

ThN, UN, and PuN are in 2S, 4S, and 6P electronic states, respectively, and the

optimized bond lengths are consistent with triple bonds for these diatomic

actinide molecules. All the NAnN (An ¼ Th, U, Pu) molecules are predicted

to be linear, consistent with the experimental IR spectra. Because the NUN

molecule is isoelectronic to the uranyl ion, the electronic structures of these

NAnN molecules can be qualitatively deduced from Fig. 17.27. Specifically,

NUN is expected to have a 1Sþ
g ground state corresponding to the

(3su)
2(ffu)

0(fdu)
0 configuration, and NThN and NPuN should have the

(3su)
0(ffu)

0(fdu)
0 and (3su)

2(ffu)
1(fdu)

1 configuration, respectively. The DFT

calculations on the Th, U, and Pu dinitrides confirm these expectations: the Th

and U dinitrides are found to have singlet states, while the NPuN molecule is in

triplet state. Note instead of the 3Pg state assigned originally, the ground state

of NPuN should be a 3Hg state with a (5ff)
1(5fd)1 configuration, as is confirmed

in later calculations (Clavaguéra‐Sarrio et al., 2004).

The DFT‐optimized An–N bond lengths and calculated vibrational frequen-

cies of AnN and NAnN complexes are listed in Table 17.22, together with the

experimentally measured data in Ar and N2 matrixes. In agreement with

the predicted linear structure of the NAnN molecules, only one IR absorption,

Fig. 17.32 Sketches of the two highest occupied MOs of the calculated ground state
of Th(CO)2. Both MOs are doubly occupied in the ground state (reproduced from Li
et al., 2001).
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corresponding to the antisymmetric stretching mode, was observed for each

NAnN species in the matrices. By using the Ar matrix frequencies for different

isotopomers, the NUN symmetric stretching frequency is estimated to be 1008.3

cm–1 via an F–G matrix approach (Hunt et al., 1993). The large differences of

the calculated ‘gas‐phase’ antisymmetric frequencies and those measured in the
Ar and N2 matrices imply that, like the CUO and UO2 molecules, these highly

unsaturated species have significant chemical and physical interactions with the

micro‐solvating atoms in the Ar matrix, and even stronger interactions with
those in the N2 matrix. A recent CCSD(T) calculation on the (ffu)

1(fdu)
1

electron configuration of NPuN by Archibong and Ray (2000) leads to

an optimized Pu–N bond length of 1.719 Å and the antisymmetric stretching

frequency at 1117 cm–1, in good agreement with the predictions from the DFT

calculations. Gagliardi et al. (2003) also performed a CASPT2/SO calculation to

explore the reaction energetics of U inserting to N2 molecule.

The NThN molecule offers some interesting questions with respect to bond-

ing. Terminal nitride ligands are generally formulated as N3– and thus NUN

and NPuN are considered complexes of U(VI) and Pu(VI) that have An�N triple

bonds. Because the maximum oxidation state of Th is þ4, the bonds in NThN
must be considered double bonds and the nitride ligands in this complex are

formally N2–. The calculated bond length for NThN is considerably longer

than that in NUN and NPuN, consistent with these expected differences in

the bonding.

17.6.5 Matrix‐isolated actinide nitride–oxides

The NOþ ion is another member of the isoelectronic series that includes N2

and CO. Andrews and coworkers have examined the reactions of laser‐ablated
U and Th atoms with N2/O2 mixtures or NO. They have determined the

Table 17.22 Predicted bond lengths (Å) and vibrational frequencies (cm–1) of the AnN and
NAnN molecules from scalar‐relativistic DFT calculations, along with the experimental
frequencies of the matrix‐isolated species in solid argon and dinitrogen matrices (see Kushto
et al., 1997, 1998).

An–N nbend

nsym
(An–N) nantisym(An–N)

Calculated Calculated Experimental

ThN 1.795 999 934.3 (Ar), 835.6 (N2)
UN 1.746 1045 1000.9 (Ar), 890.5 (N2)
PuN 1.756 863 855.73 (Ar)
NThN 1.864 64 � 2 828 830 756.6 (Ar), 716.4 (N2)
NUN 1.717 53 � 2 1087 1123 1050.8 (Ar), 1010.3 (N2)
NpuN 1.703 143 � 2 1012 1091 1029.74 (Ar)
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vibrational spectra and molecular structures of a series of actinide molecules of

formula NAnO and NAnOþ (An ¼ Th, U) and have also performed DFT

calculations on some of these species (Kushto et al., 1997; Kushto and Andrews,

1999; Zhou and Andrews, 1999). The NUOþ ion was also observed by

Heinemann and Schwarz (1995) in gas‐phase ion–molecule reactions. Inasmuch
as the NUOþ molecule is isoelectronic with UO2þ

2 and CUO, and the NUO

molecule is isoelectronic with the UOþ
2 ion, it is not unexpected that both

NUO and NUOþ are predicted to be linear. In contrast, the NThO molecule

is bent, with an optimized N–Th–O angle of 127.5�, similar to the OThO and

CThO molecules. From Fig. 17.27, the NUOþ ion is expected to have an

electron configuration of (6s)2(ff)0(fd)0. However, because the N 2p orbitals

are lower in energy than the C 2p orbitals, the HOMO–LUMO gap of NUOþ is
larger than that of CUO. As a result, a ground‐state reversal such as that

observed for CUO is unlikely to occur. The NUO molecule has a 2F ground

state with the (6s)2(ff)1(fd)0 configuration. The geometric parameters and
vibrational frequencies of the actinide nitride–oxides from the DFT calculations

reported by Zhou and Andrews (1999) are summarized in Table 17.23.

Gagliardi and Roos (2000) also have reported CASPT2 calculations on the

geometric structures and vibrational frequencies of NUO and the NUOþ ion.
In this section, we have summarized the geometric structures, electronic

structures, and vibrational frequencies of some of the small molecules and

ions that have been detected experimentally via matrix isolation. The combined

efforts of low‐temperature matrix‐isolation experiments with state‐of‐the‐art
computational chemistry methods have greatly helped to rationalize and under-

stand the chemistry of these unique actinide species. Further experimental and

theoretical studies on these and other actinide species will greatly advance our

Table 17.23 Predicted bond lengths (Å) and vibrational frequencies (cm–1) of NUO,
NUOþ, and NThO from B3LYPDFT calculations, along with the experimental frequencies
of the matrix‐isolated species in solid neon and argon matrices (see Zhou and Andrews,
1999).

N–An An–O ∠NAnO nbend n(An–O) n(N–An)

NUO calc. 1.735 1.811 180� 125, 139 856 1063
expt. (Ne) 833.5 1004.9
expt. (Ar) 818.9 983.6

NUOþ calc. 1.685 1.746 180� 129 � 2 1005 1191
expt. (Ne) 969.8 1118.6
expt. (Ar) (882.5) (1035.8)

NThO calc. 1.957 1.901 127.5� 117 � 2 785 708
expt. (Ne) 784.2 709.8
expt. (Ar) 760.3 697.3
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understanding of the structure and bonding of actinide complexes. In particu-

lar, the presumably innocent noble‐gas matrices have been shown to play

sometimes significant roles in the geometries, electronic structures, and spec-

troscopy of actinide compounds. The existence of the noble‐gas actinide bond-
ing indicates that the long overlooked role of noble gas atoms will have to be

considered in future matrix‐isolation experiments and in reinterpreting previous
experimental results.

17.7 SPECIATED ACTINIDE IONS

In contrast to the high‐valent actinyl series, An(III) and An(IV) ions exist in
solution as bare ions (surrounded, of course, with solvent molecules and

counter‐ions). As with the actinyl ions, the characterization of their behavior
in aqueous solution, i.e. their speciation, is of great interest in order to obtain a

better understanding of their structures, stabilities, reactivities, and solution

chemistry and of their environmental implications.

Recently, a hydration (electrostatic) model to describe monoatomic ions has

been developed by David and Vokhmin (2001). They predict experimental

An–O distances of 2.56, 2.52, 2.51, 2.51, and 2.44 Å for U3þ, Np3þ, Pu3þ,
Am3þ, and Cf3þ, respectively. Their coordination numbers for the first solva-
tion shell are between 9 and 10 for the first four ions and 8.5 for Cf3þ. Blaudeau
and coworkers performed DFT (PW91) calculations on the hydrated Pu3þ ion
and predicted a coordination number of eight or nine in the complex (Blaudeau

et al., 1999). Their calculated bond lengths were 2.508 Å for the eight‐coordinate
complex in which the water molecules form a nearly cubic cage around the

plutonium ion with a total symmetry of D2d, and 2.585 Å (axial) and 2.491 Å

(equatorial) for a D3h nine‐coordinate tricapped trigonal prismatic complex.
These values were in good agreement with a subsequent crystal structure

determination of [Pu(H2O)9][CF3SO3]3 (Fig. 17.33), which contains an isolated

PuðH2OÞ3þ9 ion with Pu–O distances of 2.574 Å (axial) and 2.476 Å (equatorial)

(Matonic et al., 2001). Earlier solution EXAFS studies, which are not as defini-

tive concerning coordination number as the X‐ray crystallography, had con-
cluded that Pu–O ¼ 2.51 Å and the coordination number was 9 or 10 for Pu3þ

(Ankudinov et al., 1998; Gropen, 1999).

Yang et al. (2001) performed quantum mechanical and molecular dynamics

(MD) calculations on the Th4þ ion using DFT (B3LYP) methodology

and AMBER force fields. In the aqueous phase, calculated using a polarized

continuummodel (PCM), they found a C4v nine‐water capped‐square‐antiprism
complex to be the most stable. Their calculated Th–O bond distance was 2.54 Å.

These results compare reasonably well with experimental EXAFS measure-

ments, for which a coordination number of 9–11 and a bond length of 2.45 Å

were found (Moll et al., 1999). The MD simulations lead to a well‐defined
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second shell consisting of 18.9 water molecules at a distance of 4.75 Å from the

metal ion. In a further study, Tsushima et al. (2003) concluded that incorpora-

tion of the second shell in the geometry optimizations improves the Th–O bond

distance to 2.50 Å. Mochizuki and Tsushima (2003) performed RECP‐based
B3LYP calculations with a conductive PCM and found a reduction in the

calculated bond length to 2.47 and 2.48 Å. They also performed DIRAC four‐
component all‐electron calculations of the AcðH2OÞ3þn ðn ¼ 1; 2; 4; and 6Þ
complexes and the analogous Th4þ complexes. They found that the thorium

complexes have a shorter metal–oxygen distance, larger stabilization energies,

and larger amounts of ligand‐to‐metal electron donation. Mochizuki and

Tatewaki (2002) performed similar calculations on the analogous Cm3þ com-
plexes. They found the curium–oxygen bond distance to increase with the

number of water molecules in the complex and the stabilization energy per

water molecule was reduced. These studies provide important information

about the solvation properties of actinides ions. Further theoretical calculations

are needed to address the important chemical properties (e.g. charge‐transfer or
redox chemistry) of actinide ions in solutions.

Fig. 17.33 The structure of the [Pu(H2O)9]
3þ ion from the X‐ray crystal structure of

[Pu(H2O)9][CF3SO3]3 (reproduced from Matonic et al., 2001).
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17.8 UNSUPPORTED METAL–METAL BONDS CONTAINING

ACTINIDE ATOMS

The rich manifold of s, p, d, and f orbitals on actinide atoms has led to

numerous theoretical explorations on the possibility of forming discrete com-

plexes that contain direct metal–metal bonds involving one or more actinide

atoms. As noted earlier, one bonding motif that contains an unsupported (and

therefore unambiguous) metal–metal bond involving an actinide atom is the

Cp�2ðXÞTh�RuCpðCOÞ2ðX ¼ Cl; IÞ system reported by Marks and coworkers

in 1985 (Sternal et al., 1985). This system was studied theoretically using quasi‐
relativistic Xa‐SW calculations (Bursten and Novo‐Gradac, 1987), which indi-
cated that the CpRu(CO)2 fragment in the molecule is best considered as an

‘organometallic pseudohalide’ that leads to a very polarized Ru–Th bond

characteristic of ‘early–late’ heterodimetallic complexes (Gade, 2000). The con-

clusions of this theoretical study were applied in the synthesis of other organo-

metallic complexes that contain unsupported actinide–transition metal bonds,

such as the Cp3An–MCp(CO)2 (An ¼ Th, U; M ¼ Fe, Ru) complexes (Sternal

and Marks, 1987). Mass spectrometric evidence has been presented for the

formation of cationic complexes that contain direct An–M bonds from the

reaction of Thþ and Uþ with Fe(CO)5 (da Conceicao Vieira et al., 2001). The

proposed complexes, [AnFe(CO)n]
þ (An ¼ Th, U) have the potential to lead to

more covalent An–Fe bonding because of the lower oxidation state of the

actinide centers, but theoretical studies are yet to be done for this structurally

uncharacterized system.

Gagliardi (2003) recently exploited the pseudohalide characteristics of Au

atoms as ligands to explore the structure and bonding in UAu4 at the DFT and

CASPT2 levels of theory. It is predicted that UAu4 has a geometry slightly

distorted from tetrahedral with U–Au bond lengths of 2.72 Å. The molecule is

predicted to have a triplet ground state, analogous to the uranium tetrahalides.

The U–Au bond is predicted to be ionic, although a comparison of the atomic

populations of UAu4 with those of other MAu4 (M¼ Ti, Zr, Hf, Th) complexes

indicates that the U–Au bond should have greater covalency than the other

systems. Gagliardi and Pyykkö (2004) extended the analogy between An–main

group and An–transition metal bonding to explore the possibility of strong

U–M bonding in species such as NUIr, which is electronically similar to NUN.

NUIr is predicted to be a closed‐shell molecule with a very short U–Ir bond of
2.15 Å at the CASPT2 level with an extended basis. The bond is predicted to be

polar, with a partial positive charge on U and partial negative charges on N and

Ir, although less so than the other systems mentioned in this section. Similar

results were obtained for the neutral isoelectronic molecules FURe, OUOs, and

CUPt.

Truly covalent metal–metal bonds involving actinide atoms could be made

in principle via direct actinide–actinide bonding in a symmetric discrete com-

plex. To date, there are no well‐characterized complexes that contain direct
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actinide–actinide bonds; indeed, such systems remain as an experimental ‘holy

grail’ in actinide chemistry. Most of the attention to the bonding and electronic

structure of actinide–actinide bonded systems has focused on homonuclear

diatomic molecules. March et al. have used simple models to predict that

homonuclear diatomics of the heavy elements are unlikely to exist (Mucci

and March, 1985; Pucci and March, 1986). Contrary to this prediction, the

diatomic molecule U2 has been detected in the gas phase via mass spectrometry

(Gorokhov et al., 1974; Gingerich, 1980), and was proposed to have a dissocia-

tion enthalpy of 52� 5 kcal mol–1. This molecule has been the subject of several

theoretical studies. Bursten and Ozin (1984) first examined the electronic

structure of U2 and Np2 at an assumed bond distance of 2.2 Å using the

quasi‐relativistic Xa‐SW method. They proposed that these molecules could

form f bonds via the ‘face‐to‐face’ interaction of the An 5ff AOs. Pepper and
Bursten (1990) later used CASSCF and single‐reference CI calculations to
explore the bonding in U2. They found a complex electronic structure for this

molecule, including a relatively low‐spin short‐bond‐length (SBL) state, and
completely spin‐uncoupled long‐bond‐length (LBL) state. Interestingly, they
found the LBL minimum (at ca. 3.0 Å) to be lower in energy than the SBL

minimum (at ca. 2.2 Å), although they expressed concerns about the lack of

inclusion of spin–orbit effects in their calculations. Archibong and Ray (1999)

have used DFT, CISD, and CCSD(T) calculations with RECPs to explore the

possible existence of the Pu2 diatomic molecule. They find that the molecule is

bound, but that the Pu 5f electrons are localized, which leads to a rather weak

interaction. The predicted Pu–Pu bond length, 4.4–4.5 Å depending on the

method, is quite long and the predicted ground state is 13Sg in the absence of
spin–orbit effects.

Most recently, Gagliardi and Roos (2005) have reexamined the bonding in

the U2 molecule using CASSCF/CASPT2 methodology that includes spin–orbit

effects. They find that the molecule has a very complex electronic structure: six

of the 12 valence electrons fully occupy 7ss and 6dp bonding orbitals, one

electron each occupy the 6ds and 6dd orbitals, one electron each occupy the
weakly bonding 5fp and 5fd orbitals, and the last two electrons are essentially
localized in the 5ff atomic orbitals on the two U atoms. They therefore describe

the bonding in the molecule as having ‘‘three strong ‘normal’ electron‐pair
bonds, two fully developed one‐electron bonds, two weak one‐electron bonds,
and two localized electrons,” leading to the prediction of a net quintuple bond

in the molecule. Fig. 17.34 depicts the active MOs of U2 used to construct

this unusual bond, and the occupation number of each from the CASPT2

calculations. With the inclusion of spin–orbit coupling, they predict a U–U

bond length of 2.43 Å and a bond dissociation energy of 30.5 kcal mol–1. It is

highly unusual that a molecule with a quintuple bond possesses a dissociation

energy lower than that of most systems with single bonds, which emphasize the

weakness and complexity of the actinide–actinide bonds.
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17.9 CONCLUDING COMMENTS

We hope that this chapter has given the reader a sense of the challenges and

complexity of obtaining and describing the electronic structure of discrete

actinide‐containing systems. As was stated at the outset, the large number of
active atomic orbitals on actinide atoms and ions, the necessarily large number

of electrons, the need to include relativistic effects, and the generally large

coordination numbers all serve to make the electronic structure of molecular

actinide complexes appreciably more complicated than that of transition‐metal
systems (and, perforce, purely organic systems). We have attempted to show the

reader how recent advances in computational resources coupled with new

theoretical methodologies have led to great progress in the quantitative descrip-

tion of actinide electronic structure. In particular, the growth of density

functional methods and new electron correlation techniques during the last

Fig. 17.34 The active MOs that form the bond in U2 from CASPT2 calculations. The
number in parentheses is the electron occupation of the orbital in the ground state (repro-
duced from Gagliardi and Roos, 2005).
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10–15 years has greatly facilitated advances in this field, particularly with

respect to the calculation of geometries, vibrational frequencies, and ground

state metal–ligand interactions.

In spite of the progress that has been made, there are areas of actinide

electronic structure that still require a great deal of development so as to

allow computational actinide chemistry to be an even stronger partner to the

experimental studies of actinide science. Very recent developments have led to

better descriptions of the electronic structure of excited states of actinide sys-

tems, to improved treatment of dynamic correlation effects with the inclusion of

scalar and spin–orbit relativistic effects, and to more effective combining of

quantum mechanics and molecular mechanics methods (QM/MMmethods) for

the theoretical analysis of very large actinide molecular systems, such as those

that are relevant to the interaction of actinide atoms and ions with biomole-

cules. These new capabilities portend an even greater role that theoretical

studies will play in the understanding of experimental observations and the

prediction of new properties of actinide systems.

Improved methods and enhanced computational capabilities will enable

higher quality calculations of the types of actinide systems discussed in this

chapter. They will also allow computational actinide chemists to address the

‘next generation’ of actinide electronic structure problems, including the inter-

action of actinide‐containing molecules with realistically modeled solvents and
surfaces and the complex equilibria exhibited in actinide chemistry (particularly

aqueous actinide chemistry). We anticipate that the next decade will be one of

continued growth in the scope and utility of theoretical actinide chemistry.

Continuing efforts to improve relativistic electronic structural methodologies

within DFT and electron correlation techniques, coupled with ever‐increasing
computational capabilities, will provide new, more powerful electronic struc-

ture codes for addressing actinide electronic structure. We expect that more

reliable methods will be developed for exploring excited states of actinide

systems, including the complex multiplets that are characteristic of the optical

spectroscopy of actinide complexes. Improved methods for the calculation

of the molecular energetics of actinide complexes could lead to predictive

capabilities with thermodynamic accuracy. We are also hopeful that relativistic

molecular electronic structure approaches will be improved to the point of

allowing for the facile calculation of potential energy surfaces for actinide‐
containing molecules, including reaction transition states. It will be an exciting

time for our field.

LIST OF ABBREVIATIONS

ADF Amsterdam density functional code

AIMP ab initio model potential

An Actinide
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AO atomic orbital

ACPF averaged coupled‐pair functional
AQCC averaged quadratic coupled cluster

B3LYP Becke’s three parameter exchange functional plus the correla-

tion functional of Lee, Yang and Parr

BDF Beijing density functional code

BLYP Becke–Lee–Yang–Parr functional

BP86 Becke–Perdew 86 functional

Bz Benzene

CASPT2 complete active space plus second‐order perturbation theory
CASSCF complete active space self‐consistent field
CCSD coupled cluster with single and double excitations

CCSD(T) coupled cluster singles, doubles and perturbative triples

Cht cycloheptatrienyl

CISD configuration interaction with single and double excitations

COT cyclooctatetraene

Cp cyclopentadienyl

Cp* pentamethylcyclopentadienyl

DFT density functional theory

DHF Dirac–Hartree–Fock method

DKH Douglas–Kroll–Hess hamiltonian

DV‐Xa discrete variational Xa method
ECP effective core potential

EHMO extended Hückel molecular orbital

Gaussian Gaussian computational chemistry code

GGA generalized gradient approximation

GVB generalized valence bond

HF Hartree–Fock

HFS Hartree–Fock–Slater

HOMO highest occupied molecular orbital

INDO intermediate neglect of differential overlap

IR infrared

LCAO linear combination of atomic orbitals

LDA local density approximation

LMCT ligand‐to‐metal charge transfer
LUMO lowest unoccupied molecular orbital

MCSCF multi‐configuration self‐consistent field
MLCT metal‐to‐ligand charge transfer
MO molecular orbital

MP2 second‐order Møller–Plesset perturbation theory
MRCI multi‐reference configuration interaction
MRCISD multi‐reference configuration interaction with single and dou-

ble excitations

NESC normalized elimination of the small components

List of abbreviations 1997



Ng noble gas

NWChem Northwest computational chemistry code

PCM polarized continuum model

PW91 Perdew–Wang 1991 functional

QR‐SW‐Xa quasi‐relativistic scattered wave Xa
RASSCF restrictive active space self‐consistent field
RESC relativistic scheme by eliminating small components

RECP relativistic effective core potential

REX relativistic extended Hückel

SCF self‐consistent field
SO spin–orbit

SOCI spin–orbit configuration interaction

SO‐MRCISD spin‐orbit multi‐reference configuration interaction singles and
doubles

SW‐Xa scattered‐wave Xa method
TD‐DFT time‐dependent density functional theory
TMCOT tetramethylcyclooctatetraene

Tp tetrapyrrole

ZORA zeroth‐order regular approximation (to the Dirac equation)
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Clavaguéra‐Sarrio, C., Brenner, V., Hoyau, S., Marsden, C. J., Millié, P., and Dognon,
J.‐P. (2003a) J. Phys. Chem. B, 107, 3051–60.
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Gagliardi, L. and Pyykkö, P. (2004) Angew. Chem. Int. Edn., 43, 1573–6.

Gagliardi, L., Heaven, M. C., Krogh, J. W., and Roos, B. O. (2005) J. Am. Chem. Soc.,

127, 86–91.

Gagliardi, L. and Roos, B. (2005) Nature, 433, 848–51.

References 2003



GAMESS: ‘‘General Atomic and Molecular Electronic Structure System,’’ Schmidt, M.

W., Baldridge, K. K., Boatz, J. A., Elbert, S. T., Gordon, M. S., Jensen, J. H., Koseki,

S., Matsunaga, N., Nguyen, K. A., Su, S. J., Windus, T. L., Dupuis, M., and

Montgomery, J. A. (1993) J. Comput. Chem., 14, 1347–63.

Gao, J., Liu, W., Song, B., and Liu, C. (2004) J. Chem. Phys., 121, 6658–66.

Garcia‐Hernandez, M., Lauterbach, C., Kruger, S., Matveev, A., and Rösch, N. (2002)
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Kovács, A. and Konings, R. J. M. (2004) J. Mol. Struct. (Theochem), 684, 35–42.
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