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Preface

Nowadays, computational methodologies of signal processing and imaging analysis
for 2D, 3D and even 4D data are commonly used for various applications in society.
For example, Computational Vision systems are progressively used for surveillance
tasks, traffic analysis, recognition process, inspection purposes, human-machine in-
terfaces, 3D vision and deformation analysis.

One of the main characteristics of the Computational Vision domain is its inter-
multidisciplinary nature. In fact, in this domain, methodologies of several other
fundamental sciences, such as Informatics, Mathematics, Statistics, Psychology,
Mechanics and Physics are regularly used. Besides this inter-multidisciplinary char-
acteristic, one of the main rationale that promotes the continuous effort being
made in this area of human knowledge is the number of applications in the med-
ical area. For instance, statistical or physical procedures on medical images can
be used in order to model the represented structures. This modelling can have
different goals, for example: shape reconstruction, segmentation, registration, be-
havioural interpretation and simulation, motion and deformation analysis, virtual
reality, computer-assisted therapy or tissue characterization.

The main objective of the ECCOMAS Thematic Conferences on Computational
Vision and Medical Image Processing (VIPimage) is to promote a comprehensive
forum for discussion on the recent advances in the related fields and try to identify
areas of potential collaboration between researchers of different sciences.

This book contains the extended versions of nineteen papers selected from works
presented at the second ECCOMAS thematic conference on Computational Vision
and Medical Image processing (VIPimage 2009), which was held at the Engineering
Faculty of the University of Porto, Portugal. It gathers together the state-of-the-art
on the subject of Computational Vision and Medical Image processing contributing
to the development of these knowledge areas and showing new trends in these fields.

The Editors would like to take this opportunity to thank to the European Com-
munity on Computational Methods in Applied Sciences, the Portuguese Association
of Theoretical, Applied and Computational Mechanics, the University of Porto, all
sponsors, all members of the International Scientific Committee and to all Invited
Lecturers and Authors.

Faculty of Engineering João Manuel R.S. Tavares
University of Porto, Portugal R.M. Natal Jorge
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Automatic Segmentation of the Optic Radiation
Using DTI in Healthy Subjects and Patients
with Glaucoma

Ahmed El-Rafei, Tobias Engelhorn, Simone Waerntges, Arnd Doerfler,
Joachim Hornegger, and Georg Michelson

Abstract The complexity of the diffusion tensor imaging (DTI) data and the
interpersonal variability of the brain fiber structure make the identification of the
fibers a difficult and time consuming task. In this work, an automated segmentation
system of the optic radiation using DTI is proposed. The system is applicable to
normal subjects and glaucoma patients. It is intended to aid future glaucoma stud-
ies. The automation of the system is based on utilizing physiological and anatomical
information to produce robust initial estimates of the optic radiation. The estimated
optic radiation initializes a statistical level set framework. The optic radiation is seg-
mented by the surface evolution of the level set function. The system is tested using
eighteen DTI-datasets of glaucoma patients and normal subjects. The segmentation
results were compared to the manual segmentation performed by a physician ex-
perienced in neuroimaging and found to be in agreement with the known anatomy
with 83% accuracy. The automation eliminates the necessity of medical experts’
intervention and facilitates studies with large number of subjects.

Keywords Diffusion tensor imaging (DTI) � Segmentation � Optic radiation �
Glaucoma
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1 Introduction

Glaucoma is the second leading cause of blindness in the world. The damage
caused by glaucoma is irreversible. The progression of glaucoma can be delayed
significantly if glaucoma is detected in early stages. Therefore, methods for screen-
ing, early diagnosis and better understanding of glaucoma and its progression are
needed.

Most of the existing ophthalmic imaging modalities focus on imaging the eye
in general and the retina in particular. Many studies were performed to investigate
the correlation between glaucoma and retinal changes such as retinal nerve fiber
atrophy, retinal vessels, and optic disk changes [16, 24, 33]. The human visual sys-
tem does not only consist of the eye but it extends through the optic nerve into
the brain till it reaches the visual cortex. The visual pathway consists of four neu-
rons. The first neuron (photoreceptors) and the second neuron (amacrine and bipolar
cells) lie within the retina in the eye. The third neuron (retinal ganglion cells) con-
nects the retina with the brain. The axons of the third neuron leave the eye and end
in the lateral geniculate nucleus where the fourth neuron begins. The axons of the
fourth neuron neuronal cells carry the visual information and end up in the visual
cortex V1. The intracerebral part of the fourth neuron is called the optic radiation.
Correlation has been shown between glaucoma and neurodegeneration in parts of
the visual system such as the optic nerve and the optic radiation [13, 18]. Neverthe-
less, the effect of glaucoma on the visual system is not yet fully addressed.

In this work we aim to provide a system for the automatic identification of the
optic radiation in normal subjects and glaucoma patients. DTI is used to segment
the optic radiation as it is the only imaging modality that allows for the identifica-
tion of white matter fiber structure non-invasively. This is a step towards a better
understanding of the changes caused by glaucoma in this part of the human visual
system.

In the last two decades, diffusion tensor imaging has received a lot of attention
due to its clinical applications [11,39]. Diffusion weighted imaging (DWI) is proven
to be effective in the early diagnosis and investigation of cerebral diseases such as
acute stroke [21, 28] and abscesses [7]. Diffusion tensor derived parameters such as
the degree of anisotropy and the diffusivity parameters are used to evaluate certain
neural pathologies and were found to be sensitive to white matter abnormalities.
Axonal degeneration evaluated by diffusion tensor derived parameters were evident
in the temporal lobe for mild cognitive impairment and Alzheimer disease patients
[8, 17]. In relapsing-remitting multiple sclerosis, reduced anisotropy accompanied
by increased isotropic apparent diffusion was observed correlating to the signature
of Wallerian degeneration [15]. The process of normal human brain maturation and
aging affecting the structure of myelin were monitored using DTI [19, 34]. Further-
more, DTI is the only imaging modality that allows tracking the white matter fibers
in vivo and non-invasively [3,29], and it enables the construction of an atlas of white
matter fibers in the human brain [27, 36].

As the basis of the DTI, diffusion weighted imaging (DWI) is based on magnetic
resonance signal attenuation due to restricted diffusion of water molecules along the
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diffusion weighting gradient field [23, 26]. The cell membranes and myelin sheaths
surrounding the axons act as a guided tube for the diffusion process within the ax-
ons. Thus, they limit the diffusion in the direction perpendicular to the axons while
increasing the average diffusion along the axons resulting in a highly anisotropic
diffusion. The diffusion of water like molecules can be used to identify fiber orien-
tation which coincide with the average diffusion direction and so for to depict the
microstructure of the brain white matter. The diffusion tensor relies on modeling the
diffusion process within a specified volume by a Gaussian process (probability den-
sity function of molecular displacement) with a zero mean. The tensor corresponds
to the covariance matrix of the diffusion process and is calculated from the diffusion
weighted images. Analyzing the diffusion tensor gives significant diffusion related
information such as the main diffusion direction within the specified volume and the
degree of anisotropy. This information is used to identify the white matter structure
within the brain.

Many algorithms were proposed for the identification of white matter tracts us-
ing DTI. The dominant category is tractography which is based on following the
fiber tracts using the principal diffusion direction [4,9,22,35]. Tractography suffers
from accumulated tracking errors during the tracking process. Connectivity maps
were suggested [20, 30, 38] to explore the probability of connectivity between a se-
lected seed point and the surrounding neighborhood which can be the whole brain.
Connectivity maps have the main disadvantage that they do not provide a straight-
forward plausible visualization of the results. The split and merge technique [6]
attempts to avoid the accumulated errors of tractography by identifying short tracts.
This is done by limiting the tracking process to a certain number of steps. Then
it provides a degree of membership of the extracted tracts belonging to the same
fiber. The practicality of the split and merge technique is limited because it does not
describe the complete fiber pathway. Segmentation approaches of DTI [14, 37, 40]
are more suitable for identifying coherent densely packed bundles of axons. The
segmentation avoids the drawbacks from both connectivity maps and tractography
such as tracking accumulation errors and the need to merge the individual tracts to
obtain fiber bundles. Furthermore, it relies on the coherency within the fiber bundle
of interest. Therefore, the segmentation approach is adopted in this work.

Most of the proposed white matter identification algorithms did not address the
problem of algorithm initialization. They rely on the interaction of medical experts
to select the seed points or the region of interest of the desired fiber tracts in trac-
tography algorithms or the initialization of the segmentation engines to include the
desired fiber bundle. This is a rather time consuming process and might limit the
number of subjects in clinical studies that involves DTI. The proposed segmenta-
tion system utilizes the physiological properties of the optic radiation to produce a
robust initialization of the proposed segmentation system in both healthy and patho-
logical subjects with glaucoma.

The proposed segmentation system utilizes the complete tensor information in a
statistical level set frame work that takes into account the Riemannian nature of the
tensor space. It consists of the following steps: First the diffusion tensor and related
anisotropy measures are calculated from the diffusion weighted images. The cal-
culated diffusion tensor data is transformed into the Log-Euclidean framework and
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interpolated as presented in Sect. 2. In Sect. 3, DTI-data is regularized to increase
the coherency of the optic radiation fiber bundle before obtaining an initial estimate
of the optic radiation using thresholding and connectivity analysis. The midbrain
is initially identified using a similar analysis to that of the optic radiation. The
system extends the statistical level set framework for DTI segmentation developed
by Lenglet et al. [25] to be used in conjunction with the Log-Euclidean dissimilarity
distance as detailed in Sect. 4. The optic radiation is obtained by iteratively evolving
the level set function. Finally, the output from the level set framework is adjusted
based on the relative location of the optic radiation and the midbrain. Section 5 con-
tains the results and discussion. The conclusion and future work are stated in Sect. 6.

2 Interpolation in the Space of Diffusion Tensors

The diffusion tensors are 3 � 3 symmetric positive definite matrices. The space
of diffusion tensors is a convex subset of the vector space R.3/2

and does not
form a vector space using a Euclidean metric [12, 31]. Thus, the decomposition
of the diffusion tensors could result in non-physical negative eigenvalues. More-
over, the Euclidean framework is not appropriate for dealing with tensors because
the swelling effect where the average of diffusion tensors with the same determinant
could result in a mean tensor with a larger determinant [10]. Thus, the Riemannian
nature of the tensor space should be taken into account when handling the diffusion
tensors.

Dissimilarity metrics have been proposed to overcome the limitations of the Eu-
clidean framework. An information theoretic measure called the J-divergence is
proposed [37] based on the symmetric Kullback–Leibler divergence between two
Gaussian probability densities. The J-divergence distance between two diffusion
tensors is given by (1) and is affine-invariant. i.e. the distance between tensors is
independent from affine transformation of the coordinate system.

dJ .DT1; DT2/ D 1

2

q
t r
�
DT�1

1 DT2 C DT�1
2 DT1

� � 2n (1)

where tr.:/ is the matrix trace operator, n is the size of the diffusion tensors DT1 and
DT2.

Fletcher and Joshi [12] deal with the space of diffusion tensors as a curved mani-
fold called Riemannian symmetric space. They derived a Riemannian metric on the
space of diffusion tensors. The proposed metric accounts for the positive definite-
ness constraint ensuring that the eigenvalues of the diffusion tensors are positive.

The Log-Euclidean framework proposed by Arsigny et al. [2] provides a
Riemannian framework to deal with the diffusion tensors. Using this framework,
the diffusion tensor space of positive semi definite matrices can be transformed into
the space of symmetric matrices, i.e. a vector space. Additionally, all operations
performed on vectors can be used on the vector form of the diffusion tensor in
the Log-Euclidean framework. Despite the similar properties of the Log-Euclidean
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metric compared to other dissimilarity distances such as the J-divergence distance
or the Riemannian metric by Fletcher and Joshi, the Log-Euclidean framework has
a similar behavior but at a significantly lower computational cost as it involves
vector operations.

The Log-Euclidean distance dLE between tensors DT1 and DT2 is defined by

dLE .DT1; DT2/ Dk log .DT1/ � log .DT2/ k (2)

where log is the matrix logarithm.
The interpolation of the DTI-data is necessary in order to obtain a volumetric

identification of the optic radiation. Interpolation of diffusion tensors in the Eu-
clidean framework results in the non-physical swelling effect. This effect is also
evident in interpolating two tensors, where it is possible to get an interpolated tensor
that has a larger determinant than the original tensors. Interpolation in the Log-
Euclidean framework avoids the swelling effect at a computationally attractive cost.
The diffusion tensor DT is interpolated trilinearly at non-grid position x as the Log-
Euclidean weighted sum of N tensors in a neighborhood of the non-grid position x.
The weights are inversely proportional to the spatial distance between the non-grid
position and the locations of the tensors in the neighborhood. The used interpolation
formula is

DT .x/ D exp

0
BBBBB@

NX
iD1

wi .x/ log .DT .xi //

NX
iD1

wi .x/

1
CCCCCA

(3)

where exp and log are the matrix exponential and logarithm respectively.

3 Initial Estimation of the Optic Radiation and the Midbrain

In this step, the optic radiation and the midbrain are initially identified. The diffusion
tensor data is first regularized by applying Perona–Malik diffusion filtering [32].
Perona and Malik proposed an anisotropic diffusion filtering technique based on
controlling the heat flow according to the presence of edges. The edges are estimated
by the magnitude of the image gradient. The diffusivity is non-linearly inversely
proportional to the magnitude of the image gradient, i.e. the diffusion is limited
at large image gradients indicating the presence of an edge with high probability.
Conversely, the diffusion is increased at small image gradients. The evolution of the
image f .x; y; z/ W ˝ � R3 ! R is governed by the following diffusion equation

@f

@t
D div.�.krf k/rf / (4)

where � D e� krf k2

k or � D 1
1Ckrf k2=k

.
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The diffusion filtering is applied to the transformed Log-Euclidean vector form
of the diffusion tensors componentwise. Regularization is performed to reduce the
noise and to increase the coherency inside the fiber bundles while preserving the
boundaries of the fiber bundles.

The initial estimation of the optic radiation is based on the fact that the main fiber
bundle of the optic radiation is dominated by diffusion in the anterior–posterior di-
rection. Moreover, the optic radiation is a massive fiber bundle which occupies a
significant part of the brain white matter. This physiological information regarding
the diffusion direction and the size of the optic radiation gives a unique discrimina-
tion of the optic radiation from other fiber bundles.

The diffusion tensor is analyzed using eigen-decomposition as given by (5) to
determine the principal diffusion direction (PDD) which is the eigenvector of the
tensor corresponding to the largest eigenvalue. The degree of anisotropy is deter-
mined by the fractional anisotropy (FA) [5] and is calculated from the diffusion
tensor eigenvalues using (6).

DT D �
e1 e2 e3

� �
0
@

�1 0 0

0 �2 0

0 0 �3

1
A � � e1 e2 e3

�T
(5)

where e1, e2 and e3 are the diffusion tensor eigenvectors corresponding to �1, �2

and �3 which are the diffusion tensor eigenvalues in a descending order.

FA D
r

3

2

q
.�1 � �/2 C .�2 � �/2 C .�3 � �/2

q
�2

1 C �2
2 C �2

3

(6)

where � D .�1C�2C�3/
3

.
The image is analyzed on a voxel by voxel basis to create a binary mask

representing the initial optic radiation. The vector corresponding to principal dif-
fusion direction has three components: the anterior–posterior component (AP), the
left-right component (LR), and the superior–inferior (SI) component. The three
components at each voxel are compared and the foreground voxels of the binary
mask are selected to have a dominant AP component. The foreground voxels sat-
isfies the inequalities given by (7) that is the AP-component is greater than a user
specified factor (APthres) of the sum of the other two components and a fractional
anisotropy value greater than 0.2. The fractional anisotropy threshold is used to en-
sure the coherency of the fiber bundle and that the partial volume effects [1] are
avoided. In DTI the partial volume effects are the result of the limitation of the ten-
sor model to describe complex fiber situations such as fiber crossing or branching
situations within a voxel. This results in a reduced fractional anisotropy and a mis-
leading principal diffusion direction. The remaining voxels that do not satisfy the
selection criteria are set as the background of the binary image.
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AP > APthres � .LR C SI/ and FA > 0:2 (7)

A three dimensional six-neighborhood connectivity analysis is performed on the
binarized image. Connected objects are determined and the optic radiation is ini-
tially identified as the largest object dominated by diffusion in the anterior–posterior
direction. This estimation will be used in the segmentation step as an initialization
of the level set.

The analysis applied to estimate the optic radiation is similarly applied to identify
the midbrain. The analysis takes into account that the midbrain is characterized by
diffusion in the superior–inferior direction and is located in the neighborhood of the
centers of the axial brain slices. The relative position of the estimated midbrain to
the optic radiation will be used in a later step to refine the segmentation of the optic
radiation.

4 Segmentation Using a Statistical Level Set Framework

The segmentation is performed in two steps. First, the DTI is segmented using a
statistical level set framework. The initially estimated optic radiation as described in
Sect. 3 is used as the initial surface. Second, the results from the level set framework
are adjusted based on anatomical information between the midbrain and the optic
radiation.

We extend the surface evolution framework developed by Lenglet et al. [25] to
work with the Log-Euclidean dissimilarity measure given in (2). In the following we
present briefly the mathematical formulation of the level set framework in the case
of the Log-Euclidean framework. For further details see [2,25]. The diffusion tensor
DT.x/ at voxel x is mapped to the space of symmetric matrices and transformed into
a vector form ˇ.x/ using the following mapping:

ˇ.x/ D vec .log .DT.x/// (8)

where vec is the mapping of the 3 � 3 symmetric matrices to the corresponding
six dimensional vectors with adjusted relative weights of the matrix coefficients
according to the similarity distance used.

Using the notation in (8), the mean, covariance matrix and Gaussian distribution
of diffusion tensors can be defined as:

�LE D 1

N

NX
iD1

ˇ .xi / (9)

CovLE D 1

N � 1

NX
iD1

.ˇ .xi / � �LE/ .ˇ .xi / � �LE/T (10)
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PLE .ˇ .xi // D 1p
.2�/6jCovLE j

� exp

 
� .ˇ .xi / � �LE /T Cov�1

LE .ˇ .xi / � �LE /

2

!
(11)

The spatial gradient of the diffusion tensor in the vector space is given by

jrˇ.x/j2 D 1

2

3X
kD1

X
sD˙1

t r
�

.ˇ.x/ � ˇ.x C s � ik//

� .ˇ.x/ � ˇ.x C s � ik//T
� (12)

where ik , k D1, 2, 3 denotes the canonical basis of R3. s 2 f1; �1g denotes the
forward and backward approximations of the gradient, t r is the trace of a matrix.

The idea of the statistical surface evolution is to seek the optimal partitioning of
the tensor image (ˇ in the Log-Euclidean case) by maximizing a posteriori frame
partition probability for the diffusion tensor image with image domain � . This is
done in a level set framework, where the image is partitioned into three regions
based on a level set function �: inside �in, outside �out or on the boundary �B . The
boundary is defined as the zero-crossing of �. The probability distributions of the
tensors inside (pin) and outside (pout ) regions are modeled by Gaussian distributions
on tensors using (11). The partition probability is given by

P.ˇj�/ D
Y

x2�in

pin.ˇ.x//
Y

x2�out

pout .ˇ.x//
Y

x2�B

pb.ˇ.x// (13)

The boundary probability distribution pb is selected to have a value of approx-
imately one for high gradients of the diffusion tensors (using (12) for gradient
calculations) and a value of approximately zero for low gradients as the following
relation indicates:

pb .ˇ .x// / exp .�g .jrˇ .x/ j// (14)

where g.u/ D 1=.1 C u2/.
This leads to the energy minimization formulation:

E.�; �LEin=out
; CovLEin=out

/ D �

Z

�

ı.�/jr�jdx C
Z

�

ı.�/jr�jg.jrˇ .x/ j/dx

�
Z

�in

log.pin.x//dx �
Z

�out

log.pout .x//dx

(15)

where ı is the Dirac delta function.
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The following Euler–Lagrange equation is used to evolve the level set function

@�

@t
D ı.�/

 
.� C g.jrˇ .x/ j// div

� r�

jr�j
	

C r�

jr�j � rg.jrˇ .x/ j/ C log

�
pin

pout

	!
(16)

The level set function in (16) is evolved iteratively to obtain the desired
segmentation and the statistics are updated after each iteration.

The output from the level set framework contains the fiber bundle of the optic
radiation and additional bundles connected to it such as traces of the optic tract. The
reason for this is that the optic tract is connected to the optic radiation and the diffu-
sion direction is also anterior–posterior in the connection area so traces of the optic
tract are segmented as well. The lateral geniculate nucleus (LGN) connects the optic
radiation to the optic tract and is located laterally to the midbrain. Therefore, the
LGN position can be used to separate the optic tract from the optic radiation. Based
on this anatomical information, the segmented region is automatically adjusted in
order to confine the segmentation results to the part representing the optic radiation.
The relative position of the segmented optic radiation to the midbrain is used instead
of the relative position to the LGN because the midbrain is larger, more reliable to
identify and in turn more robust. The midbrain is previously identified in the ini-
tialization step. The plane corresponding to the anterior boundary of the segmented
midbrain is selected as the separation level between the optic radiation and the optic
tract. The segmentation results anterior to the selected plane are eliminated leaving
the optic radiation and approximately eliminating the part corresponding to the optic
tract.

5 Results and Discussion

Eighteen subjects were examined by ophthalmologists and categorized into two age
matched groups. The first group represents the subjects that were diagnosed with
primary open angle glaucoma and the other group represents the normal subjects.
The glaucoma group contains nine subjects with a mean ˙ standard deviation age
of 66 ˙ 11.8 years with seven females and two males, while the normal group
contains nine subjects with a mean˙standard deviation age of 67.1 ˙ 8.1 years
with six females and three males. Further ophthalmological and neuroradiological
examinations were performed and did not provide indications of microangiopathy
or irregularly developed optic radiation.

The subjects were scanned using a 3T-MRI scanner. The diffusion weighted im-
ages were acquired using a single-shot, spin echo, echo planar imaging (EPI) as an
imaging sequence with repetition time (TR) 3400 ms, echo time (TE) 93 ms, field of
view (FoV) 230 � 230 mm2, acquisition matrix size of 128 � 128 reconstructed to
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256 � 256, seven signal averages, and partial Fourier acquisition of 60%. The axial
slices have a thickness of 5 mm and 1 mm interslice spacing. Diffusion weighting
were applied with a maximal b-factor of 1000 s/mm2 along 15 icosahedral directions
complemented by one scan with b D 0. The diffusion tensors were calculated from
the measured diffusion weighted images along with fractional anisotropy, eigenvec-
tors and eigenvalues on a voxel by voxel basis.

The segmentation system is applied to the DTI-datasets and the optic radiation
in the two groups is identified. The left side of Fig. 1 shows the final segmented
optic radiation on non-diffusion weighted axial slices with b D 0 from two sample
subjects. The color coded fractional anisotropy representation of the DTI-data is
demonstrated on the right side of the figure.

Fig. 1 Segmentation of the optic radiation in two sample subjects shown on a non-diffusion
weighted image (b D 0) on the left side. (a) Segmented optic radiation on a sample subject. (b) Seg-
mented optic radiation on a second sample subject. The color coded fractional anisotropy image is
shown on the right side. The main fiber bundle of the optic radiation and the lateral geniculate nu-
cleus (LGN) of the visual pathway are clearly identified. The examples indicate the fiber structure
variability of the optic radiation among different subjects
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The segmentation results were evaluated by comparing them with a manual
segmentation of the optic radiation main fiber bundle performed by a physician
experienced in neuroimaging. The accuracy of the segmentation system is calculated
as the percentage of the overlap volume between the automatic segmentation results
and the manual segmentation to the total volume of the manually segmented op-
tic radiation. The segmentation accuracy is summarized in Table 1. The accuracy
of the segmentation results is 82.71% for the normal subjects and 82.76% for the
glaucoma group.

The analysis of the segmentation errors showed that the errors typically occur in
the region where the optic radiation branches in the proximity of the visual cortex.
Due to the branching of the optic radiation in this region, the incoherency increases
and the anterior–posterior direction is no longer the dominating diffusion direction
which is the principal segmentation assumption for the proposed algorithm. Another
source of errors is the relatively small coherent fiber bundles intersecting the optic
radiation and sharing the anterior–posterior diffusion direction near the intersection
location. Figure 2 shows the mentioned classes of errors on a sample subject as
indicated by arrows.

The effect of glaucoma on the visual system specifically the optic nerve and
the optic radiation was investigated in [13]. The correlation between glaucoma and
diffusion tensor derived parameters such as fractional anisotropy and mean diffusiv-
ity was studied. The fractional anisotropy was found to be significantly lower in the

Table 1 The segmentation accuracy of the normal subjects and
glaucoma patients

Subjects’ class Number of subjects Segmentation accuracy

Normal subjects 9 82.71%
Glaucoma patients 9 82.76%

Fig. 2 The errors of segmentation of the optic radiation demonstrated on a sample subject as
indicated by arrows
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glaucoma group when compared to the normal subjects. On the other hand, the mean
diffusivity was significantly higher in glaucoma patients than in the normal subjects.
This yields that the diffusion tensors within the optic radiation are generally affected
by the presence of the neurologic pathology of glaucoma. Despite these findings, the
proposed automated segmentation algorithm has approximately the same accuracy
for normal subjects and glaucoma patients. This robustness is due to the dependence
of the system on the physiological and anatomical properties which are slightly af-
fected by glaucoma.

The high individual variability of the brain fiber structure and the special na-
ture of DTI-data require great attention when dealing with the segmentation of
major fiber bundles. The diffusion tensor contains information about the diffusion
direction and the degree of diffusion anisotropy. So, the segmentation based on
anisotropy measures or diffusion directions only results in a loss of information and
inaccuracy in segmentation. Employing a Euclidean metric for measuring the sim-
ilarity between diffusion tensors ignores the Riemannian nature of the tensor space
and does not represent adequately the dissimilarity between tensors. Most of the
proposed segmentation algorithms do not address the problem of system initializa-
tion which is usually done by a medical expert or roughly. This leads to an increased
number of system iterations and the necessity for an experienced medical user. The
proposed segmentation system overcomes the mentioned problems and eliminates
the variations due to human intervention.

6 Conclusion and Future Work

A system has been proposed for the automatic segmentation of the optic radiation
using DTI based on dissimilarity measure and the coherency property within the op-
tic radiation fiber bundles. The automation eliminates medical-experts’ intervention
for identifying the optic radiation and allows the processing of large number of sub-
jects. The system initialization problem is addressed by utilizing prior knowledge
about the physiological and anatomical properties of the optic radiation to auto-
matically provide robust estimation of the optic radiation. The incorporation of the
Log-Euclidean framework in the statistical level set framework is suitable and ef-
ficient for DTI segmentation because it accounts for the Riemannian nature of the
tensor space and incorporates the whole tensor information in a probabilistic frame-
work. The system is implemented and tested using real DTI-data. The experimental
results indicate that the system shows high efficiency in determining the main fiber
bundle of the optic radiation for normal subjects as well as pathological subjects
with glaucoma.

The automated identification of the optic radiation will be utilized in a follow-
ing study to investigate the correlation between glaucoma and the quantification of
the changes occurred in the optic radiation. This aims to give further insight into the
glaucoma disease and its effect on the various parts of the human visual system. The
identification of the optic radiation connectivity on the visual cortex is another future
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goal. This requires the development of a robust tractography algorithm to be able to
accurately identify the highly variable branches of the optic radiation while taking
into consideration the complex fiber situations (e.g. crossing, branching, etc. . . ) and
the uncertainties in the diffusion tensor data.
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Real Time Colour Based Player Tracking
in Indoor Sports
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and Maria Luı́sa Estriga

Abstract In recent years there has been a growing interest by the sport’s experts
(teachers and coaches) in developing automatic systems for detecting, tracking and
identifying player’s movements with the purpose of improving the players’ perfor-
mance and accomplishing a consistent and standard analysis of the game metrics.
A challenge like this requires sophisticated techniques from the areas of image pro-
cessing and artificial intelligence. The objective of our work is to study and develop
hardware and software techniques in order to build an automatic visual system for
detecting and tracking players in indoor sports games that can aid coaches to anal-
yse and improve the players’ performance. Our methodology is based on colour
features and therefore several colour image processing techniques such as back-
ground subtraction, blob colour definition (RGB and HSL colour spaces) and colour
blob manipulation are employed in order to detect the players. Past information
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and players’ velocity allow the tracking algorithm to define probable areas. Tests
conducted with a single IP surveillance camera on the sports hall of the Faculty of
Sports from the University of Porto showed detection rates from 72.2% to 93.3%.

Keywords Colour image processing � Object tracking � Game analysis

1 Introduction

In sports, especially at high level competition a small advantage of one team regard-
ing another can be of great importance and decisive for a match or even a complete
championship.

Therefore, teams are always trying to improve their performance and tactics in
order to gain this advantage. So, it could be of greater help to record the game se-
quence from strategic points where the field can be completely surveyed and where
the movements of all players may be recorded with precision. This way, after the
game, the team’s coach can identify their weak points and define measures to im-
prove the team global behaviour.

Besides acquiring high quality images it would also be interesting to track the
players and analyze their behaviour during the game: covered area, number of shoots
and goals, number of passes, interaction between players, etc.

An automatic system such as this would bring many advantages, namely it would
be able to handle a huge amount of data and perform a systematic evaluation, that
is a very time consuming task and not always systematic when performed by a
human being.

In this chapter we present the approach used for developing an automatic and
intelligent visual system for detecting and tracking players in indoor sports games.

The main objectives are to design a vision system that is able to cover the en-
tire field, detect each player individually and track his/her movements. One of the
requirements for this system is that it must not cause any interference in the game,
no special tags or colours should be placed neither in the area of action nor on the
players, since most of the championships do not allow it.

A system like this is highly complex since it involves objects that are all very
similar, constantly moving, changing of shape and getting together which makes an
hard task to individualize and consistently identify and track each player. In fact,
occlusion and player merging make the task of player identification very difficult.

This chapter is divided into eight sections. The initial sections introduce the
topic under analysis including some background information, motivation and related
work. The two subsequent sections (3 and 4) provide a description of the projected
and implemented architectures and give a detailed explanation of the image pro-
cessing system which includes the players’ detection and tracking. Section 5 shows
the results achieved so far and the last section refers to the conclusions and some
future work.
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2 Related Work

In recent years there has been a growing interest in developing automatic systems for
detecting, tracking and identifying player’s movements. Some works on the specific
area of player tracking have been developed but the majority is intended to outdoor
sports namely soccer. In outdoor sports it is very hard to mount a camera system and
therefore most of the systems are developed upon images provided by broadcast TV
cameras, either single camera or multiple camera systems.

Liu, Jiu et al. [1] use an approach based on a single moving broadcast camera
system. Their system doesn’t need to be manually initialized since it is able to learn
the models of both the background and the players. The background is modelled us-
ing a dominant colour learning algorithm and a Haar feature based boosting cascade
algorithm is able to represent the players. After this initial learning phase to model
the players and the background, the detection and tracking are built upon a Markov
Chain Monte Carlo data association method.

FIFA World Cup 2006 was their test platform and from the results their method
seems to have high detection and labelling precision, around 90%.

On the opposite side Iwase and Saito [2] propose a dedicated eight camera system
which is able to minimize the effects of occlusion. Each camera is treated as an in-
dependent system called inner-camera and is responsible for detecting and tracking
the players based on very simple features such as colour, area and distance a player
has moved. Whenever the inner-camera system is not able to detect the player due to
occlusions, not detections or by the players being outside the angle of view an inter-
camera process is, in most of the cases, able to identify the players. The geometrical
relationships between the cameras is calculated based on planar homography in pro-
jective geometry. Their system only covers the penalty area and therefore they are
not able to give a good insight of the entire game.

One of the most interesting systems, Aspogamo, is presented by Beetz, Michael
et al. [3,4]. This system is able to analyze sports games using an ontology of models
of the game that has as primitives the players’ positions, motion trajectories and ball
actions. The player detection is performed using first an intensity variance detection
to isolate areas of interest and afterwards the players are identified using a combina-
tion of three colour templates: one for the shirt, another for the shorts and the last one
for the socks of the players. Occlusions are identified using geometric constraints
of shape and size. The multiple target tracking is done with a Rao-Blackwellized
Resampling Particle Filter with fixed lag. This system is also able to track the ball
using a particle filter algorithm.

Regarding indoor sports one of the most promising, mature and relevant work is
Sagit developed by Pers et al. [5, 6]. They use a two fixed camera system placed in
the ceiling of the sports hall that provides a bird’s eye view.

A detailed explanation for camera temporal and spatial calibration and error anal-
ysis is given and the main objective of their work was to follow trajectories. Three
different algorithms are compared and described, one based on motion detection,
another on RGB (colour) tracking and a last one on a colour and template tracking.
They apply their method to several sports such as handball, basketball and squash.
However their system is much operator dependent and is used offline.
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Several authors apply Kalman filter techniques to address some of these
problems, for example Liu et al. [7] give a detailed explanation on their efforts
to track skaters in a skating competition. They use a hierarchical model of two com-
ponents: helmet – identified by a template matching approach and body – detected
by a colour histogram matching method combined with an unscented Kalman filter.

Chris and Boyle [8] use a single camera system and apply a multiple object con-
densation scheme to a five player soccer game. Initially a sample (that corresponds
to a bounding box) of each player is detected, then through a propagation algorithm
the fitness of each bounding box is evaluated and adjusted. They also include an
improved predictive stage that incorporates estimates of positions from a Kalman
filter.

The significance of such systems to the area of knowledge of sports can be as-
sessed by the work of Marko Sibila et al. [9] as they evaluate the importance of
cyclic movements on handball. With the Sagit platform they were able to perform a
study about identifying the differences of volume and intensity in large-scale cyclic
movement activities performed by handball players.

In latter years there has also been a great development in robotics soccer and
numerous papers were published [10–14] describing several features developed for
image processing and tracking algorithms tested with success. Some of these fea-
tures due to the similarity between indoor sports can also be explored.

3 Architecture

There are several types of cameras available in the market. Mainly for convenience
reasons this work was based on a Sony SNCDM110 IP security camera. Recently,
colour cameras based on GigEthernet interface have been introduced in the market
therefore some considerations on a system based on these cameras are also drawn.

With this kind of technology it is possible to place the cameras far away from
the processing system and it is quite easy to mount a multi-camera system using a
standard, low cost Ethernet switch.

Due to the dynamics of indoor sports games, where players are constantly mov-
ing the best spot to place the camera is in the ceiling of the sports hall which gives
a birds-eye perspective [5]. This way there will be no obstacles between the camera
and each player and there will be a clear view of the ball, except when occlusion
occurs due to a player.

The indoor sport that uses the biggest field area is handball. A handball field
has 20 � 40 m which represents a very large area to be covered and also a very large
amount of information to be processed and taken care of. Therefore special attention
must be paid when choosing the cameras resolution and frame rates.

Using a system based on a moving camera would not be cheaper and would
not prevent dark areas in the game that could eventually be of interest to a coach.
The system would also be prone to aging and mechanical problems. Due to these
limitations a fixed system seems to be the best choice.
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3.1 Projected Solution

The vast area to be covered makes it impossible to use a single camera; therefore a
four GigEthernet fixed camera system was projected. The camera placement as well
as the system architecture is shown in Fig. 1.

The cameras chosen have resolutions of 640 � 480 pixels and maximum frame
rates of 60fps. This implies a high quantity of data delivered by each camera and
therefore the architecture is based on a two processor system.

3.2 Tested Solution

Due to some constraints it was not possible to implement the full system. Therefore,
all the results presented in this paper were achieved using a single Sony SNCDM110
camera fixed above the 6 m handball line (Fig. 2).

Fig. 1 System architecture

Fig. 2 Camera placement for the tested solution
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4 Image Processing

One of the most important systems in this kind of application is the image
processing. It must be robust enough so that the tracking algorithm can have
solid bases to work with.

In this case the image processing system is based on blob definition and each
player is seen as a colour blob. In order to have a clean interface with the images
received from the camera we used the OpenCV library [15].

The following subsections describe the steps towards the players’ detection.

4.1 Team Definition

The first step consists on defining the colour blobs for each team that correspond
to sub-spaces of the entire colour space. This is a very important task since a good
colour calibration will influence the success of the subsequent steps.

These colour sub-spaces are stored in a special lookup table that corresponds to a
three dimensional vector with 32 elements in each dimension, this way each colour
component (red, green and blue) is represented by the five most significant bits. The
least significant bits of each colour component represent very slight changes in the
colour itself, for that reason as well as for computational purpose they are ignored.

In this lookup table each point defined by the R, G and B components can have a
few values, corresponding to a team colour or no team. The set of points belonging
to the same team colour constitute a team colour sub-space.

Besides this, each team colour has a colour identifier that is used to mark a pixel
that belongs to a given team colour.

Three approaches were tested [16], the first using the Red, Green and Blue (RGB)
colour space and the other two using the Hue, Saturation and Luminance (HSL)
colour space (which allow minimizing the shadow and light variations effects):

� Physical range – This is the simplest method tested and uses only the area se-
lected by the user to define the team colour sub-space. The results showed that
this is a very time consuming task that not always produces good results.

� Physical flood – Besides including in the team colour sub-space the area defined
by the user (seed) it also includes the surrounding area as long as it has a colour
similar to the one in the chosen area. The propagation among pixels will happen
in all physical directions in a recursive way until reaching a pixel that has a colour
too far away from the seed or from the previous neighbour. This novelty allows
a faster colour calibration with very good results.

� Colour grow – Based on growing the colour space around the selected colour.
With this method the colour expansion is not restricted by the physical neigh-
bourhood and therefore gives a faster team colour blob definition.



Real Time Colour Based Player Tracking in Indoor Sports 23

Fig. 3 Team colour sub-spaces resulting from different colour calibration techniques: (a) Physical
Range, (b) Physical Flood, (c) Colour Grow

The colour team sub-spaces resulting from applying these three different techniques
can be seen on Fig. 3. In this figure the team colour sub-space is identified with the
green colour.

4.2 Background Subtraction

Most of the image area has non-useful information. In fact the regions of interest are
the ones that include a player so it makes sense to perform a background subtraction
in order to highlight the zones where the players are. To perform this subtraction an
empty image of the field is collected a priori.
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Fig. 4 Background subtraction before (a) and after (b)

Due to the brightness of the field empty image it is impossible to simple subtract
it, because it will also have a huge impact on the players’ figures almost eliminating
them from the image.

Therefore a conditional subtraction per pixel is performed [16], which means
that the subtraction occurs only if the pixel under analysis has a colour similar to
the one of the background image. To be more specific the two pixels are not exactly
subtracted but the pixel in the image under analysis will be updated with the white
colour.

Figure 4 shows the effect of applying the background subtraction.
With this conditional background subtraction the areas containing the players are

clearly highlighted.

4.3 Colour Detection

The first action towards the players’ localization is to detect the colours of their
uniforms. Since the colour sub-spaces for each team have already been calibrated
and stored in the colour lookup up table it is necessary to scan the entire image to
detect and mark pixels that belong to either one of those colour sub-spaces.

During this scan each pixel colour is tested to see if it has an entry on the colour
lookup table. If it corresponds to a team colour then the colour of the pixel is re-
placed with the team colour identifier.

4.4 Blob Aggregation and Characterization

At this point there is only information if a pixel belongs to a given colour team or
no team, it is still necessary to establish a relationship between pixels belonging to
the same colour blob. A colour blob corresponds to a region, in the image, where
pixels of the same colour team sub-space are concentrated.
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The algorithm responsible for establishing this relationship comprises two steps.
The first one is based on a per line scan detection and the information is stored in a
way similar to that of a run-length encoding using three parameters: y, xmin and xmax.
Whenever a pixel belonging to a team colour is reached the subsequent pixels of the
same line are checked to see if they belong to the same team colour. An outline of
the algorithm is presented next.

for y:=0 to imageMaxY
for x:=0 to imageMaxX
curColour:=getColourFromImage(x,y)
if curColour<>-1 then
Segment(SgmCount++).Colour:=curColour
Segment(SgmCount).Start:=x

Segment(SgmCount).End:=findEndSegment(curColour,x,y)
if Segment(SgmCount).End <>-1
SgmCount++

end if
end if

end for
end for

Where the findEndSegment function is described by:

findEndSegment(curColour,xStart,y)
for x:=xStart to endOfLine
while getColourFromImage(x,y)=curColour
x++

end while
xEnd:=x
while getColourFromImage(x,y)<>curColour
x++

end while
if xEnd-x>BLOBDISTANCE
break

end if
end for
if xEnd-x>BLOBSIZE
return xEnd

else
return -1
end if

end findEndSegment

As a result from the previous procedure a series of single lines are identified as
belonging to a specific colour team and they still need to be joined to form a single
blob, which represents the second step.
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Fig. 5 Colour detection and blob aggregation. Original image (a), teams colour subspaces (b) and
image after processing (c)

If the distance between two of these lines is small and they belong to the same
colour team they are considered as being part of the same blob and are connected
together.

Once the blob aggregation is performed it is possible to characterize each blob,
namely determine its maximum and minimum x and y positions, the area it occupies,
the rectangle that best fits the blob and its centre of mass.

Figure 5 shows the result of these processing techniques including the colour
regions of each team.

Despite the two team colour sub-spaces being too near the players from each
team can be properly identified as demonstrated by the bottom image of the
above image.

Two features are used in order to determine if a colour blob can represent a
player: the area of the colour blob and the colour density inside the rectangle that
best fits it.

4.5 Real World Transformation

Once the players are completely identified and the blobs characterization is per-
formed it is still necessary to perform the conversion into the real world coordinates.

This real world transformation comprises two parameters one, as seen from the
previous images is the barrel distortion, that in this case is quite severe and the other
corresponds to a scaling factor between the coordinates of the image (that are in
pixels) into the coordinates of the real world (in centimetres).
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In order to compensate for these two factors Eq. 1 was considered [16]:
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.1 C kr2/ term denotes the barrel effect distortion, being k the barrel distortion
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To accomplish a good calculation of the k coefficient is good practice to choose a
line that covers the entire field. Figure 6 depicts the outcome of applying the barrel
“undistortion” equation.

After the coordinates are transformed into the real world it is possible to deter-
mine the exact amount a player has run and if during a move is in a good position.

4.6 Player Tracking

Once the players are detected it is possible to perform their tracking. As stated
before the main parameters that characterize each player are the area and the centre
of mass.
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Fig. 6 Image before (a) and after applying the barrel “undistortion” expression (b)

The method adopted is based on the past information and on defining a probable
area around each player that defines his/her next position. This probable area takes
into account the position and the velocity of the player.

Once a new frame is picked, the processing system starts by identifying all the
colour blobs and those that are identified as being a player are characterized.

The characterization parameters will be compared with the ones from the previ-
ously identified blobs and if they fit inside the probable area of one of those blobs
then the new blob is assumed as being the sequence.

5 Results

This section presents the results achieved so far and gives a description of the test
platform used.

Tests were conducted at the FADEUP’s sports hall during handball training ses-
sions of the Futebol Clube do Porto junior teams with training vests. Due to the
short period the camera was available (the camera was lent by Sony Portugal) it was
only possible to capture a few videos and not always under the best conditions.

5.1 Overview

Figure 7 demonstrates the final result after applying the image processing and the
tracking techniques.

Merging between players of the same team seems to be the strongest factor to
loose player identification.

Experiments also evidenced that the colour calibration of each team is a key
factor to have a good player detection, and a combination of the physical flood and
colour grow techniques produced the best results.
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Fig. 7 Image before (a) and after (b) processing

Regarding the tracking algorithm the results are still scarce, mainly because we
were only able to cover a small portion of the field and therefore when a player
leaves this area the tracking algorithm is not able to follow him.

However when the player stays in the visible region the tracking behaviour is
satisfactory and even when a player is not detected in one frame it is able to recover
the track in the subsequent frames.

5.2 Sample Footage

The following results were obtained using a 60 s’ portion (which corresponds to 900
frames) of a video recorded at a handball training session of the Futebol Clube do
Porto junior team, filmed with permission at the Faculty of Sports of the University
of Porto on the 25 April 2009.

The video was filmed in MJPEG with resolution of 640 � 480 pixels, 15 fps and
compression ratio of 1/6.

The sample footage used has a particularity that is common on training sessions
but not on real game situations, both teams have very similar equipments only dif-
fering in a dark blue vest the dark blue team wears above the same equipment of the
light blue team.

5.3 Player Detection

Robust player detection plays a very important role since it establishes solid foun-
dations where the tracking algorithm can build upon. Therefore the first tests were
oriented to determine the player detection robustness.

The left side of Fig. 8 shows the team colour definition used in this batch of tests
(green colour identifies the light blue team and yellow colour the dark blue team)
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Fig. 8 Team colour definition (left) and players under detection (right)

Table 1 Player detection rate Player Detection rate (%)

A (goalkeeper) 76.2
B (dark blue team) 72.2
C (dark blue team) 88.0
D (light blue team) 93.3
E (dark blue team) 75.2

where it is possible to see that due to the equipment similarity the two team colours
have an interlaced region which makes it even harder to identify players whose
equipment colour is on this frontier.

On the right side of the same figure players used to evaluate the detection rate are
highlighted and identified with letters

Table 1 provides the detection rates for each highlighted player.
From these results it is possible to see that players’ detection rates ranged from

72.2% (player D) until 93.3% (player D). It is also noticed that the detection al-
gorithm had better performance at the centre of the image because this area had a
better illumination (there were some missing light bulbs on the sides of the field
mainly near the goal) and also corresponded to the area seen by the centre of the
lenses where the image is better.

Player B had the lowest detection rate (72.2%) followed by player E (75.2%). The
first case is explained by the fact that, during the sample footage, the player stayed
most of the time in the extremity of the image where the two above mentioned
conditions were not gathered. On the second case the player was from the dark blue
team but stayed the majority of time with his flank towards the camera where the
most visible area of the equipment was the sleeve (of light blue colour) and therefore
the player was miss classified as belonging to the wrong team.

Player C was also from the dark blue team but had a satisfactory detection rate
because he consistently stayed on the centre of the image with his backs towards the
camera.
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Fig. 9 Correct player identification during a merge situation

Fig. 10 Merging between players of the same team

It was also possible to verify that a player belonging to the light blue team
(player D) had better chances of being well detected

Further tests showed that during merge situations with players from different
teams the detection was able to perform correctly as can be seen on Fig. 9.

Nevertheless when two players of the same team got close enough to occur merg-
ing (Fig. 10) the detection algorithm considered them as being a single individual.

The image on the right side shows clearly that the camera “saw” the sleeves from
both players touching.

5.4 Player Tracking

The performance of the tracking algorithm was evaluated by the time it continuously
managed to track a player.
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As stated before a good tracking algorithm is based on solid player detection,
therefore a lower detection rate will imply a worse player tracking which is proved
by the results on the following figures and tables.

Tables provide information about how many times the tracking algorithm lost a
player identified by a higher or lower number of sections. Each section represents
a period of time in which the tracker was able to continuously follow the player.
Information about the distance run by the player is also given.

Figures provide a graphical visualization of the area covered by the player in each
section (each colour identifies a section tracked properly). Although in reality the
set of sections belong to the same player the tracking algorithm sees each portion as
belonging to a different player.

We present the results achieved for player B and C (recall 5.3).
Figure 11 and Table 2 represent the data for player B. Initially the player was

tracked in section dark grey, but 14.2 s later the player was not detected for a long
enough period and his track was lost. During this sample footage the tracking algo-
rithm lost the player three times.

We could achieve better results on player C as shown on Fig. 12 and Table 3. The
tracking algorithm only lost the player two times and on the second section it was
able to follow the player during 30 s.

As stated before, merging and occlusion can carry many troubles in a tracking al-
gorithm, nevertheless tests showed a good performance when this happens between
players from opposite teams.

Fig. 11 Spatial occupation of player B

Table 2 Player B sections
during tracking

Section Duration (s) Distance (cm)

Dark grey 14.2 12:3

Light grey 14.4 8:1

White 16.2 9:7

Black 12.2 8:3
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Fig. 12 Spatial occupation of player C

Table 3 Player C sections
during tracking

Section Duration (s) Distance (cm)

Black 16.6 23.2
White 30.0 31.3
Grey 13.1 21.8

Fig. 13 Tracking during a merging situation

Figure 13 shows the result of the tracking algorithm during the right side merging
of Fig. 9. This sequence of screenshots evidences that, despite occurring a merging
between several players, the algorithm was capable of identifying correctly the play-
ers during and after the merging period.
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Of course that during the merging some players were seen much bigger (example
of player three), but in the general sense it is able to detect all the players and
position their centre of mass (cross inside the rectangle) in more or less the correct
position.

These tests were performed in a laptop computer with 1MB L2 cache and
powered by an Intel T2130 processor running at 1.86 GHz, under Windows Vista
operative system and, in average, each frames takes around 65 ms to be processed.

6 Conclusions and Future Work

This chapter presented a system for tracking players in indoor sports games. The
main objectives were to develop a system that could handle such a complex problem,
recognize each team player and follow their movement all over the field.

The system is composed of two main blocks, one concerned with image process-
ing where several colour techniques are applied in order to identify the players and
the other responsible for tracking the players throughout the field.

Tests conducted using an IP surveillance camera and a sample footage of 60 s
showed that most of the time players are correctly identified has being part of either
team. This is a good result taking into consideration the several artefacts the camera
produces and the many light effects present on this scenario (mirror of the lights,
shadows of the players, and barrel effect among others).

The results also evidence that players detection based on blob notion achieves
good results, although it is not completely robust to player’s merging and occlusions.
The best result achieved was 93.3% of correct identification and the worst 72.2%.

Finally the last step, player tracking, was based on defining a probable area
around the previous position of the player using the centre of mass position and
the maximum theoretical player velocity. The minimalistic presented tracking algo-
rithm was able to correctly and continuously follow a player during 30 s.

Despite the tests being conducted in a handball environment the application is
generic and therefore should be able to analyse other sports images such as basket-
ball or volleyball.

It is clear that there are many opportunities to improve and expand the work
developed so far. Maybe one of the most important aspects to improve is the tracking
algorithm in order to reduce its dependency on a good player detection. Therefore
Kalman filter techniques and artificial intelligence methodologies may be explored
in order to improve the algorithm’s performance.

It would also be interesting to implement the complete engineering solution and
test it in a real game situation where the players have very distinct equipments (with
official team colours).
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Visualization of the Dynamics of the Female
Pelvic Floor Reflex and Steady State Function

Christos E. Constantinou, Qiyu Peng, and Sadao Omata

Abstract Female urinary incontinence has been recently termed a “silent
epidemic”, requiring systematic attention and a multidisciplinary approach to-
wards economically ameliorating its impact. In this paper we examine the role
of the pelvic floor (PF) in maintaining urinary continence by evaluating the dy-
namics produced during its voluntary and reflex activation. Analytical methods for
the acquisition and subsequent ultrasound analysis of movement of PF structures
during maneuvers that are associated with exercises are presented to enable the
development of criteria and unique new parameters that define the kinematics of PF
function. Principal among these parameters, are displacement, velocity, acceleration
and the trajectory of pelvic floor landmarks facilitating functional and anatomical
visualization. Different methods of movement detection, including motion tracking
algorithms and segmentation algorithms were developed to acquire new dynamic
parameters of Pelvic structures during different maneuvers. 2D animation was ap-
plied to enhance the ultrasound imaging and highlight the timing of the movement
and deformation to fast and stressful maneuvers, which are important for under-
standing the neuromuscular control mechanisms in urinary continence. Parameters
were derived using image processing of non-invasive trans-perineal scanning and
probe measurements from asymptomatic volunteers as well as patients presenting
with relevant pathology. In each case the results are visualized using a graphic
interface deigned to illustrate the significant factors separating the continent from
the incontinent subjects.
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1 Introduction

1.1 Clinical Problem

Functionally the role of the Pelvic Floor (PF) is multiple, ranging from control
of urinary and fecal continence to orgasm, conception and birth and in the con-
tainment intra abdominal organs such as the uterus, vagina, bladder and rectum.
Principal among PF disorders, is urinary incontinence and prolapse, accounting for
over 400,000 operations in the USA in 1987 [25], and nearly a third of these were
re-operations. It is estimated that 30 � 50% of women in Europe and the USA are
affected by Urinary incontinence [10]. Stress Urinary Incontinence (SUI), the in-
voluntary leakage of urine on coughing, sneezing, exertion or effort, is the most
common form of urinary incontinence in women. The scientific understanding of
normal PF function is limited and consequently treatment of these prevalent, dis-
abling conditions is, at best, inefficient. As a consequence SUI has been termed a
“hidden epidemic”, affects a large percentage of the population, particularly at the
later stages of life. In our long-term studies of the mechanism of urinary continence,
we realized it is important to develop a method to visualize, measure and model the
dynamic responses of the pelvic floor, including the timing of the movement of
pelvic structures, consequent trajectories and the dynamic parameters of movement
in order to understand the mechanism of urinary continence and establish a more
objective basis for the clinical diagnoses and the evaluation of the treatments of SUI
patients in clinics.

In the present communication the functional characteristics of the female pelvic
floor are considered using two distinct approaches, ultrasound imaging [48,50], and
direct measures of contractility using a vaginal probe [15]. These two measurement
methodologies were used using the same population of subjects and consequently
provide a comparable means of visualizing the results in each case.

1.2 Anatomical Considerations

Due to the location of the PF defining its normal function is challenging. The PF
is under neural control and is a complex 3D arrangement of muscle and connec-
tive tissue, attached to the bony pelvis and sacrum. The PFM is a collective name
for the levator ani and ischiococcygeus. The levator ani muscle consists of the pub-
ococcygeus, the puborectalis, and the iliococcygeus muscles. The pubococcygeus
and the puborectalis muscles form a U-shape as they originate from the pubic bone
on either side of the midline and pass behind the rectum to form a sling. The ilio-
coccygeus muscle arises laterally from the arcus tendineus levator ani and forms a
horizontal sheet that spans the opening in the posterior region of the pelvis, thereby
providing a “shelf” upon which the pelvic organs rest [26]. The muscles and fascias
of the pelvic diaphragm are inserted on the ischial spines either directly or indirectly
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through the sacrospinous ligament and the tendinous arch of the pelvic fascia. The
result of a PFM contraction can be thought to be a medial pull on the ischial spines
to produce a more rigid and narrower PF [1].

1.3 Functional Considerations

Many measurement tools for PFM function quantify the strength of contraction but
PFM strengthening is not the only intervention used clinically in rehabilitation of
patients with PFM disorders. Indeed there are many methods of measuring PFM
activity such as palpation, visual observation, electromyography, dynamometers, ul-
trasound, and magnetic resonance imaging (MRI). Each tool has its own qualities
and limitations [9]. Most recently, using a reliable instrumented speculum, incon-
tinent women demonstrated lower values in passive force, endurance and speed of
contraction than continent women, however, differences between the two groups for
maximal force reached the statistically significant level only in the endurance pa-
rameter [44]. PFM strengthening exercises do diminish the symptoms of SUI [6,46]
yet a number of studies have demonstrated that strength of PFM contraction does
not always correlate to continence state or action on the urethra [39, 44, 60], so
what is it about PFM rehabilitation that helps? Little research has focused upon the
mechanisms of therapeutic change to help identify the specific critical muscle com-
ponents of training [47] so it is unknown whether PFM training mimics the normal
physiological behavior of the PFM or is an compensation strategy, nor whether a
strengthening program is indeed the most efficient method of conservative rehabili-
tation. It seems appropriate to determine whether other properties of muscle function
are also important in defining PFM function and dysfunction, as well as gaining a
greater understanding of why PFM rehabilitation in women with SUI is effective.

1.4 Contribution of Imaging

Previous visualization studies using ultrasound or MRI show that a voluntary con-
traction of the Pelvic Floor Muscles (PFM) changes the ano-rectal angle (ARA) [22]
and can displace the urethra in a direction towards the pubic symphysis [19,27,43].
Yet why does a correct PFM contraction in some women increase the intra urethral
pressure, but in others it does not? [11] It is known that in continent women there
is recruitment of PFM motor units [23] and an increase in intra-urethral pressure
[18] prior to an increase in intra-abdominal pressure (IAP) during a cough. Is the in-
crease in intra-urethral pressure caused by an automatic, pre programmed activation
of the PFM? If so, is this pre-activation lost or delayed in SUI? Certainly there are
altered PFM activation patterns during a cough, measured by EMG in women with
SUI compared to healthy volunteers [24], with shorter activation periods, lack of
response or paradoxical inhibition, so how does this alteration affect the trajectory
of urogenital structures?
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Visualization studies have described the displacement of the urethra or bladder
neck that occurs from the start to finishing point of a cough, a PFM contraction and
Valsalva maneuver, yet none so far have either mapped the trajectory throughout the
maneuver, or defined the automatic function of the PFM, especially in response to
sudden rises in intra-abdominal pressure (IAP) during a cough. Are the differences
in women with PF disorders just a difference of amplitude of displacement, or are
the specifics of the journey important too?

The PFM, along with the diaphragm and abdominal muscles are also thought
to contribute in generating intra-abdominal pressure (IAP). Disorders of breathing
and incontinence have a strong association with low back pain (LBP) [58] and sub-
jects with LBP generate more IAP during low load tasks and have alterations in
the timing of trunk muscle activity [30, 35] than those without LBP. Small studies
of continent women have shown that the Abdominal muscles and PFM co-activate
[45, 55], is this true for a larger group size, and are there any differences in women
with SUI or other PF disorders? To answer those important clinical questions, it is
essential to establish reliable methods for the evaluation of the PF function. The
reliable methods to evaluate the changes of the PF functions will be helpful for the
physicians or clinicians to identify those patients who are likely to be rehabilitated
by PF exercises instead of by surgery.

MRI imaging was introduced to study the anatomical components of the PF and
thereby contribute to better understand mechanism of continence [12, 40, 59, 61].
Different methods have been applied to process and analyze the MRI image to ac-
quire the 2D anatomy of the PF with higher spatial resolution and speed of image
acquisition [13, 32, 33]. MRI imaging in 3D, reported in the recent research litera-
ture, was achieved by reconstructing sequential 2D images acquired in the axial and
sagittal plane [4, 31]. While 3D MRI imaging provides very useful insight into the
anatomical configuration, the amount of time required to acquire 3D volume data is
too long to record any dynamic information of the PF activities. Therefore, current
3D MRI studies are limited to analyze the passive response of the PF under a certain
loading or straining [51]. MRI imaging is also too expensive to be used in regular
clinical examination.

1.5 Diagnostic Methods

In current clinical practice, manual muscle testing per vagina is the technique used
by most clinicians to evaluate a PFM contraction using a five point modified Ox-
ford Grading ordinal scale [41]. It can measure whether or not there is a correct
contraction and the strength of it. The main limitation of this method is the length
of time the assessment takes and the ease with which most clinicians, other than
physiotherapists, could incorporate it into their clinical practice. Vaginal palpation
has also been criticized for its lack of reliability and sensitivity in the measurement
of pelvic floor muscles strength for scientific purposes [8]. Because of the inherent
limitations of vaginal palpation, other methods such as vaginal cones, hydrostatic
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pressure, surface, needle and wire EMG are currently tested to assess PF function
and the improvement of PF function in conservative treatment. The clinical applica-
tions of those methods are limited because they are invasive and inconvenient to be
applied in regular clinical examination.

2D ultrasound imaging can acquire dynamic information on the morphology
of the urogenital organs. In particular, perineal, introital and trans-vaginal ultra-
sound has become an imaging platform for the evaluation of the PF and for the
treatment planning of many uro-gynecological conditions [8]. By its nature, 2D
ultrasound imaging provides a very large amount of dynamic data that cannot be
visually assimilated by the observer in its totality, particularly during fast occur-
ring events. Such dynamic events contain information relating the integrity of the
supporting structures of the bladder neck, the role of the PF, and the compliance
of pelvic floor structures [5]. Furthermore, because the urogenital structures are
anatomically interconnected, ultrasound-based dynamic imaging can substantiate
urodynamic observations of the effective distribution of pressure transmission to
the urethra. State-of-the-art 3D ultrasound imaging techniques provide 3D visual-
ization of the pelvic floor structures with higher resolution. However, current 3D
ultrasound machines are not fast enough for the purpose of visualization the move-
ment of tissues in fast and stressful maneuvers like coughing, which may provoke
urinary incontinence. Besides, as 3D imaging is cost prohibitive for the majority of
clinicians it is anticipated that 2D ultrasound will be, for the foreseeable future, the
measuring and feedback tool of clinical choice.

1.6 Evaluation of the Dynamic Function of the PF Using 2D
Ultrasound Imaging

In real time ultrasound imaging, the diagnostically important information of the
dynamic response of the PF cannot be assimilated and quantified by the observer
during the scanning process. The trajectories and the timings of the movement of the
PF tissues, which may be more important than the amplitudes in the mechanism of
female urinary continence, are usually ignored. Current quantitative measurements
of 2D ultrasound images can only tell us about the resting position of the urethra and
the displacement at the end of events such as Valsalva, voluntary PFM contraction
and coughing. The difficulties with accurately determining the finishing point of any
maneuver, are numerous and are a potential source of error. The operator has either
had to make multiple on-screen measurements, or determine the exact peak moment,
or end position of the maneuver, freeze it, and then measure the change in position
manually on screen or within in built electronic calipers. Without correcting for
probe movement relative to the pubis symphysis the percentage errors range from
18–87%. In addition measuring only the re-positioning of urogenital structures is of
limited value because intermediary anatomical changes are not registered.

In order to develop more sensitive measures to define normal PF function pilot
studies were performed to capture and visualize the sequence of dynamic changes



42 C.E. Constantinou et al.

the PFM produced on the urethra, vagina and rectum using digital image-processing
methods. The approach taken is to use an edge extraction algorithm to outline the
coordinates of the symphysis, urethra and rectum interfaces on a frame-by-frame
basis for sequences of stress inducing events such a cough, Valsalva and voluntar-
ily induced PF contractions. During each event, the trajectory of the boundary of
each structure was identified to characterize the sequential history of the ensuing
movement. The resulting image analysis focused to reveal the anatomical displace-
ment of the urogenital structures and to enable the evaluation of their biomechanical
parameters in terms of displacement, velocity and acceleration. On the basis of
these observations, we expect that the urogenital response to PF contractions can
be quantified and the mechanism of UI, including the trajectories and timing of the
PF activities, can be elucidated. Given that ultrasound imaging contains a consid-
erable amount of useful data which can be obtained with the minimum of invasion
to the patient, it is appropriate to find a way that this information be revealed, dis-
played quantitatively and quantitatively measure, analyze and describe the whole of
the movement during a particular maneuver. We have accounted for movement of
the probe, relative to the structures being examined and do not rely upon the opera-
tor to capture the precise moment at the end of the maneuver. Confidence is required
none the less to validate the ultrasound approach with subjects of a broad age group
and disposition. The visualization of the PF activities using 2D ultrasound imaging
is likely to develop new measures of the PF functions that are more sensitive and
specific than current methods. Those measures are useful for categorizing differ-
ent sub groups of patients within a particular pathology and determining the most
appropriate treatment intervention.

2 Methods

2.1 Coordinate System of the Anatomic Structures

Visual examination of the ultrasound images suggested that the displacement of
the PF tissues during maneuvers contains components that can best be defined as a
ventral (anterior) component towards or dorsal (posterior) component away from the
symphysis pubis and a cephalad (superior) component upwards or caudad (inferior)
component downwards. This is supported by other studies that suggest that in a
functional PFM contraction, the bladder neck has been shown to move in a ventro-
cephlad direction increasing the closure pressure within the urethra as it is displaced
towards the symphysis pubis and during valsalva, as the intra-abdominal pressure
(IAP) increases, the bladder neck moves in an dorsal-caudad direction.

Therefore, an orthogonal coordinate system fixed on the bony landmark, the sym-
physis pubis, was established (Fig. 1). The two axes of the coordinate system are
parallel and vertical to the urethra at rest respectively. The coordinate system is fixed
during the maneuver, so when the subject deforms the bladder (State 2 in Fig. 1),
the coordinate system will maintain its original position and the ensuing trajectory
of urogenic structures can be measured relative to this fixed axis.
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Fig. 1 The orthogonal
coordinate system fixed on
the symphysis pubis. The two
orthogonal components
(ventral-dorsal and
cephalad-caudad
components) of the tissues
displacements reflect PF
functions of squeezing the
urethra and supporting the
bladder respectively
(Reprinted from Peng
et al. 2006)
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2.2 Motion Tracking Algorithms

A readily visible, clearly resolved anatomical structure in perineal ultrasound
imaging is the angle the rectal ampulla forms with the anal canal, the ano-rectal
angle (ARA). The movement of ARA can be used to analyze the PFM function
because the sling of the PFM or Levator Ani muscles wrap around the anorectal
junction, and its displacement is closely associated with a PFM contraction

In order to accurately map the trajectory of the ARA in response to a cough
it is necessary to maintain each frame indexed to the symphysis pubis, which is a
stationary, rigid, non deforming structure. However, the movement of the ultrasound
probe in experiments could cause a motion artifact in the image of the symphysis
pubis. Therefore, the motion artifact of the symphysis pubis needs to be tracked
and subtracted from the motion of the ARA. To accomplish the task of indexing,
we developed an adaptive motion tracking algorithm based on matching template to
measure the movement of the symphysis pubis.

Initially, a template of the symphysis pubis is manually defined in the first frame
of the ultrasound video. The template is then compared with the second image frame
with different offsets in both x and y direction. The matched position in the second
image frame is defined as the position where the difference function D.k; l/, given
by Eq. (1), has the minimum value.

D.k; l/ D
M�1X
iD0

N �1X
j D0

ˇ̌
Ti;j � PiCk;j Cl

ˇ̌
(1)

where, Ti;j PiCk;j Cl and are the template and the image to be matched respectively.
M and N is the size of the template. k and l are offsets for matching at different
position.
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The template for the matching the following image frames is then updated
according to Eq. (2) and the matching procedure is repeated until the last im-
age frame.

T .n/ D 1

n

n�1X
iD0

S.i/ D n � 1

n
T .n � 1/ C 1

n
S.n � 1/ n � 2 (2)

where, S.i/ is the matched position of the symphysis pubis in image frame i .
A similar adaptive matching algorithm is used to track the motion of ARA. How-

ever, ARA is a soft tissue structure which deforms, particularly in fast maneuvers
like coughing. Therefore, a weight coefficient is introduced to speed up the updating
of the template in order to follow the deformations:

T .n/ D w � T .n � 1/ C .1 � w/ � S.n � 1/ n � 2 (3)

where, w is the weight coefficient, w 2 Œ0; 1	. In practice, w is set to a value between
0.7 and 0.8 according to the extent of the ARA deformation.

To decrease the effect of the size and position of the initial template, manually
defined in the first image frame, the tracking procedure is performed four times with
different initial templates and the results are averaged. The relative movement of
ARA to the symphysis pubis is then derived by subtracting the motion of symphysis
pubis from that of ARA.

Figure 2 illustrates the results of the motion tracking of a healthy subject’s sym-
physis pubis and ARA in supine. Figure 2a shows the ultrasound image at rest and
the ventral-cephalad coordinate system. The motion tacking of the symphysis pubis
and ARA are shown in Fig. 2b and c respectively. The relative movement of ARA
shown in Fig. 2d, is derived by subtracting the motion of symphysis pubis from that
of ARA and then transforming the image coordinate system to the ventral-cephalad
coordinate system.

2.3 Image Segmentation Algorithms

Because the urogenital structures are anatomically interconnected, ultrasound based
dynamic imaging can substantiate urodynamic observations of the effective distri-
bution of pressure transmission to the urethra closure mechanism. However, urethra
and bladder, which are the container or path of the urine, may have huge defor-
mation in maneuvers. The above-mentioned motion tracking algorithms based on
matching are not applicable in the movement analysis of the urethra and bladder.

Therefore, an image segmentation algorithm needs to be designed to segment the
boundaries of the urethra and bladder. The movement analysis of the urethra and
bladder can then be based on the tracking of the typical anatomic position, such as
Urethro-Vesical Junction (UVJ), on the boundaries of the urethra and bladder.
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Fig. 2 The motion tracking of a healthy subject’s symphysis pubis and ARA in supine. (a) The
ultrasound image and the coordinate system. (b) The motion tracking of the symphysis pubis and
the ARA (c). (d) The ventral-dorsal and cephalad-caudad components of the displacement of the
ARA (Reprinted from Peng et al. 2007)

Test results show that the segmentation algorithms usually do not work well
because of the speckle noise in the ultrasound images, the movement and out-of-
plane rotation of the ultrasound probe, and especially the huge deformations of the
urethra and bladder during fast, stressful maneuvers like coughing. Therefore, a sim-
ple and effective segmentation algorithm based on “virtual ruler” was developed for
the segmentation of the urethra and bladder.

To begin, the original ultrasound images with integer values were converted to
binary images with logical value of 0s (black) and 1s (white). Otsu’s method, which
minimizes the intra-class variance of the black and white pixels, was used to deter-
mine the threshold for the conversion. All pixels in the intensity image with value
less than the threshold have value 0 (black) in the binary image. And all other pix-
els have value 1 (white) in the binary image. Then, the isolated pixels (individual
1s that are surrounded by 0s) were removed from the binary images by combining
morphological operations of dilation and erosion.

The boundaries of anterior and posterior edges of urethra and bladder were then
segmented in the binary images using the automatic segmentation algorithm shown
in Fig. 3. An initial point on the edge to be segmented was chosen, and one end of a
virtual ruler was fixed on the initial point. The virtual ruler was then rotated around
the initial point until it hit a non-zero point on the edge. The fixed end of the virtual
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Fix one end of the ruler on
the non-zero point

Fig. 3 Flow chart of automatic image segmentation. (Modified and reprinted in part from Peng
et al. 2007)

ruler was then moved to the non-zero point. The virtual ruler was rotated around
the fixed point again until it hit a new non-zero point on the edge. The procedure
of moving and rotating the virtual ruler was repeated until the contour of the whole
boundary was acquired. The length of the virtual ruler is an adjustable parameter
to obtain different resolution of the segmentation. The shorter the virtual ruler, the
more detailed information will be elucidated in the segmentation. However, the re-
sults of the segmentation will be affected by the noise in the ultrasound images if
the virtual ruler is too short. Therefore, the length of the virtual ruler was set from
4 to 16 pixels. After the segmentation, smoothing spline, a nonparametric fitting
method available in MATLAB R� curve-fitting toolbox, was applied to smooth the
segmented boundaries of tissues. The smoothing parameter was set to p D 0:8 to
obtain the most reasonable results.

3 Results

We analyzed perineal ultrasonography of 22 asymptomatic females and nine Stress
Urinary Incontinent (SUI) patients with a broad age distribution and parity. Figure 4
illustrates the differences between continent and SUI women in the magnitude and
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Fig. 4 Ventral-dorsal and cranio-caudal displacements of the anterior UVJ, posterior UVJ and
ARA during a cough in supine. The Standard Error (SE) of the displacements is marked by the
thickness of the colored areas. The continent and the SUI women are shown in green and red
respectively

ventral-dorsal and cranio-caudal displacement during a cough. As clearly indicated
by Fig. 4, both the direction and temporal sequence of the ARA movement are dis-
tinctly different between the continent and SUI women. During a cough, in continent
women the ARA moves ventrally towards the SP. In SUI women the ARA moves
dorsally away from the SP. Furthermore, the amplitude of the maximum caudal
movement of the SUI women’ ARA and UVJ are larger than those of the continent
women. T-tests were performed to compare the continent and SUI women. The re-
sults indicate that the ARA and UVJ displacements of the continent and SUI women
are significantly different .P < 0:0001/ in both the ventral-dorsal and cranio-caudal
direction.

Results given by Fig. 4 imply that the PFM of the continent women function
vary differently from those volunteers with SUI. It appears that the functional PFM
in continent women, provide support to the urogenital structures prior to and during
a cough, acting like a brake, to resist or limit the dorsal-caudal movement that oc-
curs as IAP inevitably rises during a cough. In women with SUI, this PFM “brake”
appears to have been applied late, or is diminished, demonstrated by the increased
displacement of the ARA and the increased velocity and acceleration. The pilot re-
sults quantitatively demonstrated the characteristic mechanical response of the ARA
to the cough reflex of asymptomatic women. Evidence was provided to show that
continent and asymptomatic women can clearly and significantly be identified from
those with SUI on the basis of a number of parameters such as the displacement,
velocity and acceleration of the ARA movement. Furthermore these studies were



48 C.E. Constantinou et al.

obtained using the non-invasive nature of transperineal ultrasound, the significance
of the results are of current practical clinical value in evaluating women with SUI.
As a consequence of the degree of the analytical treatment applied to the temporal
sequence of the data, important aspects of the role of the PFM function was gained.
Such information may prove critical in identifying the contribution of the derived
parameters to the mechanisms of continence.

Our approach is one of the first studies enabling quantification, generating new
dynamic parameters of PFM function. It incorporates original software, which is not
operator dependent, thereby improving the reliability of the measurement tool. Our
approach of processed Ultrasound imaging of the pelvic floor provides significant
new information relating to its dynamic response to stress. This non-invasive type of
information is potentially of use in understanding the mechanisms of urinary con-
tinence, which is a silent epidemic severely affecting the quality of life of women
with Urinary Incontinence. Potentially, this approach can help lay the foundations of
determining a more reliable pragmatic assessment of PFM function and eventually
improve the rehabilitation of women with SUI and other pelvic floor disorders. Fur-
thermore these studies suggest that the anatomical and physiological changes of the
PF in women with SUI can be highlighted by analyzing the activities of an anatom-
ical triangle comprising of the Urethra-Vesical Junction (UVJ), Ano-Rectal Angle
(ARA) and Symphysis Pubis (SP). On this basis we developed a software package of
2-D ultrasound image processing for the analysis and visualization of the static and
dynamic responses of the UVJ-ARA-SP triangle to provide a sensitive and reliable
tool for the clinical diagnoses.

3.1 Quantitative Analysis of the Static Characters
of the UVJ-ARA-SP Triangle

The UVJ-ARA-SP triangle is an anatomical triangle comprising of the Urethra-
Vesical Junction (UVJ), Ano-Rectal Angle (ARA) and Symphysis Pubis (SP). The
reasons we introduce the concept of the UVJ-ARA-SP triangle into the evaluation
of the PF functions are:

1. The PF is a complex 3D arrangement of muscle and connective tissue, attached
to the bony pelvis. The SP is the best stationary, rigid and bony landmark in 2D
perineal ultrasound imaging for the measurement of the relative movement of the
other PF tissues including PFM, vaginal, urethra and bladder.

2. The activities of the ARA are closely associated with the activities of PFM which
is under the neural control, because the sling of the PFM wraps around the ARA.

3. The activities of the UVJ are important in the UI mechanisms. UVJ are closely
associated with the changes of the abdominal pressures which may lead to UI
when PFM cannot response appropriately.

The UVJ, ARA and SP are the most readily visible, clearly resolved anatomical
structure in perineal ultrasound imaging. The concept of UVJ-ARA-SP triangle
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enables the systematic evaluation of the overall PF responses to incontinence stimu-
lus like cough. We manually derived the UVJ-ARA-SP triangles of 17 asymptomatic
females and five SUI patients in supine and in standing. Figure 5 shows the UVJ-
ARA-SP triangles of asymptomatic females and SUI patients are distinct in both
supine and standing.

The UVJ-ARA-SP triangle has 11 geometric parameters including dorsal-ventral
and cranial-caudal coordinates of ARA and UVJ (four parameters), length of three
sides (three parameters), three internal angles (three parameters) and the area (one
parameter). Those parameters are of important anatomic and physiological informa-
tion related to the PF functions.

Table 1 compares the mean of the seven parameters of the UVJ-ARA-SP trian-
gles of 17 healthy subjects and five SUI patients in supine and standing. The healthy
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Fig. 5 The UVJ-Pubis-ARA triangles of 17 asymptomatic females and five SUI patients. Healthy
supine: green; Healthy stand: blue; SUI supine: magenta; SUI stand: red. The Standard Error (SE)
is shown by the transparent bars in different colors

Table 1 Parameters of the UVJ-ARA-SP triangles (Healthy subjects: 17, SUI patients: 5)

Angle (degree) Length of sides (cm)

Area (cm2/ UVJ ARA SP UVJ-SP ARA-SP ARA-UVJ

Healthy subjects Supine 6.00 80:87 30.65 68.48 2.58 4.99 4.71
Stand 4.39 103:89 23.55 52.55 2.13 5.19 4.24

SUI patients Supine 6.19 89:09 31.70 59.21 2.75 5.24 4.50
Stand 4.32 114:74 24.49 40.77 2.46 5.39 3.87
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subjects and SUI patients has similar changes in those seven parameters (Area: #,
UVJ angle: ", ARA angle #, SP angle: #, UVJ-SP side: #, ARA-SP side: ", ARA-
UVJ side: #) when they stood up. Those changes of those parameters reflect the
descent of the PF tissues and the responses of the PFM in stand. Table 1 also shows
the differences between the healthy subjects and SUI patients. For example, the
SUI patients have larger UVJ angle and longer ARA-SP side. Those parameters re-
flect the fact that the SUI patients have descended PF because of the pathological
changes of the mechanical properties of their connective tissues and the dysfunc-
tions of their PFM.

3.2 Automatic Detection of the UVJ-ARA-SP Triangle

Manual analysis of the same pilot data were measured by independent observers to
test the reliability of the UVJ-Pubis-ARA triangle. Intra-class Correlations (ICC) of
the single measures are calculated. The ICC in the dorsal-ventral and cranial-caudal
directions are 0.696 (95% Confidence Interval: [0.506 0.822]) and 0.720 (95% Con-
fidence Interval: [0.540 0.837]) respectively indicating satisfactory the reliability of
the measurement. To improve the reliability further, algorithms of ultrasound image
processing need to be developed to characterize the static parameters of the UVJ-
ARA-SP triangle.

As demonstrated in Fig. 6, there are two main factors which affect the reliability
of the characterization of the static parameters of the UVJ-ARA-SP triangle. The
first factor is the higher noise level in the ultrasound image of the PF. The second
factor is the movement and deformation of the UVJ, ARA and SP caused by the
changes of the postures of the subjects.

The Signal-Noise-Ratio (SNR) of the ultrasound image of the static PF can be
improved by averaging multi-images:

SNRaverage D p
N � SNRmachine (4)

Fig. 6 The effects of the subject’s postures on the geometry of the pelvic tissues
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where, SNRmachine is the SNR of the ultrasound machine. N is the number of
ultrasound images been averaged. SNRaverage is the SNR of the averaged image.

However, the subjects and ultrasongraphers may not be able to keep absolutely
stationary when the images for averaging are acquired. If that occurs, the movement
artifacts will be produced when the images are averaged directly. Therefore, the
algorithm to track the movement of the rigid body in our preliminary studies can
be applied on the SP. Then, all the frames can be matched and averaged to produce
a single image with higher SNR. The UVJ in the enhanced static ultrasound image
can be detected automatically by the image segmentation algorithms. The movement
and deformation of the SP and ARA caused by the changes of the postures of the
subjects can also be registered and detected by the motion tracking algorithms.

3.3 Quantitative Analysis of the Dynamic Characters
of the UVJ-ARA-SP Triangle

The activities of the UVJ-ARA-SP triangles in different maneuvers are of impor-
tant information about the physiological mechanisms of the PF. That information
cannot be assimilated and quantified by the observer in regular ultrasound imaging.
The techniques of the digital ultrasound image processing and animation will high-
light that information and enable the quantitative measurement and analysis of that
information.

Based on the motion tracking and segmentation algorithms we developed in the
pilot study, the trajectories of the UVJ-ARA-SP triangles in different maneuvers
can be visualized using the techniques of animation. A method of the visualization
is demonstrated in Fig. 7a. The trajectories of the UVJ and ARA are overlapped with
the real ultrasound image and displayed in the polar coordinate systems to visualize
the directions and routes of the UVJ and ARA in three maneuvers including PFM
contraction, cough and Valsalva.

Figure 7a clearly visualized the typical responses of the healthy subject’s PF in
different maneuvers:

1. In PFM contraction, PFM pushed urethra and bladder towards the ventral and
cranial direction. The movement of the UVJ was smaller than that of the ARA,
because UVJ was moved passively.

2. In Valsalva, the increased abdominal pressures pushed UVJ and ARA towards
the dorsal and caudal direction. The movement of the ARA was smaller than that
of the UVJ. The possible reason is that the increased abdominal pressures passed
UVJ before they reached the ARA.

3. In cough, the trajectories of the ARA and UVJ are distinct because PFM activated
in response to the increased abdominal pressures in cough. The ventral movement
of the ARA may lead to the increases of the abdominal pressures in the urethra to
prevent UI. The dorsal-caudal movement of the UVJ in cough was smaller than
that in Valsalva because of the responses of the PFM in cough.
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Fig. 7 (a) The trajectories of the UVJ-ARA-SP triangles of a healthy subject in supine. The UVJ-
ARA-SP triangles at rest, in cough, in PFM contraction and in Valsalva are shown by the yellow
solid lines, yellow dotted lines, green dotted lines and magenta lines respectively. (b) The average
trajectories of the UVJ-ARA-SP triangles of 17 healthy subjects and five SUI patients in cough.
The healthy subjects in supine, the healthy subjects in stand, the SUI patients in supine and the
SUI patients in stand are shown in green, blue, magenta and red respectively

Figure 7a is the first visualization of the overall responses of the healthy subject’s
PF. Figure 7b shows there are significant differences between the trajectories of the
UVJ-ARA-SP triangles of healthy subjects and SUI patients in cough. Therefore,
such kind of visualization is highly likely to develop into a sensitive and reliable
method for the clinical evaluation of the PF functions.

3.4 Quantitative Measurement of Dynamic Parameters
of the UVJ-ARA-SP Triangle

As indicated, the UVJ-ARA-SP triangle has 11 geometric parameters which are
of important anatomic and physiological information related to the PF functions.
The changes of those parameters in different maneuvers can be derived from the
above-mentioned analysis of the trajectories (D.2.1). Figure 8 shows the changes of
the seven parameters of the UVJ-ARA-SP triangles of 17 healthy subjects and five
SUI patients in cough. Figure 8 is of some very interesting information need to be
studied further: (1) For the SUI patients, the three internal angles of the UVJ-ARA-
SP triangles at the center of the cough (2 s in Fig. 8a) were the same in supine and
in stand. The same phenomenon is found in Valsalva. (2) In stand, the length of the
ARA-SP side of the triangle increased at the center of the cough. That may explain
why the possibility of UI increases when the SUI patients cough in stand.
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3.5 The Kinematical Analysis of the Activities
of the UVJ-ARA-SP Triangle

Velocity and acceleration of the UVJ and ARA, two important kinematics parame-
ters, can be derived from the first and second derivative of their displacement. The
velocity and acceleration are important because they are associated with how fast
the PF tissues are moved and how much force is exerted to them to produce the
movement. Figure 9 compares the displacement, velocity and acceleration of the
ARA of 22 healthy subjects and nine SUI patients during coughing. In the data
pre-processing, the velocity and acceleration were smoothed using an eight-order
Butterworth low-pass filter (cutoff frequency D 3 Hz).

Figure 9 clearly disclosed that the functional PFM in continent females, provide
support to the urogenic structures prior to and during a cough, acting like a brake, to
resist or limit the dorsal-caudal movement that occurs as intra-abdominal pressure
(IAP) rises during a cough. This hypothesis is supported both by comparing both

Fig. 9 Mean and SE of the ventral (positive)-dorsal (negative) and cephalad (positive)-caudad
(negative) components of the (a) displacement, (b) velocity and (c) acceleration of the ARA in
supine during coughing. The healthy subjects and the SUI patients are shown in green and red
respectively. The SE of the signals is marked by the colored areas
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Fig. 9 (continued)
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the overall direction and magnitude of displacement as well as the reduced velocity
and acceleration of the urogenic structures. In women with SUI, this PFM “brake”
appears either to have been applied late, or not at all, demonstrated by the increased
displacement of the ARA and the increased velocity and acceleration.

3.6 Motion Tracking Algorithms

All quantitative analysis are based on the detection of the three main anatomic
structures including UVJ, ARA and SP. Because of the differences in their me-
chanical properties (Young’s modulus: urethra < ARA < SP), the movement of the
UVJ, ARA and the SP in maneuvers are distinct. The urethra is very flexible and
may have huge deformation during maneuvers. The reliable motion detection of the
urethra can only be performed using the image segmentation algorithms.

The pubic bone is a rigid body produces no deformation during maneuvers. In
our pilot studies, a 3D positioning system (Flock of Birds, FOB, Ascension tech-
nology Corporation VA, USA) was used to trace the movement of the ultrasound
probe in different maneuvers. The results show that the out-of-plane rotation of the
ultrasound probe can easily be controlled under a certain range .<˙5ı/. Therefore,
as shown in Fig. 9, the motion tracking algorithm works very well in the motion
detection of the SP (Fig. 10).

The ARA is flexible and may produce non-negligible deformation during some
maneuvers. In the pilot study, a weight coefficient is introduced to speed up the
updating of the template in order to follow the ARA deformations (demonstrated in
Fig. 11a). Besides, to increase the reliability, the motion tracking of the ARA was
performed four times with different initial templates and the results were averaged.
Those methods worked well in majority of the preliminary data. However, the ARA
deformations in some coughs went so fast that the updating of the template couldn’t
follow it. Therefore, new algorithms need to be developed for the motion tracking
of the ARA with faster and larger deformation. The adaptive matching algorithm
with two matching templates demonstrated in Fig. 11b is one of the algorithms we
are developing for that purpose. Firstly, the new algorithm performs a pre-matching
using a pre-template, which is the weighted average of the last matching template
and the matched zone of the last frame. Secondly, a new template is derived from
the weighted average of pre-template and the matched zone of the current frame.
A second matching is then performed on the current frame using the new template.
The new algorithm can follow the faster deformations and is potentially applicable
to improve the reliability of the motion tracking of the ARA in cough.

3.7 Visualization of the Dynamic Profiles of the Urethra

Urethra is the path of urine and it works as a “valve” in the mechanism of urinary
continence during maneuvers. The opening and closure mechanism of the urethra
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Fig. 10 (a) The matching template of the SP. (b) Difference function of the matching template
and an ultrasound frame. (c) Matched SP in the ultrasound frame is marked by the red boundary

in fast and stressful maneuvers can be highlighted by visualization of the movement
profile of the urethra. The segmentation algorithms enabled the visualization of the
dynamic profiles of the urethra. As shown in Fig. 12a, the anterior and posterior
edges of the urethra was segmented and divided into eight evenly-spaced segmen-
tations. The movements of the eight segments during coughs, contractions and
valsalvas were then tracked. Figure 12b–d show the typical ventral-dorsal movement
profiles of a healthy subject’s anterior edge of the urethra during coughs, contrac-
tions and valsalvas respectively.

Figure 12 discloses that the further the distance between the position on the an-
terior edge of urethra and the posterior inferior margin of the SP, the bigger the
absolute value of the displacement of the position during maneuvers. There is more
displacement at the proximal end compared to the distal end of the urethra.

The displacement of the (ARA) is closely associated with a PFM contraction.
Motion tracking algorithms quantitatively evaluate the movement of the ARA in
different maneuvers. However, the deformation of the ARA also contains important
physiological information and is mainly determined by the dimension and location
of the PFM as well as the strength of the PFM contraction (Fig. 13).
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Fig. 11 The updating of the matching template in the motion track algorithms (a) the matching
template n is weighted average of the matching template n-1 and the matched zone in the last
frame. (b) An adaptive matching algorithm with two matching templates

3.8 Visualization of the Timing of the Dynamic Profiles

Clinical studies imply that the PFM of the normal subjects have two mechanisms
to prevent the urine from incontinence in maneuvers like coughing. (1) The well-
functional PFM contractions give the bladder and the posterior edge of the urethra
more support in the cephalad direction, when the abdominal pressure increases and
pushes the bladder towards the caudad direction. (2) The well-functional PFM con-
traction pushes the urethra against the symphysis pubis in ventral direction and
therefore increases the closure pressure in urethra, when the increased abdominal
pressure pushes the urethra towards the dorsal direction.

Appropriate timing control of the PFM contraction may be more important than
the amplitude of the pressures produced by the PFM contraction in preventing UI.
The normal subjects’ PFM contraction pushed the ano-rectal junction to the ventral
direction (towards the urethra) before the increased abdominal pressures was able
to push the ano-rectal junction and urethra to the dorsal direction. By contrast, the
SUI patients’ PFM contractions were behind the increased abdominal pressures in
timing. As a result, the ARA and urethra were pushed dorsally at first and then
rebounded back to the ventral direction with higher velocity. Those movements are
likely to reduce the closure pressures in the urethra.

Therefore, visualization methods, which can highlight the timing of the move-
ment of pelvic tissues in fast, stressful maneuvers, will facilitate the understanding
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Fig. 12 Displacement of eight evenly-spaced positions (a) on the anterior edge of the urethra
during (b) coughs, (c) contractions and (d) Valsalvas. Y axis is the displacement in ventral-dorsal
direction
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Fig. 13 The deformations of the rectum under different PFM pressures. (a) The ARA is acute
when the PFM is narrow and the strength of the PFM contraction is strong. (b) The ARA is round
when the PFM is wide and the strength of the PFM contraction is not very strong. The deformation
is also affected by the stiffness of the rectum and the contents within it
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Fig. 14 The timing of the movement of tissues in pelvic floor during a typical cough in a healthy
volunteer

of the neuromuscular control mechanisms in urinary continence. In Fig. 14, 14
and 15, transparent color coding based on the segmentation of the ARA and urethra
was used to enhance the timing and amplitude of the movement of different tissues
in ultrasound image.

Figure 14 shows the timing of the movement of tissues in pelvic floor during a
typical cough in a healthy volunteer. There are three typical phases to the displace-
ment of the urogenic structures. During the first 0.3 s they move in a ventral-cephlad
(forward and up) direction (Fig. 14a) before moving in a dorsal-caudal (back and
down) direction (Fig. 14b), over passing the initial resting position (0.4–0.7 s) be-
fore moving from the rightmost position back to the initial resting position (Fig. 14c)
as the volunteer finishes the cough (0.8–1.2 s).

Figure 15 shows the timing of the movement of tissues in pelvic floor during a
typical PFM contraction in the same volunteer. As the volunteer contracts her PFM,
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Fig. 15 The timing of the movement of tissues in pelvic floor during a typical PFM contraction

Fig. 16 Timing of the movement of tissues in pelvic floor during a typical Valsalva

(Fig. 15a) the urogenic structures move in a ventral-cephlad direction (forward
and up). As she releases the contraction, or relaxes the PFM (Fig. 15b) the tissues
return to the original resting position.

Figure 16 shows the timing of the movement of tissues in pelvic floor during
a typical Valsalva. As the volunteer performs this forced expiration technique, the
urogenic structures move from their resting position in a dorsal-caudal direction
(down and back) (Fig. 16a) before returning to their resting position as the volunteer
completes the maneuver (Fig. 16b).

Differences in the mechanical properties and function of the complicated
anatomic structures in PF can be divided into three types. The first type includes
the rigid tissues such as SP, which produce no deformation during maneuvers. The
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second type includes the soft tissues such as ARA, which deform slightly in fast
maneuvers like coughing. The third type includes the soft tissues such as urethra
and bladder, which are the container or path of the urine and may have huge de-
formation in maneuvers. Therefore, different algorithms for movement detection,
including motion tracking algorithms and segmentation algorithm need to be de-
veloped and integrated for the analysis of different types of tissues. Because of
these considerations it is essential to develop 2-D ultrasound image processing
approaches to analyze both the static and dynamic responses of the UVJ-ARA-
SP triangle and to further reveal its physiological and clinical significance in the
mechanism of urinary continence. It is expected that upon completion of this the
project, the mechanism of PF function can be better identified and more sensitive
clinical diagnoses and treatment outcome measures for SUI can be developed. To
do this it is suggested that Algorithms of motion tracking and image segmenta-
tion include motion tracking algorithms for rigid tissues, tracking algorithms for
tissues which deform slightly in different maneuvers (ARA), automatic or manual
(for images with bad quality) segmentation algorithms for soft tissues which may
have large deformation in different maneuvers. Furthermore, static and dynamic
measurement of the UVJ-ARA-SP triangle should include the establishment of the
clinical meaningful coordinate system.

It is also desirable to enhance the 2D ultrasound images to incorporate the overlap
of the UVJ-ARA-SP triangle on the 2D dynamic ultrasound images using animation
techniques to highlight the timing and trajectories of the movement and deforma-
tion of the UVJ-ARA-SP triangle. Finally it would be of practical utility to be able
to overlap the profiles of the urethra and ARA on the 2D dynamic ultrasound im-
ages using animation techniques to highlight the timing of the opening and closure
mechanisms of the urethra and deformations of ARA.

4 Bio Mechanical Properties of Pelvic Floor Function
Using the Vaginal Probe

The contribution of forces facilitating continence were evaluated using a probe
[15] specifically fabricated for vaginal insertion and considered analogous imag-
ing results. Measurements were taken in the region of deep, middle and superficial
vaginal levels and processed to generate the spatial distribution function of activity
as stimulated by stimuli. Eight closure forces were evaluated at each level and a
graphical visualization produced to illustrate the temporal and spatial distribution
produced by active and passive stimuli. The convergence of multiple neuromuscular
inputs to the pelvic floor muscles (PFM) contributes to the pro-continence guarding
reflexes. Clinically it was established that voluntary pre-contraction of the PFM
produces a dramatic reduction of stress urinary incontinence (SUI). The effect of
pre-contraction (knack) is interpreted as a consequence of the mechanical stabiliza-
tion of the vesical neck resulting in reduced mobility. Transmission studies suggest
that the pro-continence biomechanical forces involved are applied by the supporting
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structures of the-urethra and indicate a considerable PFM contribution. Practically,
localization of the region of action of the PFM can be made directly using vagi-
nal palpation and more recently using probes. Vaginal probes currently in use are
spatially limited in localizing the region over which forces from PFM are applied.
Consequently neither the strength nor distribution of the forces involved has been
recognized. Using a novel directional vaginal probe, we demonstrate in this paper
the distribution of forces applied to the vaginal wall. The spatial and temporal dis-
tribution of PFM activation was mapped along the proximal, mid and distal vaginal
wall. We repeatedly used the knack to activate a voluntary pre-contraction followed
by the cough reflex as a test stimulus employing asymptomatic volunteers. Using
the technology afforded by the vaginal probe, we identified and visualized the tem-
poral and spatial distribution bio mechanical forces produced by PFM. The probe
consisted of four force transducers mounted circumferentially at 90ı on a 23 mm
shaft. Transducers were covered with a lubricated female condom. Upon insertion
into the vagina, with patient supine, sensors made contact with the vaginal wall and
contact pressures in the different four directions were measured (Fig. 23).

In cough and knack experiments, the subjects were tested with two postures
(supine and standing) on the different position of the vaginal walls (superficial, mid-
dle and deep). To measure the pressure in more directions, the probe was rotated
30ı � 45ı in some experiments (Fig. 1).

Figure 3 typically shows the pattern of a cough and knack pressures recorded
from the posterior aspect of the vagina (Figs. 17 and 18).

Values shown are defined as follows: Peak value of pressures in cough; Peak
value of pressures in knack; Mean value of pressures in the PFM contraction stage
of the precontraction (Figs. 19 and 20).

These figures show the peak pressures distribution of normal subjects during the
cough and pre-contraction compared the distribution of the peak pressures during
cough and knack (Fig. 21).

Fig. 17 Curve showing force
generated by a cough
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Fig. 18 Curve showing force
generated by a precontraction
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4.1 Temporal/Spatial Visualization

Considering the temporal response at each location, it is possible to represent the
waveform as well as the distribution of pressures as illustrated by Fig. 22 showing
the onset of closure pressures consequent to a cough stimulus of a healthy subject.

4.2 Resting Closure Profiles

Dynamic probe measurements shown are superimposed over the resting pressures
generated by the pelvic floor muscles. Such static pressures are therefore additional
to the dynamic effects of the various stimuli. The distribution of closure forces of
each of the four directions can be assessed in both the supine and standing position.
To do that the probe after insertion can be pulled-through the vagina at an approx-
imate speed of 2 cm/sec manually while recording was done. Measurements were
performed both at rest and during a PFM contraction for each subject. In order to
prevent the inevitable fatigue of the subjects in maintaining PFM at maximum con-
traction, subjects were advised to moderate contraction intensity to half strength.

The static distribution of forces obtained was evaluated was averaged and a 2D
image was constructed is shown by Fig. 24 (Fig. 25).

Maximum closure forces were on a position 1:98 ˙ 0:34 cm proximal from the
introitus. Positions of the max anterior pressures at rest in continent and SUI
groups were similar, 1:52 ˙ 0:09 cm and 1:69 ˙ 0:13 cm proximal from the introi-
tus, respectively. In each group, this position was not changed by PFM contraction.
Maximum closure forces were recorded on a position that is the closest to the lo-
cation of the edge of symphysis pubis which is estimated to be at a distance of
1:98 ˙ 0:34 cm proximal from the introitus of vagina.

The positions of the maximum anterior pressures at rest in continent and SUI
groups were similar, 1:52˙0:09 cm and 1:69˙0:13 cm proximal from the introitus
of vagina, respectively. In each group, this position was not changed by PFM
contraction.



Dynamics of the Female Pelvic Floor Reflex and Steady State Function 65

P
ro

xi
m

al
M

id
d

le
D

is
ta

l

Anterior PosteriorLeft Right

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4

0

2

4
a

D
ep

th
 o

f 
va

g
in

a 
(c

m
)

b

Angle(°)

7

6

5.5

5

4.5

4

3.5

6.5

50 100 150 200 250 300 350

5

6

4

3

2

1

Fig. 19 (a) The instantaneous waveform of a cough reflex at different location with respect to
time, while (b) the spatial distribution at the maxima
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Fig. 20 (a) Pressure in four directions on three different positions of the vaginal wall of normal
subjects during knack. (b) 2-D distribution of the peak pressure during a knack stimulus

5 Discussion

Analysis derived from segmented video clips show, in time resolved increments
shown are given by www.urltobedefined.com and demonstrates that the activation
of the PFM in continence displaces the urethra towards the pubis while in SUI there

www.urlto bedefined.com
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Fig. 21 2-D distribution of the peak pressure on the vaginal wall during (a) cough and (b) knack

was an absence of ventral displacement. In the SUI group displacement was over a
significantly greater distance, with also a significantly different trajectory rebound-
ing with an increased velocity. Max acceleration forces were applied for a longer
time before the restoring forces were sufficient to re-establish equilibrium suggest-
ing that in SUI the urethra was exposed to uncontrolled transverse acceleration, and
was displaced over twice as far at almost twice the velocity of the continent. The dis-
tribution and visualization of closure forces along the vagina of continent and SUI
women using a novel vaginal probe device was evaluated. The principle of the ex-
perimental design is to simulate the force distribution around the vagina as modified
by PFM contraction that is analogous to a digital vaginal examination.

In undertaking PFM strength measurements its important to keep in mind that it is
appropriate to incorporate the influence of insertion of pressure/force measuring de-
vice to the vagina. Consequently the incremental pressures most directly reflect the
strength of PFM accurately suggesting that difference between the posterior and an-
terior are a consequence of vaginal deformation due to the forces around the vagina
generated by the probe. When the mechanical measurements of PFM strength are
considered in terms of continence, it is worth considering that the time constants
inherent to the vaginal probe are comparatively low and provide only one dimen-
sion of the mechanism of continence. In a complimentary study where visualization
studies were done using ultrasound imaging it was showed that a voluntary contrac-
tion of the PFM displaces the urethra in a direction towards the pubic symphysis and
compress the urethra. Urethral closure pressure measurement studies demonstrated
a significant increase of the maximum urethral closure pressure with voluntary PFM
contraction. In conclusion we present a medical device to facilitate our approach of
measuring vaginal pressure that can be used to differentiate SUI from control and
provide new parameters defining PFM contraction. It is expected that the informa-
tion revealed by the use of this probe ca provide a tool to quantitatively evaluate
patients and lead to an understanding of the mechanisms through which the PF
maintains continence.
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Fig. 22 Onset of closure pressures and their distribution during (a) caught and (b) a knack
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Fig. 25 Visualization of the closure pressures of healthy subjects corresponding to profile mea-
surements of Fig. 23

In evaluating continence using ultrasound we employed principles of image
analysis and visualization to demonstrate a mechanism that can best define the
lower urinary tract as a highly controlled dynamic system. This analysis enabled
for the first time the characterization of new parameters that proved useful in the
identification of some of the mechanisms involved in maintaining continence. In
view of the fact that current clinical assessment schemes are at best qualitative,
translational research requiring minimum patient invasion, can potentially enable a
better diagnosis of the functional machinery involved in maintaining continence.

Approach presented demonstrates a novel application of imaging that has the po-
tential to bring new insights in our ability to track the timing of complex motion
of the pelvic floor during the rapid events, not possible with casual observation.
Furthermore, the value of looking at a more complex assessment tool, with new
biomechanical parameters extracted from available visualizations, has the potential
of distinguishing different underlying causes of SUI, be it anatomical, poor PFM
strength due to neuronal damage in comparison to good muscle function with poor
underlying urethral function and trauma. Developing a tool that enables simultane-
ous and reproducible, operator-independent, information about anatomy and PFM
function will allow inroads for a great deal of subsequent research into the conti-
nence mechanisms.

In conclusion the challenge remains to develop options to derive the impor-
tant parameters, with reduced invasion, exposure and cost. In this context it is
appropriate to confront the challenge of urodynamics by considering the value of
information that can be obtained from imaging. Thus while pressure measurements
using a probe can be confounded by many variables, imaging provides data on
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the relationship of spatial/temporal parameters. Current imaging and computational
technology enables the acquisition of unprecedented amounts quantitative infor-
mation and data reduction. Furthermore imaging provides spatially accurate and
unambiguous representation of the forces acting upon the urethra, vagina, bladder,
and other abdominal structures that is difficult to measure using pressure sensors.

What is important is that the reflex actions recruited to respond to incontinence
occur over short periods of time, seconds, and attention is necessary to resolve the
mechanisms involved during these critical moments. With these concepts in mind,
application of ultrasound imaging provides a challenging opportunity for the di-
agnosis and more importantly the cause of incontinence. The principles on which
such a claim can be made are based on the fact that imaging examines the unre-
strained response of the critical anatomical structures to incontinence producing
events as well as the contribution of the PFM. More specifically, application of
imaging enables the concurrent visualization and response of the bladder, urethral
and pelvic anatomy to abdominal pressure changes likely to create incontinence. To
benefit from the large amount of information available from ultrasound imaging,
the application of complex motion analysis of the bladder, urethra and the PFM,
can be used to provide valuable dynamic data to determine the mechanism of con-
tinence. Furthermore as a translational research priority, it is highly constructive to
apply visualization technologies that would extract and parameterize the dynamics
of PFM function to the fullest extent possible. Finally we demonstrated, using video
computer graphic overlays, which movements are characteristic of normal function
in continent subjects as distinct from those with SUI. Visualizations of ultrasound
imaging, using motion tracking, contouring and segmentation of the dynamics of
the bladder urethra and PFM can therefore be very critical.
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Benefits of Modeling Urban Land Use
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1 Introduction

In the context of disaster risk management and particularly for exposure and im-
pact assessments the quality of available input data both in terms of spatial and
thematic accuracy is one of the most important factors. Information on functional
relationships in urban and suburban environments as well as high-level population
distribution information is often not quickly available in case of emergency. Rapid
mapping concepts mostly rely on Earth Observation data from different sensors as
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Abstract This paper highlights the benefits that high-level geospatial modeling of
urban patterns can provide for real-world applications in the field of population
exposure and impact assessment. A set of techniques is described leading to identi-
fication of functional and socioeconomic relationships in a suburban environment.
Diverse high resolution remote sensing data are classified using Object-Based Im-
age Analysis in order to derive structural land cover information. Georeferenced
address data then serve as essential link between this geometric framework and
ancillary space-related information such as company and census data. The final
very high resolution functional population model (i.e. broken down to address-based
building part objects) is consulted for exposure and impact assessments exemplar-
ily shown in two different fictitious scenarios: (1) earthquake hazard and (2) traffic
noise propagation. High-detail spatial data sets including functional and socioeco-
nomic information as derived in this study can be of great value in disaster risk
management and simulation, but also in regional and environmental planning as
well as geomarketing analyses.

christoph.aubrecht@ait.ac.at


76 C. Aubrecht et al.

e.g. provided by the International Charter of Space and Major Disasters.1 Being
independent of weather conditions Radar data are often considered as first-hand
resource in order to delineate affected areas. Herrera-Cruz and Koudogbo [14]
presented a rapid mapping workflow for flood events based on high-resolution
TerraSAR-X data. Another study by Buehler et al. [7] showed that Radarsat-1 could
however not provide a sufficient level of spatial detail for flood mapping, which
was why eventually optical data (SPOT-5) was consulted. Following up with optical
imagery applications Elvidge et al. [11] presented a study where DMSP nighttime
lights data were used for near-real-time power outage detection and correspond-
ing delineation of areas affected by natural phenomena such as earthquakes and
hurricanes. Improving the usability of satellite derived products and improving the
benefits of satellite data for disaster management support in general is still subject
to ongoing research [8].

For building comprehensive urban data management systems and mapping the
complex urban environment at a high level of detail diverse input data is required,
with functional information such as socioeconomic and explicit demographic data
on the one hand and ‘real world’ physical properties as derived from remote sensing
on the other hand [19]. Earth Observation data classification is limited to physical
characteristics of the analyzed objects but does not include process related informa-
tion. With respect to manmade features this means that buildings can be detected
as such, while building use and related socioeconomic activities cannot be derived
that way.

Urban system modeling based on remote sensing and geoinformation technology
often does not go beyond a certain spatial and thematic scale regarding the cor-
responding reference objects. Taking population and socioeconomic features into
account and thus moving from land cover detection to land use assessment enables
modeling of vulnerability and damage potential patterns. Integrative approaches
considering remote sensing and ancillary information are therefore expected to fur-
ther increase in importance in the future.

2 Data and Study Area

2.1 Study Area

The study area covering approx. 13 km2 (3:7�3:5 km) is situated in the northern part
of Linz (i.e. Linz-Urfahr), the state capital of Upper Austria with around 190,000
inhabitants (Fig. 1). In 2009 Linz was entitled ‘European Capital of Culture’ (www.
linz09.at). This indicates the present designated focus of the city differing consid-
erably from its former image of ‘steel city’, then primarily known for its industry
leading steelworks company ‘voestalpine’.

The suburban area in the north is widely dominated by fields and forest and agri-
cultural use primarily including scattered detached houses whereas the beginning

1 http://www.disastercharter.org (last accessed January 15, 2010)

www.linz09.at
www.linz09.at
http://www.disastercharter.org
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Fig. 1 Location of the study area in Upper Austria

urban area in the south is characterized by mixed residential and commercial use
comprising large building blocks and semi-detached houses as well as shopping
centers and recreational zones. An important identifying feature of Linz-Urfahr is
the large educational complex including university and various other teaching insti-
tutions such as high schools and vocational schools.

In the south-east the landmark river Danube and the adjacent expressway A7
cross the study area. According to the 2008 traffic counts carried out by the Aus-
trian Traffic Association (VCÖ Verkehrsclub Österreich) the part of the A7 in the
urban area of Linz including the one crossing the test site is amongst the most fre-
quented street sections in Austria, i.e. on working days featuring more than 100,000
cars per day. That is also why various plans exist on building an additional bypass
expressway.

Featuring mixed land use with urban and rural characteristics the analyzed study
area forms a heterogeneous suburban transition zone, thus being a perfect starting
point for building a comprehensive knowledge base for further functional analyses.
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2.2 Remote Sensing Data and Ancillary Space-Related
Information

For analyzing land cover patterns in the study area and deriving sort of a geometric
framework for further functional analyses two very high resolution (VHR) remote
sensing data sets are used. On the one hand optical satellite imagery as provided
by IKONOS-2 forms the basis for standard high resolution land cover classification.
The available IKONOS scene subset, recorded on June 15, 2002, is in pan-sharpened
mode derived through image fusion of the four multispectral bands (4 m spatial res-
olution) and the panchromatic band (1 m spatial resolution). Pan-sharpening results
in four multispectral bands with a calculated spatial resolution of 1 m covering blue
(0.45–0:52 
m), green (0.52–0:60 
m), red (0.63–0:69 
m) and part of the near-
infrared (0.76–0:90 
m) of the electromagnetic spectrum.

On the other hand Airborne Laserscanning (ALS) provides essential informa-
tion about structural patterns enabling a more detailed and also more accurate land
cover classification on a potentially higher degree of automation. The second data
set used in the presented study was acquired in the framework of a commercial ter-
rain mapping project employing a first/last pulse ALS system (average flying height
above ground: 1,000 m; average point density: 1 point/m2). In early spring (acquisi-
tion date: March 24, 2003) favorable leaf-off conditions without snow cover could
be guaranteed. Processing of the initial 3D point cloud results in various surface
models including a normalized Digital Surface Model (nDSM) containing height
information above ground and featuring a 1 m spatial resolution. Buildings and trees
can be clearly seen in this image product while flat areas such as water bodies, roads
and meadows cannot be separated.

In addition to the Earth Observation data ancillary information featuring diverse
spatial and thematic characteristics are used in order to progress from land cover
analysis to land use classification and specifically functional urban system analy-
sis. These additional data sets include address point features, i.e. postal delivery
addresses linked with precise geo-coordinates, as collected by the Austrian mail ser-
vice Post AG. Distributed under the name Data.Geo2 this data set is updated twice a
year and comprises more than two million addresses in Austria using a standardized
naming convention. About 3,700 discrete points are used in the presented study.
Address data acts as the essential link between geometric framework and thematic
information [3], i.e. enabling the integration of all kinds of address-related data such
as company data (yellow pages) and census data (Austrian Census 2001).

3 Multi-Source Modeling of Functional Urban Patterns

The following paragraphs will give an overview of a set of various techniques
finally resulting in a functional 3D building model, thus providing socioeconomic

2 http://www.datageo.at (last accessed January 15, 2010)

http://www.datageo.at
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information in addition to physical attributes. A more detailed description of this
functional object grouping procedure including schematic model and ESRI ArcGIS
implementation description can be found in Aubrecht et al. [2].

3.1 Object Based Image Analysis and Integrated Land Cover
Classification

The availability of both optical satellite imagery and ALS data offers great potential
for identifying urban land cover patterns. Due to the complexity of the heteroge-
neous urban transition zone analyzed in the presented study feature classification is a
challenging task. VHR optical satellite imagery allows immediate visual discrimina-
tion of diverse spatial structures characterizing different urban and suburban zones.
The implementation of LiDAR (Light Detection & Ranging) data significantly im-
proves the land cover classification both in terms of accuracy and automation.

Object based image analysis (OBIA) as implemented in the software package
Definiens Professional was considered to be the most promising technique (com-
pared to standard pixel based classification algorithms) for handling the high spatial
resolution and complexity as well as differing properties of the two available data
sets [5,16]. Just considering single pixels without accounting for the spatial context
often leads to an unwanted ‘salt-and-pepper effect’ [23] which would not be suitable
for the desired object identification (i.e. creation of a building layer).

The analysis can be divided into two processing steps: (1) segmentation of the
data into homogeneous objects and (2) assignment of the segments to discrete
classes. These steps can also be applied alternately, i.e. classification results of one
processing step can serve as input for subsequent segmentation. Basic land cover
classes such as vegetation, water and sealed surface can be distinguished just us-
ing the multispectral IKONOS image. Based on the additional height information
provided by the ALS data, both sealed areas and vegetated areas can be further dif-
ferentiated, which e.g. enables the exact separation of buildings and streets, which
would not be possible by merely considering optical parameters [16]. Six land cover
types are finally classified (buildings, streets, flat sealed area, trees, shrubs, water),
while one additional class each is used for shadow and undefined areas (Fig. 2).
With regard to the further steps of the urban system modeling procedure special at-
tention is turned to the delineation of building objects later serving as the geometric
basis for socioeconomic data integration.

3.2 Progressing from Land Cover to Land Use Assessment
by Adding Ancillary Space-Related Information

The increasing availability of spatial and space related data enables integrative ur-
ban system modeling based on joint analysis of remote sensing data and ancillary



80 C. Aubrecht et al.

Fig. 2 Urban land cover classification

information [17]. Remote sensing approaches produce good results on physical
properties of urban structures, while however functional information can hardly be
identified that way.

In the presented study the available georeferenced address data (i.e. ‘Data.Geo’
postal address delivery points) is spatially linked to the building layer previously
derived from remote sensing information (i.e. satellite imagery and Laserscanning
data). Each address point is clearly related to one building. One building might
however contain more than one postal address, e.g. apartment buildings and town
houses, thus more than one point might be related to single buildings. A contin-
uously unambiguous one-to-one relationship between address points and building
objects is achieved through generation of Thiessen polygons being subsequently
intersected with the building layer.

Attaching company information to the resulting sub-building model via their
joint address attribute allows precisely locating those building parts in which eco-
nomic activities take place and identifying those parts being in residential use only.
The integration of company data serves not only for the detection of buildings
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hosting economic activities but also provides information about the type of activity.
Based on the yellow pages inherent HIC (Herold Industrial Code) which groups
branches of business to more general types functional object grouping can be car-
ried out. This results in a building model providing feature information such as
‘residential use’, ‘public use’, ‘commercial’, ‘agriculture’, and others.

Being able to delineate functional patterns in an urban system and to identify
concrete actual building use can be of utmost interest on various occasions. In
case of emergency, e.g. due to a natural disaster, it is essential to quickly locate
critical infrastructure as well as being able to perform first-pass damage potential
assessments. Information on functional characteristics rather than mere physical
information and consequently also information on population distribution is often
indispensable in that context in order to effectively implement spatial disaster risk
management concepts.

4 Spatial Analysis of Population Distribution Patterns

The final step in the urban system modeling process is therefore the integration of
population data into the functional sub-building model. The backward projection
of the available spatially aggregated census data is conducted by a method called
spatial disaggregation of population [9] which is based on the previously derived
actual building use and the resultant assessed potential residential capacity. For the
presented project population data from the Austrian Census 2001 is available in
raster format having a 125 � 125 m cell size.

In order to disaggregate population from the raster to sub-buildings, the latter
have to be reduced to single points for being clearly linked to distinct census grid
cells. As the specific address point data set serving as basis for the census raster
creation is available in this study (i.e. population counts per address were summed
up to get one value for each grid cell), it is possible to inversely re-trace the aggre-
gation process. As in previous steps buildings were split into sub-buildings based
on postal address information those objects can now easily be linked to the census
address points. Aubrecht and Steinnocher [1] provide more detailed information on
this procedure.

The availability of height information (from the Laserscanning data) and hence
the possible use of building volume instead of area for the assessment of residential
capacities significantly enhance the accuracy of the population distribution model.
As just those buildings in residential use should be included in the disaggregation
process an empirical weighting factor is introduced for the different building types
in order to calculate the potential residential ratio of each sub building. Fully resi-
dential buildings are thus assigned a weighting factor of 1, i.e. 100% of the building
volume is considered for the calculation, while non-residential buildings get a fac-
tor of 0. Calculating the mean volume density of each grid cell (i.e. population of
one grid cell referred to the summed up relevant residential volume of all buildings
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Fig. 3 3D visualization of population distribution patterns on sub-building level

in the same cell) results in sort of a ‘3D population density’ (i.e. inhabitants/m3).
This value is then multiplied with the object’s relevant volume finally resulting in
an assessment of the number of inhabitants per sub-building (Fig. 3).

5 Exposure and Impact Assessment

In the following section of this paper two different scenarios are presented high-
lighting potential application areas of functional urban system models as described
above. First is a fictitious earthquake (EQ) scenario, having the epicenter right in the
center of the study area with the level of intensity decreasing towards the test site
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boundaries. Affected population as well as affected infrastructure can be reported
with the possibility of specifically allocating emergency relevant objects such as
nursing homes and playschools.

The second scenario shows two different levels of potential noise propagation
surrounding the A7 expressway in the south of the study area. Assessed affected
population numbers are given, whereas the essential improvement of the disaggre-
gated population product in comparison to the initially available census raster is
highlighted.

The list of potential application fields can be extended arbitrarily. Not only disas-
ter risk management and spatial planning concepts can benefit from the availability
of such high-level functional data sets. It is of high interest also for regional and
local development strategies.

5.1 Population Exposure to Earthquake Hazard

Figure 4 shows a fictitious EQ scenario with the study area being categorized in
five zones indicating varying levels of intensity around the theoretical epicenter (red
and orange: high, yellow: medium, light and dark green: low). In real event analy-
ses such intensity zones are often delineated using the Modified Mercalli Intensity
(MMI) Scale [20], which is a subjective measure describing how strong a shock is

Fig. 4 Earthquake hazard zones and functional building model
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felt at a particular location on a scale of I–XII. Buildings are visualized classified
according to their land use, i.e. red indicating residential buildings, blue standing
for commercial use and yellow for public use. Large parts of the residential area
are located in the inner circle, i.e. the red zone of highest intensity, and only few
built-up areas (mostly in the western part of the test site) are featuring medium to
low intensities.

Having a closer look at the available modeled population numbers it becomes
apparent that nearly half of the people living in the study area are related to build-
ings in Zone 2 (45.3%, cp. chart in Fig. 4). Table 1 also provides information on
aggregated percentages, e.g. more than three quarters of the population (78.2%) is
living in one of the two zones of highest intensity. Building ratio is slightly higher
in Zone 2 than inhabitant ratio while in Zone 1 the contrary is observed. With Zone
1 being located somehow in the center of the study area the numbers confirm that
this part is also featuring a higher population density (on average more inhabitants
per building: 8.4) than the surrounding Zone 2 (inhabitants/building: 6.9). This fact
also increases the overall vulnerability of that specific area. Regarding potential high
financial damage we get the information that e.g. all car dealing companies are lo-
cated in Zone 2 (selected blue buildings in the southeast of the study area). Also
the biggest nursing home falls into the orange zone while the two major student
homes are a bit farther away from the theoretical epicenter, thus being assigned to
the yellow zone of medium intensity.

Given information on structural quality of buildings would additionally enhance
risk assessment as e.g. standard EQ indices such as peak ground velocity (PGV,
highest ground shaking velocity reached during an earthquake) and peak ground
acceleration (PGA, largest recorded acceleration) can give an indication of potential
building damage. PGA is measured in units of %g where g is the gravity-enforced
acceleration. A PGA of 10 (0.1 g) may be enough to damage older buildings, while
buildings constructed in line with EQ standards can even resist severe shaking up
to 0.6 g without significant structural damage. The relationship between quantitative
measures such as PGV and PGA with qualitative measures such as MMI is described
e.g. by Wald et al. [21] and Wu et al. [24].

The fictitious EQ scenario showed how available functional information includ-
ing building use and population distribution can help in getting an impression of risk
exposure and damage potentials. It is also possible to identify certain hot spots (e.g.

Table 1 People/buildings located in the fictitious EQ zones

Zone Inhabitants Percentage (%)
Aggregated
percentage (%) Buildings Percentage (%)

Aggregated
percentage (%)

1 8; 653 32:9 32:9 1; 034 28:6 28:6

2 11; 905 45:3 78:2 1; 718 47:5 76:1

3 5; 413 20:6 98:8 804 22:2 98:3

4 243 0:9 99:7 45 1:2 99:5

5 67 0:3 100:0 18 0:5 100:0

† 26; 281 – – 3; 619 – –
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very high density, or specific critical building use) for search and rescue measures in
case of emergency. Regarding real-time disaster management operations however,
information on daytime versus nighttime population distribution as e.g. modeled
by Freire [12] would be favored. Freire and Aubrecht [13] use exactly that kind of
information for mapping spatio-temporal human exposure to earthquake hazard in
Lisbon. Such efforts correlate with recent recommendations for improving vulnera-
bility analyses [4, 6, 10, 18].

5.2 Street Noise Propagation and Affected Population

The second and for the analyzed study area more realistic scenario considers a sim-
ple linear street noise propagation model and integrates that information with the
above described population distribution model in order to derive an assessment of
the number of potentially affected persons. The model features two distance buffers
around the expressway A7 which crosses the study area in the very south (Fig. 5).

As already mentioned this part of the A7 in the urban area of Linz is amongst
the most frequented street sections in Austria featuring more than 100,000 cars
per day on working days. Two potential noise propagation zones are simulated
based on available Tele Atlas street network data (1) considering a 200 m neighbor-
hood and (2) considering a 500 m neighborhood. Assessment of potentially affected

Fig. 5 Highway noise propagation and population model
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Table 2 Differences in population number assessments based
on different spatial reference

Affected population
Zone 250 m raster 125 m raster Sub-buildings

1a 3,522 inh. 1,894 inh. 1,598 inh.
2b 8,489 inh. 7,414 inh. 6,199 inh.
a200 m buffer
b500 m buffer

population is indispensable for sustainable planning of noise control and protection
measures. While modeling of real-world noise propagation involves more sophis-
ticated parameters such as atmospheric and topographic characteristics [15] the
present study shows how the integrated use of functional information increases pop-
ulation assessment accuracy in terms of general exposure analysis.

Comparison of the modeled population distribution on sub-building level with
the initial census raster shows considerable differences in terms of resulting affected
population numbers. Table 2 shows the results taking a 250 m census raster, a 125 m
raster, and finally the sub-building population model as input. It is obvious that for
such high-resolution analyses 250 m raster are just too coarse leading to an immense
overestimation. In the inner zone the 250 m raster shows more than 3,500 people
being affected. Taking the sub-building model estimate as reference (1,598 people),
this is an overestimation of 120%. The 125 m raster already yields much better re-
sults with an overestimation of approximately 19%. Zone 2 shows a similar picture
for the 125 m raster (20%), while a big improvement with regard to the 250 m raster
is observed (37%).

Of course such estimates depend to a large extent on real-world population dis-
tribution patterns. Anyhow, the proposed results show the important role functional
sub-building models can play in case high-resolution population data is needed as
input or reference for high-level analyses.

6 Conclusion and Outlook

In this paper a model of a selected study area in Upper Austria (Linz-Urfahr) was
presented with the objective of identifying functional and socioeconomic relation-
ships in a suburban environment. Very high resolution satellite imagery and airborne
Laserscanning data were considered in a joint classification using Object-Based
Image Analysis which resulted in derivation of detailed structural land cover in-
formation. Georeferenced postal address data then enabled linking this geometric
base data framework with ancillary spatial and space-related information such as
yellow pages company data and population data from the census.

Integrating all available data sets resulted in a 3D population model on sub-
building level which was finally consulted for exposure and impact assessments.
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Two fictitious scenarios (earthquake, noise propagation) were discussed, whereas
the high value and the gain in accuracy using such high-level spatial data sets in-
cluding functional and socioeconomic information as compared to basic low-level
data were highlighted.

As already mentioned the focus of this paper was on highlighting the asset
functional urban system models can offer in terms of population related geospatial
modeling. In real-world sophisticated impact analysis applications it is of course
not sufficient to just have this part of the input available in very high detail. In terms
of natural disasters this means that hazard zones need to be constantly improved
and updated referring to the best available information (e.g. fault zones and general
geological conditions for earthquake hazard modeling; slope stability and surface
roughness for landslides and avalanches, etc.). When dealing with distribution mod-
els such as noise propagation and pollutant dispersal a lot of input factors need to
be considered such as atmospheric conditions, wind fields and topographic features
as well as shadowing effects. Figure 6 shows an exemplary traffic noise propagation

Fig. 6 Modeled traffic noise propagation including building object barrier considerations
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model as derived in the software package SoundPLAN,3 which is widely used in
road and traffic management. Tools and strengths of this software are described by
Wasserthal [22] when presenting a state-wide ambient noise mapping project for
Germany. Besides other input factors also building barrier effects are considered for
the analysis. It is obvious that noise levels behind large building objects are much
reduced which plays an important role in planning considerations of noise control
measurements. Of course also for population related exposure assessments such
realistic models result in significant quality improvement and refinement of derived
numbers of affected persons.

Results as presented in this study can be of utmost interest in disaster risk man-
agement and simulation, but also in regional and environmental planning as well as
local development concepts.
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3. Aubrecht, C., Köstl, M., Steinnocher, K., Hackner-Jaklin, N.: Georeferenced address data: The
essential link between geometric and thematic features in an Urban Data Management Sys-
tem. In: UDMS’09: XXVII. Urban Data Management Symposium. Proceedings. Ljubljana,
Slovenia, June 24–26, 2009

4. Balk, D.L., Deichmann, U., Yetman, G., Pozzi, F., Hay, S.I., Nelson, A.: Global mapping
of infectious diseases: methods, examples and emerging applications. In: Hay, S.I., Graham,
A.J., Rogers, D.J. (eds.) Advances in Parasitology, vol. 62, pp. 119–156. Academic Press,
London (2006)

5. Benz, U.C., Hofmann, P., Willhauck, G., Lingenfelder, I., Heynen, M.: Multiresolution, object-
oriented fuzzy analysis of remote sensing data for GIS-ready information. ISPRS J. Photogram.
Remote Sens. 58, 239–258 (2004)

6. Birkmann, J.: Risk and vulnerability indicators at different scales: Applicability, usefulness and
policy implications. Environ. Hazards 7, 20–31 (2007)

7. Buehler, Y.A., Kellenberger, T.W., Small, D., Itten, K.I.: Rapid mapping with remote sensing
data during flooding 2005 in Switzerland by object-based methods: A case study. In: Martin-
Duque, J.F., Brebbia, C.A., Emmanouloudis, D.E., Mander, U. (eds.) Geo-Environment and
Landscape Evolution II. WIT Press, Southampton, UK (2006)

3 http://www.soundplan.eu (last accessed January 15, 2010)

http://www.soundplan.eu


Population Exposure and Impact Assessment 89

8. Buehler, Y. A., Kellenberger, T. W.: Development of processing chains for rapid mapping
with satellite data. In: Li, J., Zlatanova, S., Fabbri, A. (eds.) Geomatics Solutions for Disaster
Management. Lecture Notes in Geoinformation and Cartography, pp. 49–60. Springer, Berlin,
Heidelberg (2007)

9. Chen, K.: An approach to linking remotely sensed data and areal census data. Int. J. Remote
Sens. 23(1), 37–48 (2002)

10. Cutter, S.: GI science, disasters, and emergency management. Trans. GIS 7(4), 439–445 (2003)
11. Elvidge, C., Aubrecht, C., Baugh, K., Tuttle, B., Howard, A.T.: Satellite detection of power

outages following earthquakes and other events. In: Third International Geohazards Work-
shop. Group of Earth Observations (GEO) & Integrated Global Observing Strategy (IGOS)
Geohazards. Proceedings. ESA/ESRIN, Frascati (Rome), Italy, 6–9 November 2007

12. Freire, S.: Modeling of spatio-temporal distribution of urban population at high-resolution –
Value for risk assessment and emergency management. In: Konecny, M., Zlatanova, S.,
Bandrova, T., Friedmannova, L. (eds.) Cartography and Geoinformatics for Early Warning
and Emergency Management: Towards Better Solutions. Proceedings, pp. 42–50. Springer,
Heidelberg (2009)

13. Freire, S., Aubrecht, C.: Towards improved risk assessment – Mapping spatio-temporal dis-
tribution of human exposure to earthquake hazard in Lisbon. In: Boccardo, P., et al. (eds.)
Gi4DM 2010, Geomatics for Crisis Management. Proceedings, CD-Rom. Torino, Italy, 2–4
February 2010

14. Herrera-Cruz, V., Koudogbo, F.: TerraSAR-X rapid mapping for flood events. In: ISPRS
Hannover Workshop 2009: High-Resolution Earth Imaging for Geospatial Information.
Hannover, Germany, 2–5 June 2009

15. Hritonenko, N., Yatsenko, Y.: Modelling of Traffic Noise Propagation. Chapter 4.2 in Applied
mathematical modelling of engineering problems, pp. 125–129. Springer, Netherlands (2003)
(see http://books.google.at/books?id=3FUf81s7oSwC&printsec=frontcover)

16. Kressler, F., Steinnocher, K.: Object-oriented analysis of image and LiDAR data and its po-
tential for a dasymetric mapping application. In: Blaschke, T., Lang, S., Hay, G.J. (eds.)
Object-based image analysis. Spatial concepts for knowledge-driven remote sensing appli-
cations. Lecture Notes in Geoinformation and Cartography, XVIII, pp. 611–624. Springer,
Heidelberg (2008)

17. Mesev, V.: Identification and characterization of urban building patterns using IKONOS im-
agery and point-based postal data. Comput. Environ. Urban Syst. 29, 541–557 (2005)

18. NRC (National Research Council): Tools and Methods for Estimating Populations at Risk from
Natural Disasters and Complex Humanitarian Crises. Report by the National Academy of Sci-
ences, 264 pp. National Academy Press, Washington, DC (2007)
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Dynamic Radiography Imaging as a Tool
in the Design and Validation of a Novel
Intelligent Amputee Socket

George Papaioannou, Dimitris Tsiokos, Goeran Fiedler,
Christos Mitrogiannis, Ilya Avdeev, Jake Wood, and Ray McKinney

Abstract It is apparent that socket fit is the most common source of dissatisfaction
in amputees and part of a growing medical and socioeconomic problem. Even the
most up to date trans-tibial socket designs are not capable of coping with the issue
of continuous stump volume change that is apparent within a day, week, month or
season of socket use. Intelligent sockets integrating variable volume (VVSS) with
elevated vacuum (EV) systems hold that promise but have yet to reach comple-
tion in feasibility studies. This is mainly due to delays in the relevant technological
maturity, cost and poor assessment methodologies. These challenges can be over-
come by current advantages in dynamic radiography imaging. These advantages are
presented with an example of a novel socket design as: a) solutions to problems
of direct socket-stump motion measurement, and b) as tools for calibrating socket
control hardware and computer aided socket design. Imaging can therefore be inte-
grated as part of an expert clinical system for imaging-driven computer-aided socket
design and evaluation (cost-labor effective).

Keywords Intelligent transtibial socket � Elevated vacuum � Variable volume �
Dynamic radiography � CAD-CAE

1 The Need for Novel Socket Designs in a Constantly
Increasing Amputee Population

Limb loss is obviously a severe medical condition that has potentially life changing
consequences. Prevalence of amputation has been addressed by analyzing a large
number of US hospital discharge records (20% of total in US) issued between 1988
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and 1996 [18]. The average annual number of limb-loss-related hospital discharges
is 133,325 nationwide (�3% increase per year). Vascular conditions were by far
the most common cause with 82% overall (46.19 per 100,000 persons in 1996).
Corrected for population effects, the total number of amputations increased by
27% over the period of the study. Incidence rates for lower limb amputations vary
between 0.1 and 1.9/10,000 for most western countries [19]. Amputation rates are
by trend increasing around the world. In the US this rate increased from 63 per
10,000 diabetics in 1980 to 81 per 10,000 diabetics in 1987. An estimated 1.6 mil-
lion Americans were living with limb loss in 2005, (estimated to become 3.6 million
by the year 2050) (total cost of Amputee healthcare exceeds 4.5 Billion annually
in US [20, 75]. Continuous research was also conducted to establish how well
prostheses are perceived by their respective users [45]. Of the participants (1538
persons: 18–84 years old) 94.5% had prosthesis and used it extensively. However,
only 75.7% were overall satisfied with their prosthesis, where the socket fit was least
acceptable (75.5%) behind appearance (80.4%) and weight (77.1%). It is apparent
that socket fit is a major challenge in Prosthetics and Orthotics (P&O), the most
common source of dissatisfaction in amputees and part of a growing medical and
socioeconomic problem.

2 Current State-of-the-Art Socket Evaluation Methodologies
Are Inefficient in Assessing Trans-Tibial (TT)
Socket Problems

Trans-tibial amputations have a clear advantage over higher-level leg amputations
since the knee joint remains functional and less mass is substituted by the artificial
leg. Nonetheless, the bony structure and the low soft tissue coverage make it suscep-
tible to pressure and friction related injuries. Long established and still commonly
used designs are the Patellar Tendon Bearing Socket (PTB) and the “Kondylen Bet-
tung Muenster” (KBM) socket. However, a well working PTB or KBM socket will
inevitably spark a deflection related patellar reflex every time the user steps on the
prosthesis with an ever so slightly flexed knee disrupting the natural walking pattern
and inducing a range of undesired consequences, such as exaggerated metabolism.
Alternative socket concepts can be summarized under the category Total Surface
Bearing sockets (TSB). The intention is essentially that weight transfer, controllabil-
ity, and suspension are realized by improved evenly distributed contact pressure with
the aid of silicon liners and locking mechanisms to provide full skin-material con-
tact and design flexibility [69]. Comparative studies [32,69] confirmed that “a more
physiological walking pattern with the TSB socket is apparent, and is therefore rec-
ommended as to “be used effectively in the rehabilitation of trans-tibial amputees”.”
However these studies suggest that the TSB socket is not capable of coping with the
issue of continuous stump volume change that is apparent within a day, week, month
or season of socket use. Many amputees end up having several socket rectification
sessions every year.

Most patients experience stump volume changes within a single day or over the
course of seasons and in response to temperature, activity, nutrition and pressure.
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Most promising, and best established approaches to address that problem today are
elevated vacuum (EV) suspension sockets. The principle of elevated vacuum is to
achieve a better pressure distribution either mechanically (e.g. Otto Bock Harmony
trans-tibial [68] or by means of an electric pump). Negative pressure is deployed,
to “expand the soft tissue and bring it closer to the socket wall”, avoiding soft
tissue compression. All vacuum assisted socket systems (VASS) work with a silicon
or gel liner with or without a pin lock, and a pump mechanism that provides the
desired negative pressure over ideally the entire stump surface (Fig. 1q). The first
comparison studies with the Harmony system [7] found that the stump volume de-
creases by 6.5% on average in a custom made TSB socket after 30 min of walking,

Fig. 1 The role of imaging in SMARTsocket’s overall reverse engineering approach to socket
design and evaluation is critical. The procedural steps to any socket rectification protocol are pre-
sented in Fig. 5. Imaging modalities for amputee screening include (a) DRSA, (b) CT, (c) turn
table dynamic radiography. Samples of images obtained of the three modalities are shown is (d–g)
respectively. Note the abundance of skin-socket markers and that a careful data fusion protocol is
used to co-register 2D and 3D information from all scans in (h, i). Finally the socket rectification
protocol (j–k) with CAD-CAE tools precedes the virtual fitting in (p) while an iterative computa-
tional modeling evaluation process is under way in (l–n). Rapid prototyping of the final virtual pro-
totype is warranted in (o, q, r) to establish the SMARTsocket integration with the prosthetic parts
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whereas it was maintained and even increased by 3.7% when elevated vacuum was
used. The tibia displacement was also clearly less with the vacuum pump and a
more tight suspension of the prosthesis was achieved as the participants confirmed.
A follow-up study [23] concluded that a socket that is 4–6% undersized with no
deep voids is recommended for the fitting of trans-tibial amputees. It has been also
reported that the measurable reduction in positive pressure aids the level of com-
pliance of TT sockets [5]. The study also reported that changes in contact pressure
over the step cycle were of different range for different subjects – something that
could not be explained in the article, but might hint at the necessity to vary the
socket volume anyway for optimized fit. The aforementioned studies used casting
and water displacement procedure to assess stump-volume which poses questions
on the clinical validity of the method. The tissue outside the donned socket changes
volume instantly and donned stump volume is much different than undonned stump
volume. It is also a very laborious and messy procedure. Another controversy ex-
ists on the potential disadvantageous effect of exposure of tissue to just prolonged
negative pressure. In a later study [10], the use of VASS sockets and locomotor
capability index promoted wound healing in amputees with skin ulceration. In all
of these studies it was suggested that alternate positive and negative pressure ex-
posure within boundaries could prove more beneficial to tissue healing and health
[5, 7, 10, 23]. Although EV-VASS technology significantly improves socket perfor-
mance, it does not eliminate the need for additional rectifications due to the issue of
continuous stump volume change (even past stump maturity).

Variable volume socket systems (VVSS) have been proposed as a solution to the
variable stump volume problem. Modifying the volume of the prosthetic socket in
order to accommodate changes in the stump geometry has been attempted during the
last decades. In the 1990s, many different systems with patient-adjustable air blad-
ders were marketed, however they were gradually abandoned due to feasibility and
manufacturability challenges [54]. The most recent project which yielded patents is
the SVGS system, developed by Simbex LLC around 2003 [24] but has rarely been
heard of since. It consists of a variety of water filled bladders, connected by a well
thought-out array of pipes and valves. The fluid based volume management system
provides a way of accounting for changing stump volumes. Similar variable sockets
have been used in the field of interim-fittings, where early prosthesis must allow for
a swift and uncomplicated adaptation [27]. Most likely reasons for the decline of
these technologies (VVSS) are lack of feasibility due to bulkiness, no consideration
of shear effects, lack of accurate and precise real-time control of transferred pres-
sure/shear, weight, leakage, wear and tear and problems with manufacturing and
maintenance. In addition, the controlling elements of these systems are yet to be
fully calibrated with real life input from strenuous activities. This would require a
sophisticated in-vivo unobtrusive indirect stump-socket measurement method, which
could be used to calibrate a real-time continuous feedback mechanism (sensor-to-
actuator) that returns information of the socket-stump interface (pressure and shear
magnitude and direction) to the VVS system.

This accurate calibration leads to successful socket fit involving pressure, shear,
deformation and slippage measurement and monitoring between the subject’s skin,
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the residual limb tissues and the socket. These measurements have been conducted
for about 50 years involving fluid-filled sensors, pneumatic sensors, diaphragm de-
flection strain gauge [67], cantilever/beam strain gauge [55] and printed circuit sheet
sensors [14,29,67,74]. In-vivo socket-pressure measurements are also possible with
commercial capacitive, piezoelectric, ink-film based products [11,14,46]. However,
these sensors possess many disadvantages such as accuracy, hysteresis, signal drift,
response to curvature, spatial resolution, temperature sensitivity, installation insta-
bility [3] and unknown shear coupling effects [11, 16, 44, 46, 49]. An ideal system
should be able to monitor real interfacial stresses continuously, both the normal
(pressure) and shear component (dynamic slippage). The challenge of measuring
slippage within the socket is yet to be efficiently tackled by the prosthetist in and
outside the laboratory.

In this direction, research in Computed tomography (CT) allowed the incorpo-
ration of patient-specific stump-socket geometry into a CAD/CAM system, per-
forming modifications, and milling a plaster positive likeness. Despite being static
analyses, these studies offered high image quality and the benefit of seeing be-
low the skin. However, significant CT disadvantages from movement artifacts
were reported. A number of spiral X-ray computed tomography (SXCT) studies
[13, 25, 61, 62, 64, 65] demonstrated that the SXCT scanner is sufficiently precise
and accurate for distance and static volumetric quantitative socket-fitting studies.
Simpler methods involving ordinary radiographs analyzed different static 2D posi-
tions between bone and socket during different parts of a gait cycle. The next level of
static, yet 3D analysis, is the use of Roentgen Stereogrammetric Analysis (RSA) to
completely characterize socket and stump interactions in all six degrees of freedom
with a biplane (stereo) imaging three dimensional (3D) configuration [8, 30]. RSA
socket-stump motion studies have reported variation of 10–30mm in the vertical
motion and 0–15 mm in the AP motion [63]. Ultrasound techniques were also used
to assess femur movements within trans-femoral sockets [15]. Similarly, conven-
tional gait analysis cannot “see” below the skin or past the socket and its accuracy
cannot effectively address dynamic movement [37, 39]. Currently there is no way
of accurately addressing the rate of slippage, shear and stump pistoning and their
direction during the performance of dynamic tasks by amputees. There is, therefore,
a need to identify new methods for quantification of the dynamic interaction be-
tween the residual limb and the prosthetic socket with visualization paradigms that
the clinician is trained to interpret.

3 Integrating Dynamic Radiographic Imaging
with Computer-Aided Design and Computational
Modeling in Socket Evaluation

In recent years these state-of-the-art-and-Science perspectives of technology in-
tegration are starting to be employed in the P&O arena to increase yield and
reduce labour and cost. According to a National survey [50] of US Prosthetists and
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Orthotists, the development of “smart” prosthetics will require development of basic
knowledge and understanding of the mechanics of socket fitting as well as techno-
logical advancements in soft tissue characterization. As such, dynamic imaging-
driven, template-based computer aided design (CAD-CAE) tools employing
fast-track learning offer great promise in the process of socket rectification at
the virtual environment with the associated reductions in cost and labour. As of re-
cently, Dynamic Roentgen Stereogrammetric Analysis (DRSA) has been introduced
as an accurate tool for dynamic in-vivo measurement of stump/socket kinematics
[37,38,41,42]. The method allows direct observation of tissue deformations during
activities of daily life, such as walking or stepping down stairs, and during more
strenuous higher-speed activities such as jumping or running. The DRSA method
(Fig. 1a) is one order of magnitude more accurate that current conventional in-
vivo motion analysis techniques (socket-stump and residual bone pistoning motion
can be assessed with as much as 0.03mm translational and 1:3ı rotational accuracy
[37–39]). Shear forces, and the so called stump pistoning information can be derived
from the dynamic slippage between the residual bone, skin and socket wall using the
3D displacement history of tantalum markers tracked from the DRSA data. Absolute
and relative displacements between residual bone, skin and socket wall have been
reported in several studies for several below knee amputees using DRSA [37–39].

This patient specific accurate kinematics information can also improve the ef-
ficiency of computational modeling. Computational modeling can in turn reduce
the iterative cycles between experimental testing and socket fabrication-prototyping.
Finite element methods (FEM) are becoming more common ground in socket engi-
neering for two major methodological reasons: (1) FEM models produce full field
information on the stress, strain, and motion anywhere within the modeled objects
and (2) Parametric analysis for an optimal design is possible. To date, prescribing the
displacement boundary conditions at the nodes on the outer surface of the socket or
liner is the protocol used for most socket rectification simulations [9,52,59,72,73].
Similar studies suggest that only qualitative identification of the tolerant and sen-
sitive areas is possible with current methods. Dynamic imaging could also address
this issue in addition to calibrating the patient specific FE models with respect to
material properties [6, 43, 71]. A fully scalable patient specific FE model driven by
high accuracy in-vivo internal residual bone-stump-socket DRSA kinematics would
be the ideal engineering analysis method for this problem.

From a biomechanics perspective these analyses could help resolve some cur-
rent state of the art contradictions of fairly common beliefs and everyday practices,
suggesting that some stump areas are designated for higher load bearing purposes
than others. They suggest that these areas are patient specific so customization of
socket is necessary. Apart from that, these studies do not conclusively answer how
to translate the result into practical applications. In addition, there are remaining
questions regarding the practicability of the necessary technical effort, and the con-
sideration of shear forces, which are believed to contribute significantly to most
socket comfort problems. Dynamic imaging, offers, due to its accurate, indirect
non-invasive and unobtrusive characteristics a solution to these problems of direct
measurement (relying on kinematics assessment of the outside of socket only) and
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computational modeling. It can therefore be integrated as part of an expert clinical
system for imaging-driven computer-aided socket design and manufacturing (cost
effective electronic as opposed to actual prototype based socket rectification).

4 SMARTsocket: An Example of Integration of Dynamic
Imaging, CAD-CAE and FE Methods in Socket Evaluation

An example of performance validation with the synergy of the three methodologies
is presented for an intelligent socket system that combines variable volume socket
system (VVSS) technology with an elevated vacuum system. Although the EV
socket component is in the process of undergoing full feasibility study and has been
fitted to hundreds of amputees by our prosthetists, the integration of the two systems
is yet to see the fruits of a complete feasibility study. The novel system proposed
here (acronym: SMARTsocket) intends to complete the advanced performance of
EV sockets by dealing with the variable stump volume problem that occurs during
prolonged use of the socket or at very strenuous activities such as athletic endeavors
or heavy-duty work. The new socket and the new methodologies for each efficient
validation intend to give amputees an advanced level of autonomy in terms of en-
abling them in conditions of demanding strenuous mobility [28, 34, 35, 66].

SMARTsocket combines two technologies (EVCVVSS) thus offering for the
first time real-time controllability of socket elevated vacuum and overall socket vol-
ume by incorporating counter-shear actuators for readjusting the pressure/shear dis-
tribution across the stump-socket interface. All parts are fabricated by Lincolnshire
Manufacturers SA and assembled by our prosthetists. The feasibility study includes
sensitivity, operability, safety, durability and efficiency (structural, functional) test-
ing. Functional tests in clinical trials are currently under way for the validation of
the new system. We use reverse engineering methodologies in our approach to tackle
this complex problem (Fig. 1). A summary of the main tested hypotheses justifying
the rationale behind the integration of the elevated vacuum socket and the adaptable
volume socket being tested is presented next:

1) Hypothesis 1: Vacuum equalizes stump pressures. It is known that a vacuum sys-
tem equalizes pressures, stabilizes fluid levels and helps vaporize perspiration
[1,4,5,21,22,26]. Carl Caspers, a prosthetist in St. Cloud, Minnesota along with
Dr. Glenn Street at St. Cloud State University [7,12,17] are the inventors of one
of the first mechanical vacuum pumps. The major limitation of the conventional
prosthesis, referred to as a PTB type socket is that it employs varying pressurized
areas within the sockets. Upon stump volume reduction the prosthetist advises
the patient to add socks or pads to tighten the socket. However, by applying more
pressure to the limb, more volume changes occur (fluid compression) and the cy-
cle will repeat itself. Stump volume reduction is a result of the properties of the
soft tissue (the interstitial fluid is very pressure sensitive). It is common ground
that basic fitting of a PTB socket requires some compression [4, 5]. The reasons
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those sockets are made somewhat snug are to prevent rotation of the prosthesis,
to keep it from falling off, and to support body weight, among other functions.
It has been reported [14] that it takes approximately 10.544 gr of positive pres-
sure per square mm to perform these functions. The mere act of an amputee
applying the prosthesis to the remaining limb places approximately 6.803 gr of
positive pressure that one would otherwise not be subjected to. The interstitial
fluids are very pressure sensitive. This complex non-linear and viscous phase of
deformation will depend mainly upon the rate of loading (anisotropy and non-
homogeneity are also very difficult to control when planning for the cast). The
body reacts by “releasing” some of the fluid. This is somewhat like letting a little
air of a balloon. When enough fluid is released, the internal pressure drops down
to its normal settings. The body “wins this battle” every time.

We hypothesize that it is initial application of positive pressure that creates
the change in the volume of the interstitial fluid with an escapade of undesired
events after that. It has been shown that with the conventional socket, the aver-
age below-the-knee amputee can shrink 6–7% of their limb volume a day and
12–13% on an above-the-knee amputee [7, 56]. Of course, this varies with the
size and makeup of the patient’s limb. However, in a properly fit vacuum system,
the change is typically <1%. Our previous work suggests that patients do not ex-
perience significant problems in a fitting until they reach a 3–4% level of change
but quantification of this change is yet to be effectively addressed with con-
ventional methods. Typically, our prosthetists take the casting under 558.8 mm
of vacuum (Fig. 1). The plaster is not molded or shaped, as is done with the
conventional PTB. Patients have their own unique shape and this method is not
trying to change that. As a matter of fact, wherever a modification is applied with
bare hands, a pressure gradient is created and that will be the likely area where
patients might expect strange interactions. After a cast has been taken with the
558.8 mm of mercury in vacuum, it is simply removed and then a global reduc-
tion of 4% around the entire cast [7, 12, 17] is sculpted. In other words, it is not
any tighter or looser in anyone spot over another.

2) Hypothesis 2: Choosing an appropriate liner is necessary for socket perfor-
mance. The next item that is crucial to our method of fitting is the use of the
urethane liner (Fig. 2). The liner can change shape slightly become thicker or
thinner, become quite firm or very soft. For a below-the-knee amputee, if we
simply roll on the modified urethane liner and allow them to step into the socket,
it will be fairly tight. It is the exact shape of the patient’s limb, but with the
thickness of the liner, it is then compressed 4%. As the patient puts the limb
into the socket, the material will move towards the path of least resistance. This
means that since it is a new socket and there are not any loose areas or voids at
the socket, the liner will move up and out of the socket. Typically on a below-
the-knee patient it will move about 5=800 and closer to 100 on an above-the-knee
patient. Again this value is empirically estimated and not possible to quantify
with conventional measurement technologies. This is expected since this don-
ning process is patient specific. This value also differs even between donning
sessions for the same patient. When the patient stands in that socket, as their
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Fig. 2 (1) The SMARTsocket casting method uses the principle of vacuum and minimal sculpt-
ing by the prosthetist. The cast assumes the contour of the stump with negative pressure applied
equally everywhere in the segment; (2) The Urethane liner that forms the negative cavity with the
socket; (3) Flowchart of the operational components of the SMARTsocket system. SMARTsocket
comprises of an elevated vacuum system for maintaining a negative pressure in a cavity between a
socket of a prosthetic device and a positive pressure system of actuators that can change the overall
socket volume if necessary. (4) The system (parts are fabricated by Lincolnshire Manufacturers
SA and assembled by our prosthetists) comprises of a concealable vacuum surge chamber: 20.41 g
(g), a vacuum and inflating reversible pump: 24.66 g (b), a variable positive pressure actuator (b), a
power source: 21.97 g, (d) and microcontroller: 5.67 g (c), USB switch: 1.70 g (a), housing tubing,
tubing connectors: 45.54 gr, and means for sensing pressure (b) and actuating (g) the system. The
sensor triggers an actuation event when the negative pressure decays to a predetermined differen-
tial from atmospheric pressure. This actuates the vacuum pump to increase the negative pressure
in the cavity and the opposite actuation event when the negative pressure reaches a predetermined
threshold (de-activation of the vacuum pump). Similarly the positive pressure pump inflates the
air-bladders to increase the stiffness of the socket locally or change the socket volume (increase or
decrease it)
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limb begins to change volume (at this point we have not added vacuum) and as
they walk, they will push fluid out and the limb will shrink. The urethane ab-
sorbs partially the change in loss of volume. Although this is very dynamic, the
adjustment can only come up to about 4–5%, i.e. only a portion of the average
shrinkage. Again this estimate is very difficult to quantify objectively. The vac-
uum system will take over from there. Realizing that it was positive pressure that
was creating the change, we designed the socket with enough negative pressure
to offset the changes caused by positive pressure. A minimum of 457.2 mm of
mercury vacuum (or higher) is enough to offset the negative effects of positive
pressure. However this is an empirical value that must be validated against an
unobtrusive method with objective assessments.

3) Hypothesis 3: The vacuum system vaporizes perspiration. Perspiration is a sig-
nificant problem for most amputees. It is apparent that within the conventional
socket, it is warm, dark and moist, a perfect breeding ground for bacteria and
the undesired onset environment for a blister-ulcer. Physics suggests that we can
move the evaporation point around by manipulating the temperature and atmo-
spheric pressure. Keeping that in mind, flash vaporization of moisture takes place
at approximately 711.2 mm of mercury when the body temperature is 37 ıC.
With a pump that can deliver up to 660.4–2844.8mm of mercury of vacuum,
while it is not instantaneous and not flash, it takes only a short time (literally a
small fraction of a second) to vaporize perspiration. In other words, the vacuum
socket can convert that excess liquid into a vapor and the vapor can be excreted
through ports of pump back into the “atmosphere” (Fig. 2). The end result is that
the patient’s limb is kept dry. This hypothesis is very easy to test; prolonged use
of EV sockets can be assessed by simply undonning them and test for socket
humidity with a humidity tester.

4) Hypothesis 4: The vacuum system cannot solve the volumetric changes resulting
from very strenuous activities (running, jumping, bearing heavy weights, stop-
ping suddenly). The current system applies to every day walking and normal
ambulation. We have shown that when patients are involved in heavy labor and
athletic endeavors, they will be subjected to higher rates of loading that challenge
the vacuum system technology. To this end we integrated the variable volume
socket (VVS) to the EV principle. At the proof-of-concept stage of the proto-
type the system is static (no real time operation). The user inflates or deflates the
actuator based bladders in the socket before performing a strenuous task (run-
ning) that requires higher socket suspension and stiffness. This system is not yet
capable of responding to real-time changes in volume but it can still allow us to
change the positive pressure and the overall socket volume if necessary before
the EV functionality kicks in.

A miniaturized electronic pump (Fig. 2) (about the size of a pen 4 cm long,
15–20 gr), can be fitted inside the shin tubs or inside feet-shoe. Figure 2 presents
the full technical characteristics of the system. This pump can be hidden for cos-
metic reasons but its size helps eliminate the weight and increase the application of
volume to these patients. The advantage of the electronic system, besides the cosme-
sis and weight is the fact that it does not require, as the mechanical ones (Harmony),
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to be walked on and compress a piston to draw up the vacuum. The patient can
actually be sitting all day and the circuit board and the motor will make sure the
patient stays within a very therapeutic range. The socket’s pressure boundaries have
been set at 190.5–546.1mm of mercury. We know that we need to have vacuum of
at least 381 mm (or higher) in order to control some of the shrinkage of the limb and
vaporize the moisture. This is one of the highest values of vacuum to be obtained
to our knowledge. For this function most of the systems require between 200 and
300 mA and several volts per day and the unit has to be charged every night. Our
system is a very low voltage system requiring only 15 
V for daily operation. That
means that the power that is used to operate one of these other systems in a day will
power our system for the better part of several months.

The major challenges in tackling hypotheses 1, 4 are related to (a) accurate 3D
volumetric imaging of the socket stump interface and (b) accurate 4D imaging of
stump-skin slippage and pistoning. Stump-skin slippage and pistoning within the
socket can cause discomfort, internal limb pain and eventually skin ulcers as a result
of the excessive pressure and shear within the socket. Classical 3D CT method-
ologies present three challenges: (1) the image matrix must be higher than the
commonly used clinical 512 � 512 resolution matrix which produces poor socket-
stump geometry information particularly when defending hypotheses 1, 2, 4; (2) the
issue of patient irradiation. The expected equivalent dose for the CT scan of the
full socket-stump for above knee amputees is 2 mSv [57] with about two-thirds of
this corresponding to the below knee scan; and (3) the CT can only convey static
information on stump-socket geometry and cannot assess its dynamics behavior.

To overcome challenges one and two our group has been using a turntable tech-
nology that is introducing a low irradiation method for volumetric imaging. It
combines the method of Biplane Dynamic Roentgen Stereogrammetric Analysis
(DRSA) instrumentation with a turntable configuration that allows 3D scanning of
extremities during load bearing at a fraction of the irradiation [37,39] (Bioimerosin
Laboratories SA, WI, USA) (Figs. 1c and 3). The system functions as a fluoro-
scopic or digital radiography device with the exception that the patient is rotated
.180–360ı/ while standing on a supportive turntable. Although normal fluoroscopy
or digital radiography is limited in high-speed acquisition, DRSA due to its high
end camera and lens systems is capable of acquiring images at a high resolution
matrix (1150 � 1150) and high data acquisition rate (up to 1000 Frames/s). This
capability offers sampling of sequences of high resolution of images of the amputee
extremity in less than 3 s (360ı rotation). This axisymmetric cone-beam stack of
image sequences (Fig. 3b) (the high sampling rate offers a very small sampling in-
terval solving the issue of blurring due to motion artifacts and resulting in very high
out of plane resolution) can be reconstructed during post-processing using COBRA
software (Exxim Computing Corporation, CA, USA). Both one plane and biplane
DRSA (which requires half the rotation period) configurations can be used. The
software offers efficient ways to register the DRSA X-ray system in 3D, using the
projection data [31,39]. This is essential for Cone Beam Tomography with C-Arms
or unconstrained biplane radiography. The most important aspect of this technology
is that during a single DRSA turntable scan an exposure of 110 mR is estimated
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[70] which translates into an equivalent dose of approximately 0.2–0.3 mSv. The
expected equivalent dose for the CT scan of the pelvis is 2 mSv [57].

The third challenge is overcome with our new in-vivo method of assessment
of three-dimensional (3D) direct, unobtrusive socket-stump kinematics/slippage of
strenuous activities (high speed of motion) using Biplane DRSA instrumentation
[37–41]. During these studies our group screened 50 patients (20 EV, ten TSB and
ten SMARTsocket trans-tibial socket wearers). Results from the ten amputees with
SMARTsocket sockets enrolled in the study approved by the University of Wis-
consin Milwaukee IRB committee (see papers [37–41] for detailed methods and
protocols) are presented here. The subjects were asked to perform several stren-
uous activities (fast walking, fast stop, running, jumping, ascending/descending
stairs, pivoting) while their socket-stump kinematics was assessed with DRSA. The
DRSA method is one order of magnitude more accurate that current conventional in-
vivo motion analysis techniques (socket-stump and residual bone pistoning motion
was assessed with as much as 0.03mm translational and 1:3ı rotational accuracy
[37–39]. The method is capable of assessing skin strain and engineering shear (be-
tween clusters of tantalum paint skin markers and socket markers) with the same
accuracy. A model-based (markerless) method (MBT) for tracking of the resid-
ual limb was also demonstrated. Quantitative measurement bias between DRSA
(marker based) and the MBT method ranged from �0:012 to �0:11 mm (depending
on coordinate axis) for the residual bone and from 0.004 to 0.048 mm for the socket
[38]. The above studies produced mixed results that stress the patient specificity
in socket fitting. The methods offer a more holistic representation of the downward
slippage trend of proximal side of stump with respect to the socket and an even more
characteristic and of higher magnitude downward – and anterioposterior – slippage
at the distal side.

Maximum slippage at strenuous tasks reached values of 151 mm for fast-stop
tasks and 19 mm for the step-down task (all patients) in the distal stump side after
the impact phase of these strenuous activities. Displacement between skin-to-skin
marker pairs reached maximum values of approximately 10 mm for the step-down

J
Fig. 3 Taking a 3D, high-resolution scan by a laser digitizer (Minolta 910) and fusing it with
CT and the DRSA turntable volumetric data allows manipulation of the socket geometry using
computer-aided design tools. (a–c) Steps of the CAD method using templates that significantly
reduces the time needed to add bladders (a) shows a sagittal cut in the bladder pad of the SMART-
socket; Note the different bladder virtual components in (b) and (l). A virtual socket fitting process
follows in (g–k): The surface data is improved first and molding of the patient-specific socket data
onto a “solid” socket template with the bladders, circuitry and conduits follows. After creating a
solid model of mesh data, a (drug and drop) pad data (airbag) can be inserted and a modifiable
model, based on existing template-based airbag/pad database, (b–c) is obtained. A 3D FEA is then
generated; (d–f) show the residual limb deformation under the vertical displacement imposed on
the truncated bones. The soft muscle tissues are modeled as a Neo-Hookean hyperelastic mate-
rial. (d) Total displacement (Vertical deformation field) of the residual limb soft tissue inside the
socket (centimeter). Graph (f) shows the 3-D structural mesh (24,895 tetrahedral elements) and
(e) the Vertical normal stress distribution (kPa); photo (l) shows the final rapid prototyping of the
computationally validated socket
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trials and up to 24 mm for the fast stop trials. Maximum skin strain was dependent
on the position of the skin markers. Distally positioned skin marker-pairs demon-
strated mainly anterioposterior displacement between each other (maximum relative
strain: 13–14%). Maximum relative strain for the proximal side was 8–10%. In the
worst case relative engineering shear .”/ between selected skin marker clusters that
form orthonormal meshes ranged between 81:5ı and 129ı for the sudden stop trial.
Figure 4 shows a visualization paradigm of stump-socket-residual limb kinematics
of the ten BK amputees wearing the SMARTsocket. Switching the vacuum pump
off had a detrimental effect is socket suspension and slippage leading to excess pis-
toning effect (approx. 20–30% increase). It is obvious though that even with the
vacuum on the system cannot handle the accelerations due to the loading rates of
the strenuous activities. Our work in-progress is looking into the crucial question
of: “what would be the effect of repeating these tasks with the actuator bladders on,

Fig. 4 Fusion of DRSA, CT and turntable radiography data produces these 3D slippage maps
(distances in millimeter) between stump-skin markers and socket during a step-down trial for ten
patients. Switching the vacuum pump off (gray line) had a detrimental effect in socket suspension
and slippage leading to excess pistoning effect as compared to vacuum pump on (black line). It is
obvious that even with the vacuum-on the system strangles with the accelerations due to the loading
rates of this strenuous activity. Note also that the maximum values of the X, Y, Z axes are given
for the no-vacuum (top) and vacuum-on (bottom) trials (six trials for all ten patients ˙SD). The
magnitude of skin perturbations in selected areas of the stump was clearly larger (20–30%) when
the vacuum was switched off
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i.e. having the internal socket volume reduced and then reapply the vacuum effect?”
In brief, this highly-accurate, in- vivo, patient-specific, unobtrusive dynamic infor-
mation, presented using 3D visualization tools that were up to now unavailable to
the clinician-prosthetist, is part of our novel core reverse engineering approach is
expected to impact the iterative cycle of socket fitting and evaluation.

The protocol for DRSA assessment includes two to four visits in total to
the imaging laboratory which means minimum four to maximum ten DRSA
turntable/dynamic radiography trials. The total amount of radiation exposure that
the patient will receive over the two years of the study is about 1.4–1.8 mSv or
1400–1800mrem focused on knee-shank area. This dose is approximately equiv-
alent to the exposure that one is expected to receive from normal daily living
activities over 4.6 years. This level of radiation has not been shown to cause harm-
ful effects in adults. The expected equivalent dose for an ordinary clinical CT scan
of the pelvis is 2 mSv [57]. With an overall number of six DRSA tests (Dthree
with each socket) which is on average the amount of visits, exposure will sum up
to an equivalent dose of 2.0 mSv. This amount is in the range of a one fourth of
the exposure of a clinical CT scan of the trunk [57], with 20 mSv being the TLV
(threshold limit value) for annual average dose for radiation workers, averaged over
five years (ACGIH – American Conference of Governmental Industrial Hygienists).

A static and dynamic 3D imaging based performance index (virtual socket fit-
ting and strain-deformation maps for all types of strenuous activities) using this 3D
visualization tools is constructed for each patient. This index is crucial in our effort
to optimize socket performance and reduces the overall socket rectification labor
and cost (almost 50% less visits to the prosthetist).

The detailed socket rectification protocol is shown in Fig. 5 (also Fig. 1). After
the first DRSA patient screening (with original socket) and after taking the patient
new (or first ever interim) cast a virtual process of socket rectification takes place.
Taking a 3D high-resolution scan by a 3D laser digitizer (Minolta 910) and fusing it
with CT or the DRSA turntable volumetric data allows us to manipulate the socket

Fig. 5 (a) (Left) The DRSA turntable digital radiography scanner (see also Fig. 1 in use) and
(b) (right) the axisymmetric cone-beam stack of image sequences that can be reconstructed during
post-processing by registering the DRSA X-ray system in 3D, using the projection data [31, 39]
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Fig. 6 Socket design and rectification flowchart showing the initial scanning of the amputee with
all imaging modalities followed by the first socket design (with virtual and actual prototyping
and fitting) and the iterative computational fitting process. The intermediate flowchart (in green)
contains the tuning of the air-pressure hardware protocol based on the dynamic measurements
obtained using a DRSA data driven FEA lumped model approach

using computer-aided design tools. Without this method, inserting the urethane and
air bladders in the patient-specific sockets would be a laborious trial-and-error pro-
cess. We have developed a CAD method using templates that significantly reduces
the time needed to add bladders. We start by improving the surface data and molding
the patient-specific socket data onto a “solid” socket template (Fig. 6). After creat-
ing a solid model of mesh data, we can insert (drug and drop) pad data (airbag) and
create a modifiable model based on existing template-based airbag/pad database.
Using the flex tool of SOLID WORKS (Dassault Systèmes SolidWorks Corp. Santa
Monica, CA), we can match the curvature of the socket to that of the pad, allowing
for a perfect fit between socket and pad, thereby laying the foundation for geome-
try creation to remove indent in socket for pad insertion. Once the SMARTsocket
virtual prototype (mesh) is finished, the finite element model preparation begins.
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The models are currently used to study the structural integrity of the socket (Fig. 6)
using parameterization for the choice of material properties and boundary condi-
tions from the high–accuracy, in-vivo kinematics acquired by the DRSA patient
trials. Accurate socket models and fully validated patient-specific finite element
(FE) models of the lower extremity are being developed for all patients [36, 43].
The current computational efforts focus on accurate characterization of strains and
stresses in both the soft tissues of the residual limb and at the limb/socket interface.
Early parametric finite element analysis (FEA) studies were used to qualitatively
describe the behavioral trends rather than specific stress values (see review in [60]).
Simplified, axisymmetric 2-D representations of the residual limb were proposed
in the early 1990s to examine the effects of socket rectification, friction between
the residual limb and prosthetic socket, and socket material properties on the inter-
face pressures [51,52]. Later, more complex, but geometrically generic 3-D models
were proposed to investigate the influence of prosthetic design parameters and limb
geometry on the interface stress distribution [58]. The models treated the socket
and the bones as rigid, non-deformable bodies. The soft residual limb tissues were
assumed to behave like linear elastic isotropic homogeneous materials. Recently,
the simplified 2-D FEA models showed to be useful for developing real-time FEA
modeling tools, which could be used in the clinical environment [47]. The simpli-
fied models also showed importance of such factors as (a) patient-specific geometry
of the limb/socket, (b) non-linear material properties of soft tissues and liners, and
(c) accurate kinematic tracking of limb/socket relative motion. Patient-specific FE
modeling allows us to obtain qualitative and quantitative results, such as limb/socket
interface stresses [48], temperatures, soft tissue strains and stresses [48], and me-
chanical response of the socket. Greater understanding of muscle tissue non-linear
material behavior led to the development of 3-D, patient-specific, non-linear FEA
models for computing internal stresses and strains in the muscle flap of residual
limbs [48]. An MRI analysis of a patient used in the study determined the patient had
a relatively thin muscle flap layer and almost no fat tissue [48]. The patient-specific
stress state depends on the stump geometry (both soft and hard tissues), mechani-
cal loading (patient’s weight and type of physical activity), and the socket response
(geometry, deformation, and pressure feedback in elevated vacuum (EV) sockets).
In addition, many amputees wear silicone inserts to improve the fit, which adds an
extra design parameter. The goal of this part of the socket evaluation work is to sup-
plement and significantly enhance the physical socket fitting with virtual fitting. We
present here also an exempt of a methodology of using 3D static and dynamic imag-
ing data to perform 3-D, non-linear finite element analysis (FEA) for fitting TTA
sockets, which is driven by high-accuracy dynamic radiography. The preliminary
FE models include the socket, the silicone liner, and the residual stump (soft tissues,
fibula, and tibia bones). The socket is assumed to be made of homogeneous isotropic
linear elastic material (Modulus of Elasticity of 1.1 GPa and Poisson’s ratio of 0.38).
Both bones are considered to be rigid. The soft tissues are assumed to be homoge-
neous isotropic and compressible. We are comparing various material models of
the soft tissues: linear elastic, hyperelastic [2] and viscoelastic [33, 48]. The ure-
thane liner is represented by a linear elastic material model (Modulus of Elasticity
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of 0.004 GPa). We also assume that there is no slip between bones and soft tissues,
while the coefficient of friction between the liner and the socket is set to 0.7 [53].
Time-transient kinematic boundary conditions are applied to the rigid bone surfaces
using data obtained from the high-accuracy dynamic radiography (DRSA) (Fig. 5).
The socket is kinematically constrained at the bottom. A series of quasi-static, non-
linear numerical experiments is conducted by varying bone displacements from the
unloaded limb stage to the full weight (the most compressed) stage. The analysis
gives us: (1) surface stress distributions (both pressure and shear) (Fig. 5), (2) soft
tissue internal strains and stresses, (3) boundary slip conditions, and (4) internal
socket stresses for various loading scenarios. The fully transient analysis, which
accounts for impact and other inertial effects, is considered next. As a rule if the
parameterization and modeling is successful, a rapid prototyping procedure begins
for the socket (Fig. 5). This analysis offers for the first time a full patient-specific
analysis of stresses and deformations towards an optimum virtual socket that can be
prototyped faster with less expense and less labor. We then incorporate the results
of the patient-specific FE analysis into the design of the vacuum control system. The
dynamics of the limb/socket system is very complex, but we are in the process of
constructing a reduced-order dynamic model from a series of 3-D analyses. We are
currently developing a methodology to automatically generate a transfer function
between external loads (applied displacements and external pressures) and system
response (e.g., point deformations, maximum stresses) using polynomial functions.

5 Conclusion

Delays in technological maturity, cost and poor assessment methodologies in novel
socket designs prevent their adoption in the clinic. Current advantages in dynamic
radiography (DR) imaging were used here to remedy the problems of direct socket-
stump motion measurement, and socket calibration for a new socket design. The
results showed that the socket with elevated vacuum functionality always outper-
forms competition when assessed with high accuracy imaging information. This
overall reverse engineering approach is expected to impact the iterative cycle of
socket fitting and evaluation.
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A Discrete Level Set Approach for Texture
Analysis of Microscopic Liver Images

Daniela Iacoviello

Abstract In this paper the analysis of microscopic liver tissue images is addressed
to identify abnormal zones due to the presence of tissue with necrosis, or to ma-
lignant lymphoma; the study is performed by texture analysis. A discrete level set
approach is considered, applying the well know segmentation algorithm to a new
data constituted by a linear combination of the matrices of Uniformity, Contrast and
Entropy. The proposed method makes use of the classification capability of the dis-
crete level set analysis applied to a suitable transformation of the original data. The
algorithm is applied to a significant set of liver tissue, showing encouraging results.

Keywords Texture analysis � Level set � Microscopic liver images

1 Introduction

Image analysis of liver is particularly difficult because of the physical characteristics
of the organ; there are several adjacent organs, such as the pancreas and the stom-
ach, that have signal levels similar to the liver. A solution may be the use of contrast
agent to obtain contrast enhancements; also in this case image analysis may be diffi-
cult: the main problem is related to the features of the liver consisting of soft tissue.
The major modalities commonly used for hepatic diagnosis are X-ray computed to-
mography (CT), the ultrasound (US) images, the magnetic resonance (MR) images
and the positron emission tomography (PET). In particular, the US images, though
have limitation in imaging range and quality, enjoy the advantage in real time imag-
ing; the dynamic CT has short acquisition time, wide imaging range and high spatial
resolution. In multi-phase CT images the time lag between one phase and the other
allow the deformation of the liver, due, for example, to the respiratory movement
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of the patient [11]. Microscopic images of liver tissue are useful to recognize, for
example, metastatic carcinoma, or lesion, or micronodular cirrhosis.

Liver diseases may be roughly divided into two categories, focal diseases, where
the abnormality is concentrated in small area of liver tissue, and diffused diseases,
where the abnormality is distributed all over the liver volume [8]. The focal lesions
may be differentiated by the echo texture patterns; hence texture analysis is efficient
to avoid biopsy test and to obtain an early non invasive identification method of
different focal lesions types. To identify liver fibrosis 2D wavelet transform appears
to be useful. The wavelet transform possesses the property of multiresolution and
in [10] a multiresolution technique for color medical image representation for liver
fibrosis identification is proposed. In [1] diffused liver diseases are detected using
Gabor wavelets; the aim was to classify ultrasonic liver images into three classes of
liver diseases, normal, hepatitis and liver cirrhosis. In [2] focal lesions in ultrasound
liver are automatically classified using principal component analysis and neural net-
work; four classes (normal, cyst, benign and malignant masses) are considered and
the texture features considered are extracted by spectral and statistical methods. The
problem of classification of cirrhotic liver is faced in [13] using shape and texture
analysis; the degree of cirrhosis was obtained as the output of an artificial neural net-
work. In [12] segmentation results from three different texture extraction methods,
co-occurrence matrices, Gabor filters and Markov Random Fields, are compared for
CT liver images.

Texture analysis is an important topic in image processing; it is considered in
many application and, of course, in medical image analysis. There isn’t a unique
method that suits for any kind of medical images, since the possible textures of
interest may be very different. Basically we may distinguish between statistical,
spectral and structural analysis of texture. As noted in [1], in texture analysis one
of the most difficult aspect is to define a set of feature that adequately describes the
characteristics of the texture.

In this paper microscopic images of liver tissue are considered; in these images
irregular regions corresponding to metastatic infiltrations, or to granuloma, or to
lymphoma may be present; what really distinguishes these different regions is their
texture. The problem of identifying different texture is faced in this paper applying
the discrete level set theory [4] to a suitable transformation of the data. In the level
set formulation for image segmentation the basic idea is to find a function that, with
its evolution, allows the optimal partition of the image into regions homogeneous
with respect to some properties, for example the gray level. The optimality is related
to the minimization of a suitable cost index that usually takes into account the fit er-
ror and the regularity of the segmented regions’ boundary. The method proposed in
this paper makes use of the classification capability of the discrete level set analysis
applied to a transformation of the original data. It is important to choose the transfor-
mation that better describes the texture characteristics of the considered images. The
method proposed in this paper may be considered in the framework of the papers [3]
and [9]; the differences rely mainly in the choice of the cost index. In particular, in
[9] a region based segmentation of textured sonar images within a level set approach
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is presented. Texture-based and angle-dependent similarity measure are defined and
sonar images are segmented into homogeneous textural regions.

The paper is organized as follows. In Sect. 2 the mathematical formulation of the
proposed method is presented; in particular three subsections are present: the outline
of the discrete level set theory, the texture analysis and the proposed algorithm.
In Sect. 3 the texture parameters along with the morphological ones are analyzed. In
Sect. 4 numerical results are presented and conclusions with further developments
are discussed in Sect. 5.

2 Mathematical Formulation

In this section the discrete level set theory developed in [4] is briefly recalled,
subsection 2.1. The texture analysis is presented with reference to liver tissue in
subsection 2.2 whereas in the subsection 2.3 the discrete level set theory is applied
to a function that suitable describes the texture content of the data.

2.1 Discrete Level Set Theory

In the discrete level set theory the image f �!Œ0; 1	 is defined on a grid of points

D D ˚
.i; j /; i D 1; : : : ; NN I j D 1; : : : ; NM

�

For simplicity, let assume that in the image domain D the two regions D1 and D2

constitute a partition into regions homogeneous with respect to some properties, for
example the gray level. A piece wise constant segmentation IS of the considered
image is defined as follows:

IS D c1@D1
C c2@D2

(1)

where

@Dk
D
(

1 for .i; j / 2 Dk

0 otherwise
; k D 1; 2

The sub domains D1 and D2 may be defined through the level sets of a function
� D ˚

�i;j

� W D ! R:

D1 D ˚
.i; j / W �i;j � 0

�
D2 D ˚

.i; j / W �i;j < 0
�

The segmentation with respect to the chosen homogeneity property is provided by
the minimization of the following cost index:
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where � > 0 and H is the Heaviside function

H.z/ D
(

1 z � 0

0 z < 0

In the cost index (2) the first two terms are the fit errors, whereas the third term has
not a physical meaning but is important for the existence of the solution. In the level
set theory in the cost index other two terms are usually present: one is related with
the regularity of the contours and the second with the area of the sub domains. Is
has been shown in [5] that the influence of these two terms is not as high as the fit
errors’ ones; for this reason in the cost index (2) these two terms are not considered.

To avoid complex analysis a smooth version of cost index (2) is obtained con-
sidering the Heaviside function H as the weak limit of a sequence of integrable
functions

H".z/ D 1

2

�
1 C 2

�
tan�1

� z

"

�	
:

As shown in [5], the optimal solution of the minimization problem (2) is obtained
solving the Euler-Lagrange equation and is given by:

c1 D
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where the limit " ! 0 of the function ı".z/ D 1
�

"
"2Cz2 is the Dirac function. The

obtained values ci represent the mean values of the function f in the sub domain Di .
Equation (5) is solved introducing a fictitious time variable; it has been shown that
it has a unique bounded solution [5].

The described level set procedure may be applied hierarchically to obtain a 2n-th
levels segmentation. In [4] the discrete level set theory has been successfully applied
to segment images with respect to gray levels.
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2.2 Texture Analysis of Liver Tissue

For the liver images that are considered in this paper what really distinguish a
damaged region from the normal ones is not in general the gray level but its texture.
For example, in Fig. 1a an image with typical granuloma with necrosis is shown;
it is important to automatically identify the presence of the granuloma and its
characteristics. In the considered images the main texture properties that distinguish
normal tissue from suspect one are the Entropy, the Uniformity and the Contrast.

Let z denotes the gray level, L the number of distinct gray levels and p.zi /; i D
0; 1; 2; : : :; L � 1 the corresponding histogram; we now recall the definitions of
Entropy, Uniformity and Contrast in a chosen sub domain, for example a square of
size q [6]. The average entropy measure is defined as follows:

NE D �
L�1X
iD0

p.zi / log2 p.zi / (6)

For constant images the value of Entropy is equal to zero; it is a measure of vari-
ability of the gray level. The Uniformity is given by:

NU D
L�1X
iD0

p2.zi / (7)

It is maximum in the regions in which all gray levels are equal. The Contrast is given
by the standard deviation of the pixels intensity:

NC D
s

.I � Im/2

q2 � 1
(8)

where Im is the mean value of the image I in the considered sub domain. Therefore,
where the images are constant the entropy is equal to zero, the uniformity assumes
its maximum value and the contrast is minimum.

Fig. 1 (a) Original data: liver tissue with typical granuloma with necrosis. (b) Texture image of
the data of Fig. 1a. (c) Contour of the granuloma region of Fig. 1a
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2.3 The Proposed Algorithm

The image is divided into non overlapping squares with side of length q. In each
of these sub domains the above quantities Entropy, Uniformity and Contrast are
evaluated. The obtained constant values NE , NU and NC are assigned to each pixel
constituting the considered q � q square and are computed for each square in which
the image is divided. Therefore we obtain three new matrices, the matrices of En-
ergy, of Uniformity and of Contrast that we denote by E , U and C , respectively. We
then apply the discrete level set approach described in the previous subsection 2.1,
not to the original image, but to the weighted sum of the Uniformity matrix, the
Entropy matrix and the Contrast matrix:

f D ’1 .1 � U / C ’2E C ’3C; ’1; ’2; ’3 2 R (9)

This texture function will assume its maximum value where the gray level of the
image varies more than in other regions; in Fig. 1b the texture image of the data of
Fig. 1a is shown. On the function f the cost index (2) is applied and the solution
(3)–(5) is obtained. The values ci represent the mean values of the texture function f

in the sub domains Di ; i D 1; 2, that constitute a partition of the image into domain
homogeneous with respect to the tissue texture properties that it has been decided to
consider. Therefore, the procedure allows to distinguish zones with different texture
properties.

3 Morphological and Texture Parameters Identification

With the procedure developed in Sect. 2 any image may be partitioned into n regions
that show different textures. Therefore there will be n distinct values ci describing
the mean values of the texture function f in each of the n identified regions.

In the liver tissue images considered a two levels segmentation is sufficient to
identify the irregular regions corresponding, for example, to metastatic infiltrations,
or to granuloma, or to lymphoma.

In Fig. 1c the contour of the granuloma present in Fig. 1a is shown. It has been
determined applying the described procedure; the numerical details with the choice
of the parameters will be discussed in the next section. In this section some morpho-
logical and texture parameters evaluated on the identified regions will be analysed.
Among the morphological parameters it may be useful to characterize the irregular
region by its extension (i.e. the number of pixels), its shape (i.e. eccentricity, solidity,
and orientation), its position by the centroid. For example, in the image of Fig. 1a
of size 728 � 1092, for the identified granuloma of Fig. 1c the above parameters as-
sume the values: Area D 66,103 pixels, Centroid D (521 369), Eccentricity D 0.75,
Solidity (that is the ratio Area/Convex Area) D 0.85, Orientation D �65. These
properties may help in a more precise classification of the regions identified by the
proposed discrete level set procedure applied to the texture function.
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Table 1 Comparison between entropy, uniformity and contrast values
evaluated inside and out side the irregular region of image of Fig. 1c

Granuloma region Background Eirr Ereg

Entropy 0.30 0.82 0.62 0.04
Uniformity 0.83 0.44 0.74 0.03
Contrast 0.03 0.04 0.42 0.10

Table 2 Haralick properties evaluated inside and outside the granu-
loma region of image of Fig. 1c

Granuloma region Background EH
irr EH

reg

Contrast 0.30 0.45 0.21 0.16
Correlation 0.71 0.88 0.19 0.002
Energy 0.24 0.09 1.18 0.18
Homogeneity 0.86 0.81 0.03 0.01

For a comparison of the considered properties (Entropy, Uniformity and Con-
trast) inside and outside the irregular region see Table 1. In the last two columns the
normalized errors between these values inside and outside the irregular regions with
respect to a reference zone in the background (i.e. outside the irregular region) are
shown and are indicated with Eirr and Ereg respectively.

Moreover also texture properties such as those related to the co-occurrence ma-
trix may be evaluated for the two identified regions, [7]. The co occurrence matrix
calculates how often a pixel with gray level value i occurs in the neighbour (for
example adjacent horizontally) of a pixel with gray level value j ; the contrast, the
correlation, the energy and the homogeneity may be evaluated on the co-occurrence
matrix (these properties are commonly referred to as Haralick properties). The iden-
tification of these properties may be useful to further classify the different tissues
that are present in the image, especially if more than two regions D1 and D2 with
different texture are present and have been identified with the application of the
proposed algorithm with an n-th level texture-based segmentation. In Table 2 an
example of the chosen Haralick properties evaluated inside and outside the irregu-
lar region are shown along with the absolute values of errors between these values
inside

�
EH

irr

�
and outside

�
EH

reg

�
the irregular regions, with respect to the reference

zone in the background.
From the previous analysis performed on different liver tissues the main differ-

ence between the irregular tissue and the background is related with the Energy. In
the next section the results reported in Tables 1 and 2 will be analyzed.

4 Numerical Results

In this Section the proposed algorithm for texture identification is applied to test
images from Brodatz database and to liver tissue images with different pathologies.
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The algorithm (3)–(5) depends on the choice of the parameter � in the cost
function (2). In [5] it has been shown that the choice of � mainly depends on the im-
age contrast; values ranging from 102 to 105 have proven to give satisfactory results
in general applications. We assumed œ D 104 for all the images.

The proposed algorithm depends also on the values of the weights ’i ; i D 1; 2; 3

in the texture function f in (9), on the size q of the squares in which the image is
partitioned to evaluate the matrices of Entropy, Uniformity and Contrast and on
the value L representing the number of distinct gray level to be considered for the
calculus of the histogram. The idea of considering Uniformity, Entropy and Con-
trast to build the new image f given by the (9) is based on a preliminary analysis
performed on some liver tissue images used to calibrate the algorithm and there-
fore to set a range in which it would be advisable to choose the above parameters
’i ; i D 1; 2; 3, q and L. For example, let us consider the image of Fig. 1a in which
a malignant lymphoma is present; it is evident the presence of two regions with
different texture. The values of the considered texture properties (the Entropy, the
Uniformity and the Contrast) are shown in Table 1; the absolute values of the errors
with respect to a reference zone show significant difference inside the granuloma
region and outside. The same test has been performed on a significant set of mi-
croscopic liver images. Generally, the Uniformity and the Entropy are particularly
robust and discriminating; this is the reason for which in the weighted function f

the following values were chosen: ˛1 D 0:5, ˛2 D 0:4, ˛3 D 0:1, for all the real
images considered.

The choices of q and L influence the matrices E, U and C and, therefore, the
texture function f . The more suitable value of q is related to the extension of the
zones with different texture; roughly speaking, a small value of q (2, 3 pixels) would
not highlight the texture’s characteristics of the square sub domains, whereas a larger
value (30, 40 pixels) should mix them excessively.

The choice of the value of L is mainly related with the number of gray levels
more frequent in the image; a large value of L (more than ten) generally introduces
in the segmentation process false detections (i.e. new regions with different texture).

In real images with domains with similar texture properties a filter on detected
small regions is advisable; therefore we introduced a filter on regions with area less
than 3% than the total image extension.

Preliminarily the proposed algorithm has been tested on images from Brodatz
database. For example let us consider the image of Fig. 2a; it is constituted by two
test images with different texture. The algorithm has been applied with the following
choices for the parameters: L D 6; q D 10; in this case, since we had no reason to
weight more one texture matrix over the others, in the texture function f the weights
˛i ; i D 1; 2; 3 have been chosen equal. In Fig. 2b the contour of the identified
smaller region is superimposed to the original image; the error in the separation of
the two domains is less than 5% evaluated on the area of the identified regions. The
result is quite satisfactory.

Now we discuss the application of the algorithm on liver tissue data. For the
image of Fig. 1a the following values have been assumed: q D 20 and L D 4. The
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Fig. 2 (a) Brodatz image composed of two regions with different texture properties. (b) Contour
of the inner region of Fig. 2a

Fig. 3 (a) Original data: liver tissue with malignant lymphoma. (b) Texture image of the data of
Fig. 3a. (c) Contour of the granuloma region of Fig. 3a. Some of its morphological properties are:
the area equal to 380,347 pixels, its eccentricity equal to 0.69, its solidity equal to 0.63

result of Fig. 1c is obtained: the contour of the granuloma is well identified and, as
already discussed in the previous section, morphological properties of this region
may be found.

We then applied the described algorithm to images not considered in the
calibration process. In Fig. 3a an image of liver tissue is shown. A malignant
lymphoma is present; typical portal area infiltration appears as small cell lesion.
The aim is to automatically identify the malignant lymphoma along with its mor-
phological properties. A ”-correction preprocessing with ” D 2 is advisable. On
the corrected image the level set algorithm is applied: the image is divided into
non overlapping squares with side of length q D 6. For each of the obtained square
the Energy, the Uniformity and the Contrast are evaluated and then the new data
f is built (Fig. 3b). On this data the level set segmentation algorithm (3)–(5) is
applied and the irregular region constituting the malignant lymphoma is identified
(see Fig. 3c). In the caption of Fig. 3c some useful morphological properties of the
lymphoma are shown; in this case it is useful to notice the solidity value that is
equal to 0.635, whereas in the previous example was about 0.85. This parameter
well describes the irregularity of the contour of the identified region in this second
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Fig. 4 (a) Original data: liver tissue with metastatic carciroma. (b) Contour of the carcinoma
of Fig. 4a

example. Also for this image the texture properties from the co-occurrence matrix
may be evaluated; in particular the Energy, that is equal to one for constant image,
is almost double in the background with respect to the value in the irregular region.

In Fig. 4a another liver tissue with metastatic carcinoma is presented; the
algorithm has been applied with the same choice of weights ˛i ; i D 1; 2; 3 of
the previous example and q D 10 and L D 4. The result is shown in Fig. 4b.
An a-posteriori analysis on the texture properties of the two regions in the image
showed that in this particular example the most discriminating properties was the
contrast. Nevertheless the obtained result is quite satisfactory as well, showing its
robustness with respect to the choice of the weights.

The proposed texture segmentation algorithm has been applied to a significant
set of liver tissue images, showing the power of its classification capability also in
situation in which the analysis based only on the co-occurrence matrix would have
not yield a univocal conclusion.

5 Conclusions

In this paper the problem of liver tissue image analysis is addresses. In liver tis-
sue, the presence of metastatic carciroma, granuloma with necrosis, lymphoma, and
fibrosis in micronodular cirrhosis may be identified by a level set segmentation ap-
plied to a suitable transformation of the original data. The adopted transformation
is a linear combination of three matrices, the Entropy, the Uniformity and the Con-
trast. In particular a two-levels segmentation is considered; therefore the original
data is partitioned according to the different texture content. The algorithm is tested
showing good classification capability in distinguishing zones with different texture
content. Future development will be the analysis of different texture properties to
be included in the texture function. Moreover the extension to other kind of medical
images is an on-going study.
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Deformable and Functional Models

Demetri Terzopoulos

Abstract This article summarizes most of the material on deformable and
functional models that the author covered in an invited plenary lecture presented
at the 2009 VIPIMAGE Conference. Following the organization of the presenta-
tion, the first part of the article reviews deformable models, particularly, active
contours and surfaces, topologically-adaptive active contours and surfaces, and
deformable organisms, focusing on their applications in medical image analysis,
while the second part of the article reviews functional models, particularly realistic
biomechanical models of the human face and body.

Keywords Deformable models � Active contours (snakes) � Active surfaces �
Deformable organisms � Medical image analysis � Biomechanical modeling and
simulation � Human face modeling � Human body modeling

1 Introduction

The modeling of biological structures and the model-based interpretation of medical
images present many challenging problems. This article summarizes most of the
material comprising my invited plenary lecture at the VIPIMAGE 2009 Conference,
in which I discussed and demonstrated how one can tackle such problems through
physics-based and biomechanical modeling.

In the first part of the article, Sect. 2, I review our work on a powerful paradigm
that combines geometry, physics, and estimation theory, known as deformable
models. Mathematically formulated in terms of variational principles and partial
differential equations governed by the continuum mechanical principles of flexible
materials, deformable models evolve in response to simulated forces that, for the
purposes of image analysis, are derived from images. The presentation focuses on
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several biomedical image analysis applications, including image segmentation using
dynamic, finite element and topologically-adaptive deformable models, as well as
recent work on “deformable organisms” which aims to automate the segmentation
process by augmenting deformable models with behavioral and cognitive control
mechanisms.

In the second part of the article, Sect. 3, I briefly review the recent focus of our
research on functional models, which emulate physics (and oftentimes biology) with
enough accuracy that they may be used in visually realistic simulations. I specifi-
cally present our work on functional models aimed at the realistic biomechanical
simulation of the human body, particularly facial modeling, modeling and control-
ling the neck-head-face complex, and confronting the challenge of modeling and
controlling more or less all of the relevant articular bones and skeletal muscles in
the body, as well as simulating the physics-based deformations of its soft tissues.

2 Deformable Models

This section reviews deformable models. First, I will summarize the mathematics of
planar active contour models, also known as “snakes”, including energy-minimizing
snakes and dynamic snakes. I will discuss the discretization and numerical simu-
lation of snakes, as well as their probabilistic interpretation. I will then review
higher-dimensional generalizations of snakes, in particular, deformable surfaces.
Next, I will review topology-adaptive deformable models, which provide the topo-
logical flexibility of level set methods1 without sacrificing the explicit geometric
substrate upon which the classic deformable model formulations are based. Finally,
I will review deformable organisms and their application to fully-automated medical
image segmentation. Much of the material in this section has also appeared in [18].

2.1 Energy-Minimizing Snakes

Snakes are planar deformable contours that are useful in a variety of image analy-
sis tasks [5]. They are often used to approximate the locations and shapes of object
boundaries in images, based on the assumption that boundaries are piecewise contin-
uous or smooth (Fig. 1a). In its basic form, the mathematical formulation of snakes
draws from the theory of optimal approximation involving functionals.

Geometrically, a snake is an explicit, parametric contour embedded in the image
plane .x; y/ 2 <2. The contour is represented as v.s/ D .x.s/; y.s//>, where x and

1 In image analysis, the introduction of level set methods (refer, e.g., to the volume in which ref-
erence [18] appears) was motivated by the success of (Lagrangian) deformable models and the
need for a related (Eulerian) technique that makes no prior assumption about the topology of the
underlying structure of interest.
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Fig. 1 Medical image analysis with snakes. (a) Snake (white) segmenting a cell in an EM pho-
tomicrograph [1]. The snake is attracted to the dark cell membrane. (b) Snake deforming towards
high gradients in a processed cardiac image, influenced by “pin” constraints and an interactive
“spring” with which the user pulls the contour towards an edge [10]

y are the coordinate functions and s 2 Œ0; 1	 is the parametric domain (the symbol
> denotes transposition). The shape of the contour subject to an image I.x; y/ is
dictated by the functional

E .v/ D S .v/ C P.v/; (1)

which represents the energy of the contour. The final shape of the contour
corresponds to the minimum of this energy.

The first term in (1),

S .v/ D 1

2

Z 1

0

w1.s/

ˇ̌
ˇ̌@v
@s

ˇ̌
ˇ̌
2

C w2.s/

ˇ̌
ˇ̌@2v
@s2

ˇ̌
ˇ̌
2

ds; (2)

is the internal deformation energy. It characterizes the deformation of a stretchy,
flexible contour. Two physical parameter functions, the non-negative functions
w1.s/ and w2.s/, dictate the simulated physical characteristics of the contour at
any point s on the snake: w1.s/ controls the “tension” of the contour while w2.s/

controls its “rigidity”. For example, increasing the magnitude of w1.s/ tends to elim-
inate extraneous loops and ripples by reducing the length of the snake. Increasing
w2.s/ makes the snake smoother and less flexible. Setting the value of one or both
of these functions to zero at a point s permits discontinuities in the contour at s.

The second term in (1) couples the snake to the image. Traditionally,

P.v/ D
Z 1

0

P.v.s//ds; (3)
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where P.x; y/ denotes a scalar potential function defined on the image plane. To ap-
ply snakes to images, external potentials are designed whose local minima coincide
with intensity extrema, edges, and other image features of interest. For example,
the contour will be attracted to intensity edges in an image I.x; y/ by choosing a
potential P.x; y/ D �cjrŒG� 	 I.x; y/	j, where c controls the magnitude of the
potential, r is the gradient operator, and G� 	I denotes the image convolved with a
(Gaussian) smoothing filter whose characteristic width � controls the spatial extent
of the local minima of P .

In accordance with the calculus of variations, the contour v.s/ which minimizes
the energy E .v/ must satisfy the Euler–Lagrange equation

� @

@s

�
w1

@v
@s

	
C @2

@s2

�
w2

@2v
@s2

	
C rP.v.s; t// D 0: (4)

This vector-valued partial differential equation (PDE) expresses the balance of in-
ternal and external forces when the contour rests at equilibrium. The first two terms
represent the internal stretching and bending forces, respectively, while the third
term represents the external forces that couple the snake to the image data. The
usual approach to solving (4) is through the application of numerical algorithms
(see Sect. 2.3).

2.2 Dynamic Snakes

While it is natural to view energy minimization as a static problem, a potent ap-
proach to computing the local minima of a functional such as (1) is to construct
a dynamical system that is governed by the functional and allow the system to
evolve to equilibrium. The system may be constructed by applying the principles
of Lagrangian mechanics. This leads to dynamic deformable models that unify the
description of shape and motion, making it possible to quantify not just static shape,
but also shape evolution through time. Dynamic models are valuable for, e.g., time-
varying medical image analysis, since most anatomical structures are deformable
and continually undergo nonrigid motion in vivo. Moreover, dynamic models ex-
hibit intuitively meaningful physical behaviors, making their evolution amenable to
interactive guidance from a user (Fig. 1b).

A simple example is a dynamic snake which can be represented by introducing
a time-varying contour v.s; t/ D .x.s; t/; y.s; t//> along with a mass density �.s/

and a damping density �.s/. The Lagrange equations of motion for a snake with the
internal energy given by (2) and external energy given by (3) is
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D �rP.v.s; t//: (5)
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The first two terms on the left hand side of this partial differential equation rep-
resent inertial and damping forces. As in (4), the remaining terms represent the
internal stretching and bending forces, while the right hand side represents the ex-
ternal forces. Equilibrium is achieved when the internal and external forces balance
and the contour comes to rest (i.e., @v=@t D @2v=@t2 D 0), which yields the equi-
librium condition (4).

2.3 Discretization and Numerical Simulation

In order to compute numerically a minimum energy solution, it is necessary to
discretize the energy E .v/. The usual approach is to represent the continuous ge-
ometric model v in terms of linear combinations of local-support or global-support
basis functions. Finite elements, finite differences, and geometric splines are local
representation methods, whereas Fourier bases are global representation methods.
The continuous model v.s/ is represented in discrete form by a vector u of shape
parameters associated with the basis functions. The discrete form of energies such
as E .v/ for the snake may be written as

E.u/ D 1

2
u>Ku C P.u/; (6)

where K is called the stiffness matrix, and P.u/ is the discrete version of the external
potential. The minimum energy solution results from setting the gradient of (6) to
0, which is equivalent to solving the set of algebraic equations

Ku D �rP D f; (7)

where f is the generalized external force vector.
Finite elements and finite differences generate local discretizations of the contin-

uous snake model, hence the stiffness matrix will have a sparse and banded structure.
To illustrate the discretization process, suppose we apply the finite difference
method to discretize the energy (2) on a set of nodes ui D v.ih/ for i D 0; : : : ; N �1

where h D 1=.N �1/ and suppose we use the finite differences vs 
 .uiC1 �ui /=h

and vss 
 .uiC1 � 2ui C ui�1/=h2. For cyclic boundary conditions (i.e., a closed
contour), we obtain the following symmetric pentadiagonal matrix (unspecified en-
tries are 0):

K D

2
6666666666664

a0 b0 c0 cN �2 bN �1

b0 a1 b1 c1 cN �1

c0 b1 a2 b2 c2

c1 b2 a3 b3 c3

: : :
: : :

: : :
: : :

: : :

cN �5 bN �4 aN �3 bN �3 cN �3

cN �2 cN �4 bN �3 aN �2 bN �2

bN �1 cN �1 cN �3 bN �2 aN �1

3
7777777777775

; (8)
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where

ai D .w1i�1 C w1i /=h2 C .w2i�1 C 4w2i C w2iC1/=h4; (9)

bi D �w1i=h2 � 2.w2i C w2iC1/=h4; (10)

ci D w2iC1=h4; (11)

assuming that w1i D w1.ih/ and w2i D w2.ih/ are sampled at the same nodes. All
indices in these expressions are interpreted modulo N .

The discretized version of the Lagrangian dynamics equation (5) may be written
as a set of second order ordinary differential equations (ODEs) for u.t/:

M Ru C D Pu C Ku D f; (12)

where M is the mass matrix and D is a damping matrix. In a finite difference dis-
cretization, the mass and damping matrices are diagonal matrices.

To simulate the snake dynamics, the system of ordinary differential equations
(12) in the shape parameters u must be integrated forward through time. The fi-
nite element literature offers several suitable explicit and implicit direct integration
methods, including the central difference, Houbolt, Newmark, or Wilson methods.
We can illustrate the basic idea with a semi-implicit Euler method that takes time
steps t . We replace the time derivatives of u with the backward finite differences
Ru 
 .u.tC�t/ � 2u.t/ C u.t��t//=.t/2, and Pu 
 .u.tC�t/ � u.t��t//=2t , where
the superscripts denote the quantity evaluated at the time given in parentheses. This
yields the update formula

Au.tC�t/ D b.t/; (13)

where A D M=.t/2 C D=2t C K is a pentadiagonal matrix and the vector
b.t/ D .2M=.t/2/u.t/ � .M=.t/2 � D=2t/u.t��t/ C f.t/. The pentadiagonal
system can be solved efficiently (O.N / complexity) by factorizing A into lower
and upper triangular matrices, then solving the two resulting sparse triangular sys-
tems. We compute the unique normalized factorization A D LYU where L is a
lower triangular matrix, Y is a diagonal matrix, and U D L> is an upper triangular
matrix. The solution u.tC�t/ to (13) is obtained by first solving Ls D b.t/ by for-
ward substitution, then Uu D Y�1s by backward substitution. For the linear snakes
described above, only a single factorization is necessary, since A is constant. Note
that the factorization and forward/backward substitutions are inherently sequential,
recursive operations.

Researchers have investigated alternative approaches to numerically simulating
snake models, including dynamic programming and greedy algorithms (see [12] for
a survey in the context of medical image analysis).



Deformable and Functional Models 131

2.4 Probabilistic (Bayesian) Interpretation

An alternative view of deformable models emerges from casting the model fit-
ting process in a probabilistic framework. This permits the incorporation of prior
model and sensor model characteristics in terms of probability distributions.
The probabilistic framework also provides a measure of the uncertainty of the
estimated shape parameters after the model is fitted to the image data.

Let u represent the deformable model shape parameters with a prior probability
p.u/ on the parameters. Let p.I ju/ be the imaging (sensor) model – the probability
of producing an image I given a model u. Bayes’ theorem

p.ujI / D p.I ju/p.u/

p.I /
(14)

expresses the posterior probability p.ujI / of a model given the image, in terms of
the imaging model and the prior probabilities of model p.u/ and image p.I /.

It is easy to convert the internal energy measure (2) of the deformable model into
a prior distribution over expected shapes, with lower energy shapes being the more
likely. This is achieved using a Boltzmann (or Gibbs) distribution of the form

p.u/ D 1

Zs

exp.�S.u//; (15)

where S.u/ is the discretized version of S .v/ in (2) and Zs is a normalizing con-
stant (called the partition function). This prior model is then combined with a simple
sensor model based on linear measurements with Gaussian noise

p.I ju/ D 1

ZI

exp.�P.u//; (16)

where P.u/ is a discrete version of the potential P.v/ in (3), which is a function of
the image I.x; y/.

Models may be fitted by finding u which locally maximize p.ujI / in (14). This is
known as the maximum a posteriori solution. With the above construction, it yields
the same result as minimizing (1), the energy configuration of the deformable model
given the image.

The probabilistic framework can be extended by assuming a time-varying prior
model, or system model, in conjunction with the sensor model, resulting in a Kalman
filter. The system model describes the expected evolution of the shape parameters
u over time. If the equations of motion of the physical snakes model (12) are em-
ployed as the system model, the result is a sequential estimation algorithm known
as “Kalman snakes” [22], which is useful for tracking objects in video.
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2.5 Higher-Dimensional Generalizations

Snakes are a special case within the general framework of continuous (multidi-
mensional) deformable models in a Lagrangian dynamics setting that is based on
deformation energies in the form of (controlled-continuity) generalized splines [16].

In a p-dimensional domain x D .x1; : : : ; xp/ 2 <p, the natural generalization
of the smoothness functional (2) defined on a q-dimensional vector of coordinate
functions v.x/ D Œv1.x/; : : : ; vq.x/	 is
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Here, j D .j1; : : : ; jp/ is a multi-index with jj j D j1 C : : : C jp . Note that this
functional offers higher-order smoothness by generalizing (2) beyond second-order
derivatives, to derivatives of order n. Analogous to equation (4), assuming that the
control functions w.x/ are differentiable to order p, the Euler–Lagrange equation is:
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is a spatially weighted mth-order iterated Laplacian operator.

2.5.1 Deformable Surfaces

In the special case n D 2, q D 3, and p D 2, where we define x D .x1; x2/ D
.x; y/ for notational convenience and restrict the two-dimensional domain to the
unit square, (17) can be written as
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where the subscripts on v denote its partial derivatives with respect to x and y. This
functional, the natural, two-dimensional generalization of the snake energy (2), per-
tains to the problem of deformable surfaces. The physical parameter functions
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w10.x; y/ and w01.x; y/ control the tension of the surface, while w20.x; y/,
w11.x; y/, and w02.x; y/ control its “rigidity”.

This thin plate under tension functional has seen considerable application, no-
tably to 2.5D (visible-surface) and three-dimensional surface reconstruction in
computer vision [17, 24].

2.6 Topology-Adaptive Deformable Models

As physics-based models of nonrigid solids, deformable models have had an
enormous impact in medical image analysis [12]. The complexity of human
anatomy, comprising numerous nonrigid organs with intricate substructures at
multiple scales of resolution, means that deformable models must generally be able
to deal with non-simple and even non-constant topologies; for example, in serial
reconstruction the topology of a segmented cross-section can vary dramatically
as the image data are sliced in different ways. Unfortunately, without additional
machinery, classic, Lagrangian deformable models cannot alter their prescribed
topology.

Level set image segmentation methods (see footnote 1 on page 126) were mo-
tivated by the need for a related technique that makes no prior assumption about
the topology of the underlying object of interest. To this end, level-set methods
formulate boundary curve or surface estimation as an Eulerian problem defined
over the entire image domain. The dimensionality of the Eulerian problem typi-
cally is one greater than the dimensionality of the associated Lagrangian problem
for deformable models. The primary feature of this approach is that the higher-
dimensional hypersurface remains a simple function, even as the level set changes
topology (or ceases to be simply connected). Hence, topological changes are han-
dled naturally.

Topology-adaptive deformable models are an alternative approach to non-fixed
topology [13, 14]. They circumvent the increased dimensionality of the level set
methods while retaining the strengths of standard parametric deformable mod-
els, including the explicit geometric representation, the natural user interaction
mechanisms, and the constraint mechanisms implemented through energy or force
functions. Topology-adaptive deformable models can segment and reconstruct
some of the most complex biological structures from two-dimensional and three-
dimensional images. In this section, I will first review topology-adaptive snakes, or
T-snakes, followed by topology-adaptive deformable surfaces, or T-surfaces.

2.6.1 Topology-Adaptive Snakes

T-snakes are hybrid models that combine Lagrangian, parametric snakes with as-
pects of the Eulerian, level set approach. They employ an Affine Cell Image
Decomposition (ACID) of the image domain. The ACID extends the abilities of
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Fig. 2 Segmentation with T-snakes. (a) T-snakes segmenting blood vessels in a retinal angiogram.
Geometric flexibility allows the T-snakes to grow into the complex vessel shapes. (b–e) T-snake
segmenting gray-matter/white-matter interface and ventricles in an MR brain image slice. The
initially circular T-snake (b) changes its topology to a highly deformed annular region (e)

conventional snakes, enabling topological flexibility, among other features [14]. In
particular, the ACID framework enables a novel snake reparameterization mecha-
nism, which enables snakes to “flow” into geometrically complex objects, conform-
ing to the object boundaries (Fig. 2a). One or more T-snakes can be dynamically
created or destroyed and can seamlessly split or merge as necessary in order to adapt
to object topology (Fig. 2b–e). See reference [11] for numerous additional examples
of T-snakes applied to images.

As a T-snake deforms under the influence of external and internal forces, it is
systematically reparameterized with a new set of nodes and elements. This is done
by efficiently computing the intersection points of the model with the superposed
affine cell grid; for example, the Coxeter–Freudenthal decomposition (Fig. 3a). At
the end of each deformation step, the nodes have moved relative to the grid cell
edges (Fig. 3b–d). In Phase I of the reparameterization algorithm, the intersection
points between the T-snake elements and the grid cell edges are computed. These
intersection points will become the nodes of the new T-snake. In Phase II, grid cell
vertices that have moved from the exterior to the interior of the T-snake are marked
as “on”; in this manner, the interior of a T-snake is continuously tracked.

A closed T-snake defines a region. When a T-snake bounded region collides with
itself or with another T-snake region, or splits into two or more subregions, (or
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Fig. 3 (a) Simplicial approximation (dashed-line) of an object contour (solid-line) using a
Freudenthal triangulation. The model nodes (intersection points) are marked and the boundary
triangles are shaded. (b–d) Illustration of the T-snake reparameterization process. (b) Shaded re-
gions show examples of grid vertices that are turned on by the expanding contour, (c) new inside
grid vertices (white) added to current inside vertices (dark), (d) new contour after one deformation
step showing new grid intersections, inside grid vertices, and boundary grid cells (gray shaded)

shrinks and disappears,) a topological transformation must take place. Topology
changes are performed automatically via the ACID (Fig. 2b–e). The boundary can
always be determined unambiguously by keeping track of the inside grid vertices
(and hence the boundary grid cells) and re-establishing the correspondence of the
T-snake boundary with the grid after every deformation step. New elements are
constructed based on the “signs” (i.e., inside or outside) of the grid vertices in each
boundary cell and from the intersection points computed in Phase I, such that the
inside and outside grid vertices in these cells are separated by a single line.

Compared to conventional snakes, the T-snake is relatively insensitive to its ini-
tial placement within regions of interest in the image. It flows into complex shapes,
modifying its topology as necessary in order to fit the relevant image data. The ACID
provides a principled, computational geometry framework for topological trans-
formations, but disabling the ACID reduces the T-snakes model to a conventional
parametric snake model. Consequently, T-snakes also incorporate shape constraints
in the form of energy functionals and applied forces. An important advantage of
the latter is user control, which caters to medical image analysis, where it is often
essential for an expert user to be able to control and refine the segmentation process
in an interactive manner.

2.6.2 Topology-Adaptive Deformable Surfaces

The main components of the three-dimensional T-surfaces formulation (see [13] for
the details) are analogous to those for the two-dimensional T-snakes. The first com-
ponent is a discrete form of the conventional parametric deformable surfaces [10].
The second component is the extension of the ACID framework to three dimensions
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Fig. 4 T-surface segmenting vertebra phantom from CT volume image [13]. The images illustrate
the temporal progression of the segmentation process from the initial spherical deformable model
(a) to the final toroidal segmented surface (f)

using simplicial (tetrahedral) cells or nonsimplicial (e.g. hexahedral) cells.2 The
third component of T-surfaces is a reparameterization process analogous to the one
for T-snakes. To determine if a T-surface triangular element intersects a grid cell
edge, a standard ray-triangle intersection algorithm is used and local neighborhood
searches are employed to speed up the process. The user can interact with a T-surface
by applying three-dimensional interaction forces, by applying two-dimensional in-
teraction forces to cross-sections of the surface that are overlaid on image slices
thorough the three-dimensional dataset.

Figure 4 demonstrates the topological adaptability of a T-surface when applied
to a 120 � 128 � 52 CT volume image of a human vertebra phantom. This example
uses a 32 � 30 � 13 cell grid (where each cubical cell is divided into six tetrahedra).

2.7 Deformable Organisms

In medical images, the general shape, location and orientation of an anatomical
structure is known and this knowledge may be incorporated into the deformable
model in the form of initial conditions, data constraints, constraints on the model
shape parameters, or into the model fitting procedure. The use of implicit or explicit
anatomical knowledge to guide shape recovery is especially important for robust au-
tomatic interpretation of medical images. For automatic interpretation, it is essential
to have a model that not only describes the size, shape, location and orientation of
the target object but that also permits expected variations in these characteristics.
Automatic interpretation of medical images can relieve clinicians from the labor
intensive aspects of their work while increasing the accuracy, consistency, and re-
producibility of the interpretations [12].

An extreme example of incorporating prior knowledge, aspiring toward fully au-
tomated medical image segmentation, is deformable organisms [3, 9]. This recent

2 Most nonsimplicial methods employ a rectangular tessellation of space. The formulation of T-
surfaces using a non-simplicial grid is essentially identical to its simplicial counterpart except for
the addition of the disambiguation scheme.
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Fig. 5 A deformable organism. The organism’s brain issues muscle actuation and perceptual atten-
tion commands. The organism’s body deforms and senses image features, whose characteristics are
conveyed to the brain. The brain makes decisions based on sensory input, information in memory
and prior knowledge, and a pre-stored plan, which may involve interaction with other organisms

paradigm for automatic image analysis combines deformable models and concepts
from artificial life modeling. The goal is to incorporate and exploit all the avail-
able prior knowledge and global contextual information in any specific medical
image analysis task. Analogous to natural organisms capable of voluntary move-
ment, deformable organisms possess deformable bodies with distributed sensors,
as well as (rudimentary) brains with motor, perception, behavior, and cognition
centers (Fig. 5). Deformable organisms are perceptually aware of the image anal-
ysis process. Their behaviors, which manifest themselves in voluntary movement
and body shape alteration, are based upon sensed image features, stored struc-
tural knowledge, and a cognitive plan. The organism framework separates global
top-down, model-fitting control functionality from the local, bottom-up, feature
integration functionality. This separation enables the definition of model-fitting con-
trollers or ‘brains’ in terms of the high-level structural features of objects of interest,
rather than the low-level image features. The result is an ‘intelligent agent’ that is
continuously ‘aware’ of the progress of the segmentation process, allowing it to
apply prior knowledge about target objects in a deliberative manner (Fig. 6). Three-
dimensional physics-based deformable organisms have recently been developed and
software is available [4].
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Fig. 6 Automatic brain MR image segmentation by multiple deformable organisms (from [9]).
The sequence of images illustrates the temporal progression of the segmentation process. De-
formable lateral ventricle (1–7), caudate nucleus (8–10), and putamen (11–16) organisms are
spawned in succession and progress through a series of behaviors to detect, localize, and segment
the corresponding structures in the MR image

3 Functional Models

Complementary to the physics-based deformable models discussed thus far are func-
tional models, which emulate physics with enough accuracy that they may be used
for the purposes of visually realistic simulation. For over two decades, we have
been developing functional deformable models for use in computer graphics and
animation [2,15,19–21]. Our most recent research on functional models focuses on
the biomechanical simulation of humans. The ensuing sections briefly review the
biomechanical models that we have developed of the human face, neck-head-face
complex, and entire body.
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3.1 Facial Simulation

Biomechanically simulating the human face presents deep challenges, and we
started working on this problem approximately 20 years ago [8, 23]. Conceptually,
our face models are organized hierarchically into several levels of abstraction related
to the behavioral control of facial expression, the anatomy of facial muscle struc-
tures, the histology and biomechanics of facial tissues, as well as facial geometry
and appearance. The face model is muscle-actuated. Its 44 contractile muscles of fa-
cial expression are arranged in an anatomically consistent manner within the bottom
layer of a synthetic facial soft tissue. The tissue is modeled as a lattice of uniaxial
viscoelastic units assembled into multilayered prismatic elements with epidermal,
dermal, sub-cutaneous fatty tissue, fascia, and muscle layers. The elements enforce
volume preservation constraints and model contact response against the skull sub-
strate. Expressive facial tissue deformations result from numerically simulating the
physical response of the element assembly to the stresses induced by appropriately
coordinated facial muscle contractions. The face simulation runs at real-time, inter-
active rates on a PC.

3.2 Biomechanically Simulating and Controlling
the Neck-Head-Face Complex

The neck has a complex anatomical structure and it plays an important role in
supporting the head atop the cervical spine, while generating the controlled head
movements that are essential to so many aspects of human behavior. We have de-
veloped a biomechanical model of the human head-neck system that emulates the
relevant anatomy [7] (Fig. 7). Characterized by appropriate kinematic redundancy
(seven cervical vertebrae coupled by three-DOF joints) and muscle actuator re-
dundancy (72 neck muscles arranged in three muscle layers), our model presents
a challenging motor control problem, even for the relatively simple task of balanc-
ing the mass of the head atop the cervical column in gravity.

Fig. 7 Biomechanical, musculoskeletal neck-head-face model with 72 Hill-type neck muscle
actuators, animated in gravity by a neuromuscular controller. The biomechanical face model in-
corporates a soft tissue simulation with 44 embedded muscles of facial expression
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Fig. 8 Head-Eye gaze behavior (left); the model gazing at a visual target in different directions.
Autonomous behavior-based interaction between three face-head-neck systems (right)

We have developed a neuromuscular control model for the neck that emulates
the relevant biological motor control mechanisms. Incorporating low-level reflex
and high-level voluntary sub-controllers, our hierarchical controller provides input
motor signals to the numerous muscle actuators. In addition to head pose and move-
ment, it controls the coactivation of mutually opposed neck muscles to regulate the
stiffness of the head-neck multibody system. Taking a machine learning approach,
the neural networks within our neuromuscular controller are trained offline to effi-
ciently generate the online pose and tone control signals necessary to synthesize a
variety of autonomous movements for the behavioral animation of the human head
and face (Fig. 8), with the latter also simulated biomechanically as described in the
previous section.

3.3 Comprehensive Biomechanical Simulation
of the Human Body

Extending the above work, we have recently been developing a comprehensive
biomechanical model of the human body [6], confronting the combined challenge of
modeling and controlling more or less all of the relevant articular bones and skeletal
muscles, as well as simulating the physics-based deformations of the soft tissues,
including muscle bulging (Fig. 9).

In particular, we have created a physics-based skeletal model that consists of
75 bones and 165 DOFs (degrees of freedom), with each vertebral bone and most
ribs having independent DOFs. To be properly actuated and controlled, our detailed
bone model requires a comparable level of detail with respect to muscle modeling.
We incorporate a staggering 846 muscles, which are modeled as piecewise line seg-
ment Hill-type force actuators. We have also developed an associated physics-based
animation controller that computes accelerations to drive the musculoskeletal sys-
tem toward a sequence of preset target key poses, and then computes the required
activation signal for each muscle through inverse dynamics.

Our volumetric human body model incorporates detailed skin geometry, as well
as the active muscle tissues, passive soft tissues, and skeletal substructure. Driven by
the muscle activation inputs and resulting skeletal motion, a companion simulation
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Fig. 9 Our comprehensive human body simulation is characterized by the biomechanical model-
ing of the relevant musculoskeletal tissues. The skeleton with 75 bones is actuated by 846 muscles
(left). The motion of the skeleton and the activation level of each muscle deforms the inner soft
tissue (center) and, hence, the outer skin (right)

Fig. 10 An inverse dynamics motor controller drives the musculoskeletal system to track a
sequence of target poses

of a volumetric, finite element model of the soft tissue introduces the visual rich-
ness of more detailed three-dimensional models of the musculature. Specifically,
we achieve robust and efficient simulation of soft tissue deformation by decou-
pling the visualization geometry from the simulation geometry within the finite
element framework. The flesh is modeled as an isotropic, quasi-incompressible
Mooney–Rivlin material. A total of 354,000 Body-Centered-Cubic (BCC) tetrahe-
dral finite elements are simulated to create detailed deformation of the embedded
high-resolution surfaces of the skin and each of the muscles.

Figure 10 demonstrates biomechanically simulated flexing motions of the arms
carrying dumbbell loads in gravity.

4 Conclusion

I have reviewed our work on deformable and functional models for use in image
analysis, particularly in medical imaging, and in the biomechanical simulation of the
human body. Within the overarching physics-based framework, deformable models
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and functional models are complementary inasmuch as the former exploits physics
to analyze visual data, whereas the latter exploits physics to synthesize visually
realistic simulations. Both model categories have attracted intense interest from the
target research communities and they will continue to pose intellectually provocative
research problems in the foreseeable future.
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Medical-GiD: From Medical Images
to Simulations, 4D MRI Flow Analysis

Eduardo Soudah, Julien Pennecot, Jorge S. Pérez, Maurizio Bordone,
and Eugenio Oñate

Abstract Medical imaging techniques, such as MRI and CT scanning, are valuable
tools for getting a lot of information non-invasively and it is useful for reconstruct-
ing the geometry of complex objects about the patients. Medical-GiD is a medical
image platform that incorporates a module to read directly the blood velocity pro-
file from the MR scan, in particular for deformable registration of 4D MRI images,
Electrocardiography (ECG)-synchronized and respiration controlled 3D magnetic
resonance (MR) velocity mapping (flow-sensitive 4D MRI), 3D morphologic and
three-directional blood flow data. Furthermore, Medical-GiD is focus in the medi-
cal image processing in the biomechanical research field to generating meshes from
the medical images, to apply in Computational Fluid Dynamics (CFD) or structural
mechanics (stress analysis). To date, these techniques have largely been applied to
compute meshes for numerical simulations, but with Medical-GiD, we will have the
integration between the real data and numerical simulations.

Keywords Computational Fluid Dynamics � Mesh generation � Blood flow � Aorta �
Magnetic resonance

1 Introduction

According to World Health Organization estimates, 17 million people around the
globe die of cardiovascular disease (CVD) each year. About 600 million people
with high blood pressure are at risk of heart attack, stroke and cardiac failure.
Low and middle-income countries contributed to 78% of CVD deaths. By 2010
CVD is estimated to be the major cause of death in developed countries. This huge
impact has motivated the development of new non-invasively techniques in order
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to understand cardiovascular pathologies and interventions. The effect of blood
flow on arterial wall remodeling in the investigation of vascular hemodynamics
within the vascular vessels is of great interest, for example in the aorta coarctation.
The identification of patients with aortic disease requires a detailed understanding
of the link between vascular malformation and altered hemodynamics, and how is
the relationship between the blood flow and the aortic wall; it has the potential to
greatly enhance the understanding of the pathogenesis and progression of vascu-
lar diseases and to aid in the decision of whether treatment is warranted. In this
perspective, 4D Phase-Contrast non-invasive magnetic resonance imaging (MRI),
with its intrinsic sensitivity to blood flow, offers the unique possibility to simulta-
neously acquire morphology and spatially co-registered hemodynamic information
non-invasively.

2 Methodology

2.1 Medical-GiD

Medical-GiD is a homemade software development in CIMNE, designed for quali-
tative evaluation of medical images, in particular for deformable registration of 4D
MRI images. Medical-GiD is written in the Tcl interpreted language so that it is
integrated as a module of the Personal Pre and Post Processor GiD [4]. GiD is a
universal, adaptive and user-friendly graphical user interface for geometrical mod-
eling, data input and visualization of results for all types of numerical simulation
programs. The object oriented structure has been implemented using Snit in order
to be integrated Medical-GiD as a module of GiD or other programs. Medical-GiD
is based on several open source libraries able to read and write different images for-
mats using Insight Segmentation and Registration Toolkit library (ITK) [6]. For the
image processing tasks, Medical-GiD uses ITK libraries and an inner development
filters for noise filtering and eddy current correction in MR phase velocity data. The
program GUI is based on VTK [23, 25] (Visualization toolkit) which is an open
source toolkit which can be integrated freely in commercial software as well ITK.

2.2 Architecture Design

In Fig. 1, the architecture structure of Medical-GiD is shown. The architecture
is based on two different modules communicated by ITK-VTK filter. The whole
visualization process is programmed using the VTK toolkit and the glue used to
cement the code and create the GUI is Tcl/Tk [22]. Using the visualization the
user can change some of the parameters used during the image processing. Those
parameters are passed back to ITK and the image processing is updated for a new
visualization. Although the user guide of ITK says that ITK has been wrapped
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Fig. 1 Medical-GiD Structure. CMR4D and CMRScar are the vertical applications. To add new
vertical applications in Medical-GiD is really easy because is application oriented to the problem

using many scripting languages, such as Tcl, Java and Python, there are almost
no documentation available online or off the shelves on how to use the wrapped
functions. Therefore, we have not been able to use libraries using Tcl, and we have
developed our own wrappers in CCC. Although this seems (and was) a hard task,
it allowed us to implement our own CCC classes to interact with the image and
provide to implement easier our filters. A special care has been taken to use pro-
gramming languages as well as libraries compatible with the actual form of GiD.
The Tcl/Tk language is used for the GUI and as cement for the code. Snit has been
used to develop an object oriented code in Tcl. And the two toolkits used (ITK and
VTK) are open source code which are freely implementable into a commercial code.

2.3 Magnetic Resonance

Measurements were carried out using a 3 T MR system (Magnetom TRIO; Siemens,
Erlangen, Germany) time-resolved, 3D MR velocity mapping based on an RF-
spoiled, gradient-echo sequence with interleaved three-directional velocity encod-
ing (predefined fixed velocity sensitivity D 150 cm/s for all measurements). Data
were acquired in a sagittal-oblique, 3D volume that included the entire thoracic aorta
and the proximal parts of the supra aortic branches. Each 3D volume was carefully
planned and adapted to the individual anatomy (spatial resolution, 2:1 � 3:2 � 3:5 �
3:5 � 5 mm3). In the in vivo situation, measurements may be compromised by the
active cyclic motion of the heart (cardiac contraction and dilation) and the passive
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motion of the heart due to respiration. These motion components may lead to image
artifacts and uncertainties about the exact measurement site in the aorta. Only if the
breathing state was within a predefined window data was accepted for the geometri-
cal reconstruction. To resolve the temporal evolution of vascular geometry and blood
flow, measurements were synchronized with the cardiac cycle. The velocity data was
recorder in intervals of Temporal Resolution (TeR) throughout the cardiac starting
after the R-wave of the ECG. The initial delay after R-wave detection was required
for execution of the navigator pulse and processing of the navigator signal. Twofold
acquisition (k-space segmentation factor D 2) of reference and three-directional ve-
locity sensitive scans for each cine time frame resulted in a temporal resolution
of eight repetition time D 45–49 ms. To minimize breathing artifacts and image
blurring, respiration control was performed based on combined adaptive k-space
reordering and navigator gating. Further imaging parameters were as follows: rect-
angular field of view D 400 � .267 � 300/ mm2, flip angle D 15ı, time to echo
D 3.5–3.7 ms, repetition time D 5.6–6.1 ms, and bandwidth D 480–650 Hz per
pixel [10–12]. Velocity measurements a voluntary healthy, male subject underwent
MR examinations; written informed consent was obtained from the subject.

2.4 Segmentation and Meshing for Computational Simulations

The development of computational simulations in medicine, molecular biology and
engineering has increased the need for quality finite element meshes. For the seg-
mentation procedure Medical-GiD includes a variety of ITK filters, which are used
interactively by the clinicians to determinate the volume of interest of the problem.
After segmenting the medical image we end with a file with the image data and the
value of the isosurface value defining the boundary of the volume of interest. The
imaging data V is given in the form of sampled function values on rectilinear grids,

V D F.xi ; yj ; zk/j0 � i � nx ; 0 � j � ny ; 0 � k � nzI (1)

We assume a continuous function F is constructed through the trilinear interpo-
lation of sampled values for each cubic cell in the volume. The format used to read
the medical data is VTK structured point as it is agreed in [9]. The description of
this format can be found in [9]. The image in this format can also be rendered as a
volume and manipulated with ITK. Given an isosurface value defining the boundary
of the volume of interest we can extract a geometric model of it. We are interested
in creating a distcretization of the volume suitable for finite element computation.
The following methods are able to generate a finite element meshes that can be
used in the computational analysis: (1) Dual contouring, (2) Marching Cubes, (3)
Advancing front, and (4) Isosurface stuffing. All of them has been integrated into
Medical-GiD.

In order to generate in Medical-GiD a volume mesh valid for the computational
simulation from the voxels, the Fig. 2 shows two different procedures to reach it.
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Fig. 2 Meshes generated using the IsoStuffing and Marching Cubes methods

Figure 2a shows the boundary mesh generated using this combination of methods.
We combine the Marching Cubes method to generate first the boundary mesh first
and then, after a smoothing, an Advancing Front [8] method to fill the interior with
tetrahedral. The Marching Cubes [9] algorithm visits each cell in the volume and
performs local triangulation based on the sign configuration of the eight vertices.
If one or more vertex of a cube have values less than the user-specified isovalue,
and one or more have values greater than this value, we know the voxel must con-
tribute some component of the isosurface. By determining which edges of the cube
are intersected by the isosurface, we can create triangular patches which divide the
cube between regions within the iso-surface and regions outside. By connecting the
patches from all cubes on the isosurface boundary, we get a surface representation.
The Advancing Front [8] is an unstructured grid generation method. Grids are gener-
ated by marching from boundaries (front) towards the interior. Tetrahedral elements
are generated based on the initial front. As tetrahedral elements are generated, the
“initial front” is updated until the entire domain is covered with tetrahedral ele-
ments, and the front is emptied. Figure 2a shows tetrahedral mesh generated using
Marching Cubes, smoothing and Advancing Front methods. Some of the triangles
generated by the Marching Cubes method do not exhibit good quality to be used
in finite element computation. In order to improve the quality of those elements we
apply a Laplacian smooth technique which is volume preserving. The smoothing
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algorithm implemented tries to preserve the volume after each application of the
laplace operator by doing an offset of the vertices along the normal. Other method
implemented in Medical-GiD is the isosurface stuffing procedure to increase the
quality of the elements (tetrahedral and triangles elements) for the computational
simulations. The Iso-Stuffing procedure is ideal to generate a volume mesh with
quality warranty of the elements, this mean angle and volume bounds are guaran-
teed. This algorithm generates tetrahedra form a small set of precomputed stencils,
and the boundary mesh is guaranteed to be a geometrically and topologically ac-
curate approximation of the isosurface [7]. Figure 2b shows a bifurcation mesh
generated using Isosurface stuffing procedure. To compare both procedures, next
figure shows some tetrahedral and triangles properties of the bifurcation meshes
generated previously. Figures 3 and 4 show the maximum and minimum angle to
boundary triangles and maximum and minimum dihedral angle to tetrahedral ele-
ments for the Isosurface Stuffing method and the combination of Marching Cubes,
smoothing and Advancing Front methods. These properties show us the quality of
our meshes attained with both methods. Next Fig. 3 shows mesh quality for March-
ing Cubes C Advance front methods

Next Fig. 4 shows mesh quality for Iso-Stuffing Method.
We notice that the mesh quality attained with the isosurface stuffing method

(Fig. 4) is higher quality than the mesh generated with the combination of the
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Marching Cubes, Smoothing and Advancing front methods (Fig. 3), furthermore,
using Isosurface method it is possible to generate the mesh directly from the
image data.

3 Results

In order to assess the performance of the image and geometry processing (geometri-
cal 3D reconstruction and mesh generation) and the mathematical models, we have
compared the MRI velocity measurements with the CFD simulations in the aorta.

3.1 Aortic Blood Flow Analysis

The obtained ECG-synchronized time series of 3D data sets were read in Medical-
GiD and underwent fully automated noise filtering, segmentation, meshing and
visualization inside Medical-GiD, which offered different data visualization options
to illustrate the dynamics of 3D blood flow encoded in the velocity data.
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Visualization of the patterns and dynamics of 3D blood flow was spatially
registered with the anatomical information provided by the magnitude data and
included vector graphs, 3D streamlines and time-resolved. In the original images
there are a lot of noise, especially in the zones where there are no tissues (the ve-
locity seems to have a random value where there is air). Figure 5 shows the three
components of the velocity in the third iteration (Vx, Vy, Vz) and magnitude im-
age. The third iteration of the whole MRI data has been used for the segmentation,
because during this iteration, the blood velocities pulsing through the aorta are high
and therefore the threshold is working very satisfactorily.

Fig. 5 Phase contrast image (through plane velocity encoding) in Vx, Vy, Vz and magnitude
image at the third iteration
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Fig. 6 Results obtained applying different noise filters. (a) Original image with noise, (b) with
media filter, (c) with standard deviation filter, (d) with entropy filter, (e) with asymmetric filter, and
(f) with homogeneity filter

To eliminate the noise of the original image. Different algorithms have been
applied (Media, Standard deviation, entropy, asymmetric filter and homogeneity
filter), Fig. 6 shows the results obtained afterwards the filters have been applied.
We obtained segmentation of the aorta by applying a standard deviation filter and
threshold filter to the velocity magnitude of blood in the vector data. In order to
select only the region of interest and not only the zones of high velocity magnitude
which would include the air surroundings (noise), we applied a standard deviation
filter to compute the velocity magnitude and then we used a connected threshold to
choose points inside the aorta. We chose to use a neighborhood connected threshold
image filter, this means that a voxel is accepted if itself and all its neighbors have a
velocity magnitude above a defined threshold. Furthermore all voxels selected need
to be connected with at least one seed point. The results almost exactly math the
aorta, but it looks like an eroded (thinner) version of the aorta. Indeed voxels lo-
cated close to the edge of the aorta have their neighborhood crossing over outside of
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Fig. 7 Visualization of the velocity vector field getting from MRI within the aorta using for
Medical-GiD

the aorta. Those points are really noisy and may have a value of velocity magnitude
below the threshold and therefore the voxel is not selected as part of the aorta. It is
then necessary to “dilate” the aorta by one or two pixels to capture exactly the aorta.
The following image shows 3D blood velocity field in the descendent aorta obtained
directly from the MRI. The segmentation is then used as a mask for the velocity im-
age and is superimposed on a slice of the scalar data. Figure 7 shows respectively
the longitudinal section and detail of the aorta. The color lines represent the blood
velocity field inside the aorta. Concerning the calibration of the magnetic resonance
machine, a special procedure has been developed to obtain the blood velocity field:
this special algorithm has to be properly adjusted to the velocity encoding parame-
ters of the MRI.

Furthermore, vector graphs representing the pixel wise, three-directional blood
flow velocities could be superimposed on selected cut planes and animated over the
cardiac cycle. For an overview over 3D blood flow patterns at a single time frame
within the cardiac cycle, paths originating from the predefined emitter planes and
tangent to all measured velocity vectors (3D streamline) were calculated. Temporal
information could be added by generating traces within the 3D volume representing
the path of imaginary massless particles within the measured time-resolved velocity
vector fields starting at a specified time within the cardiac cycle (time-resolved, 3D
particle traces).
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3.2 Blood Flow Velocity Decoding

Blood flow velocity in each voxel depends on acquisition velocity sensitivity and
gray scale. In general the velocities are encoded in the phase difference images such
that there is a linear relationship between the gray scale value and the underlying
velocity. Velocity in cm/s D ((PixelValue � GrayScale)/GrayScale) � Venc; where
venc is the velocity sensitivity in cm/s (in our case venc D 150 cm/s), GrayScale
depends of the DICOM (in our case 2,048) and PixelValue is the value of the gray
color of the phase contrast image (see Sect. 2.3).

3.3 Numerical Simulation

In this work, blood is assumed as 3D, steady, incompressible, homogeneous, Newto-
nian fluid with no external forces applied on it, while the arterial wall is comprised
from non-elastic and impermeable material. The newtonian approximation is ac-
ceptable in large arteries how it have been explained previously. Mathematically a
newtonian fluid can be expressed as symmetric stress tensor by the follow constitu-
tive equation:

� D �pI C 2�".u/ (2a)

".u/ D 1

2

�
ru C ruT

�
(2b)

where p is the fluid pressure, I is the unit tensor, � denotes the apparent fluid vis-
cosity and ".u/ is the rate-of-strain tensor (2b). Therefore, according to this, blood
flow is simulated with average blood properties: fluid viscosity � D 0:0035 Pa�s
and density � D 1;050 kg/m3. Considering a fluid domain(large artery) ˝ based on
the arbitrary Lagrangian method [3] and adopting the following notation: ˝.0; t/

is a 3D arterial region, and x D .x1, x2, x3) is an arbitrary point of ˝ . For x "

˝ and t > 0 the conservation of momentum and continuity in the compact form are
described by the following equations:

� �
�

@u
@t

C .u � 5u/

	
C r p � r � .� 4 u/ D � � f (3a)

ru D 0 (3b)

where u = u (x, t) denotes the velocity vector, p = p (x, t) the pressure field, �

density, � the dynamic viscosity of the fluid and f the volumetric acceleration. It
is now possible to recast the Navier–Stokes equations that are used to describe the
pulsatile blood flow in large arteries on the time-dependent domain ˝ with appro-
priate boundary conditions. The boundary conditions of system (3) are prescribed
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velocities on the walls and inflow boundaries, as well as prescribed pressure p on
the outflow boundary. The volumetric forces (� � f) are not taken in to account in the
present analysis.

The solution of system (3) requires considerable computational effort. It is
impossible to advance in time using the momentum equation unless we know the
pressure, but we cannot know the pressure unless we know the velocity. It is possi-
ble, however, to proceed as in a full Stokes problem which at every time step solves
for u and p simultaneously but this turns out to introduce more problems than it is
worth, including being a very slow numerical procedure. Instead, we may note that
the pressure field p is essentially determined by the incompressibility constraint,
and it is this idea which Chorin [1] used to invent the popular projection method or
fractional step-method. The projection method is based on the Helmholtz decom-
position principle, which states that any sufficiently regular vector function can be
split into a divergence free and a rotation-free vector field. In [5] and [20] was shown
that this decomposition can be applied to the weak formulation of the Navier–Stokes
equations in appropriate spaces. The technique splits the problem (3a), (3b) in the
sequence of an advection diffusion problem for an auxiliary non-divergence-free
velocity field and a projection of the intermediate velocity field onto the divergence-
free functional space. The first step is to compute an intermediate velocity field,
u�, using the momentum equation but using an approximation to rp. Thus, be-
cause this is only an approximation, u� will not necessarily be divergence free. The
second step is to project u� onto the space of divergence-free vector fields, which
incidentally will calculate the pressure p at the next time step for us. For an excel-
lent overview of various projection methods, including convergence properties and
the derivation of formulae see [1]. In [17–19, 21] this technique have been applied
in cardiovascular research.

Due to the highly convective flow in the ascending aorta and in the general in
the cardiovascular system, the numerical scheme requires a stabilization technique
in order to avoid oscillations in the numerical solution. In this study an innovative
stabilization method based on the Finite Increment Calculus(FIC) concept [14–16]
is applied that preserves the consistency of the scheme. Convergence was achieved
when all mass, velocity component and energy changes, from iteration to iteration,
were less than 108. The stabilized Navier–Stokes equations are solved numerically
by means of a finite-element method, and its implementation was done in Tdyn
[2, 13] a fluid dynamics and multi-physics simulation environment.

The geometry used for the numerical simulation has been obtained using the
isostuffing procedure (Fig. 8).

For the validation of the blood flow a good qualitative agreement of 3D blood ve-
locities predicted by CFD with the MRI velocity measurements, we can see the 3D
blood velocity profile predicted by CFD (Fig. 9) compared with the data measured
by MRI (Fig. 7). However, each technique has limitations that introduce differences
between the corresponding blood flow velocity fields. It is important to understand
these differences in order to better interpret the results obtained with each technique,
and to be aware of the regions along the arteries where each technique is expected to
over simplify the velocity patterns or yield under or over estimations of the velocity.
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Fig. 8 Aorta mesh getting by Iso stuffing procedure

In Fig. 10 shows the velocity profile in fourth different sections of the aorta (ascen-
dent aorta, aortic arch I, aortic arch II and descendent aorta). We have compared the
numerical results obtained with the CFD simulation with the real values obtained
with the MRI (Sect. 3.1) notice that the different between both is negligible.

4 Conclusion

Mean aortic flow velocity is probably of greater use as a trend indicator of
cardiovascular diseases, aorta coarctation and atherosclerosis plaque as a result
of the recirculating flow, the wall shear stresses at the inner wall are low and os-
cillating, predisposing to the development of atherosclerosis. In Figs. 6 and 7 we
observe how in the internal part of the arch aortic, Brachiocephalic, Left Subclavian
and Left.Ext Carotid a change of the flow direction and flow recirculating is pro-
duced due the complex geometry of the vessels and the high velocity profile. These
changes of the direction in these parts are directly related with the atheroma plaque
formation, as in the carotid. We have compared these results with experimental
results and other medical studies and the common area of grow up of the atheroma
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Fig. 9 Streamlines inside the Aorta

plaque fit in with the numerical recirculation areas [24]. This model shows that
transient fluid flow in the aorta can be simulated, in particular in the aortic arch,
and also are useful for studies of the arch branched graft in the treatment of aortic
aneurysm or aortic dissection. Medical-GiD is a development environment of med-
ical images treatment and computational simulation that can help us to understand
these phenomena. One of the main applications of Medical-GiD is working directly
from the data of 4D-MRI images, allowing in a unique user-interface: filtering,
segmented, meshing and visualizes a real blood flood profiles. Medical-GiD is
designed to be integrated easily in other programs, as GiD. Other visualization and
segmentation tools will be implemented according to the clinician’s requirements.
Medical-GiD is based on ITK, VTK, TCL-TK libraries and CCC applications for
visualize, segmentation and meshing of 3D and 4D images in Linux and Windows.
Future works will include advanced techniques in image processing, meshing and
also improvements in the fitting techniques of the velocity encoding parameters.
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6. The ITK Software Guide Second Edition. IbáQnez, L., Schroeder, W., Ng, L., Cates, J., and the
Insight Software Consortium, August 30, 2005, Kitware Inc.

ftp://www.gidhome.com/pub/GiD_Documentation/Docs/GiD_Reference_Manual.pdf
ftp://www.gidhome.com/pub/GiD_Documentation/Docs/GiD_Reference_Manual.pdf


160 E. Soudah et al.

7. Labelle, F., Shewchuk, J.R.: Isosurface Stuffing: fast tetrahedral meshes with good dihedral
angles. ACM Transactions on Graphics, 26(3), Article 57, July 2007

8. Lohner, R., Parikh, P.: Three dimensional grid generation by the advancing-front method. Int.
J. Numer. Meth. Fluid. 8, 1135–1149 (1988)

9. Lorensen, W.E., Cline, H.E.: Marching cubes: A high resolution 3D surface construction algo-
rithm. ACM SIGGRAPH Computer Graphic, 21(4), 163–169, July 1987

10. Markl, M., Harloff, A., Bley, T.A., Frydrychiwicz, A., et al.: Time-resolved 3D MR velocity
mapping at 3T: improved navigator-gated assessment of vascular anatomy and blood flow.
J. Magn. Reson. Imag. Art: 06-0195, 25:000–000 (2007)

11. Markl, M., Draney, M.T., Hope, M.D., et al.: Time-resolved 3D velocity mapping in the tho-
racic aorta: visualization of three-directional blood flow patterns in healthy volunteers and
patients. J. Comput. Assist. Tomogr. 28, 459–468 (2004)

12. Markl, M., Chan, F.P., Alley, M.T., et al.: Time-resolved 3D phase-contrast MRI. J. Magn.
Reson. Imag. 17, 499–506 (2003)
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KM and KHM Clustering Techniques
for Colour Image Quantisation

Mariusz Frackiewicz and Henryk Palus

Abstract This paper deals with the comparison of two clustering techniques
k-means (KM) and k-harmonic means (KHM) in the case of their use in colour
image quantisation. The classical KM technique establishes good background for
this comparison. Authors proposed two original heuristic initialisation methods, one
arbitrary(DC) and one adaptive (SD), that were used in both techniques. Apart from
specific validity indices for clustering, the results were also evaluated by means
of average colour differences in RGB (PSNR) and CIELAB colour spaces (E)
and additionally difference of colourfulness (M ). Experimental tests realised on
benchmark colour images show the superiority of KHM over KM. Other problems
with both clustering techniques (e.g., empty clusters) have also been highlighted.

Keywords Colour image quantisation � k-means � k-harmonic means

1 Introduction

There is not a problem to observe that in each digital colour image we appear only
a small subset of all possible 16.7 millions colours, limited by the number of pixels
and the content of image. Colour image quantisation is the process of transformation
of a true colour image (typically eight bit onto each colour component) into an image
consisting of a small number of specially selected colours (colour palette). Colour
quantisation is widely presented in colour image processing handbooks [5, 9].

New colours in quantisation process are selected by minimizing the colour dif-
ference between the original image and the quantised image. Low value of colour
difference (quantisation error) needs a palette designed for the particular image, i.e.
adaptive palette. The quantisation error depends on the number of unique colours in
the original image, the number of colours in the palette (e.g., 8, 16, 32, 64, 128 or
256 colours), the method of choice of colours for the palette and the pixel classifying
technique.
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The colour quantisation is a kind of lossy compression technique. Colour
quantisation is also very often used as an auxiliary operation in computer vision,
computer graphics and multimedia. It can be helpful in image segmentation process
as presegmentation stage [8] and applied in colour image watermarking [26]. Colour
quantisation is also an important step in content-based image retrieval (CBIR) sys-
tems based on colour histograms with reduced dimensions [28]. Algorithms of
colour quantisation are still used to present the true colour images on devices with
limited number of colours. A good example of such case can be the display on a
mobile phone.

The paper will be organized as follows. In Sect. 2, we will introduce both cluster-
ing techniques used in colour quantisation. In Sect. 3, will be presented three criteria
used for the evaluation of quantisation. The experimental results, mainly compari-
son tests, will be described in Sect. 4. The hints for solving problems of initialisation
and avoiding empty clusters will be contained in Sects. 5 and 6. Finally, we will con-
clude this chapter in Sect. 7.

2 Clustering Techniques

Clustering is the process of partitioning a set of objects (pattern vectors) into subsets
of similar objects called clusters. Pixel clustering in three-dimensional colour space
on the basis of their colour similarity is one of approaches in the field of colour
quantisation. Clustering is often seen as an unsupervised classification of pixels on
the base of its colours similarity. Colours, dominated in the image and corresponding
to objects, create dense clusters in the colour space in a natural way.

2.1 KM Technique

One of the most popular and fastest clustering techniques is the k-means (KM) tech-
nique. KM has been developed in the sixties [19] and has been described in classical
Anderberg’s handbook [1]. During the first step of KM algorithm a fixed number
of clusters and initial cluster centres in the colour space are chosen. The main idea
is to modify the positions of cluster centres so long as the sum of distances be-
tween all points of clusters and their cluster centres will be minimal. During these
modifications all points are allocated to closest cluster centres using a predefined
e.g. Euclidean metric. After each allocation a new positions of cluster centres are
computed as arithmetical means of cluster points. The algorithm usually stops if the
difference between new and old positions of cluster centres is less than the previ-
ously defined value of threshold.

In general KM converges to a locally optimal solution. The results of KM depend
on different factors such as method of determination of initial cluster centres, used
colour space, applied metric etc. Such sensitivity to initialisation is an important
disadvantage of KM technique. On the other hand there is one of the fastest methods
to perform clustering.
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2.2 KHM Technique

Bin Zhang [30, 31] has proposed a few years ago a new improved version of KM
based on harmonic means, instead of arithmetic means, and named k-harmonic
means (KHM). We assumed that a colour image contains n pixels and is treated
as clustering data set X D fx1; : : : ; xng. During the initialisation step the number
of clusters k and values of starting cluster centres C D fc1; : : : ; ckg are determined.
Additionally, the KHM technique needs an input parameter p, that should be equal
or larger than two. The membership function m.cj jxi / defines the degree of mem-
bership of xi pixel in the cluster with the centre cj [16]. This function has following
basic properties: (

m.cj jxi / � 0Pk
j D1 m.cj jxi / D 1

(1)

In the case of KM technique a “hard membership” is applied:

m.cj jxi / 2 f0; 1g (2)

m.cj jxi / D
8
<
:

1 if l D arg min„ƒ‚…
j

xi � cj

2

0 otherwise

(3)

In the case of KHM technique a “soft membership” is applied:

0 � m.cj jxi / � 1 (4)

m.cj jxi / D
xi � cj

�p�2

Pk
j D1

xi � cj

�p�2
(5)

The weight function w.xi / defines an influence of pixel xi on computing new
components of cluster centre ck . This function has following basic properties:

w.xi / > 0 (6)

but in the case of KM we have:

w.xi / D 1 (7)

In the case of KHM technique following variable weights are applied:

w.xi / D
Pk

j D1

xi � cj

�p�2

�Pk
j D1

xi � cj

�p
�2

(8)
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We calculate new cluster centres using a formula that is common for both KM
and KHM techniques:

Cj D
Pn

iD1 m.cj jxi /w.xi /xiPn
iD1 m.cj jxi /w.xi /

(9)

The KM technique minimizes following objective function:

KM.X; C / D
nX

iD1

min
j 2f1:::kg

xi � cj

2
(10)

The KHM technique minimizes following objective function:

KHM.X; C / D
nX

iD1

kPk
j D1

1

kxi �cj kp

(11)

The clustering process can be organized in different colour spaces. Among colour
spaces a special role plays the CIELAB colour space [29]. The Euclidean distance
in this space is approximately equal to the perceptual difference between colours.
Therefore we investigated colour quantisation using both spaces: basic RGB and
perceptually uniform CIELAB space.

The KHM technique has recently attracted much attention in the field of image
segmentation, e.g. colour images [15], MR images [10] and multispectral images
[18]. This algorithm has been applied also to telecommunication systems [2], eco-
nomical models [11] and flexible manufacturing systems [14]. Nowadays, the results
from KHM are additionally improved by using such modern optimization tech-
niques as simulated annealing (SA) [12], tabu search (TS) [13] and particle swarm
optimization (PSO) [27].

3 Tools for Evaluation of Quantisers

Both KM and KHM techniques were tested in RGB and CIELAB colour spaces.
Objective image quality measures are very important in the evaluation process
of different colour quantisers. Commonly used measures are Mean Squared Error
(MSE) and average colour difference in CIELAB colour space (E). The MSE for
colour image is defined by:

MSE D 1

MN

MX
iD1

NX
j D1

�
.Rij � R�

ij /2 C .Gij � G�
ij /2 C .Bij � B�

ij /2
�

(12)

where M and N are the image dimensions in pixels, Rij , Gij , Bij are colour
components of the pixel of location (i , j ) in original image and R�

ij , G�
ij , B�

ij are
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colour components of the pixel in quantised image. The smaller the MSE value, the
better is the quantised image. Unfortunately, this measure sometimes bad correlates
with subjective visual quality of image. Other common error measure applied to
evaluation of quantisation is Peak Signal-to-Noise Ratio (PSNR), related with MSE
directly.

Next quality measure E, which takes the colorimetric aspects into account, can
be expressed as:

E D 1

MN

MX
iD1

NX
j D1

q
.Lij � L�

ij /2 C .aij � a�
ij /2 C .bij � b�

ij /2 (13)

where Lij , aij , bij denote the colour components of the pixel of location (i , j )
in original image and L�

ij , a�
ij , b�

ij are CIELAB colour components of the pixel in
quantised image.

Additional third measure of quantisation error is based on the idea of colour-
fulness of the image. If we assume that the colourfulness of image calculated
after colour quantisation should be equal to the colourfulness of original image,
then we can use following difference of colourfulness as a tool for evaluation of
quantisation [22]:

M D ˇ̌
Morig � Mquant

ˇ̌
(14)

where Morig is the colourfulness of original image and Mquant is the colourfulness
of quantised image. Above formula became with success applied also to colour
image filtering [23].

According to [17] the colourfulness of image can be computed using following
formula:

M D
q

�2
rg C �2

yb
C 0:3

q
�2

rg C �2
yb

(15)

where �rg , �yb are the standard deviations and �rg , �yb are the mean values of
opponent colour components of the image pixels. The opponent components are
approximated by following simplified equation:

rg D R � G (16)

yb D 0:5.R C G/ � B (17)

where rg – red-green opponency, yb – yellow-blue opponency.
Formulae for computing of colourfulness are simple and good correlate with the

perceptual colourfulness of the image, which was confirmed experimentally in [17].

4 KM versus KHM: Comparison Tests

The first comparison tests have been performed with the use of colour rendition chart
named ColorChecker Chart (X-Rite, USA). This chart, proposed more than thirty
years ago for colour investigations in such branches of colour imaging technology as



166 M. Frackiewicz and H. Palus

photography, television and graphic arts [21], includes 24 specially prepared colour
patches that have strictly defined colorimetric coordinates in the standard colour
systems. The digital image Chart (640 � 480 pixels) has been acquired in good
illumination conditions. This image was quantised into 25 colours (all 24 patches
and background).

Figures 1 and 2 present quantisations results in RGB and CIELAB spaces for
both investigated techniques with the use of DC and SD initialisations (see the
Sect. 5). We visually evaluated results: all colour patches with perceived colour er-
rors have been marked by multiplication signs (X). The number of these signs in
case of KHM is much smaller than in case of KM technique (5 versus 29).

The quantitative evaluation needs clustering validity indexes or measures of
quantisation quality. Basic indexes of cluster validity can be defined as [24]:

VM1 D 10 000
Intra

Inter1

(18)

VM2 D 10 000
Intra

Inter2

(19)

Fig. 1 KM quantisation results for the Chart image (k D 25): (a) RGB space, DC initialisa-
tion, (b) LAB space, DC initialisation, (c) RGB space, SD initialisation, (d) LAB space, SD

initialisation
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Fig. 2 KHM quantisation results for the Chart image (k D 25): (a) RGB space, DC initialisa-
tion, (b) LAB space, DC initialisation, (c) RGB space, SD initialisation, (d) LAB space, SD

initialisation

where Intra and Inter1, Inter2 are average intra-cluster and inter-cluster dis-
tances. The intra-cluster distance measures the within cluster variability (cluster
compactness):

Intra D 1

MN

kX
j D1

X
x2Kj

x � Cj

2
(20)

where M and N are the image dimensions, k is the number of clusters and Cj is
the cluster centre of the cluster Kj . The inter-cluster distance, complimentary to the
intra-cluster distance, is a measure of separation between cluster centres:

Inter1 D
k�1X
iD1

kX
j DiC1

�Ci � Cj

�2 (21)

Inter2 D min
�Ci � Cj

�2 (22)

where i D 1; 2; : : : ; k � 1 and j D i C 1; : : : ; k.
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Davies–Bouldin index DB is defined as [7]:

DB D 1

k

nX
iD1

max
iD1;i¤j

�
Sn.Ci / C Sn.Cj /

S.Ci ; Cj /

�
(23)

where k is the number of clusters, Sn.Ci / is the average distance of all patterns in
cluster i to their cluster centre Ci , Sn.Cj / is the average distance of all patterns in
cluster j to their cluster centre Cj , and S.Ci ; Cj / is the distance between clusters
centres Ci and Cj . Small values of DB correspond to clusters that are compact, and
whose centers are far away from each other.

As is clear from Table 1, all four validity indexes for KHM technique are less
than their appropriate values for KM technique. This can be summarised by saying
that the KHM generates for image Chart much better structure of pixel clusters.

Apart from three quantisation criteria described in Sect. 3, we can also use
special function for evaluation of segmentation results generated by clustering
techniques [3]:

Q.I/ D 1

10 000MN

p
R

RX
iD1

"
e2

i

1 C log Ai

C
�

R.Ai /

Ai

	2
#

(24)

where I is the segmented image, M and N are the image dimensions in pixels in
the image, R is the number of regions in the segmented image, Ai is the area of
the region i , R.Ai / is the number of regions having an area equal to Ai and ei

is the colour error of region i . The colour error in RGB space is calculated as the
sum of the Euclidean distances between colour components of pixels of region and
components of average colour, which is an attribute of this region in the segmented
image. The colour errors in different colour spaces are not comparable and therefore
are transformed back to the RGB space. First term of (24) is a normalization factor,
the second term penalizes results with too many regions (oversegmentation), and
the third term penalizes results with non-homogeneous regions. Last term is scaled
by the area factor because the colour error is higher for large regions. The main idea
of using this kind of function can be formulated as follows: the lower the value of
Q.I/, the better is the segmentation result.

Table 1 Validity indexes for the image chart

Intra VM1 VM2 DB

KM RGB LAB RGB LAB RGB LAB RGB LAB

Chart DC 564 688 0.538 0.738 34 789 28 822 0.592 0.900
Chart SD 270 710 0.321 0.909 18 324 30 230 0.568 1.046

Intra VM1 VM2 DB

KHM RGB LAB RGB LAB RGB LAB RGB LAB

Chart DC 100 300 0.110 0.343 1 841 12 352 0.398 0.696
Chart SD 94 132 0.106 0.152 1 686 1 706 0.431 0.475
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Table 2 Quantisation errors for the image chart

PSNR E M Q.I /

KM RGB LAB RGB LAB RGB LAB RGB LAB

Chart DC 25.35 24.51 8.43 3.99 3.73 5.76 5 952 7 275
Chart SD 28.57 24.37 5.26 2.03 3.77 6.02 2 646 6 858

PSNR E M Q.I /

KHM RGB LAB RGB LAB RGB LAB RGB LAB

Chart DC 32.96 28.13 3.19 0.57 0.99 3.17 795 2 108
Chart SD 33.25 31.72 2.76 0.56 0.66 2.81 752 1 179

Fig. 3 Test images used in the experiment: (a) Airplane, (b) Baboon, (c) Boats, (d) Lena,
(e) Peppers

As is clear from Table 2, all four measures give better results for KHM technique
than for KM technique. This can be summarised by saying that the KHM generates
for image Chart much better quantised and segmented images.

For further experiments a representative set of five test images has been chosen.
All images are commonly used in the community of colour image processing. These
images have the same spatial resolution (512 � 512 pixels) and are presented in
Fig. 3. During tests the images were quantised into 8 and 16 colours.

Tables 3–6 show the results of comparison different measures of quantisation
errors. The colour quantisation is better if PSNR value is higher and errors E

and M are smaller. During analysis of experimental results we can observe some
ambivalence: if we use for evaluation PSNR values (based on RGB space) then we
achieve that quantisations in the case of RGB-based KM and KHM techniques are
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Table 3 Quantisation errors for KM technique, k D 8

PSNR E M

KM RGB LAB RGB LAB RGB LAB

Airplane 27.86 27.00 5:01 4:66 8.29 5.39
Baboon 22.42 20.24 14:50 12:97 7.51 5.68
Boats 26.85 25.76 7:26 6:56 8.19 3.45
Lena 26.87 25.75 8:39 7:24 5.26 3.06
Peppers 24.62 22.96 10:59 9:59 4.65 3.84
Overall 25.72 24.34 9.15 8.20 6.78 4.28

Table 4 Quantisation errors for KHM technique, k D 8

PSNR E M

KHM RGB LAB RGB LAB RGB LAB

Airplane 29.69 28.84 4:57 4:35 4.49 3.84
Baboon 22.32 20.33 14:72 12:88 6.55 5.08
Boats 26.74 25.56 7:28 6:73 8.05 3.23
Lena 26.44 25.70 8:45 7:33 6.38 2.70
Peppers 24.59 22.93 10:62 9:64 4.19 4.38
Overall 25.96 24.67 9.13 8.19 5.93 3.85

Table 5 Quantisation errors for KM technique, k D 16

PSNR E M

KM RGB LAB RGB LAB RGB LAB

Airplane 31.34 30.09 3:87 3:46 3.46 3.37
Baboon 24.84 23.18 11:60 10:01 4.33 3.56
Boats 29.88 28.20 5:53 4:95 3.77 1.90
Lena 29.49 27.80 6:30 5:51 2.71 1.57
Peppers 27.11 25.46 8:32 7:33 2.45 2.27
Overall 28.53 26.95 7.12 6.25 3.34 2.53

Table 6 Quantisation errors for KHM technique, k D 16

PSNR E M

KHM RGB LAB RGB LAB RGB LAB

Airplane 32.36 31.25 3:72 3:31 3.43 3.14
Baboon 24.76 22.58 11:61 10:20 4.40 3.47
Boats 29.74 28.43 5:39 4:86 3.92 1.81
Lena 29.32 27.87 6:34 5:42 2.97 1.77
Peppers 27.10 25.07 8:25 7:23 2.62 2.06
Overall 28.66 27.04 7.06 6.20 3.47 2.45

better than in the case of CIELAB-based techniques. But if we use for evaluation
E values (based on CIELAB space) then we achieve that quantisations are better
in the case of CIELAB-based techniques. The use of additional criterion M solves
this contradiction. The change of colourfulness is smaller if we use CIELAB space
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for both KM and KHM techniques. Therefore our final choice of colour space is
CIELAB space. If we compare KHM to the KM, both realized in CIELAB space,
we observe that all three average values of criterion are better in the case of KHM.

Clustering techniques, used in described experiments, needed to define some pa-
rameters. We established, that the number of iterations was equal to 15 and, in the
case of KHM, we chose the value of parameter p D 2:7. It is compliant with the
authors of KHM proposal [31]. We applied to both cases (KM, KHM) the same
adaptive method of initialisation named SD, that is described in the next section.

5 Choice of Initialisation Method

Some clustering techniques, also KM and KHM, need a priori information about
initial cluster centres, i.e. starting points of algorithm. Classical version of KM uses
random initialisation methods. Sometimes these methods generate empty clusters.
From point of view of optimisation theory we should consider that no single method
of initialisation will guarantee the achievement of global minimum for objective
function. Both clustering techniques need automatic initialisation methods which
lead to good local minimum. Efficient initialisation methods are still active field of
research [6].

We have tested two deterministic initialisation methods: one arbitrary and one
adaptive method. The first method is based on uniform partitioning of diagonal of
RGB cube (DC ) and in the second is used the size of pixel cloud of colour image
and it is marked as SD.

First, the mean values and standard deviations (SD) for each RGB component
of all image pixels are calculated. Next, each standard deviation determines sur-
roundings of corresponding mean values, which are then uniformly splitted into k

equal intervals. The centres of these intervals are colour components of initial clus-
ter centres.

Tables 7 and 8 present the results of comparison both initialisation methods for
KM and KHM techniques. We can observe that SD adaptive initialisation is a bit
better than DC initialisation. The KHM technique is less sensitive to initialisation
and needs computationally faster variants similarly to recently realized fast F CM

clustering techniques, which were described in work [25].

Table 7 Quantisation errors for tested initialisations of KM

PSNR E M

KM DC SD DC SD DC SD

Airplane 30.81 30.09 3:42 3:46 2.84 3.37
Baboon 23.22 23.18 10:16 10:01 3.85 3.56
Boats 27.82 28.20 5:16 4:95 2.19 1.90
Lena 27.50 27.80 5:77 5:51 1.98 1.57
Peppers 25.37 25.46 7:21 7:33 2.57 2.27
Overall 26.94 26.95 6.34 6.25 2.69 2.53
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Table 8 Quantisation errors for tested initialisations of KHM

PSNR E M

KHM DC SD DC SD DC SD

Airplane 31.12 31.25 3:47 3:31 3.30 3.14
Baboon 22.78 22.58 10:37 10:20 2.96 3.47
Boats 28.28 28.43 4:91 4:86 2.03 1.81
Lena 27.78 27.87 5:43 5:42 1.53 1.77
Peppers 25.21 25.07 7:22 7:23 2.55 2.06
Overall 27.03 27.04 6.28 6.20 2.47 2.45

Table 9 The number of empty clusters
(KM technique)

DC; k D 25 SD; k D 25

KM RGB LAB RGB LAB

Chart 1 0 0 0

Table 10 The number of empty clusters (KM technique)

DC; k D 8 SD; k D 8 DC; k D 16 SD; k D 16 DC; k D 32 SD; k D 32

KM RGB LAB RGB LAB RGB LAB RGB LAB RGB LAB RGB LAB

Airplane 2 1 0 0 2 1 0 0 6 3 0 0
Baboon 0 0 0 0 1 0 0 0 1 0 0 0
Boats 0 0 0 0 1 2 0 0 5 4 0 0
Lena 1 1 0 0 2 2 0 0 5 3 0 0
Peppers 0 0 0 0 0 0 0 0 0 0 0 0

6 Empty Clusters

KM and KHM techniques need “good” initialisations what means high quality clus-
tering achieved by small number of iterations. “Good” initialisation should not lead
to formation of empty clusters during clustering process, i.e. any centre of cluster
should not remain empty. If a cluster becomes empty then the unique number of
colours in quantised image will be smaller than k. In such case the quantisation
technique needs an additional repairing procedure of solve the problem of empty
clusters by changing their centres or splitting a newly created cluster. Therefore
sometimes are developed clustering methods that, during clustering process, limit a
minimum size of each cluster [4].

It was checked how many empty clusters comes into being during pixel cluster-
ing by KM and KHM techniques with different initialisations. First for the image
Chart quantised into 25 clusters. Table 9 shows that KM might produce empty clus-
ters. The KHM technique in this case, in contrast to KM, returns only non-empty
clusters. In the following Table 10 are presented the numbers of empty clusters for
five benchmark images quantised by KM technique.

This research confirms that DC initialisation in KM technique for some im-
ages generates empty clusters. If k is increased then the number of empty clusters
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is increased too. Therefore we can see the sense of applying the SD method of
initialisation. Results for SD initialisation presented in both tables are encouraging.
During tests of 300 colour images from image data base accessible on the University
of Berkeley (USA) webpage [20] we have find for SD only few cases of empty clus-
ters. The KHM technique always creates non-empty clusters.

7 Conclusions

We proposed a new approach to colour image quantisation, based on KHM clus-
tering. This approach reduces the quantisation errors expressed as PSNR, E and
M and is less sensitive to initialisation than KM technique. KHM technique does
not generate empty clusters. The general drawback of KM and KHM techniques in
comparison with non-iterative algorithms of colour quantisation is its longer execu-
tion time. The further research will be focused on using the new perceptual colour
metric (CIEDE 2000) and accelerating computations for clustering processes by
parallel programming and using GPU card.
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Caries Detection in Panoramic Dental
X-ray Images

João Oliveira and Hugo Proença

Abstract Dental Caries, also known as dental decay or tooth decay, is defined as
a disease of the hard tissues of the teeth caused by the action of microorganisms
found in plaque on fermentable carbohydrates (principally sugars). Therefore, the
detection of dental caries in a preliminary stage is an important task. This chapter
has two major purposes: firstly to announce the availability of a new data set of
panoramic dental X-ray images. This data set contains 1,392 images with varying
types of noise, usually inherent to this kind of images. Second, to present a complete
case study for the detection of dental caries in panoramic dental X-ray images.

Keywords Caries Detection � Medical Diagnosis � Image Classification

1 Introduction

Dental Caries, also know as tooth decay, are a preventable disease. Given its dy-
namic nature, once established, they can be treated or reversed prior to significant
cavitation takes place. Primary diagnosis involves visual inspection of all the visible
tooth surfaces. Dental radiographs (X-rays) may show dental caries before they are
visible, particularly caries between the teeth. Large dental caries are usually appar-
ent to the human observer, but smaller lesions can be difficult to detect. Visual and
tactile inspections along with radiographs are therefore employed frequently among
dentists.

1.1 Dental X-ray

Dental X-rays are pictures of the teeth, bones, and soft tissues around them
that help find problems within the teeth, mouth, and jaws. X-ray pictures reveal
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cavities, hidden dental structures, and bone loss that cannot be seen during a visual
examination. Dental X-rays may also be done as follow-up after dental treatment.
There are three main different types of dental X-ray: bitewing, periapical and
panoramic. A full-mouth series of periapical X-rays are most often done during a
person’s first visit to the dentist. Bitewing X-rays are used during checkups to look
for tooth decay. Panoramic X-rays may be used occasionally, depending on the
expert opinion.

1.2 Main Applications

Automated image analysis processes have been achieving higher relevance for many
purposes and the results can be considered satisfactory. In the specific area of
medical image processing, the detection of health situations as earliest as possible
increases the role of such automated systems.

1.3 Clinical Environments

Dental X-ray images are also used in clinical environments, in the detection and
prediction of Bone Mineral Density (BMD) for the diagnosis of osteoporosis. In [11]
authors assessed the trabecular pattern of dental X-rays to predict BMD.

In [12] authors proposed a framework to segment dental X-ray images. The seg-
mentation contains two phases: training, in which they manually selected images
representative of the whole. These images are segmented based on a hierarchy of
regions of detectable “level set”. Further features are extracted by Principal Com-
ponent Analysis (PCA) [10], and feed a Support Vector Machine (SVM) classifier
scheme [5, 13]. In the segmentation of new data the SVM provides the initial con-
tours corresponding to the possible lesion region.

1.4 Biometrics

Dental X-ray are also used for the identification of deceased individuals [9]. This
process is based on the comparison of the Ante-Mortem (AM) and Post-Mortem
(PM) dental X-rays. In [4] the tooth contour is extracted for matching purposes of
dental radiographs, which is done by the directional snake process [15]. Three main
stages are performed: initialization, convergence to the gradient and an adjustment
at the end of the process. In the first stage authors initialize the snake, for that the
gumline detection is performed. The gumline is the “visual line” that separates the
root area from the crown area. The method takes advantage of the fact that there is an
intensity increase at the gum lines from the crow area to the root area. The Gradient
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Vector Flow (GVF) field of the edges detected by the Canny operator is used as the
external energy for the convergence gradient stage. In the final stage the fine adjust-
ments are based on the fact that true pixels boundaries always had in their neighbor
pixels of lower intensities. The external energy is defined by (1), where Eext;1 is the
external energy of the teeth boundaries, Eext;2 corresponds to the image intensity
and ! controls the trade-off between the gradient and the intensity. The results of
this paper are quite interesting, but it should be noted that authors simply applied
the method to bitewing dental X-ray images, that are much more easier to handle,
due to the limited amount of available information.

Eext D Eext;1 C !Eext;2 (1)

In [3] the matching of dental X-ray images for human identification, is based on the
gap valley detection, tooth isolation, contour extraction (crown and root) and in the
contours matching edge. This method is manually initialized, where the user is asked
to mark a point between jaws. Further, the horizontal projection of the intensities is
calculated, being expected that near this point will be a gap intensity valley. Based
on this, using the probability function:

pvi
.Di ; yi / D pvi

.Di /pvi
.yi /; (2)

where

pvi
.Di / D c

�
1 � Di

maxk Dk

	
; (3)

and

pvi
.yi / D 1p

2˘�
e�.yi �y/2��2

: (4)

A set of points were extracted and connected with a spline function into a smooth
curve. Hereinafter the teeth gap valley detection is based on the sum of intensities
of the perpendicular lines to the boundary. The tooth isolation is obtained through
the previous step, i.e., each pair of consecutive perpendicular lines contain a single
tooth between them. The contour extraction is based in the probability of each pixel
in the Region of Interest (ROI), which in this case corresponds to the isolated tooth,
belonging to the ROI, starting from the center of the region targeted in the previ-
ous steps. Finally, the contour comparison is performed in order to obtain human
identification. Despite the good results obtained by the authors, this method is very
dependent on the users input as a wrong initialization point has the consequence of
not yielding any segmented tooth.

1.5 Teeth Segmentation

Segmentation is known to be one of the most difficult image processing tasks and it
plays an important role in most subsequent image analysis stages, namely in pattern
recognition and matching. Segmentation consists in the partitioning of an image into
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its constituent regions and in the extraction of the objects of interest. However, there
is no image segmentation technique that performs well in all problems. In addition,
the performance of a segmentation technique is greatly affected by images noise.

In [16], authors performed the teeth segmentation in digitalized dental X-ray
films using mathematical morphology, proposing new approach to the problem
of identification of the PM through dental X-rays. Mathematical morphological
method are used in the segmentation of teeth and a decrease in processing of con-
trast in grayscale to improve the segmentation problem. The ROI is a rectangular
area in the original image containing a tooth. The three main rules for the extraction
are, firstly the retrieving of the largest possible number of teeth, secondly only op-
erate in bitewing and periapical X-rays and finally in the worst case extract at least
one tooth per image. To perform the segmentation authors divided the grayscale
range into three regions: brightest areas that corresponds to teeth, middle areas that
correspond to the bones and finally the darkest areas concerning the background.

The segmentation process is divided into four main stages, firstly the internal
noise filtering that consists in the teeth gap valley detection and in the partitioning
of the jaws. This step uses both horizontal and vertical projection of the sum in-
tensities for the detection of the gap valley between the upper and the lower jaw.
Secondly is the threshold operation, where the main goal is to divide the teeth from
the background and the dental bones. Due to the shading effect present in the im-
ages, the extraction of only one threshold is not advisable. Therefore, the extraction
of three thresholds was performed, based on the cumulative histogram of the filtered
images. Next we perform labeling of the connected components [6, 8], in this case,
four different types of connected components: (a) the teeth, considered as ROI, (b)
more than one tooth due to overlap, (c) connected components corresponding to
the background or bones, and (d) corresponding to parts of the teeth, such as root
or crowns. Finally, the refinement where the selection of the best candidates of the
connected components is carried out.

1.6 Active Contours Without Edges

Based on techniques of curve evolution, Mumford–Shah functional and level sets,
the active contour without edges model [2] can detect objects whose boundaries are
not necessarily defined by the gradient. In the level set formulation, the problem be-
comes a “mean-curvature flow” evolving the active contour, which will stop on the
desired boundary. However, the stopping term does not depend on the image gradi-
ent, as in the classical active contour models, but is instead related to a particular
image property. Assuming that a image !0 is composed by two related regions of
approximately constant intensities, !i

0 and !
j
0 . The object that we want to segment

is represented by the values of !i
0 and the boundary is denoted by C0. Therefore,

inside the object we have !0 
 !i
0 and !0 
 !

j
0 outside the object boundary.

Defining the fitting term, given by (5):
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F1.C / C F2.C / D
Z

inside.C /

j!0.x; y/ � c1j2dxdy

C
Z

outside.C /

j!0.x; y/ � c2j2dxdy (5)

where C is the variable curve, and the constants c1, c2, depending on C , are the
intensities averages of !0 inside and outside C . In this case the fitting term is given
by the boundary of the object C0, as shown in (6):

inf
C

fF1.C / C F1.C /g 
 0 
 F1.C0/ C F1.C0/: (6)

For example, if the curve C is outside the object, then F1.C / > 0 and F2.C / 
 0.
If the curve C is inside the object, then F1.C / 
 0 but F2.C / > 0. If the curve C

is both inside and outside the object, then F1.C / > 0 and F2.C / > 0. Finally, the
fitting energy is minimized if C D C0 i.e., if the curve C is on the boundary of the
object. Authors [2] minimized the fitting term and they also added some regularizing
terms, such as the length of the curve C and the area of the region inside C , making
the energy functional defined by F.c1; c2; C /, as shown in (7):

F.c1; c2; C / D � 	 Length.C/ C � 	 Area.inside.C//

C�1

Z

inside.C/

j!0.x; y/ � c1j2dxdy

C�2

Z

outside.C/

j!0.x; y/ � c2j2dxdy (7)

where �; � � 0, �1; �2 > 0 are fixed parameters.
This technique of active contours is used in our work in two different stages: in

the teeth gap valley detection and in the tooth segmentation.

2 Main Goal/Motivation

The main goal of this work, is to detect dental caries in panoramic dental X-ray
images, by signalling the infected teeth in the image. To the best of our knowl-
edge, there is a lack of a complete case study in the literature, as only methods
that describe parts of the whole process can be found. This work should interest
the scientific community, as it can constitute a comparison term for other methods
concerned with the detection of dental caries in panoramic X-ray images.
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3 Data-Set

Images of our data-set were captured by an Orthoralix 9,200 DDE X-ray camera.
There are a total of 1,392 grayscale images in the data set, with varying types of
dental structures, mouth sizes and number of teeth per image, as can be seen in
Fig. 1. Another major point of interest of this data set are maps that localize dental
cavities acting as ground truth of automated methods. Also, we believe that this set
of images is useful to evaluate the current teeth segmentation methods.

3.1 Morphological Properties

When compared to other types of stomatology images, radiographic images are
highly challenging, due to several reasons:

– Different levels of noise, due to the moving imaging device that captures a global
perspective of the patient’s mouth.

– Low contrast, either global or on local regions of the images, dictated by the
mouth topology and morphologic properties, which are very complex.

– Blurring that makes difficult the straightforward detection of edges.
– Noise originated by the spinal-column that covers the frontal teeth in some im-

ages, as shown in Fig. 1.

Fig. 1 Examples of images of the Dental X-ray data set
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4 Method

As show in Fig. 2, our work comprises four different stages. The first stage is based
in a statistical analysis of the images morphology, in order to define a preliminary
ROI that takes out the nasal and chin bones. Next, we detect the upper and the lower
jaws, based on the extraction of primitive points between jaws and in a polyno-
mial fitting process that connects all the primitive points. The second stage is the
teeth gap valley detection, where first we detect the gap valleys based in active con-
tours techniques [2]. This process is applied in each jaw represented in the polar
coordinate system. Secondly, we divide each tooth by extracting the points that are
minimums in their contour neighborhood. The third stage consists in the accurate
segmentation of each tooth. Here, we also used the active contours technique. Fi-
nally, we extracted the dental features and classified dental caries. A large variety
of features were used to feed our binary classifier: statistical, image characteristics,
region based features, texture based features and features based on the tooth border.

4.1 ROI Definition

Our method starts by the detection of a ROI, that should contain the mouth and
teeth and discard non-useful information, as the nasal and chin bones. This stage
is based in a statistics of the sizes and positions of each component in each image.
For each image of a training set we measured four distances (R1, R2, R3, R4),

Input Image ROI Definition

Jaws Partition
Upper Jaw

Tooth Segmentation
Feature

Extraction
+

Classification

Lower Jaw

Teeth Division
Teeth Gap Valley Detection

Outline

Fig. 2 The Outline of our developed work
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defined by Ri D p
.xc � xRi

/2 C .yc � yRi
/2, where .xc ; yc/ corresponds to the

image center .xc ; yc/ D .w=2 D 1408; h=2 D 770/ and .xRi
; yRi

/ corresponds
to four points extracted from the left, right, upper and lower side of the mouth. The
histograms of Ri enabled us to fit corresponding Gaussian distributions for each one,
defined by their mean and standard deviation: (�; �). Based on these distributions,
we obtained the minimum value for each Ri that would appropriately crop the data
with 95% certainty. Furthermore, a margin guarantees that slightly different images
will be appropriately cropped, even at the expresses of a small increment of useless
regions. The values obtained were R1 
 897:77, R2 
 863:36, R3 
 406:31, and
R4 
 471:27.

4.2 Jaws Partition

This stage concerns about the partition of the jaws. Firstly, the extraction of points
between the jaws and then connecting those points by a polynomial least squares
fitting scheme, a derivation of the least squares fitting procedure [7]. The set of
points is obtained based on the horizontal projection v.u/ of the images, given by
(8), where I.x; i/ denotes the intensity value at line x and column i :

v.u/ D
wX

iD0

I.x; i/ (8)

The initial point p0.x0; w � 1/ is defined at the far right of the image and at the line
that has minimum v.u/ value:

p0.x0; w � 1/ D arg min
x

.v.u// (9)

where w is the image width and the remaining set of points pi are regularly spaced,
starting from p0 W pi .xi ; .w � 1/ � W=21/, where xi is obtained similarly to x0. To
avoid too high vertical distances between consecutive pi , we added the following
constraints:

pi .xi ; yi / D
�

pi .xiC1 C T; yi /; j pi .xi ; yi / � piC1.xiC1; yiC1/ j> T

pi .xi ; yi /; otherwise
(10)

We empirically obtained T D 20, in order to avoid huge vertical distances, which
plays a major role in dealing with missing teeth. Having the set of pi .xi ; yi / prim-
itive points, the division of the jaws is given by the 10th order polynomial, (11),
obtained by a polynomial least squares fitting algorithm based on the Vandermond
matrix:

p.x/ D a0x0 C : : : C a10x10 (11)

The performance of this stage depends on the number of the missing teeth present
in the input image, specially when more than one consecutive tooth is missing.
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4.3 Teeth Gap Valley Detection

Having jaws divided, the next goal is to detect the teeth gap valley. These valleys
tend to be darker than the teeth themselves, although exceptions are due to teeth
overlap. We started by the transformation of the data from cartesian coordinates to
polar coordinates, used to easy the division between teeth radial lines. The next step
is the contour segmentation, regarded always as a typical active contours problem.
The object of interest is in the center of the image, therefore, the contour can be
initialized as the image border. In the third step we calculate for each contour point
the distance between the image center and extracted the minimum points, which
correspond to the teeth gap valleys. Finally, we crop the selected regions.

Morphological operators In order to increase the contrast of the input images, we
applied a pre-processing filter (top and bottom hat transform):

Ioutput D .IOriginal C THOriginal/ � BHOriginal

IoutputFinal D .Ioutput C THoutput/ � BHoutput (12)

where IOriginal corresponds to the input image, THOriginal is the output of the top
hat transform BHOriginal is the output bottom hat transform. The resulting image of
the pre-processing filter is IoutputF inal . We used a rectangular structuring element
with dimensions Œw=4; h=2	, where w and h are the width and height of the image,
respectively. This choice was based in a training set of 500 images, selected from the
whole data set. As can be seen in the left column of Fig. 3, pre-processing increased
the contrast of the image. A less successful example can be seen in the right column
of the Fig. 3, where pre-processing contributed for the disappearance of the frontal
teeth. This occurs only in these because they are thinner and can’t reflect as much
radiation as do pre molars and molars. Other cases are due to the poor quality of the
image. Jaws were divided simply by a horizontal linear partition of the image. The
upper jaw was cropped in the lower value of the polynomial found in the previous
stage. The lower jaw was cropped in the higher value that the polynomial takes.

Polar Coordinates In the polar coordinate system each point is defined by a dis-
tance to a fixed point and the angle from a fixed direction. The polar coordinates r

(the radial coordinate) and � (the angular coordinate, often called the polar angle).
Equation (13) gives the method used to transform an .x; y/ point in polar coordi-
nates [1]:

r D
p

x2 C y2

� D tanh
y

x
(13)

where tanh y
x

corresponds to a two argument inverse tangent which takes the signs
of x and y into account to determine in which quadrant � lies. The resulting images
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Fig. 3 Examples of a successful (left column) and failure (right column) cases of the pre-
processing module

in polar coordinates had dimensions Œh	2I h	2	, where h corresponds to the height
of the original input image. With this step, we transformed our problem in a typical
active contours problem.

Active Contours Without Edges This segmentation method seeks for the mini-
mization of an energy model, given by (7) and requires proper initialization of the
contour mask. After the analysis of a training set composed by 200 images we de-
fined the initial mask corresponding to four independent elements in each image
quadrant:

Imask.x; y/ D

8̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂̂
ˆ̂̂
ˆ̂:

.Œw 	 0:10:::.w=2/ 	 0:90	; Œh 	 0:10:::.h=2/ 	 0:90	/ D 255

.Œ.w=2/ C .w=2/ 	 0:10:::w 	 0:90	;

Œh 	 0:10:::.h=2/ 	 0:90	/ D 255

.Œ.w=2/ C .w=2/ 	 0:10:::w 	 0:90	;

Œ.h=2/ C .h=2/ 	 0:10:::h 	 0:90	/ D 255

.Œw 	 0:10:::.w=2/ 	 0:90	;

Œ.h=2/ C .h=2/ 	 0:10:::h 	 0:90	/ D 255
(14)

where w and h correspond to the image width and height, respectively. Data was
resized to 1=4, due to computational concerns, obtaining final sizes of w

4
; h

4
.
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Fig. 4 An example of our method for the teeth gap valley detection

4.4 Teeth Division

This step is based on the minimum values extracted in the previous step:

– Let c1; :::; cn be the set of contour points, where ci D .xi ; yi /. Let .xc ; yc/ be
the image center. Let di be the distances between the center and the contour, i.e.,
di D p

.xi � xc/2 C .yi � yc/2.
– Let Di D fdi ; :::; dng correspond to the distances vector. We eliminated all dis-

tances based on d 2
i D Di \ .A�1

1 / where A1 D ŒDi < 0:10 	 h	.
– A Gaussian filter was used to smooth the distance values. Let d 3

i D d 2
i ˝ G�;r

where G�;r is a Gaussian Kernel [14, 17] of sigma � D 10 and radius r D 100.
– Defining d m

i as the local minimums extracted from d 3
i , i.e., d m

i D ...d 3
i .x � 3/

> d 3
i .x � 2/ > d 3

i .x � 1// > d 3
i .x// && .d 3

i .x/ < d 3
i .x C 1///.

As shown in the Fig. 4 the extraction of the minimum values is very dependent
on the coordinates transitions, because it is inherent a loss of information in such
transitions. This leads to the cutting of some teeth.

4.5 Tooth Segmentation

This process is quite similar to the teeth gap valley detection stage. The input im-
ages contain only one tooth and the problem is to distinguish between teeth and
background corespondent to the gum line and the gum itself. The pre-processing
was similar to the one applied earlier. As shown in Fig. 5 the use of the active con-
tours technique appears to have been a very good option. It should be stressed that
all segmented regions actually contain the tooth, i.e., the region corresponding to the
tooth is always inside the resulting region, although sometimes together with some
background noise. In other cases, overlap teeth leaded to the inclusion of multiples
teeth in the segmented region, as shown in Fig. 5.
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Fig. 5 Examples of the active contours method applied to our input images

4.6 Dental Caries Classification

This stage starts by the extraction of features that apriority could carry relevant
information to the problem. To do this we created a training set of 1,098 images,
with 549 images with dental caries and 549 images of healthy teeth. This training
set contains all types of teeth, but with pre molars and molars in majority due to a
similar proportion in the complete data set. We used large heterogeneous types of
features, hence the importance of using algorithms for selecting the best ones, which
was carried out by the PCA algorithm. Features have five main categories:

1. Features based on simple pixel statistics; such as pixel intensity and maximum
pixel intensity.

2. Statistic features as the entropy, mean-value and variance.
3. Region based features such as the Hu moments, the Zernike moments, area and

perimeter.
4. Features based on the segmented boundary, as chain codes, Fourier descriptors,

signature and angular function.
5. Features based on the image texture, as the energy and third moment.

Table 1 shows the types of features that contain 95 and 99% of the total variance in
the training set, according to each of the above defined types. The “Variance” col-
umn gives the percentage of features of the corresponding type that were selected by
the PCA. “Number Features” gives the total number of features selected. It can be
seen that the features based on the region boundary and the region itself had a sig-
nificant preponderance when compared to other types of features. In turn, features
based on the image properties do not add too much information to the feature set.
Note that the statistical features based on the boundary and in the region correspond
to a significant portion of the selected feature set by the PCA algorithm.
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Table 1 Results from applying the PCA in our initial feature set

Variance Number features Variance Number features
Features based on 95% 65 99% 128

Image properties 6:1 4 3:1 4

Region 97 63 93:75 120

Boundary 100 65 100 128

Texture 46:2 30 39 50

Statistical 93 60 92:2 118

5 Results

5.1 Segmentation

In this section we discuss the results of all the stages of our work. Starting by a few
observations regarding the way these results were obtained as well as the sets we
defined. For the ROI definition, jaws partition, teeth gap valley detection and tooth
segmentation stages ground truth was given by visual inspection, with a two-folder
cross validation. It should be stressed that all results were based on an error-free
inputs from previous stages. This was performed in order to avoid that errors in
the earliest stages corrupt the results obtained by the final ones. Table 2 shows the
results obtained by the first three stages of our method.

Results of the ROI definition and of the jaws partition are quite satisfactory,
obtaining an accuracy above 90%. For these two steps and concerning the visual
inspection we considered as correct the presence of all teeth in the output image
resulting of the ROI definition. Regarding the jaws partition we considered correct
any polynomial that divides each jaw without cutting any tooth.

5.2 Classification

Feature normalization is a necessary step because feature values lie within different
dynamic ranges. A straightforward technique is the normalization to same mean and
variance. Other linear techniques limit the features value in the range of Œ0; 1	 by
proper scaling. We empirically evaluated each of the above described strategies.

Artificial Neural Network A feed-forward artificial Neural Network (NN) was
used for classification proposes. Table 3 contains the best result obtained for the test
set using the PCA features with the covered variance of 99%. Figure 6 shows the
correspondent Receiver Operating Characteristic (ROC) curve. As we can observe,
the results can be considered satisfactory. Also, there is an increase of the accuracy
rating after the appliance of the PCA for a 99% variance coverage, which denotes
the importance of the attributes selection performed by the PCA.
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Table 2 Results of our method stages up to the dental caries detection

Stages Results (% of correct) Number of Images

ROI definition 95:7 700

Jaws partition 92:6 700

Teeth gap valley 87:5 700

Tooth segmentation 71:91 1,098

Table 3 Confusion matrix for the ANN classifier for the nor-
malized test set between Œ0; 1	 after the appliance of the PCA
for a 99% variance coverage

Class No dental caries Dental caries Total

No dental caries 548 1 549

Dental caries 13 536 549

Total 561 537 1;084

Accuracy 98;70%
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Fig. 6 ROC for the ANN classifier for the normalized test set between Œ0; 1	 after the appliance
of the PCA for a 99% variance coverage
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Another conclusion drawn from these results is that extracted features have
enough discriminating capacity to decide with high confidence whether a tooth con-
tains or not a dental cavity.

6 Conclusion and Further Work

The main contribution of this work is the development of a complete case study
for the dental caries detection in dental panoramic X-ray. Also we announced the
availability of a new data set of panoramic dental X-ray images, which can consti-
tute a tool for the research community in the development of stomatologic-related
applications. This data set has varying morphologic properties that make it valuable
to the scientific community. These include the number of teeth per image, the shape
of the mouth and teeth as well as the levels of noise. Concerning the first two stages
of the proposed method, results were considered satisfactory, obtaining in the ROI
definition a accuracy of 95:7% and in the jaws partition a result of 92:6%. The
other three stages had the accuracy rating of 87:5% (teeth gap valleys detection)
and 71:91% (tooth segmentation). Finally, the accuracy of the classification module
was 98:70%. These results regard each stage independently, which enabled us to
perceive the actual merits of each module without corruption of the results due
to errors in previous stages. Regarding further work the jaws partition, it is very
important to detect missing teeth because in these situations our method tends to
fail. Finally, our main goal is to start the detection of other types of dental diseases,
using the described dental X-ray data set.
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Noisy Medical Image Edge Detection Algorithm
Based on a Morphological Gradient
Using Uninorms

Manuel González-Hidalgo, Arnau Mir Torres, Daniel Ruiz Aguilera,
and Joan Torrens Sastre

Abstract Medical images edge detection is one of the most important pre-processing
steps in medical image segmentation and 3D reconstruction. In this paper, an edge
detection algorithm using an uninorm-based fuzzy morphology is proposed. It is
shown that this algorithm is robust when it is applied to different types of noisy
images. It improves the results of other well-known algorithms including classical
algorithms of edge detection, as well as fuzzy-morphology based ones using the
Łukasiewicz t-norm and umbra approach. It detects detailed edge features and thin
edges of medical images corrupted by impulse or gaussian noise. Moreover, some
different objective measures have been used to evaluate the filtered results obtaining
for our approach better values than for other approaches.

Keywords Noise reduction � Edge detection � Mathematical morphology �
Uninorms � Representable uninorm � Idempotent uninorm

1 Introduction

Edge detection is a fundamental pre-processing step in applications such as image
segmentation and computer vision, and its performance is relevant for the final re-
sults of the image processing. Over years, many efforts have been devoted in the
literature, and also are currently devoted, to propose approaches to extract contour
features. These different approaches vary from the classical approaches [19] based
on a set of convolution masks, to the new techniques based on fuzzy sets [2]. Nev-
ertheless, many of them fail or diminish their effectiveness in presence of noise.
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The fuzzy mathematical morphology is a generalization of binary morphology
[21] using techniques of fuzzy sets [1, 5, 7, 17]. The basic tools of mathematical
morphology are the so-called morphological operations that are applied to an image
A, which is modified through the so called structural element B , whose size and
shape are chosen in order to study the structure of the image A. The basic mor-
phological operations are: erosion, dilation, opening and closing. Mathematical
morphology, either crisp or fuzzy, provides an alternative approach to image pro-
cessing based on the shape concept represented by the structural element (see for
instance [21]).

The fuzzy operators used to build a fuzzy morphology are conjunctors and impli-
cations. Among them, the most commonly used are the t-norms and their residual
implications. Recently conjunctive uninorms, as a particular case of conjunctors,
have also been used in this area [8, 10–14]. In the two recent works [10, 12] the
authors use two kinds of left-continuous conjunctive uninorms in order to obtain
a mathematical morphology with “good” properties, including duality between the
morphological operators.

This work can be seen as a continuation of [12] and [13] where the authors made
a comparative study of the results obtained using the morphology based on uni-
norms with those obtained using t-norms and using the classical umbra approach.
In these works, it is checked out that uninorms detect the edges of the images bet-
ter than other approaches. Also, in [12], properties of idempotence and generalized
idempotence for opening and closing operators based on uninorms are shown and
in [13] (see also [14]) the authors study the feasibility of alternate filters (alternate
compositions of openings and closings), from opening and closing of the fuzzy mor-
phology based on uninorms, in order to use them in the elimination and reduction
of noise. Thus, the aim of this paper is to extend this study to a residual operator
based on alternate filters using uninorms. The alternate filters are used in elimina-
tion and reduction of noise, while the residual operator is used to highlight certain
components of the image.

The residuals and morphological gradients are still under study and they have ap-
plications in image analysis. See, by example [12, 13] and references therein. Thus,
in [15], it is proposed a directional transition detection algorithm based on morpho-
logical residues, considering linear structurant elements. In 2002, T. Chen et al. in
[4], design on the basis of mathematical morphology, a new detector of soft edges
in dark regions called “Pseudo Top-Hat” which provides, in the case of the clas-
sical image of the video cameraman, a better performance than those achieved by
other edge detection methods used to compare the results. In [23], morphological
gradients based on openings and closings were used to detect edges in CT medical
images altered by noise. The results were compared with other contours detectors,
improving the obtained edge images. More recently, in [16, 18] gradient operators
are applied again to edge detection and image segmentation, respectively. Thus, in
[16], an edge detector is developed for obtaining thin edges in regions or images
with low-contrast. Tested with multiple images, even some of them corrupted by
noise type salt and pepper and Gaussian noise of mean zero and variance 0.02,
the method performs very well in comparison with the other four methods with
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which they work. In [18] operators were designed based on multiscale morpholog-
ical gradients, addressing the segmentation problem of images to Computed Axial
Tomography (CAT). All these works show that the morphological gradients remain
relevant and useful in the analysis and image processing. In this work the feasibility
of alternate filters will be studied, from opening and closing of the fuzzy morphol-
ogy based on uninorms (studied in detail in [10, 12]). Following the ideas in [13],
where the authors used the alternate filters in the reduction of noise, we will use them
in the design of an edge detection algorithm for medical images reaching a compro-
mise between elimination and smoothing of noise and the detection of the features
in medical images. A preliminary work in this direction is [11] where the proposed
algorithm was already introduced. In this work, we study the performance of this
algorithm in presence of different types of noise, impulse and Gaussian. Moreover,
the behaviour of this algorithm is investigated depending on the amount of noise in
the images. Some different objective measures are used to evaluate the filtered re-
sults, the Mean Square Error (MSE) and the Signal to Noise Ratio (SNR) (see [19]),
and the recently defined Structural Similarity Index Measurement (SSIM) (see [22],
Sect. III-B, pp. 603–605). It can be noticed that we obtain better results when we
use uninorms that when we use other detectors considered in this work.

This work is organized as follows. In the next section we introduce the fuzzy
morphological operators dilation, erosion, opening and closing based on a conjun-
tor and an implicator. We also recall the two types of left-continuous conjunctive
uninorms, jointly with their residual implicators, used in our morphological ap-
proach. For these kinds of fuzzy operators, the majority of the good algebraic and
morphological properties are guaranteed and we recall the most important ones in
this section. Section 3 describes the proposed edge detector algorithm. This algo-
rithm has three steps: first, we preprocess the image by an alternate filter in order to
filter the noise and smooth the image; second, we apply a Beucher gradient by dila-
tion and last, we apply a global threshold to transform the edge image into a binary
image. Section 4 is devoted to the comparison experiments between our proposed al-
gorithm and other classical edge detectors as Canny, Prewitt and LoG, and classical
fuzzy algorithms as Łukasiewicz t-norm and umbra approach. The interpretation of
the results is also included. In Sect. 5, conclusions and future work are pointed out.

2 Fuzzy Morphological Operators and Its Properties

We assume as known the basics facts on uninorms used in this work which, in any
case, can be found in [6, 9, 20]. We will use the following notation: I is an implica-
tion, C a conjunctor, N a strong negation, and finally A is a gray-scale image and B

is a gray-scale structural element.
We recall the definitions of fuzzy morphological operators following the ideas

of De Baets in [5]. The method consists in fuzzify the logical operations, i.e. the
Boolean conjunction and the Boolean implication, to obtain fuzzy operators. An
n-dimensional gray-scale image is modeled as an Rn �! Œ0; 1	 function. The values
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of an image must be in Œ0; 1	 in order to consider it as a fuzzy set. Then, we will
proceed to explain this method from the following definitions and propositions.

Definition 1. The fuzzy dilation DC.A; B/ and fuzzy erosion EI.A; B/ of A by B

are the gray-scale images defined by

DC.A; B/.y/ D sup
x

C.B.x � y/; A.x// (1)

EI.A; B/.y/ D inf
x
I.B.x � y/; A.x//: (2)

Note that the reflection of a gray-scale image B denoted by �B , and defined by
�B.y/ D B.�y/, for all y 2 Rn. Given two images B1; B2, we will say that
B1 � B2 when B1.y/ � B2.y/ for all y 2 Rn.

Definition 2. The fuzzy closing CC;I.A; B/ and fuzzy opening OC;I.A; B/ of A by
B are the gray-scale images defined by

CC;I.A; B/.y/ D EI.DC.A; B/; �B/.y/ (3)

OC;I.A; B/.y/ D DC.EI.A; B/; �B/.y/: (4)

The conjunctors and implications used in this paper are two types of left-continuous
conjunctive uninorms and their residual implications. Specifically these two types
of uninorms are the following:

� The representable uninorms: Let e 2	0; 1Œ and let h W Œ0; 1	 �! Œ�1; 1	 be a
strictly increasing, continuous function with h.0/ D �1, h.e/ D 0 and h.1/ D
C1. Then

Uh.x; y/ D
�

h�1.h.x/ C h.y//; if .x; y/ 62 f.1; 0/; .0; 1/g;
0; in other case,

is a conjunctive representable uninorm with neutral element e, see [9], and its
residual implication IUh

is given by

IUh
.x; y/ D

�
h�1.h.y/ � h.x//; if .x; y/ 62 f.0; 0/; .1; 1/g;
1; in other case.

Moreover, Uh satisfies self duality (except at the points (0,1) and (1,0)) with
respect to the strong negation N .x/ D h�1.�h.x//, see [6].

� A specific type of idempotent uninorms: Let N be a strong negation. The func-
tion given by

U N .x; y/ D
�

min.x; y/; if y � N .x/;

max.x; y/; in other case,
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is a conjunctive idempotent uninorm. Its residual implication is given by
(see [20])

IU N .x; y/ D
�

min.N .x/; y/; if y < x;

max.N .x/; y/; if y � x:

These two types of left-continuous conjunctive uninorms guarantee most of the
good algebraic and morphological properties associated with the morphological op-
erators obtained from them ([6, 10, 12, 20]). Among these properties, we highlight
those described below. In all properties, U is a left-continuous conjunctive uninorm
with neutral element e 2	0; 1Œ, IU its residual implication, A is a gray-level image
and B a gray-scale structural element:

� The fuzzy dilation DU is increasing in both arguments, the fuzzy erosion EI is
increasing in their first argument and decreasing in their second one, the fuzzy
closing CU;IU

and the fuzzy opening OU;IU
are both increasing in their first

argument.
� If B.0/ D e the fuzzy dilation is extensive and the fuzzy erosion is anti-extensive

EIU
.A; B/ � A � DU .A; B/:

� Moreover, the fuzzy closing is extensive and the fuzzy opening is anti-extensive:

OU;IU
� A � CU;IU

.A; B/:

� The fuzzy closing and the fuzzy opening are idempotent, i.e.:

CU;IU
.CU;IU

.A; B/; B/ D CU;IU
.A; B/;

OU;IU
.OU;IU

.A; B/; B/ D OU;IU
.A; B/:

� If B.0/ D e, then

EIU
.A; B/ � OU;IU

.A; B/ � A � CU;IU
.A; B/ � DU .A; B/:

� For the two previous conjunctives uninorms of type Uh and U N , the duality
between fuzzy morphological operators is guaranteed.

3 The Proposed Edge Detector Algorithm

The main goal of this work is to develop an algorithm which can detect and preserve,
in presence of noise, edge features in the low-contrast regions of medical images.
In this work, we make use of a residual operator from fuzzy opening and closing
operations in order to detect edge images and, at the same time, denoise the image.
Recall that a residual operator of two morphological operations or transformations
is their difference. In previous works, [12] and [13], we present the performance of
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fuzzy gradients and top-hat transformations based on uninorms in order to detect
edges in natural images. In these works the displayed experiments show that the
uninorms outperform the results obtained using t-norms and the classical umbra
approach.

From the operation properties of the fuzzy morphology based on uninorms, it is
satisfied that

OU;IU
.CU;IU

.A; B/; B/ � CU;IU
.A; B/:

Let B be such that B.0/ D e and consider F D OU;IU
.CU;IU

.A; B/; B/. So we
have, using the properties stated in the previous section (see also [12]), the following
chain of inclusions

EIU
.CU;IU

.F; B/; B/ � CU;IU
.F; B/ � DU .CU;IU

.F; B/; B/:

Then we can compute the next residual operator

ı1C
U;IU

.A; B/ D DU .CU;IU
.F; B/; B/ n CU;IU

.F; B/: (5)

In (5), the so called alternate filters, alternate composition of opening and closing,
are involved. These alternate filters are used to remove and to smooth noise in [13,
14]. So, the proposed algorithm is the following: Firstly, we preprocess the image
by an alternate filter in order to filter the noise and smooth the image, and then
we apply a Beucher gradient by dilation. Once the residual image (5) is obtained,
a global threshold experimentally obtained is then applied to transform the edge
image into a binary image.

The previous filtering of the image allows us to minimize the effect of the noise
on the image without altering or slightly altering the outer edge of the regions that
compose the image and maintaining the edge features of the image. To binarize the
obtained image in (5), a value threshold between 0.85 and 0.98 of the maximum
value of the histogram is taken. In the next section we present some experimental
results obtained using the previous algorithm.

4 Experimental Results and Analysis

In the following experiments, the idempotent uninorm U N with N .x/ D 1 � x

and the representable uninorm Uh with h.x/ D ln
�

x
1�x

�
have been used. The

obtained results are compared with the Łukasiewicz t-norm and the classic develop-
ment based on umbra approach (see [17]). In particular, the structural element used
by the morphological operators is given by a 3 � 3 matrix:

0
@

0 1 0

1 1 1

0 1 0

1
A � e (6)
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where e is the neutral element of the uninorm. When we select the Łukasiewicz
t-norm as conjunctor the structural element is represented by the matrix

0
@

0:86 0:86 0:86

0:86 1:00 0:86

0:86 0:86 0:86

1
A ;

except in the experiments shown in Fig. 8. This structural element has been used
by Nachtegael and Kerre in [17] and by the authors in [12–14]. In the case of the
classical umbra approach the structural element is given by the matrix

0
@

219 219 219

219 255 219

219 219 219

1
A :

The performance of the proposed fuzzy mathematical morphology based on edge
detection algorithm is evaluated in this section, and experimental results compared
with other existing methods are also presented. The method has been applied to
medical images and salt and pepper noise corrupted medical images. The noise in
the images has been added using the standard functions of Matlab R2008a Also,
the edge images processed by the Canny, Prewitt, LoG (Laplacian of Gaussian op-
erator), Zero-Cross and Roberts edge detectors have been obtained using default
parameters of Matlab. Except in Fig. 1c where we have used a sensitivity threshold
for the Prewitt method equal to 0.05 because, in this case, we got an almost empty
edge image using the default setting. In all cases, various sets of parameters have
been tested and only those providing more adequate results are shown in the figures.

The MRI head image shown in Fig. 1a of size 256�228 contain dark regions and
many features of brain wrinkles and head cavities. The contrast in these dark regions
is so low that edge features in these regions are very difficult to detect. Canny [3]
an many others establish the unavoidable trade-off between localization and signal
strength. The Canny, Prewitt, LoG edge detectors are applied to the image and the
experimental results are displayed in Fig. 1b–d.

The results obtained with the proposed algorithm using the Łukasiewicz t-norm
as conjunction and its residual implication, and using the classical umbra approach
are displayed in (Fig. 1e–f). It can be seen that the performance of the proposed edge
detector algorithm using uninorms (Fig. 1g–h) is better than those of the previous
ones. Using uninorms and the proposed algorithm, many thin features in the MRI
head image are detected and have a strong intensity. In [12] we can see as the edge
images obtained by a pure morphological approach (morphological gradient) pro-
duce a good edge detection performance, but many really thin edges are still unable
to be detected.

In the following experiments, noise type salt and pepper was added to the test
images in order to study the robustness of the proposed algorithm. To remove noise
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Fig. 1 (a) Original MRI image. (b–d) Edge detection obtained by Canny, Prewitt and LoG edge
detectors, respectively. (e, f) Using the proposed algorithm with Łukasiewicz t-norm and umbra
approach, respectively. (g, h) Results obtained by the proposed approach using the representable
and idempotent uninorm, respectively
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Filter

Edge
Detection
Algorithm

Edge
Image

Fig. 2 Block diagram for edge detection using a classical detector

in the image, a classical filter of n � n mask was applied to the noisy image before
applying a classical edge detector algorithm. In particular a median filter with n D 3

was applied to remove salt and pepper noise and a Wiener filter with n D 5 was ap-
plied in presence of Gaussian noise. The block diagram of the process is illustrated
in Fig. 2. With this set of experiments we show that the proposed edge detection
algorithm can adequately extract edge features even when the image is noisy.

The original lungs CT image of size 430�338 displayed in Fig. 3a contains many
interesting features. A salt and pepper noise function with parameter 0.02 was added
to the image (Fig. 3b). In this case, the Canny and zero-cross were also applied to the
image after a median filter was used to remove noise. The proposed algorithm using
representable and idempotent uninorms can successfully extract the boundaries of
the lungs and the main edge features of the image. Compare with the so one obtained
using t-norms and the umbra approach. Note that, the Canny edge detector fails to
detect the outer edge of body, and the two classical edge detectors fail to separate the
boundaries of the lungs, showing some gaps in the obtained boundary. Something
similar happens with the detected edges of osseous structures.

In Fig. 4 we display the results obtained by the proposed fuzzy edge detection
algorithm when four different salt and pepper noise functions, of parameter 0.04,
0.06, 0.08 and 0.1 respectively, were added to the image shown in Fig. 3a. Our goal
is to study the performance of the proposed algorithm when we increase the amount
of noise present in the image. The results obtained with the proposed algorithm are
shown in Fig. 4a–d. Comparing these results with those shown in Fig. 3h, we can see
as the edges image are little affected with the increase of noise and many features
remain detected.

A number of different objective measures can be utilized to evaluate the previous
filtering step in our fuzzy approach providing a quantitative evaluation of the filter-
ing results. Among them, the MSE, the SNR, and the SSIM (see [22]). Let O1 and
F2 be two images of dimensions M � N . We suppose that O1 is the original noise-
free image and F2 is the restored image for which some filter has been applied. The
MSE, SNR, and SSIM values defined in (7)–(9) are used to evaluate the filtering
performance.

MSE.F2; O1/ D 1

MN

MX
iD1

NX
j D1

.O1.i; j / � F2.i; j //2: (7)

SNR.F2; O1/ D 10 � log10

�
�2

1

MSE

	
; (8)
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Fig. 3 (a) Original lungs CT image. (b) Corrupted with 0.02 salt and pepper noise. (c, d) Results
by Canny and zero-cross edge detectors, respectively. (e, f) Results obtained by the proposed algo-
rithm using the Łukasiewicz t-norm and umbra approach, respectively. (g, h) Results obtained by
the proposed algorithm using a representable and an idempotent uninorm, respectively
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Fig. 4 From top to bottom, corrupted original image (left) and results (right) obtained by the pro-
posed algorithm using the same idempotent uninorm and structural element than in Fig. 3h, when
we corrupted the original image with 0.04, 0.06, 0.08 and 0.1 salt and pepper noise, respectively



202 M. González-Hidalgo et al.

where �2
1 is the variance of the original image O1,

SSIM.F2; O1/ D .2�1�2 C C1/

.�2
1 C �2

2 C C1/
� .2�12 C C2/

.�2
1 C �2

2 C C2/
; (9)

where �k , k D 1; 2 is the mean of the image O1 and F2 respectively, �2
k

is the
variance of each image, �12 is the covariance between the two images, C1 D
.0:01 � 255/2 and C2 D .0:03 � 255/2 (see [22] for details). Recently, SSIM was
introduced under the assumption that human visual perception is highly adapted for
extracting structural information from a scene. The SSIM is an alternative comple-
mentary framework for quality assessment based on the degradation of structural
information. Smaller values of MSE and larger values of both SNR and SSIM
(0 � SSIM � 1) are indicators of better capabilities for noise reduction and image
recovery.

The values of these measures between the original image and filtered image
CU;IU

.F; B/, where F D OU;IU
.CU;IU

.A; B/; B/, associated to the experiments
displayed in Fig. 3, are depicted in Table 1. It can be noticed that when we use
uninorms the measures are improved with respect to the other cases. The orig-
inal and corrupted image can be seen in Fig. 3a and b respectively. The filtered
images using the umbra approach, the Łukasiewicz t-norm, the idempotent and rep-
resentable uninorms are shown in Fig. 5. It can be seen in this figure, that the filtered
images using the uninorm approach are more similar to the original image than the
filtered images obtained using the classical or t-norm approach, in the sense that
more noise is removed, as is pointed out in Table 1.

Table 2 shows the values of these measures in function of the amount of noise
added to the original image in the experiments of Fig. 4. Notice that, when the noise
increases, the values of the measures remain acceptable and SSIM values are still
higher than 0.99. The filtered images can be seen in Fig. 6.

Table 1 MSE, SNR and
SSIM for filtered images
shown in Fig. 5 associated
to the experiments displayed
in Fig. 3

Filter type MSE SNR SSIM

Corrupted Img. 578.826 11.0088 0.96108
Umbra App. 1228.39 7.74087 0.920127
Luk. t-norm 148.08 16.9293 0.989052
Idempotent 26.6825 24.372 0.998137
Representable 26.6826 24.378 0.998139

Table 2 MSE, SNR and
SSIM for filtered images
shown in Fig. 6 associated to
the two experiments
displayed in Fig. 4

Noise parameter MSE SNR SSIM

0.02 26.6825 24.372 0.998137
0.04 41.1434 22.4912 0.9971357
0.06 50.7033 21.5839 0.996468
0.08 70.2527 20.1676 0.995104
0.1 102.487 18.5275 0.992877
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Fig. 5 Filtered image CU;IU .F; B/ where F D OU;IU .CU;IU .A; B/; B/, associated to the edge
images displayed in Fig. 3, and obtained by the proposed morphological algorithm. (a, b) Filtered
images obtained using the umbra approach and the Łukasiewicz t-norm respectively. (c, d) Fil-
tered images obtained using an idempotent and representable uninorm respectively. The objective
measures associated to these images are depicted in Table 1

In Fig. 7 we can see another CT scan image altered by salt and pepper of pa-
rameter 0.04 (Fig. 7a–b). The results obtained by the proposed algorithm are shown
in Fig. 7c–d. Also, detailed features are detected in the CT image and many thin
features are detected with a strong intensity.

Finally, Fig. 8 shows an experiment in which the original image is corrupted with
Gaussian noise of parameter 0.005. A Wiener filter is applied, because it works
better than the median filter in presence of Gaussian noise, previously to the classical
edge detection method. In this case the structural element used by the morphological
operators is a 5 � 5 matrix given by

0
BBBBB@

0 0 1 0 0

0 1 1 1 0

1 1 1 1 1

0 1 1 1 0

0 0 1 0 0

1
CCCCCA

� e (10)
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Fig. 6 From left to right and from top to bottom, filtered image CU;IU .F; B/ where F D
OU;IU .CU;IU .A; B/; B/, obtained by the proposed algorithm using the same idempotent uninorm
and structural element than in Fig. 3h, when we corrupted the original image with 0.04 (a), 0.06 (b),
0.08 (c) and 0.1 (d) salt and pepper noise, respectively. The objective measures associated to these
images are depicted in Table 2

where e is the neutral element of the uninorm. It can be seen how the edge images
obtained using the fuzzy proposed approach produce a good edge detection perfor-
mance. Observe that the classical approaches fail to detect some main edge features
of the image.

5 Conclusions and Future Work

In this work, an edge detection algorithm based on the fuzzy morphology using
uninorms, derived as a residual operator from the basic morphological operations,
has been proposed. Such algorithm is able to detect the features in low contrast
regions, and preserve them as well as other apparent edges. To evaluate the perfor-
mance of the algorithm, comparison experiments with other well known approaches
were carried out. The results indicate that the proposed algorithm is robust against
noisy images. Experimental results show that it outperforms other edge detection
methods in detecting detailed edges features and thin edge features, in the displayed
medical images. Moreover, these edges can be preserved even though the image is
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Fig. 7 (a) Original CT scan image. (b) Corrupted with salt and pepper noise of parameter 0.04.
(c, d) Results obtained by Canny and zero-cross edge detectors, respectively. (e, f) Edge detec-
tion results obtained by the proposed algorithm using the representable and idempotent uninorm,
respectively

corrupted by noise. Future work consists on one hand, in the study of the behaviour
of the algorithm when we increase the Gaussian noise and, on the other hand in the
selection of the size, shape, direction of the structuring element adapted to the edge
features of the image and how we can improve performance.

Acknowledgements This work has been supported by the Government Spanish Grant MTM2009-
10320 and TIN2007-67993, with FEDER support.
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Fig. 8 (a) Image corrupted with 0.005 Gaussian noise. (b, c) Edge images obtained using Prewitt
and Roberts edge detectors, respectively. (d–f) Results obtained by the proposed algorithm using
the Łukasiewicz t-norm, a representable and an idempotent uninorm, respectively
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14. González-Hidalgo, M., Mir-Torres, A., Sastre, J.T.: Noise reduction using alternate filters
generated by fuzzy mathematical operators using uninorms (�MM-U morphology). In: Burillo,
P., Bustince, H., Baets, B.D., Fodor, J. (eds.) EUROFUSE WORKSHOP 09, Preference
Modelling and Decision Analysis, pp. 233–238. Public University of Navarra, Pamplona, Spain
(2009)
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Leveraging Graphics Hardware
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Abstract Zernike moments are fundamental digital image descriptors used in many
application areas due to their good properties of orthogonality and rotation invari-
ance, but their computation is too expensive and limits its application in practice,
overall when real-time constraints are imposed. The contribution of this work is
twofold: Accelerate the computation of Zernike moments using graphics processors
(GPUs) and assess its expressiveness as descriptors of image tiles for its subsequent
classification into bone and cartilage regions to quantify the degree of bone tissue
regeneration from stem cells. The characterization of those image tiles is performed
through a vector of features, whose optimal composition is extensively analyzed af-
ter testing 19 subsets of Zernike moments selected as the best potential candidates.
Those candidates are later evaluated depending on its ability for a successful classi-
fication of image tiles via LDA, K-means and KNN classifiers, and a final rank of
moments is provided according to its discriminative power to distinguish between
bone and cartilage. Prior to that study, we introduce a novel approach to the high-
performance computation of Zernike moments on GPUs. The proposed method is
compared against three of the fastest implementations performed on CPUs over the
last decade using recursive methods and the fastest direct method computed on a
Pentium 4, with factor gains up to 125� on a 256 � 256 image when computing a
single moment on a GPU, and up to 700� on a 1024 � 1024 image when computing
all repetitions for a given order using direct methods.
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1 Introduction

Image segmentation is one of the most fundamental yet difficult problems in com-
puter vision [20] and image analysis [17]. A driving application for segmentation is
medical imaging, where the goal is to identify a 3D region within a volume obtained
as a set of consecutive images or slides. Different approaches have been proposed
to deal with this challenge [16]: Histogram thresholding, edge detection, region-
based, artificial neural networks, fuzzy logic-based methods, and feature clustering.
Within this last set of methods, a number of techniques [24] have been used for
obtaining the vector of features required as input to the clustering process: Statis-
tical (based on co-occurrence matrices and autocorrelation functions), geometrical
(Voronoi tessellation), structural (tree grammars), model based (random fields and
fractals) and signal processing (spatial and frequency domain filters, Legendre and
Zernike moments, Gabor and wavelet models). Among them, spatial domain filters
are the most direct way to characterize edges, granularity and shape as global fea-
tures in many application areas, including aircraft identification [4], scene matching
[18] and character recognition [23].

An important subset of spatial domain filters are based on moment functions of
pixel intensity values [22]. Moment functions are expressed as discrete sums, which
can be interpreted as a convolution of the image with a mask. However, moments are
more attractive than convolutions because some are invariant to image translation,
scale change and rotation [3, 10]. Derived from the general concept, moments with
orthogonal basis functions such as Legendre and Zernike polynomials can be used
to represent the image by a set of mutually independent descriptors, with a min-
imal amount of information redundancy [21]. The orthogonality property enables
the separation of the individual contribution of each order moment, allowing the
image reconstruction from a linear addition of such contributions. The greater the
number of moments considered, the better the reconstructed image, and we have to
go beyond order 50 to obtain a reasonable output [8], which results in a significant
computational cost.

In general, the calculation of Zernike moments with order up to M for an N � N
image by a straightforward method requires O(M2N2) sums and products. These
sophisticated formulas, combined with a frequent use in high resolution images,
lead to a severe computational cost which impedes a feasible application in many
areas demanding a quick or even real-time response. To deal with this issue, we may
distinguish two solutions depending on applications:

1. Industrial control systems with real-time constraints focus on low-order moments
[9], which also allow them to stay away from noise sensitivity of high order
moments.

2. Image processing and pattern recognition applications rely on several methods
recently proposed to speed-up the computation. Those methods are summarized
in Sect. 2.1.

Our work provides an implementation of Zernike moments on high-performance
emerging architectures like graphics processors (GPUs) which is closer to real-time
response regardless of the source application. The motivation of our work entails a
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step forward in performance duet to the current capabilities of GPUs with respect
to GFLOPS (arithmetic intensity for the fast computation of a heavy workload) and
GB/s (memory bandwidth for the fast data retrieval on a vast memory use).

The rest of this paper is organized as follows. We start with a description of
Zernike moments in Sect. 2. Then, Sect. 3 briefly introduces the GPU hardware plat-
form and its underlying CUDA software execution model. Section 4 describes our
GPU implementation and the performance attained versus existing methods. Sec-
tion 5 illustrates the usefulness of certain Zernike moments for the segmentation of
image samples taken from our biomedical survey, and assess their skill to differen-
tiate between bone and cartilage tissue regenerated from stem cells. Finally, Sect. 6
summarizes our contribution and concludes.

2 Zernike Moments

In order to define Zernike moments, we first introduce Zernike functions, a set of
complex orthogonal functions with a simple rotational property which forms a com-
plete orthogonal basis over the class of square integrable functions introduced by
F. Zernike in 1934. The .p; q/ order Zernike function, Vpq.x; y/, is defined as:

Vpq.x; y/ D Rpq.�/�ejq� ; x2 C y2 � 1 (1)

where � D p
x2 C y2 is the length of the vector from the origin to the pixel (x,y),

� D arctan.y=x/ is the angle between the vector and the x axis, and Rpq.�/ is a
polynomial in � of degree p � 0, containing no power of � lower than jqj (see [22]
for an explicit formula). The integer q represents the repetition index for a given
order p, and is required to satisfy jqj � p, where p � jqj is an even number.

Any polynomial of degree p will be invariant with respect to rotations of axes
about the origin if and only if the polynomial is of the form given by (1).

The completeness and orthogonality of Vpq.x; y/ allow us to represent any
square integrable image function f .x; y/ defined on the unit disk in the following
series:

f .x; y/ D
1X

pD0

pX
qD�p

�pApqVpq.x; y/; p � jqj D even (2)

where �p D pC1
�

is the normalizing constant and Apq is the Zernike moment of
order p with repetition q, i.e.,

Apq D
Z Z

D

f .x; y/Vpq.x; y/dxdy (3)

The fundamental feature of the Zernike moments is their rotational invariance. If
f(x,y) is rotated by an angle ˛, then we can obtain that the Zernike moment A0

pq of
the rotated image is given by

A0
pq D Apqe�jq˛ (4)
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Zernike moments are also invariant to linear transformations, which makes them
more suitable for image analysis than other existing approaches like Legendre mo-
ments [22, 23], but always at the expense of a higher computational cost [14].

2.1 Optimizations

The computation of Zernike moments has been extensively improved over the years.
The three following methods summarize all major optimizations:

1. Mukundan et al. [14] use a recursive algorithm for the calculation of
Zernike polynomial coefficients through a square-to-circular image trans-
formation scheme which minimizes the computation involved in Zernike
moment functions.

2. Hwang et al. [9] have developed a fast recursive computation that depends on the
symmetry properties of a point in the first octant, where the reduction in opera-
tions is accomplished by making use of similar terms derived for the symmetrical
points in the remaining seven octants.

3. Al-Rawi [1] recently implemented on a CPU a wide range of Zernike moment
orders via geometric moments which clearly outperforms the best methods based
on Zernike polynomials.

2.2 Input Images

During our experimental analysis the source for our input data set consisted of
real biomedical images used for cartilage and bone regeneration. We tried images
with different stainings to study the influence of image contents over the execution
time (see Fig. 1). The workload of our image processing algorithms was strongly

Fig. 1 The input images to our experimental survey were taken from biomedical studies on stem
cells to quantify the degree of cartilage and bone regeneration. (a) Astral-safranin blue, with a good
balance of red, green and blue channels. (b) Alcian blue, where cyan tones predominate and the
analysis may be reduced to a single color channel, like the role played by luminance in grayscale
images



Leveraging Graphics Hardware for an Automatic Classification of Bone Tissue 213

Fig. 2 Biomedical tissue image stained with picrosirius, where a strong and solid red reveals the
successful transformation of stem cells into bone tissue. From the 2560 � 1920 original image,
three samples of 64 � 64 pixels were selected to characterize bone tissue for the computation of
Zernike moments

affected by image resolution and loosely affected by image contents, after which
we selected image tiles of 64 � 64 pixels stained with picrosirius for the character-
ization of bone and cartilage regeneration (see Figs. 2 and 3). Since X-ray images
or images captured by an electronic microscope work with grayscale images, we
convert to grayscale images in a preprocessing stage prior to the actual computation
of Zernike moments over the luminance channel.

3 Using GPUs to Compute Zernike Moments

Modern GPUs are powerful computing platforms recently devoted to general-
purpose computing [7] using CUDA (Compute Unified Device Architecture) [15].

As a hardware interface, CUDA started by transforming the G80 microarchitec-
ture related to the GeForce 8 series from Nvidia into a parallel SIMD architecture
endowed with up to 128 cores, where a collection or threads run in parallel. Figure 4
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Fig. 3 Biomedical tissue image stained with picrosirius, where the central region reveals the pres-
ence of cartilage tissue as spongy pink. Within this area, three samples of 64 � 64 pixels were
selected for the further computation of Zernike moments

Fig. 4 The CUDA hardware interface for the G80
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Table 1 Summary of hardware features for the set of hardware processors used during our
experiments

Processor Core 2 Q9450 GeForce 9800 GX2 Tesla C1060
Type and manufacturer CPU by Intel GPU by Nvidia GPU by Nvidia

# Cores and speed Four @ 2.66 GHz One @ 600 MHz One @ 575 MHz
Streaming processors Does not apply 128 @ 1.35 GHz 240 @ 1.296 GHz
Memory speed 2 � 900 MHz 2 � 1 GHz 2 � 800 MHz
Memory bus width 384 bits 256 bits 512 bits
Memory bandwidth 86.4 GB/s 64 GB/s 102 GB/s
Memory size and type 768 MB GDDR3 512 MB GDDR3 4 GB GDDR3
Bus to video memory Does not apply PCI-e x16 2.0 PCI-e x16 1.0

outlines the block diagram of this architecture. Later, the GeForce 9800 GX2 would
be released from the 9 series, and the Tesla C1060 from the 10 series, the platforms
used during our experiments (see Table 1). From the CUDA perspective, cores are
organized into a set of multiprocessors, each having a set of 32-bit registers and
16 KB of on-chip shared memory as fast as local registers (one cycle latency). At
any given cycle, each core executes the same instruction on different data (SIMD),
and communication between multiprocessors is performed through global mem-
ory (the video memory tied to the graphics card, whose latency is around 400–600
cycles).

As a programming interface, CUDA consists of a set of C language library func-
tions, and the CUDA-specific compiler generates the executable for the GPU from a
source code where we find elements like computational blocks, threads, kernels and
grids [15]. All of the threads can access all of the GPU memory, but, as expected,
there is a performance boost when threads access data resident in shared memory,
which is explicitly managed by the programmer.

4 Performance Analysis

4.1 Hardware Resources

To demonstrate the effectiveness of our techniques, we have conducted a number
of experiments on different CPU and GPU platforms (see Table 1 for hardware
details). Stream processors (cores) outlined in Fig. 4 are built on a hardwired design
for a much faster clock frequency than the rest of the silicon area (1.296–1.35 GHz
versus 575–600 MHz). We decided to use two different video cards to quantify the
benefits of a newer GPU generation and additional video memory.
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4.2 GPU Implementation

This section describes our implementation on a GPU and evaluates the performance
of our image analysis algorithms on emerging architectures as compared to existing
methods running on regular PCs.

The computation of Zernike moments was implemented up to order p D 50.
In general, low order moments keep most of the image features for image analysis
and classification, whereas moments of high order are used for image reconstruc-
tion, being more sensitive to noise and computationally demanding. We compute
the full set of Zernike moments (that is, all repetitions) under different orders set to
p D 4; 8; 12; :::; 48. For example, three moments are computed for the fourth order:
A4;0, A4;2 and A4;4.

4.3 Performance Against Existing Methods

In order to compare execution times for the computation of Zernike moments, it is
important to distinguish between recursive methods and direct methods:

Recursive Methods They are more convenient when a set of chained moments
have to be computed, because new coefficients are calculated as functions of the
previous ones and the weight of evaluating complex mathematical formulas is par-
tially amortized on each additional order it is computed on top of the existing ones.
An illustrative example here is image reconstruction, where all moments (repeti-
tions) are required up to a given order.

Direct Methods They are faster when moments are computed partially or indi-
vidually to become features characterizing an image after a selection of the most
discriminant coefficients. This situation arises more often on image classifiers, and
being the one we are interested for our biomedical analysis, it brings our attention
and priority from now on.

The computation of a single order moment and an isolated repetition within an
order cannot be computed by recursive methods without sweeping over all previous
repetitions and orders. Hwang et al. [9] developed individual formulas to skip this
significant overhead, but despite this effort, our results on the GPU are much faster
than the CPU when processing the same non-recursive algorithm on both sides (see
Table 2). The first column on that table shows execution times obtained by Hwang
et al. on a Pentium 4 1.7 GHz CPU (2006) to obtain three different coefficients by
direct methods. We then show our execution times extended to ten different cases on
a newer CPU (2009), and two counterpart GPUs. Speed-up factors up to 125x are
attained in the best case scenario, which corresponds to the higher moment order,
p D 48, and the lower repetition, q D 0.

Additional optimizations based on task-level parallelism and symmetry can be
performed on both sides:
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Table 2 Execution times (in ms) for computing Zernike moments on a
256 � 256 image. A single repetition for a given order is calculated as
shown on each row, with all the computation performed through direct
methods. The final column reflects the performance factor gained by
the best GPU platform versus the fastest CPU counterpart hardware

On CPUs On GPUs GPU/
Hwang Core 2 GeForce Tesla CPU

A single
moment of
an order (2006) Q9450 9800 C1060 gain

A0;0 n.a. 41.22 5.28 5.45 7.56�
A6;2 225 109.53 5.54 5.55 19.73�
A12;0 282 179.42 5.75 5.49 32.68�
A25;13 408 231.79 5.75 5.65 41.02�
A36;0 n.a. 584.02 6.40 6.04 96.63�
A36;18 n.a. 353.55 5.81 5.76 61.38�
A36;36 n.a. 85.34 5.58 5.36 15.92�
A48;0 n.a. 856.17 6.85 6.31 124.98�
A48;24 n.a. 514.87 6.49 5.77 89.23�
A48;48 n.a. 89.78 5.50 5.34 16.81�

Parallelism Traditionally, the CPU exploits instruction-level parallelism using
pipelining and superscalar executions, so does the GPU with data parallelism
through a SIMD execution over 128/240 stream processors. Parallelism may be
enhanced on both sides using a more novel approach based on task-level paral-
lelism: On CPUs, using multiple cores (up to four in our platform); on GPUs, using
multiple graphics cards (also limited to four in our case). In both cases, the code
must be parallelized declaring four threads and partitioning input data into four
symmetric chunks. With a similar programming effort, preliminary results for our
code reveal a good scalability in both cases, CPU and GPU, to conclude that the
gap in performance still maintains after this optimization step.

Symmetry An expensive computing stage in Zernike formulas is a term involving
the distance from each pixel to the image center. An optimization performed in [9]
and also ported to the GPU by our implementation consists of calculating eight
coefficients at a time, all those that keep a symmetry within the image origin and
thus share this distance. [9] reported almost an 8x factor gain by using this strategy,
which is similar to the speed-up factor we achieved on the GPU using CUDA.

We now move to the computation of a whole set of orders and repetitions, the
scenario where recursive methods show its usefulness. Table 3 shows the execu-
tion times for a set of implementations performed on different CPUs using mostly
Microsoft Visual CCC 2005 and Windows XP, together with our results on GPUs
using CUDA. Note that these executions are performed on a 1024 �1024 image,
whereas the previous results were using 256 � 256 images to be able to compare
with existing implementations on each particular case.

On the CPU side, this time we show the best three recursive methods intro-
duced in Sect. 2.1. Due to the way the GPU processes data through rendering passes,
the direct method is faster than any other recursive method on the GPU. This also
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Table 3 Execution times (in ms) for computing Zernike moments on a 1024 � 1024 image. All
repetitions of a given order are calculated, with the required number of moments shown between
parenthesis on each row. The final column reflects the performance factor gained by the best GPU
platform computing direct methods versus the fastest CPU using recursive methods

Recursive methods Direct methods
on CPU platforms on a CPU on a GPU on a GPU
Mukundan Hwang Al-Rawi Core 2 GeForce Tesla

All moments,
m, for a
given order,
N (1995) (2006) (2008) Q9450 9800 GX2 C1060

Direct
vs.
recursive
speed-up

A4;� (3) 1391:00 258:00 62:50 2725:02 97:86 91:14 0.68�
A8;� (5) 3820:50 859:00 54:50 6725:49 110:63 97:83 0.55�
A12;� (7) 7703:00 1969:00 62:50 12563:06 130:50 104:90 0.59�
A16;� (9) 13187:50 3836:00 78:00 20410:76 147:59 113:70 0.68�
A20;� (11) 20109:50 6586:00 93:50 30612:76 169:58 125:64 0.74�
A24;� (13) 28719:00 10617:00 117:50 43354:13 195:34 140:60 0.83�
A28;� (15) 39078:00 15359:00 133:00 59023:90 224:69 155:85 0.85�
A32;� (17) 51039:00 22773:00 156:00 77622:09 258:76 173:55 0.89�
A36;� (19) 64945:50 30617:50 179:50 99562:33 294:06 193:94 0.92�
A40;� (21) 80625:00 40390:50 203:50 125124:62 333:62 217:58 0.93�
A44;� (23) 98570:50 52765:50 219:00 153914:94 376:97 240:18 0.91�
A48;� (25) 120899:00 67125:00 250:00 187060:00 425:84 266:99 0.93�

introduces the advantage of a much higher degree of parallelism when running on
multiprocessors, together with a promising scalability in future GPU generations.
Unfortunately, this decision assumes a much higher workload, which can be quan-
tified on the CPU side when moving from existing recursive implementations on
older platforms to our results collected by a direct method on a newer Intel Core 2
Quad (see the fourth and fifth columns in Table 3). Despite this much higher com-
putational workload, GPU execution times are similar to those obtained on CPUs,
and we expect GPUs to evolve in a more favorable way in the near future due to its
higher scalability, leading to a winner strategy for all studied cases.

5 Classification of Bone Tissue Using Zernike Moments

5.1 The Biomedical Problem

A wide variety of histologically stained images in cell biology require deep analysis
to characterize certain features for the tissue being analyzed. A good example is car-
tilage and bone regeneration, where a specific microenvironment has been reported
to induce the expression of skeletal matrix proteins, playing a regulatory role in the
initiation of cartilage differentiation and the induction of bone-forming cells from
pluripotent mesenchymal stem cells [2].

We have developed algorithms for tracking such biomedical evolution at im-
age level as a preliminary step for converting the complete analysis process to
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a semi-automatic task: the medical expert interacts with the computer to attain a
number of image descriptors and attributes that help to understand the biomedical
features and lead to an automatic classification of image tiles into bone or cartilage,
to later quantify the degree of bone regeneration depending on culture conditions.

The skeletal cartilage and bone regeneration image data set is obtained from im-
plants on seven month old male rats. After 17 days of culture, in-vivo stem cells are
implanted on animals into demineralized bone matrix or diffusion chambers. Four
weeks later, rats are sacrificed, six chambers excised and tissues analyzed biochem-
ically or processed for light microscopy after the appropriate fixation and sectioned
at 7
m thickness. From each chamber, approximately 500 slices of tissue sample are
obtained, each being a microscopic image composed of 2560 � 1920 pixels which is
then decomposed into 40 � 30 tiles of 64 � 64 pixels for its subsequent classification
into bone and cartilage classes.

The ultimate goal for computing Zernike moments within our biomedical appli-
cation is to use them as features for characterizing every image tile so that we can
perform an accurate image segmentation into bone and cartilage regions at tile level.

5.2 A Preliminary Selection of Zernike Moments

The orthogonality property of Zernike moments enables the separation of the in-
dividual contribution of each order moment, so after a preliminary inspection, the
candidate moments were limited as follows:

1. We handle information for low order moments only, more precisely up to or-
der N D 16, since higher moments were found to be increasingly costly and
irrelevant (those moments are traditionally useful within the scope of image re-
construction).

2. We ignore the imaginary part of all moments, using the real side only.

When these two restrictions meet, the set of Zernike moments considered for
each image tile shown in Figs. 2 and 3 are listed in Tables 4 and 5, respectively,
for all even orders and repetitions (odd orders are omitted due to space constraints).
These selected values are promising as long as we detect several properties charac-
terizing bone and cartilage by simple visual inspection. Just to mention a local and
a global indicator, we may point out the following ones:

1. The A0;0 moment (the upper coefficient in all tables) stays below the 100 value
in all bone samples, whereas it goes well above this mark in all cartilage samples.

2. The sum of moments with negative value is higher in cartilage samples (32, 32
and 33 negative values, for each of the three tiles) than in bone samples (28, 31
and 26 negative values, respectively). This indicator is also more stable when
applied to cartilage samples, with higher variance on bone counterparts. Finally,
note that cartilage tiles tend to look more homogeneous in color, and there is only
one bone tile with such property, which is precisely the one with a higher number
of negative moments (31).
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Table 4 Zernike moments (real components only, imaginary not shown) for even orders between
0 and 16 for our three samples of bone tissue. Different orders (p) listed on consecutive rows;
repetitions (q) spread over columns

Bone 1 q D 0 q D 2 q D 4 q D 6 q D 8 q D 10 q D 12 q D 14 q D 16

p D 0 75.19 – – – – – – – –
p D 2 35.55 �21.16 – – – – – – –
p D 4 4.78 �1.62 9.02 – – – – – –
p D 6 �20.23 9.17 �9.73 10.50 – – – – –
p D 8 �8.74 1.25 �5.12 �4.69 4.72 – – – –
p D 10 �1.40 �5.96 1.68 0.94 �10.36 14.06 – – –
p D 12 �12.15 �1.02 �6.61 �0.97 �2.38 �6.30 0.59 – –
p D 14 �17.02 4.49 �6.32 �3.58 �1.53 �0.05 �7.39 2.93 –
p D 16 �8.07 1.96 �0.15 �0.07 �4.48 0.47 �11.71 3.80 �4.74

Bone 2 q D 0 q D 2 q D 4 q D 6 q D 8 q D 10 q D 12 q D 14 q D 16

p D 0 44.80 – – – – – – – –
p D 2 0.11 0.64 – – – – – – –
p D 4 �0.54 0.00 �0.01 – – – – – –
p D 6 �1.54 �0.86 �0.13 �0.05 – – – – –
p D 8 �3.04 0.21 �0.44 0.43 �1.41 – – – –
p D 10 �3.44 0.32 �2.35 0.09 �0.62 1.67 – – –
p D 12 �4.42 0.17 �1.10 �0.38 �1.33 �0.05 �4.64 – –
p D 14 �3.61 �0.22 �1.01 �0.45 �1.23 �0.64 �3.24 0.00 –
p D 16 �5.03 �0.54 �0.78 0.56 �0.25 �0.82 �2.42 0.13 �2.21

Bone 3 q D 0 q D 2 q D 4 q D 6 q D 8 q D 10 q D 12 q D 14 q D 16

p D 0 56.52 – – – – – – – –
p D 2 �4.86 6.57 – – – – – – –
p D 4 �9.17 1.01 �5.98 – – – – – –
p D 6 6.09 �8.85 5.39 �4.22 – – – – –
p D 8 �7.18 5.91 �9.02 3.15 1.68 – – – –
p D 10 �4.29 �0.18 3.55 �1.11 �0.94 2.43 – – –
p D 12 �0.38 �4.14 1.19 �2.65 0.78 �1.18 �5.97 – –
p D 14 �7.61 3.96 �4.69 5.80 �4.08 1.35 �2.36 �3.94 –
p D 16 0.01 �2.99 1.55 �5.22 �0.50 0.43 �4.58 0.66 �2.03

5.3 Searching for the Optimal Vector of Features

Once the number of candidate moments was restricted, the final selection of features
for the vector used as input to the classifier was driven by maximization accuracy
when testing several combinations of Zernike moments under different classifiers.
Our goal here is to determine those Zernike moments which are more discriminant
during the classification process.
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Table 5 Zernike moments (real components only, imaginary not shown) for even orders between
0 and 16 for our three samples of cartilage tissue. Different orders (p) listed on consecutive rows;
repetitions (q) spread over columns

Cartilage 1 q D 0 q D 2 q D 4 q D 6 q D 8 q D 10 q D 12 q D 14 q D 16

p D 0 140.97 – – – – – – –
p D 2 �4.42 3.35 – – – – – –
p D 4 �1.96 �2.76 �4.18 – – – – –
p D 6 �1.94 �1.67 1.87 �1.02 – – – –
p D 8 �13.20 1.00 �4.41 1.61 �5.13 – – –
p D 10 �8.24 0.80 �4.70 �0.38 0.80 �1.51 – –
p D 12 �12.35 �0.04 �1.28 0.30 �3.76 0.05 �11.32 – –
p D 14 �13.94 2.08 �4.46 0.41 �6.25 3.00 �9.38 �1.17 –
p D 16 �9.71 �3.43 �1.83 �0.27 �3.85 �3.32 �10.91 2.30 �5.91

Cartilage 2 q D 0 q D 2 q D 4 q D 6 q D 8 q D 10 q D 12 q D 14 q D 16

p D 0 186.90 – – – – – – – –
p D 2 �1.27 0.63 – – – – – – –
p D 4 �15.64 0.38 �3.43 – – – – – –
p D 6 �3.81 2.22 �0.61 0.33 – – – – –
p D 8 �12.18 �3.87 �4.89 2.85 3.25 – – – –
p D 10 �6.79 1.71 �6.81 �2.85 �2.35 2.29 – – –
p D 12 �21.91 �0.94 �2.00 �0.41 �10.18 �1.25 �10.81 – –
p D 14 �10.65 0.94 �5.03 1.34 �0.38 0.34 �18.35 0.95 –
p D 16 �18.50 �2.19 �1.15 �3.09 �2.99 �1.54 �13.35 �4.32 �6.40

Cartilage 3 q D 0 q D 2 q D 4 q D 6 q D 8 q D 10 q D 12 q D 14 q D 16

p D 0 168.50 – – – – – – – –
p D 2 3.79 �5.94 – – – – – – –
p D 4 �15.14 8.63 �6.22 – – – – – –
p D 6 �6.41 0.08 �2.63 �1.15 – – – – –
p D 8 �7.79 �2.71 �2.11 1.47 �3.80 – – – –
p D 10 �9.36 �2.80 �2.20 0.05 �4.40 �0.53 – – –
p D 12 �8.85 �0.78 �1.07 �1.85 �1.38 0.81 �14.14 – –
p D 14 �18.36 2.56 �5.27 0.88 �3.85 0.13 �12.01 �0.77 –
p D 16 �16.30 3.35 �3.40 �0.44 �3.67 �0.57 �12.97 0.80 �8.90

5.3.1 Candidate Vectors

After an extensive analysis on a broad set of images and tile samples, we realize that
the first and last repetition of each order were capturing most of the relevant informa-
tion (note that those are the moments placed on the first column and main diagonal
for the matrices shown in Tables 4 and 5). This observation was then validated using
mathematical methods coming from the theory of eigenvalues and Principal Com-
ponent Analysis (PCA) [12].

The result of this analysis phase was the selection of the 19 potential vectors
shown in Table 7 (the particular set of Apq moments selected for each test run is
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indicated using the  symbol, showing candidate moments on rows and potential
vectors on columns). Note that the moments for the last repetition of each order are
listed first, followed by the first repetitions, and ending with those three moments
which we found to be more relevant from all remaining ones.

5.3.2 Classifiers Used

For the classification process of our candidate vectors, we have used the following
three classifiers:

1. Linear discriminant analysis [5]. This is a feature extraction method which
can automatically extract a low-dimensional feature representation where data
can be easily separated according to their class labels [13]. The algorithm as-
sumes that sample vectors of each of the C classes are generated from underlying
multivariate Normal distributions of common covariance matrix but different
means. In our work, we use the extension proposed by Rao [19] to find the
(C-1)-dimensional subspace which minimizes the Bayes error. Since we have
two classes (bone and cartilage), our subspace is one-dimensional.

2. K-means [11]. This is an unsupervised clustering method where an iterative pro-
cess aims at minimizing a cost function which measures the distance from the
vector of features representing the tile to be classified to the center of each of the
C candidate classes. After an estimation for the initial center of each class, tiles
are assigned to classes having the closest center and new centers are recomputed.
This process is repeated until the cost function converges to a local minimum. As
it is a heuristic algorithm, there is no guarantee that it will converge to the global
optimum, and the result may depend on the initial guess for the centers.

3. K nearest neighbors (KNN) [6]. This is a supervised clustering method which
estimates the probability for the tile to belong to a class using the information
provided by the training sets. For each tile, the distance between the vector for
the tile to classify and each stored sample is calculated, and the K closest samples
are selected. The tile is then assigned to the class which contains more elements
in those selected samples. Throughout our analysis, we have used three values
for K: 5, 10 and 20. A higher K increases the computational cost, but also the
probability for a correct classification when all features have the same relevance
in the classification process.

5.3.3 Training Samples and Input Tiles

Our benchmark for testing the classification accuracy consisted of four biomedical
tissue images consecutively extracted from a 3D volume and stained with picrosir-
ius (see Fig. 5). Overall, we selected 130 tiles for each type of tissue (either bone or
cartilage), 30 or them for training our classifiers and the remaining 100 for subse-
quently running the classification tests.
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Fig. 5 Four biomedical tissue images consecutively extracted from a 3D volume and stained with
picrosirius were involved in our training and classification phases. We illustrate here (a) the original
images, (b) the bone and cartilage regions (lower strip and central area, respectively), and (c) the
training samples (darker tiles) and the tiles used during the classification process. Overall, there are
130 samples for each type of tissue, 30 of them used for training our classifiers and the remaining
100 used for running the classification tests. The image size is 2560 � 1920 pixels, whereas the tile
size is 64 � 64 pixels (most of the tiles containing only white background are not shown)

5.3.4 Classification Results

Once the classifiers were trained, we feed them with 200 tiles, 100 of each tissue
class, to determine the accuracy of the classification process for each candidate vec-
tor of features composed solely of Zernike moments. The selection of moments
characterizing each potential vector (or test run) is shown as columns in Table 7,
whereas Table 6 lists those vectors on rows to assess the accuracy achieved by each
classifier as a percentage of correct class assignment for each of the input tiles.

From these results, we can extract the following conclusions as far as the behavior
of Zernike moments is concerned:

1. The A0;0 moment is a crucial feature for the success of the classification, since
all of the thirteen tests which use it do not miss any single correct assignment.
On the other hand, any of the remaining six tests which do not use it are able to
reach 100%.

2. The size for the vector of features becomes almost irrelevant for succeeding, as
few moments may retain core information, while many other moments may be
more correlated.

3. Zernike moments for the last repetition of each order retain a similar amount of
information than the set of moments corresponding to the first repetition (in both
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Table 6 Accuracy for the classification process of our set of potential vectors of fea-
tures (listed in rows as test runs) when being used under different clustering methods
(listed in columns). After a training phase, 100 samples of each class were fed to the
classifiers, for a total of 200 input tiles to be tagged either as bone or cartilage

Test K-means LDA KNN classifier (depending on K neighbours)
run classifier classifier K D 5 K D 10 K D 20
(#) Bone Cartilage Bone Cartilage Bone Cartilage Bone Cartilage Bone Cartilage

1 100 100 100 100 100 100 100 100 100 100
2 100 100 100 100 100 100 100 100 100 100
3 93 99 49 48 70 29 81 17 90 3
4 100 100 100 100 100 100 100 100 100 100
5 100 100 100 100 100 100 100 100 100 100
6 64 47 39 57 64 38 80 21 88 27
7 100 100 100 100 100 100 100 100 100 100
8 100 100 100 100 100 100 100 100 100 100
9 100 100 100 100 100 100 100 100 100 100
10 100 100 100 100 100 100 100 100 100 100
11 100 100 100 100 100 100 100 100 100 100
12 100 100 100 100 100 100 100 100 100 100
13 95 96 95 96 95 97 95 97 96 97
14 100 100 100 100 100 100 100 100 100 100
15 100 100 100 100 100 100 100 100 100 100
16 87 51 24 92 73 71 83 57 65 79
17 100 100 100 100 100 100 100 100 100 100
18 100 100 100 100 100 100 100 100 100 100
19 100 100 100 100 100 100 100 100 100 100

cases, five out of the fifteen test runs which only use those set of moments scored
100% for all classifiers).

4. Under that restricted number of low order moments, the lowest Zernike mo-
ments do not retain more information than highest ones. Apart from the A0;0

element, all remaining moments appear to contribute similarly to the classifica-
tion success.

A couple of final observations refer to the behavior of the classifiers: K-means
exhibits better results than LDA and KNN, and KNN becomes quite unstable when
increasing K from 5 to 10 and 20 (as it favors accuracy on bone samples but worsen
results on cartilage ones).

5.3.5 The Rank of Favorite Zernike Moments

At this point of our experimental study, there is a clear winner as the best Zernike
moment for classifying tiles in our biomedical application: A0;0. However, its pri-
macy has somehow shadowed all remaining moments. In order to shed some light on
them, we have conducted an additional experiment to apply the K-means classifier
to a vector of features composed of a single Zernike moment. The classification
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Table 7 Our selection of Apq Zernike moments (listed as rows) for each test run or potential
vector of features used for classification purposes (listed as columns). The penultimate column
indicates as “Avg.” the mean percentage of classification success achieved when using the set of
classifiers summarized in Table 6, and as “Appear.”, the number of tests in which each particular
moment was involved. Finally, the last column shows as “Alone” the percentage of classification
success obtained when a particular moment is used as a single feature on a K-means classifier, and
as “Rank”, the position occupied by that moment on a ranking built when sorting all candidate
moments from highest to lowest successful percentage

p q 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 Avg. (Appear.) Alone – Rank

0 0 � � - � � - � � � � � � - � � - � � � 100% (15) 100% – #01
1 1 � - � � - � � � - - - � - � - � - - - 86.51% (9) 51.5% – #30

2 2 - - - � � - � - � - - � - � - � - - - 95.46% (7) 52.5% – #28
3 3 - - - � - � � - - - - � - � - � - - - 86.78% (6) 58.5% – #18
4 4 - - - � � - - � - � � - - - - - - - - 100% (5) 68.5% – #12
5 5 - - - � - � - � - - - - - - - - - - - 84.17% (3) 51.0% – #32
6 6 - - - � � - � - � - - � - - - - - - - 100% (5) 53.5% – #24
7 7 - - - � - � � - - - - � - - - - - - - 88.12% (4) 59.5% – #16
8 8 - - - � � - - � - � - - - - - - - - - 100% (4) 65.0% – #13
9 9 - - - � - � - � - - - - - - - - - - - 84.17% (3) 59.5% – #16
10 10 - - - � � - � - � - - - � - - - - - - 99.18% (5) 60.5% – #14
11 11 - - - � - � � - - - � - � - - - - - - 89.68% (5) 52.5% – #28
12 12 - - - � � - - � - � - - - - - - - - - 100% (4) 93.5% – #04
13 13 - - - � - � - � - - - - - - - - - - - 84.17% (3) 55.0% – #23
14 14 - - - � � - � - � - - - � - - - - - - 91.58% (5) 51.5% – #30
15 15 - - - � - � � - - - - - � - - - - - - 87.10% (4) 56.0% – #22
16 16 - - - � � - - � - � - - - - - - - - - 100% (4) 86.5% – #07

2 0 � � - - - - - � - � - - - - - - - - - 100% (4) 57.0% – #20
3 1 � - � - - - - � - - - - - - - - - - - 85.97% (3) 53.5% – #24
4 0 � � - - - - � - � - - � - � - � - - - 95.46% (7) 73.0% – #11
5 1 � - � - - - � - - - - � - - - - - - - 89.47% (4) 50.0% – #33
6 0 � � - - - - - � - � - - - - - - - - - 100% (4) 78.0% – #09
7 1 � - � - - - - � - - - - - - - - - - - 85.97% (3) 53.5% – #24
8 0 � � - - - - � - � - - � - - - - - - - 100% (5) 86.0% – #08
9 1 � - � - - - � - - - - � - - - - - - - 89.47% (4) 53.0% – #27
10 0 � � - - - - - � - � - - - - - - - - - 100% (4) 87.5% – #06
11 1 � - � - - - - � - - - - - - - - - - - 85.97% (3) 56.5% – #21
12 0 � � - - - - � - � - � - � - - - - - - 97.75% (6) 88.0% – #05
13 1 � - � - - - � - - - - - � - - - - - - 88.45% (4) 50.0% – #33
14 0 � � - - - - - � - � - - - - - - - - - 100% (4) 94.5% – #02
15 1 � - � - - - - � - - - - - - - - - - - 85.97% (3) 58.0% – #19
16 0 � � - - - - � - � - � - � - - - - - - 97.75% (6) 94.5% – #02

7 3 - - - - - - - - - - - - - - - - - � � 100% (2) 50.0% – #33
10 2 - - - - - - - - - - � - - - - - � � � 100% (4) 60.0% – #15
12 4 - - - - - - - - - - - - - - - - � � - 100% (2) 76.0% – #10
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accuracy obtained on each case completes its corresponding row in Table 7 (see last
column), where we have also ranked them from highest to lowest accuracy.

These results confirm the first two conclusions drawn within the last section, and
allows us to nuance the last two as well:

1. Six of the top ten moments in the rank belong to the first repetition for each
moment order, which becomes more meaningful than the last repetition, where
only two moments are located within the top ten.

2. Zernike moments of higher orders are more discriminant than lower ones, since
all nine of the top ten moments that follow A0;0 in the rank are or sixth order
or higher. Also, all those moments belong to even orders and repetitions, and
subsequently, moments of an odd order may be discarded without affecting the
classification accuracy. That was the ultimate reason for limiting that way the set
of values shown in Tables 4 and 5.

6 Summary and Conclusions

In this work, we analyze the expressiveness of Zernike moments as image descrip-
tors within a biomedical imaging application for quantifying the degree of bone
tissue regeneration from stem cells, and introduce a novel approach to the high-
performance computation of Zernike moments on graphics processors (GPUs). The
proposed method is compared against three of the fastest implementations per-
formed on CPUs over the last decade using recursive methods and the fastest direct
method computed on a Pentium 4, with factor gains up to 125� on a 256 � 256 im-
age when computing a single moment on a GPU, and up to 700� on a 1024 � 1024
image when computing all repetitions for a given order using direct methods. This
is extraordinarily valuable in computational domains like real-time imaging or mi-
croscopic and biomedical imaging where large-scale images predominate. We also
find that recursive methods become more effective on CPUs when a large amount of
repetitions within an order or a wide list of consecutive orders need to be computed.

Despite of the workload burden, direct methods on the GPU are rewarded with a
higher scalability to become a solid alternative for computing Zernike moments in
the years to come. They are also more attractive in real-time or high-resolution imag-
ing versus recursive methods due to its inherent capability to limit the computation
to a small number of selected moments which may retain the bulk of the information
required for the successful classification of small tiles into image regions.

In this respect, we have identified those Zernike moments which are more rele-
vant for image segmentation into bone and cartilage regions within the context of
our biomedical application. Our findings can be summarized as follows:

1. The real component is more meaningful than the imaginary side, which can be
discarded.

2. Moments of even orders retain most of the information, so all odd orders may be
discarded as well.
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3. The first and the last repetitions are the most important features within a given
order, with the former being slightly more relevant.

4. The moment of order 0 encapsulates most of the information. Therefore, when
dealing with high resolution images and/or real-time constraints, our vector of
features may be reduced to this single feature without suffering a significant re-
duction in the segmentation accuracy.

GPUs are evolving towards general-purpose architectures [7], where we envision
image processing as one of the most exciting fields able to benefit from its im-
pressive computational power. This work demonstrates that Zernike moments are a
valid alternative for integrating the vector of features required to classify image tiles
into regions characterizing bone and cartilage tissue, and distinguishes those rele-
vant orders and repetitions for a reliable segmentation in computer-aided biomedical
analysis.
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R. Prevete, M. Santoro, and S. Squarcia

Abstract The work described in this document is part of a major work aiming at a
complete pipeline for the extraction of clinical parameters from MR images of the
brain, for the diagnosis of neuro-degenerative diseases. A key step in this pipeline
is the identification of a box containing the hippocampus and surrounding medial
temporal lobe regions from T1-weighted magnetic resonance images, with no in-
teractive input from the user. To this end we introduced in the existing pipeline
a module for the segmentation of brain tissues based on a constrained Gaussians
mixture model (CGMM), and a novel method for generating templates of the hip-
pocampus. The templates are then combined in order to obtain only one template
mask. This template mask is used, with a mask of the grey matter of the brain, for
determining the hippocampus. The results have been visually evaluated by a small
set of experts, and have been judged as satisfactory. A complete and exhaustive
evaluation of the whole system is being planned.
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1 Introduction

The hippocampus is a structure of the Medial Temporal Lobe (MTL) that plays an
essential role in the learning and memory capabilities of the brain. It is involved
in Alzheimer’s disease (AD) and other neurodegenerative diseases (see [7, 12, 17,
22]). For this reason the hippocampus is targeted in the analysis of neuro-images. In
particular, the analysis of the shape of the hippocampus is a well accepted indicator
in the diagnosis of the Alzheimer’s disease, and the analysis of its changes over
time can be useful for controlling the evolution of the disease. The problem to find
relations between the hippocampus and clinical variables has been studied for some
time already: [1, 2, 5, 11, 20].

A step preliminary to the analysis of the shape of the hippocampus is the seg-
mentation of the hippocampus in MRIs, that in the last years has been tackled by
many researchers following different approaches. Among the various works more
interesting to the realisation of an automated system are two classes of methods:
semi-automated and fully automated methods.

An interesting example of semi-automated method is described in [15]: a pipeline
that combines the use of low-level image processing techniques such as thresholding
and hole-filling with the technique of the geometric deformable models [13, 16].
This process is regarded as semi-automated since the starting step is the labelling of
some points on the hippocampal contour by the user; this is necessary to constrain
the segmentation process to avoid the inclusion of some other grey matter structures,
as the amigdala, in the hippocampal region. This kind of intervention by an expert
is also present in [18].

A fully automated approach to the hippocampus segmentation based on the a
priori anatomical knowledge of the hippocampus is described in [6]. The a priori
knowledge is modelled by statistical information on the shape [14, 18] and by the
deformation on a single atlas [8].

The approaches just mentioned are too sensible to the initialisation step, in the
first case (i.e. the semi-automated methods), the labelling of the deformation con-
straints (landmarks) by the user is not exhaustive to describe the morphological
variability of the hippocampal shape and is sensible to the specific MRI modality.

In the case of the fully automated method, the use of a single atlas to obtain the
a priori knowledge not take in account the anatomical variability between various
degrees of the atrophy of the hippocampus.

The work presented in this document is part of a pipeline, see [3, 4], the goal
of which is the extraction of clinical variables from the hippocampus automatically
segmented in MR images. What is presented in this document is a method for the
segmentation of the brain tissues based on a constrained Gaussians mixture model,
and a method for the generation of templates of the hippocampus that is novel re-
spect to what was done in the pipeline presented in previous papers [3, 4].

In the remainder of this document first we will review the system implemented
(Sect. 2); Sect. 3 is dedicated to the brain tissues segmentation module based on a
constrained Gaussian mixture model; then we will give details of the novel proce-
dure for generating the hippocampus templates (Sect. 4), and finally we will show
some results; the last section is left to some final remarks.
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2 The Pipeline

In this section we briefly review how the pipeline implemented works. Further
details can be found in [3, 4].

The pipeline consists of three main modules. The first one extracts from the MR
two boxes containing the left and the right hippocampus plus a portion of the adja-
cent tissues and cavities. The second module, still under development, performs the
automatic segmentation of the hippocampus, using a set of template masks manually
segmented by expert radiologists. The last one, that is being studied, is dedicated to
the computation of clinical variables that are related to the atrophic state of the
hippocampus.

The pipeline accepts MR images and extracts two hippocampal boxes (HB) con-
taining respectively the left and the right hippocampus, plus a portion of the adjacent
tissues and cavities. This is achieved by a rigid registration between the input MR
and a set of template boxes previously determined. These template boxes result from
a rather long and computational intensive extraction procedure, described hereafter.

The templates extraction basically relies on the fact that the grey level contrast
displayed by the complex hippocampal formation plus contiguous ventricles and
adjacent structures is so characteristic as to be unique all over the brain. No other
structure exists in the brain mimicking the same grey level distribution. Therefore,
a procedure can be prepared which, on the basis of some suitably chosen examples,
is able to identify the hippocampal region unambiguously.

2.1 Images Dataset

The data-set of structural scans consists of 
100 T1–TFE volumetric MR images,
made available by the National Institute of Cancer (IST), Genoa, Italy, (1:5 T
Gyroscan system, Philips Medical System) from a population of elderly people
whose age, sex, neuropsychological evaluation and clinical evaluation (Normal,
Mild Cognitive Impairment or MCI and AD) is known (ages between 56 and 86

years, 35% males, 65% females, clinical conditions ranging from good health state
to dementia of AD type. The diagnosis of MCI or AD was made according to the
Petersen’s and the NINCDS–ADRDA criteria respectively and the images were ac-
quired with isotropic voxels of 1 mm side. Neuroanatomical considerations, verified
by the inspection of some images of the data-set, permit to decide the size of a Hip-
pocampal Box (HB) as a 30 � 70 � 30 mm3 parallelepiped-shaped box (sizes of
right-to-left, posterior-to-anterior and inferior-to-superior directions respectively).
The hippocampal formation and a fraction of the adjacent structures can be easily
contained in a HB of that size, provided the original MR image is given the cor-
rect orientation by rotating it mainly on the sagittal plane. The extraction of the 200

HBs (100 right and 100 left HBs) from the set of the 100 available MR images
was performed by applying a procedure which requires minimal interactive inter-
vention. As an example, let us briefly illustrate the process for the extraction of the
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Fig. 1 (a) Axial, (b) sagittal, and (c) coronal views of an image after alignment with the ICBM152
template. On the three slices an outline of the right hippocampal box is also shown

right HBs, the procedure for the extraction of the left ones being the same. Firstly,
the images are spatially normalised to stereotactic space (ICBM152, see Fig. 1) via
a 12-parameters affine transformation [9] which normalises the images so that the
hippocampi all share a similar position and orientation.

2.2 Extraction of the Hippocampal Boxes

The extraction procedure is based on the registration of the first, manually defined
HB (denoted in the following as the fixed image) on the 100 images (the moving im-
ages) via a 6-parameters rigid transform. The registration procedure is based on the
definition of a distance between two HBs. The distance provides a measure of how
well the fixed image is matched by the transformed moving image. This measure
forms the quantitative criterion to be optimised over the search space defined by the
parameters of the transform. In our procedure we adopted a definition of distance
given in terms of the normalised correlation coefficient C . Assigned the HBs A and
B , each one consisting of N voxels (N D 63;000 in our case), the corresponding C
is given by

CA;B D
PN

˛D1

�
A˛ � A

� �
B˛ � B

�
qPN

˛D1

�
A˛ � A

�2qPN
˛D1

�
B˛ � B

�2 (1)

where A˛ and B˛, of HBs A and B are voxel intensities and the average intensity I

is given by

I D 1

N

NX
˛D1

I˛ (2)

where I D A,B .
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From this quantification of similarity, one derives the following definition of dis-
tance between A and B

dA;B D 1 � CA;B (3)

which will be used in the following. This distance is insensitive to multiplicative
factors between the two images and produces a cost function with sharp peaks and
well defined minima. On the other hand, it has a relatively small capture radius. This
last feature, however, is not a severe limitation in our case because all the images
are aligned in the same stereotactic space and the hippocampal formations span a
relatively small parameter space.

The success of the registration of each moving image to the fixed image is
quantified by the minimum reached in distance values. With a moderate compu-
tational effort, one could extract all the 100 remaining right HBs by using the first
manually defined HB alone, but the quality of the results is not homogeneously
good. In fact the fixed image is successful in extracting the HBs which are not too
dissimilar from it. However, due to the ample morphological variability contained in
the population of MR images, some HBs exist which are unsatisfactorily extracted
or not found at all. Therefore, a more exhaustive approach is required.

The population of the remaining 99 MR images is registered to the fixed image.
Thus, for each given image j (2 � j � 99) this operation produces the value of
the score d1;j , stored in the first row of an upper triangular matrices. We remark
that no actual HB extraction is performed at this stage. On the basis of the presently
available score list (the first row of matrix d), the second box is extracted from
MR.j �/ where j � is the index of the minimum (non zero) value of ı1;j . Once the
second HB is available, the remaining 98 moving images are registered on this new
fixed image, and a new set of scores are obtained and stored in the second row of the
matrix. The second extracted HB is selected from MR.k�/ where now k� is given
by the index of the minimum (non zero) value of d1;j and d2;j , not taking into
account the scores of the already extracted HBs. The procedure for the progressive
extraction of all HBs follows this scheme and the extension to an increasing number
of HB examples is obvious.

The illustrated procedure is able to detect hippocampi at any atrophy stage and
to extract the corresponding HBs. Except for the extraction of the first HB, the
whole process runs automatically, without requiring any manual intervention, and
no appreciable drift affecting hippocampus orientation or positioning in the HB is
noticeable during the extraction process. Visual assessment by an expert reader of
the whole set of 100 exhaustive extracted HBs shows that the level of spatial regis-
tration of similar anatomical structures is very high. Such stability is not surprising
if one considers the way the whole procedure works. At the beginning, the early ex-
tractions exhaust the set of the HBs which are very similar to the manually defined
HB. Then, the procedure starts extracting HBs which are progressively different
from the first ones, but diversity creeps into the growing HB database very slowly
thanks to the relevant size of the population of the available MR images. Thus the
orientation and position of the essential geometrical features of the hippocampal
formation are preserved during the whole process of HB extraction.
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2.3 Selection of Templates

As far as computational costs are concerned, this procedure is rather demanding and
it is unreasonable to run it over again for extracting the two HBs of any new MR
image. Instead of proposing scenarios of n HBs hunting for the nC1th HB, we show
that the same hunt can be successfully performed by a decidedly smaller number of
properly chosen HBs, in the following named HB Templates (HBTs). The HBTs are
selected among all HBs as representative cases of the wide morphological variability
of the MTL in a large population of elderly people. This idea is consistent with the
fact that in the research field on atrophy progression affecting the medial temporal
lobe usually only five scores are considered on the basis of visual MRI inspection:
absent, minimal, mild, moderate and severe.

The basic idea of the HBTs selection process is to create groups of HBs, or clus-
ters. To classify the n HBs in homogeneous clusters we used hierarchical clustering.
The centroid for each cluster is then used as representative (template). To determine
the optimal number of templates we increased the number of clusters k, starting
from k D 3 to k D 20. We then evaluated the performance of the different sets of
HBTs in extracting all the n D 100 right HBs. The test consisted in extracting all n

HBs from all MR images given the set of k HBTs. Each MR image was registered
to all the k HBTs and actual HB extraction was performed on the basis of the best
score obtained (among the k available scores). The test was repeated for k D 3=20.
The procedure generated eighteen sets of n HBs (for each k D 3=10) to be com-
pared to the original set extracted with the exhaustive procedure. To quantify the
capability of the HBT sets in extracting the n HBs, we calculated the average dis-
tance between the newly extracted elements and the original ones. As the average
distance decreases as the number of templates gets larger and larger, we chose the
minimum number of templates whose extraction performance (average distance) is
less than a given threshold.

With these templates we find the right and left hippocampal formations in any
new MR image, using statistical indicators to assess the precision on this volume
extraction. MR images ranging from normality to extreme atrophy can be success-
fully processed. We plan to obtain a set of clinical parameters useful for monitoring
the progress of the disease from the analysis of the hippocampal formations.

A different analysis performed directly on the hippocampal boxes can allow the
diagnosis of the disease. The boxes are analysed both with linear and non linear
methods such as Voxel Based Morphometry and neural networks classifiers. The
computed features are chosen to maximise the area under the ROC curve between
Normal and AD cohorts. The same features are then used to classify MCI patients
into likely AD converters and non-converters. The procedure predictions are sub-
sequently verified by clinical follow-ups data, and the sensitivity/specificity against
early detection of AD is computed.
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3 Constrained Gaussian Mixture Model Segmentation
of the Brain

The constrained Gaussian mixture model (CGMM henceforth) is a procedure for
the segmentation of the tissues of the brain based on a constrained Gaussian mixture
modelling of the voxel’s intensity distribution constrained by the spatial distribution
of the tissues. In particular, the voxels distribution can be modelled as

f .vt j�/ D
nX

iD1

˛i fi .vt j�i ; ˙i / (4)

where vt is the space-intensity feature vector associated to the t-th voxel, n is the
number of Gaussians components of the mixture, �i , ˙i e ˛i are, respectively,
mean, covariance matrix and mixture coefficient of the i-th Gaussian fi . Further
technical details can be found in [10].

To adapt the CGMM framework to our case where we need to segment grey
matter in the hippocampal box the following parameters must be set:

� Number of tissues in which we want to segment the MRI box, in our case we
are interested to cerebrospinalfluid (CSF), grey matter (GM) and white matter
(WM).

� Number of Gaussians used for modelling the distribution of the intensity feature.
� Number of clusters associated to each Gaussian.
� Number of Gaussians which model each tissue.

In order to find the best values for this parameters it has been adopted a strat-
egy based on the analysis of boxes histogram. Let us observe the four histograms
shown in Fig. 2: they do show a similar grey levels distribution for the four HBs.
This suggests that it can be suitable to use a number of Gaussians equal to the
number of clusters. A discussion on the experimental choice of the best values is
postponed to Sect. 5.

4 Hippocampal Mask Template Generation

Since there is no statistical atlas of the hippocampus, a set of template masks, i.e.
HBs where the hippocampus has been manually segmented, can be used for the
segmentation. What we present here is a method for combining the set of template
masks in order to obtain only one template mask. The template mask thus found is
then used together with a mask of the grey-matter for determining the hippocampus
in the input hippocampal box. The grey-matter mask is obtained by a three class
classifier (white matter, grey matter). Our pipeline includes different classifiers for
performing this task.

More precisely our problem is to create only one hippocampal mask template
from a set M D fM1; M2; : : : ; Mng of n manually segmented raw hippocampal
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Fig. 2 (a–d): Grey level histograms of four different Hippocampal Boxes

boxes (RHB) [3], and use this derived mask for the hippocampus segmentation from
the current hippocampal box H0.

The first step is to warp all the Mi s onto H0 (using the Thirion’s Demons registra-
tion algorithm [19]). This produces a set of n morphed RHB M 0fM 0

1; M 0
2; : : : ; M 0

ng
and a set of n vectorial fields which can measure the magnitude of the deforma-
tion. At this point we want to generate the template representative of the set M 0.
To achieve this we adopted the STAPLE algorithm.

4.1 STAPLE

STAPLE (Simultaneous Truth and Performance Level Estimation) [21] is an algo-
rithm for the simultaneous ground truth and level performance of various classifiers.
A probabilistic estimation of the ground truth is produced with an optimal combi-
nation of all classifiers weighting any classifier with his performance level. The
algorithm is formulated as an instance of Expectation Maximisation (EM) where:

� The segmentation of any classifier for all voxels is an observable.
� The “true” segmentation is an hidden binary variable for all voxels.
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� The performance level is represented by the sensitivity and specificity
parameters:

– sensitivity p: true positives rate.
– specificity q: true negatives rate.

4.1.1 The Algorithm

Let us consider a volume of N voxel and a set of R binary segmentations of this
volume, let us assume that:

� p D .p1; p2; : : : ; pR/T is a column vector R elements, where each element is
the sensitivity of the corresponding classifier.

� q D .q1; q2; : : : ; qR/T is a column vector R elements, where each element is the
specificity of the corresponding classifier.

� D is a matrix N � R of the classifiers decisions for any of N voxel of the R

segmentations.
� T is a vector of N elements which represent the hidden true segmentation.

Now, we can consider:

� .D; T /: the complete data.
� f .D; T j p; q/: the probability function of the complete data.

We want to determine the pairs .p; q/ maximising the logarithm of the likelihood of
the complete data:

. Op; Oq/ D arg max
p;q

ln f .D; T j p; q/ (5)

Now let be:

� �j D .pj ; qj /T 8j 2 1 : : : R: the performance parameters of the classifier j .
� � D Œ�1�2 : : : �R	: the complete set of performance parameters.
� f .D; T j �/ W the probability function of the vector of the complete data.

Then,
ln Lcf�g D ln f .D; T j �/ (6)

the EM algorithm can solve this problem:

ln Lf�g D ln f .D j �/ (7)

This is solved iterating the following EM steps:

E-step: estimation of Q.� j � .k// D P
T ln f .D; T j �/f .T j D; �k/.

A compact expression for this step is:

W
.k/

i � f
�
Ti D 1 j Di ; p.k�1/; q.k�1/

�
D a

.k�1/
i

a
.k�1/
i C b

.k�1/
i

(8)
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where W
.k/

i indicate the probability of the voxel i , on the true segmentation, be

labelled as 1. a
.k�1/
i and b

.k�1/
i are defined as follow:

a
.k�1/
i � f .Ti D 1/

Y
j

f
�
Dij j Ti D 1; p

.k�1/
j ; q

.k�1/
j

�

D f .Ti D 1/
Y

j WDij D1

p
.k�1/
j

Y
j WDij D0

�
1 � p

.k�1/
j

�

and

b
.k�1/
i � f .Ti D 0/

Y
j

f
�
Dij j Ti D 0; p

.k�1/
j ; q

.k�1/
j

�

D f .Ti D 0/
Y

j WDij D0

q
.k�1/
j

Y
j WDij D1

�
1 � q

.k�1/
j

�

where j W Dij D 1 is the set of indexes for which the decision of classifier j for the
voxel i is 1; f .Ti D 1/ and f .Ti D 0/ are the a priori probabilities of Ti D 1 and
Ti D 0 respectively; f .Dij j Ti D 1; p

.k�1/
j ; q

.k�1/
j / represents the conditional

probability of the j th labeling for the voxel i given the parameters and the true
segmentation label equal to 1.

M-step: maximisation of Q.� j � .k// on the space of the parameters � , i.e., � .kC1/

such that:
Q.� .kC1/ j � .k// � Q.� j � .k// 8�

Using W
.k�1/

i estimated in the E-step, is possible to find the optimal parameters by
this formulae:

p
.k/
j D

P
i WDij D1 W

.k�1/
iP

i W
.k�1/

i

q
.k/
j D

P
i WDij D0

�
1 � W

.k�1/
i

�

P
i

�
1 � W

.k�1/
i

� (9)

4.2 Our Strategy

4.2.1 Initialisation Strategy

A blind use of the above procedure for determining a single template mask can lead
to errors. This is because each one of the original template masks Mi is representa-
tive of a class of hippocampus, therefore using all of them on each input H0 is not
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Fig. 3 Deformation matrix. The vector magnitude increases from dark to light

correct. We solve this problem taking into account the different degree of deforma-
tion of each Mi on H0 to weight the contribution of each template mask Mi .

The registration step produces a deformation matrix which can be viewed as
composed by deformation vectors (see Fig. 3).

According to the deformation matrix of an HB template we can measure its sim-
ilarity to the hippocampal box H0. For this purpose, we use the average modulus of
the vector field and these values, are translated in specificity and sensitivity values
(p0

i ,qi ) using the following rules:

� To the HB template with lower average modulus (minHB) will be assigned the
following values: p0

best D q0
best D 0:99.

� To the HB template with higher average modulus (maxHB) will be assigned the
following values: p0

worst D q0
worst D 0:01.

� To the remaining HB template will be assigned the values according to the fol-
lowing formula : 8i ¤ best; i ¤ worst; i D 1; : : : ; classifiers

p0
i D q0

i D 0:99 � HBi � minHB

maxHB � minHB
: (10)

In Table 1 we show the pairs .p; q/ calculated for eight HB templates. In the our
case, differently respect to the strategy described in [21] we don’t need to initialise
the initial reference W 0 with the average volume of the RHB, then we set W 0 to
a zero matrix. In Table 2 we show a summary of the algorithm for the template
generation procedure.

4.2.2 Convergence Check

The use of the EM algorithm guarantees the convergence to a local minimum: since
STAPLE estimates both the ground truth and the level performance of the classifiers,
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Table 1 p and q calculated
according to our strategy

Mean norm p q

HB Template 1 1.70052 0.99 0.99
HB Template 2 1.83688 0.72 0.72
HB Template 3 2.03555 0.33 0.33
HB Template 4 2.21146 0.01 0.01
HB Template 5 1.97187 0.45 0.45
HB Template 6 2.14845 0.11 0.11
HB Template 7 2.15173 0.10 0.10
HB Template 8 2.04179 0.32 0.32

Table 2 Summary of the algorithm

[TEMPLATE GENERATION PROCEDURE]
------------------------------------------------------------------
[INPUT:] A set of n RHB.
[OUTPUT:] The hippocampal template W.
------------------------------------------------------------------

[INITIALISATION]

Sort the HBs in ascending wrt their average modulus

//Set p0; w0 and W 0 according to the indications of section 3.2.
p0

0 D q0
0 D 0:99

p0
n D q0

n D 0:01

for i=0 to n
p0

n D q0
n D 0:99 � HBi � minHB

maxHB�minHB
end

[EM algorithm]
for k= 1...until Sk does not change significantly

[E-STEP] Compute W k according to equation 8
[M-STEP] Compute pk and qk according to the equation 9

Sk D Pk
iD1 W k

end

return W k

then convergence can be controlled simply monitoring these three variables. A
simple measure of convergence is the variation of the sum over the voxels of the
probability of the true segmentation

Sk D
NX

iD1

Wi

computed for each iteration k. The iterations can be stopped when the difference
Sk � SK�1 is small enough.
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4.2.3 Model Parameters

The selection of different a priori probabilities f .Ti D 1/, that can vary spatially or
globally, can move the local maxima to which the algorithm converges. A probabil-
ity f .Ti D 1/ that changes spatially is a good choice for those structures for which
a probabilistic atlas is available.

The interest in our case is oriented towards those structure for which non
probabilistic atlas is available: in this case we can use a single global a priori prob-
ability � D f .Ti D 1/8i . Such probability encodes all the available information
before knowing the results of the segmentations relative to the probability of the
structure we want to segment. In practise such information are not easily available,
and therefore it is more convenient to estimate � form the segmentations, as

� D 1

RN

RX
j D1

NX
iD1

Dij

5 Experimental Assessment

In this section we first discuss how the number of Gaussians for the CGMM seg-
mentation module has been experimentally determined, and the we show a result of
the hippocampal mask template generation module.

The hippocamp is composed by GM which has mean value of the intensity be-
tween the mean value of CSF and the mean value of the WM. To find a good number
of Gaussians for modelling the histograms we note that the right number is larger
than three. In Fig. 4 the histograms obtained as a Gaussian mixture of the histogram
in Fig. 4a using an increasing number of Gaussians for the model. Here we focus
our attention only on the histogram of a particular HB, but we found that the same
arguments hold for any other HB.

First of all we can note that the use of three (Fig. 4b) or four (Fig. 4c) Gaussians
leads to a bad matching. A much better result is obtained when using five Gaussians
(Fig. 4d). In particular, moving from left to right on the x axis, we can assign the
first Gaussian to the CSF, the second and the third to the GM. More difficult is to
decide if the fourth Gaussian should be assigned to the GM or to the WM. In fact,
if it is assigned to the GM we risk to over-sample the GM; on the other hand if it
is assigned to the WM, then the GM might be under estimated, leading to errors
in the hippocampus segmentation, as the hippocampus is part of the grey matter.
The extraction process makes use of the GM segmentation for refining the results
from the STAPLE module, that often expands on areas that have not been classified
as grey matter. Therefore, it is much better to assign more Gaussians to the grey
matter.

In Fig. 4f the outcome of modelling the histogram using seven Gaussians. The
results is better than when using only five Gaussians, however there is the problem
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Fig. 4 Histogram modelling with the Gaussian mixture model. (a) Original histogram; (b) Result
using three Gaussians; (c) Result using four Gaussians; (d) Result using five Gaussians; (e) Result
using six Gaussians; (f) Result using seven Gaussians

if the second Gaussian from the left is assigned to the CSF or to the GM should be
assigned to the CSF or to the GM: either ways we end up with a down-sampling or
a over-sampling of the GM respect to the CSF.

The result when using six Gaussians is shown in Fig. 4e: in this case there is no
uncertainty for assigning the Gaussians on the left of the histogram, as for the case
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of Fig. 4f. Therefore the best choice is to model the histogram of the hippocampal
box using six histogram. The result of CGMM segmentation of a HB using the
parameter reported in Table 3 is shown in Fig. 5.

We used the hippocampus template determined with the method described above
to actually refine a segmentation of the grey matter obtained with the constrained
mixture of Gaussians method described earlier in this chapter.

Since there is no ground truth, the results have been visually evaluated by a small
set of experts, and have been judged as satisfactory. However we are planning a
complete and exhaustive evaluation of the whole pipeline. Results are shown in
Figs. 6–8.

Table 3 Parameters of the
CGMM segmentation used
for our experiments

Tissue Number of clusters Number of Gaussians

GM 3 3
WM 2 2
CSF 1 1

Fig. 5 Left: Sagittal view of a HB. Right: Segmentation obtained by the CGMM framework with
the parameters in Table 3

Fig. 6 (a) Box HB; (b–i) Template boxes Mi s warped onto the box HB
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Fig. 7 Hippocampal Mask
Template obtained combining
the eight template M 0

i in
Fig. 6

Fig. 8 3D rendering of the
Hyppocampal box template in
Fig. 7. The mesh indicates the
STAPLE result which cover
the grey matter segmentation
of the hyppocampal box

6 Conclusions

In this work it is presented a novel method for the segmentation of the hippocampus
in MR images based on the use of template masks. Our method is implemented in
a pipeline that aims to perform an automated analysis of the hippocampus starting
from his segmentation to perform a morphological analysis that can be very useful
for the early diagnosis of neurodegenerative diseases, such as the Alzheimer’s dis-
ease. The main idea behind the pipeline is the use of the side effect of the STAPLE
algorithm to produce a single, meaningful template which can refine a rough seg-
mentation produced by a segmentation algorithm based on the CGMM framework.
The next steps of our work aim to get a ground truth of segmented hippocampi to
proceed to the validation of the whole pipeline and, consequently, aim to the imple-
mentation of a strategy to produce some parameters, arising from the morphological
analysis of the hippocampus, such as clinical scores.

Acknowledgements This work was partially funded by INFN within the MAGIC-5 research
project.
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Model-Based Segmentation and Fusion of 3D
Computed Tomography and 3D Ultrasound
of the Eye for Radiotherapy Planning

M. Bach Cuadra, S. Gorthi, F.I. Karahanoglu, B. Paquier, A. Pica, H.P. Do,
A. Balmer, F. Munier, and J.-Ph. Thiran

Abstract Computed Tomography (CT) represents the standard imaging modality
for tumor volume delineation for radiotherapy treatment planning of retinoblastoma
despite some inherent limitations. CT scan is very useful in providing information
on physical density for dose calculation and morphological volumetric information
but presents a low sensitivity in assessing the tumor viability. On the other hand,
3D ultrasound (US) allows a highly accurate definition of the tumor volume thanks
to its high spatial resolution but it is not currently integrated in the treatment plan-
ning but used only for diagnosis and follow-up. Our ultimate goal is an automatic
segmentation of gross tumor volume (GTV) in the 3D US, the segmentation of the
organs at risk (OAR) in the CT and the registration of both modalities. In this pa-
per, we present some preliminary results in this direction. We present 3D active
contour-based segmentation of the eye ball and the lens in CT images; the presented
approach incorporates the prior knowledge of the anatomy by using a 3D geometri-
cal eye model. The automated segmentation results are validated by comparing with
manual segmentations. Then, we present two approaches for the fusion of 3D CT
and US images: (i) landmark-based transformation, and (ii) object-based transfor-
mation that makes use of eye ball contour information on CT and US images.

M. Bach Cuadra (�), S. Gorthi, F.I. Karahanoglu, B. Paquier, and J.-Ph. Thiran
Signal Processing Laboratory (LTS5), Ecole Polytechnique Fédérale de Lausanne, Switzerland
e-mail: meritxell.bach@epfl.ch; subramanyan.gorthi@epfl.ch; isik.karahanoglu@epfl.ch;
benoit.paquier@epfl.ch; jp.thiran@epfl.ch

A. Pica
Radiation Oncology Department, Lausanne University Hospital (CHUV), Switzerland
e-mail: alessia.pica@chuv.ch

H.P. Do
Institute of Applied Radiophysics, Lausanne, Switzerland
e-mail: dohuuphuoc@hotmail.fr

A. Balmer and F. Munier
Ophthalmic Hospital Jules Gonin, Lausanne, Switzerland
e-mail: aubain.balmer@fa2.ch; Francis.Munier@fa2.ch

J.M.R.S. Tavares and R.M.N. Jorge (eds.), Computational Vision and Medical Image
Processing: Recent Trends, Computational Methods in Applied Sciences 19,
DOI 10.1007/978-94-007-0011-6 14, c� Springer Science+Business Media B.V. 2011

247

meritxell.bach@epfl.ch
subramanyan.gorthi@epfl.ch
isik.karahanoglu@epfl.ch
benoit.paquier@epfl.ch
jp.thiran@epfl.ch
alessia.pica@chuv.ch
dohuuphuoc@hotmail.fr
aubain.balmer@fa2.ch
Francis.Munier@fa2.ch


248 M. Bach Cuadra et al.

Keywords Parametric Active Contours � Model-based segmentation � Multi-
model image fusion � Ultrasound imaging � Computer tomography � Eye imaging �
radiotherapy

1 Introduction

Retinoblastomas are one of the common primary ocular malignancies in childhood.
They are very aggressive tumors appearing before the age of four years old, heredi-
tary in 40% of the cases, and they account for 5% of childhood blindness [8]. Linear
accelerator (LINAC) based conformal stereotactic radiotherapy (SRT) is one of the
most precise radiotherapy treatments for retinoblastomas1 to control advanced, often
chemotherapy resistant, intra-ocular tumors in progression after chemotherapy and
focal ophthalmologic therapies in children. Thus, primary endpoint of such radiation
therapy is the eye and visual function preservation following intra-ocular progres-
sion. Therefore, delineating the tumor in order to optimize radiation doses, allowing
minimization of dose to adjacent developing tissues is a crucial goal. To this end, pa-
tients usually undergo a multi-modal imaging: First, Computed Tomography (CT)
scan, which is very useful in providing information on physical density for dose
calculation and morphological volumetric information, and second, ophthalmologic
examination with 2D and 3D ultrasound (US) and fundus pictures, which allow
a very accurate definition of the tumor volume thanks to its high spatial resolution.
Actually, thanks to its improving quality, the use of US imaging is increasing in oph-
thalmology [9,19]. Note that such multi-modal CT-US imaging framework has been
already suggested for the therapy of other organs like the liver and kidney [15, 18]
but, as far as we know, this is the first attempt of combining these two modalities in
the radiotherapy planning of the eye.

In the current therapy planning, 2D and 3D ultrasound imaging and fundus pho-
tographs are qualitatively used for diagnosis, gross tumor volume definition and
follow-up but they are not integrated in the treatment planning. Notice that tumor
is not always visible un CT images and thus the use of ultrasound or fundus pho-
tographs is crucial. Our ultimate goal is the fusion of 3D US imaging, optimal for
tumor volume delineation, and CT imaging, optimal for dose calculation and treat-
ment planning. Through an automated segmentation of gross tumor volume (GTV)
in the 3D US along with the registration to the CT, the rather inaccurate and time-
consuming manual volume definition2 could be shortened and the volume definition
would become highly reproducible and comparable, overcoming the intrinsic prob-
lems of inter- and intra-user variability, thus making radiation treatment techniques
amenable to standardization.

1 This treatment has been developed at the Lausanne University Hospital (CHUV) in collaboration
with the Jules Gonin University Eye Hospital. It reduces the risk of long term complications in
external beam radiation therapy [12].
2 By manual volume definition we mean the manual segmentation of organs at risk and tumor,
when possible, in the CT that defines the treatment planning. However, in some cases, the gross
tumor volume cannot be manually segmented since it is not visible.
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The overall framework is represented in Fig. 1: Input images are represented on
the left side, the methodology is described inside the dashed box and the result-
ing treatment planning, including the tumor, is shown as output on the right hand
side. The methodology goes from top to bottom and from left to right: first, eye
segmentation is done in the CT, second, through image registration we can find the
eyeball area and lens in the US and then, we will proceed to the tumor segmenta-
tion in the US. Finally tumor-segmentation in US is transferred to the radiotherapy
planning on the CT through the image fusion.

In this paper we present the first steps towards this multi-modal imaging frame-
work for the radiotherapy planning of the eye. We present an automated segmen-
tation of the eye exploiting the prior knowledge that we have on eye’s anatomy;
the prior knowledge about the eye is incorporated by parameterizing the active con-
tour with a 3D geometrical model. Then, we will present the fusion of these two
modalities using landmark-based and object-based transformations. This work is an
extended version of our previous work in [1]. The paper is organized as follows.
In Sect. 2, a brief state-of-the-art on eye segmentation techniques will be presented,
focusing on the ones that exploit a geometrical eye model. In Sect. 3, the parametric
Active Contour segmentation of the eye ball and lens in the CT image will be shown.
Results from the automated segmentation will be compared with manual segmen-
tations done by an expert. In Sect. 4, we will use landmark-based and object-based
rigid registration to initially fusion the CT and 3D US images along with qualita-
tively results. Finally, discussion and future works will be summarized in Sect. 5.

2 Related Works on Eye Segmentation

Related works on segmentation of organs of sight are very sparse in time as well
as in methodology (see Table 1). Souza et al. [17] segmented the extraocular mus-
cles in CT images with mathematical morphology; D’Haese et al. [6] segmented the
eyeball, lens and optic nerve by atlas-based registration in MR images; Cates et al.
[5] segmented the eyeball and optic nerve on Visible Human Female data using

Table 1 Summary of related works on segmentation of organs of sight

Works Image modality Segmentation target Segmentation method Eye model

Bondiau (1997), [3] CT, Fundus Hough transform Sclera, lens, optic
nerve, clips

Yes

Souza (2000), [17] CT Mathematical
morphology

Extra ocular muscles No

Dobler (2002), [7] CT, MR,
Fundus

– Tumor and complete
eye anatomy

Yes

D’Haese (2003), [6] MR Atlas-based
registration

Sclera, lens, optic
nerve, chiasm

Yes

Cates (2005), [5] VHF Watershed Eyeball, optic nerve No
Bekes (2008), [2] CT Soft classification Sclera, lens, optic

nerve, chiasm
Yes
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watershed method. Other works have explicitly taken into account the particular
geometrical shape of the eye. The use of a geometrical eye model was suggested
very early by Bondiau et al. [3] in 1997. Their goal was the eye reconstruction
to improve protontherapy treatment of ocular tumors. Their approach consisted in
building an eye model (sclera, lens, optic nerve and tantalum clips) and adapting
each structure of the model to the CT image through a Hough transform. They also
presented preliminary results of the fusion of CT with retinographies. Later, Dobler
and Bendl [7] presented a very precise 3D geometric and hierarchical model of
the eye composed in total of nine structures (sclera, vitreous body, cornea, anterior
chamber, lens, iris, macula, optical nerve, and optical disc) with each structure de-
scribed either by an ellipsoid or an elliptic cylinder. Their goal was to combine the
3D geometrical eye model along with the 3D CT, the 3D MR and the 2D fundus di-
agram for a new proton therapy system planning called OCTOPUS [13]. The setting
of the model parameters was done by manual measurements on ultrasound images.
Then, the model was adapted to the CT and MR images by registration3 and 3D to
2D projections were used to adapt the model to the fundus photographs. Recently, in
Bekes et al. [2] introduced a simplified eye model consisting in sclera (modeled as
a sphere), the lens (modeled as an ellipsoid), the optic nerve and chiasm (cylinder).
In their approach the selection of parameters was almost completely automated to
minimize user interaction. Their model-based segmentation was performed on CT
images based on thresholding and soft classification methods.

As in [2, 3, 7], our method makes use of a 3D geometrical eye model. Our main
contribution regarding the existing approaches is the use of parameterized active
contours (AC) to represent the eye. This will allow us to take advantage of this
mathematically well-formulated framework and exploit the edge and region char-
acteristics from the CT scan to adapt the model for every patient. Unlike [2, 3], we
will represent the eye structures by ellipsoids. We are currently interested in the seg-
mentation of eye ball and lens only, but other structures can be easily included in
such framework either by parametric or non-parametric active contours. The idea of
a multi modal framework for improving therapy planning [3, 7] is not new neither.
However, as far as we know, our work is the first one that attempts in combining 3D
ultrasound and CT scans.

3 Eye Segmentation in the Active Contour Framework

The CT image properties and the very well known geometry of the eye lead to an
adaptation of the active contours theory [4] which aims at finding a curve C that
minimizes the energy functional E, designed to be minimal when C has found the
desired contour. The general expression of E is given by

E.C / D Eimage.C / C Esmooth.C /; (1)

3 The type of registration process used in [7] for adapting the model to the 3D images was not
explicitly mentioned in that paper.
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Fig. 2 The proposed 3D parametric model of the eye consisting of ellipsoids for the eye ball and
the lens. The model parameters for the eye lens are �lens D fxc; yc; zc ; rx; ry; rz; ˛; ˇg correspond-
ing to the center coordinates, the length of the axes and the rotation angles. Model parameters for
the eye ball are �bal l D fxc; yc; zc ; rx; ry; rzg thus ˛ and ˇ angles are neglected since these values
are going to be varying around 0

Here, we take advantage of using a parameterized model, which means that the
analytical expression of C is known everywhere on the domain of the image and is
defined by a set of parameters � . Thus, C is a parameterized model based on the
ellipsoid parameters � D fxc ; yc ; zc ; rx; ry ; rz; ˛; ˇg corresponding to the center
coordinates, the length of the axes and the rotation angles (see Fig. 2).

Obviously, we will not impose any Esmooth term since our parameterized curve
is already smooth. Then, the Eimage term can be expressed in two sub-terms:

Eimage.C.�// D Eboundary.C / C Eregion.C /; (2)

which are computed from the image features.
Eboundary attracts the curve towards the object boundaries using an edge detecting

function f , and in this work is given by:

Eboundary D
Z

C

f .C; s/ds: (3)

Such edge detection function works fine in CT images but other gradient-based
functions should be used for other images. Once applied to the image I, f .C; s/ has
to return an optimum value (minimum in our case) when its variables, which are
the curve spatial coordinates (x.�; s/; y.�; s/; z.�; s/) mapped by the model on the
image, are matching the edges of the object to be delineated. Therefore, f can be of
the form:
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f .C; s/ D
� �.Ieq.C; s/ 	 G� / if Ieq.C; s/ > Th;

0 otherwise.
(4)

where Th is a threshold applied on the equalized image intensity and empirically set
to 0.8, G is the Gaussian function with standard deviation � and Ieq 	G� represents
the smoothed version of the equalized image histogram I.

Eregion captures the regional statistics to drive C towards homogeneous regions.
The idea here is to maximize the difference between two statistical descriptors (the
mean value of intensities) related to two regions of the image, ˝in and ˝out , in our
case, respectively the inside and the outside of an ellipsoid within a selected region
of interest around the lens. Formally

Eregion D �jmean.˝in/ � mean.˝out /j: (5)

The segmentation problem is now reduced to an energy optimization problem. Thus,
the parameter-set � that results in minimum energy provides the segmentation of the
objects of interest.

�object D arg min
�

E.C.�//: (6)

From our experiments, we found that boundary-based term (Eboundary) alone is suf-
ficient for the accurate segmentation of the eye ball. Similarly for the lens, we found
that region-based term (Eregion) alone is sufficient. Hence, for the results that we
present in the Sect. 3.2, we use only Eboundary term for the eye ball, and only Eregion

term for the lens segmentation.

3.1 Practical Implementation and Optimization Strategy

3.1.1 Eyeball Segmentation

We observed from our experiments that rotation angles for the eye ball are always
varying around 0 (this particularly linked to the CT image acquisition protocol used
here). Hence, we simplified the eye ball segmentation by neglecting these angles:
f˛; ˇg. As a result, the number of parameters to be optimized for the eye ball are
6. We do not apply the optimization directly to the CT scan but to an edge detected
image (see Fig. 3a). This image is obtained as defined previously in (4): First, his-
togram is equalized to expand intensity values and enhance sharp edges; second, a
threshold of 0.8 is applied to extract the eyeball contours; third, we smooth by a
Gaussian filter.

3.1.2 Lens Segmentation

As mentioned previously, we will use region information to segment the lens. Using
the edge information similar to the eyeball is not preferred since lens boundary
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Fig. 3 Input images for the eyeball (a) and lens (b) segmentation for one of the patients

is located near the eyeball edge. Here, eight parameters defining the ellipsoid will
be used. We will proceed in a small region of interest corresponding to the upper
part of the eyeball where the lens is located (see Fig. 3b). This is done to obtain a
comparable volume inside and outside the lens and ensure the good behavior of the
regional energy term.

3.1.3 Optimization

The optimization is implemented with a Nelder-Mead simplex search included in
the Matlab fminsearch function. Note that a set of parameters such as � includes
elements of different nature and therefore their range is very different. For example a
semi-axis of the eye ball ranges from 5 to 20 mm while an angle ranges from 1 to 360
degrees. To overcome this problem we proceed to the optimization iteratively using
three subsets of parameters, Œxc ; yc ; zc 	, Œrx; ry ; rz	, and Œ˛; ˇ	 (actually only the first
two subsets for the eye ball). Moreover the algorithm is applied twice per object
(first expanding the ellipsoid and later shrinking it). Histogram equalization of the
image is performed as a pre-processing step. Eye ball optimization is initialized by
user clicks, (center coordinates xc ; yc ; zc and the radius in z direction, rz). Lens
optimization is restricted to one half of the eyeball only. The overall optimization
algorithm is summarized as follows:

1. Input data
Image with smoothed edges (lens) or threshold image (eyeball) (see

Fig. 3)
2. Ellipsoid initialization

Smaller (eyeball)/Bigger (lens)
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3. Iterative loop
Three iterations loop optimizing two subsets of parameters for the eye-

ball, three subsets for the lens
4. Security check

To avoid too much deviation from solution (axes length can be neither
longer nor shorter than usual eye size)

5. Stopping conditions
After N D 15 iterations or if the ellipsoid is outside normal anatomy

size
6. Go back to 2

Bigger than eyeball/lens, now ellipsoid shrinks instead of growing

3.2 Segmentation Results and Validation

Segmentation results for three patients are presented in this section. Fore each
patient, only the eye under radiotherapy planning is considered. CT images are ac-
quired in the Lausanne University Hospital, on a LightSpeed VCT General Electric
Medical Imaging scanner. Images have a resolution of 0:7�0:7�2 mm3 and volume
of interest around the eye area is of 90 � 90 � 30 voxels. Results are shown in Fig. 4.
By visual inspection on axial and sagittal views we can conclude that the segmen-
tation is good for both lens and eyeball. 3D view reconstruction is also shown, note
that the segmentation of the skull has been done simply by threshold for visualiza-
tion purposes. Fitted ellipsoid parameters (the radii for both eyeball and lens and
the rotational angles of the lens) are shown Table 2. Quantitative evaluation is done
by comparison with manual segmentations done by an expert. We used the Dice
Similarity Measure (DSM) as relative index of similarity between manual (m) and
automated (a) segmentations. DSM is defined as

DSM o
a;m D 2 � Na\m

Na C Nm

; (7)

where Na and Nm are the voxels belonging to the object (ball and lens) o accord-
ing to the automated and manual segmentation methods a and m, respectively, and
Na\m is the number of voxels belonging to the object according to both methods.
Although DSM > 0:7 is considered as an excellent agreement between the two
segmentations, DSM is hardly interpreted as an absolute value but as a value to com-
pare the similarities between pairs of methods. Resulting DSM values are shown in
Table 3 presenting a very high agreement between the manual and the automated
segmentation for the eyeball and the lens.
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Fig. 4 Axial, sagittal and 3D views of the automated segmentation results of the eye ball and the
lens, for three patients

Table 2 Computed radii and rotational angles for the eye ball and the
lens, obtained from the automated CT image segmentation

Eye ball Lens

(rx , ry , rz) (rx , ry , rz) (˛, ˇ)
in mm in mm in degrees

Patient 1 (10.0, 9.1, 10.0) (3.6, 1.8, 2.0) (186.6, 165.4)
Patient 2 (12.3, 10.6, 12.6) (3.1, 1.5, 1.5) (181.7, 181.1)
Patient 3 (10.5, 9.8, 11.0) (4.9, 2.2, 2.4) (185.3, 177.0)
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Table 3 Quantitative evaluation for the eyeball and the lens

Volume (mm3)

Manual Automated Error DSM

Eyeball
Patient 1 4764 4827 1.33% 89.9%
Patient 2 7758 7798 0.52% 92.6%
Patient 3 6114 5543 9.33% 90.2%

Lens
Patient 1 141 102 �27.7% 78.4%
Patient 2 205 215 4.9% 76.9%
Patient 3 217 219 0.9% 76.8%

4 Image Fusion

As introduced earlier, one of our goals is the fusion of CT and 3D ultrasound images.
Other approaches in the literature have already suggested the fusion of multi-modal
images such as CT and fundus photographs [3,7] to improve the treatment planning
precision, specifically to better define the gross tumor volume in the CT space. To
proceed to this fusion, they computed the flattening geometrical distortion from 3D
(the CT scan) to 2D (the fundus photograph) spaces. However, the nature of our
problem is slightly different. In our case, we do have two 3D volumes to match,
thus we have a volume-to-volume registration problem.

The ophthalmic 3D ultrasound images used here are acquired with OTI Oph-
thalmic Technologies Inc. [14]. The OTI-Scan 3D is one of the most advanced
ophthalmic ultrasound system available today. The internal rotator assembly gen-
erates a 3D image in less than 2 s with a 0:1 mm resolution in each X, Y, and Z
direction. An example of such acquisition is shown in Fig. 1.

Multi-modal volume registration is a widely studied problem in medical imag-
ing [10]. There exists however few studies related to the 3D ultrasound registration
with any other modality [15,16,18] and none of them is dedicated to the eye. Multi-
modal registration is often applied on image volumes coming from the same subject.
Its registration aims at compensating for difference in positions of the patient dur-
ing the image acquisition process of both modalities. Thus, a rigid registration (three
translations and three rotations) is often enough to this end. Often, prior to voxel-
based registration, a global supervised initialization is computed to ensure a better
convergence of any further registration. This is particularly needed in our case since
CT and US images are acquired with very different fields of view. Note that while
the CT contains the whole head, the US image only presents partially one eye.

In this section we present two supervised registration approaches for an ini-
tial fusion of CT and US. By supervised we mean that both methods needs user
interaction.
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4.1 Landmark-Based Registration

We choose a landmark based transformation with six parameters (three rotations
and three translations) that will give the best fit mapping between corresponding
point sets of the moving (US) and the target (CT) images, in a least squares sense.
Landmarks selection, particularly in US image, is not an easy task and must be done
by an expert. Landmark selection and registration has been done with the MITK
application [11].

Three landmarks per patient and image have been selected. It is not always pos-
sible to select the same landmarks between patients. If the tumor is visible in the CT
(this is not the case for Patient 2) it becomes a good landmark since its localization
is easy in both modalities. The head of the optic nerve is a good landmark as well
but it can be sometimes behind a tumor and thus not clearly visible in the US where
a shadow behind the tumor mass appear (as it occurs for Patient 1). The summary
of selected landmarks for each patient is shown in Table 4.

At this point we can proceed to the fitting of the rigid parameters that best approx-
imate these three locations. Resulting transformation parameters (rotational angles
in degrees and translations in mm) are shown in Table 5. Visualization of resulting
registration is done by superposing transformed US image and moving landmarks
(M1, M2 and M3) onto the CT and are shown in Fig. 5. Eyeball contour and lens
have been superposed as well. Visual inspection shows a good initialization but it
is difficult to quantify the accuracy of this registration. The root mean square error

Table 4 Summary of selected landmarks for each patient and
Root Mean Square Error (RMSE) before (top row) and after
(bottom row) registration

Landmark 1 Landmark 2 Landmark 3 RMSE

Patient 1 Lens Tumor 1 Tumor 2 16:32

0:95

Patient 2 Optic nerve Lens Eye center 23:30

0:36

Patient 3 Optic nerve Lens Tumor 16:27

1:36

Table 5 Rigid transformation parameters estimated by the
landmark-based registration. X, Y, Z are the axis directions, ro-
tation angles are in degrees and translations are in mm

X Y Z

Patient 1 Rotation 46:94 �60 161:32

Translation 11:51 �57:19 24:10

Patient 2 Rotation 5:41 89:56 �84:95

Translation 40:82 �12:36 51:58

Patient 3 Rotation �3:49 �32:31 3:46

Translation �80:00 �144:11 179:37
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Fig. 5 Landmark-based registration results for three patients. Ultrasound is superposed to the
CT image. Moving landmarks are in yellow, fixed landmarks are in cyan. The lens mask in blue
and the eyeball contour in black. (Top row) Patient 1: Axial (left) and coronal (right) views of
superposition. Landmarks are in the back of the lens (0), and in tumors (1 and 2). (Middle row)
Patient 2: Axial (left) and sagittal (right) views of superposition. Landmarks are in the back of the
lens (0), head of the optic nerve (1) and center of the eye ball (2). (Bottom row) Patient 3: Axial
(left) and sagittal (right) views of superposition. Landmarks are in the head of the optic nerve (0),
back of the lens (1) and small calcified tumor (2)
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(RMSE) between moving and target landmarks before and after the transformation
is shown in Table 4. This gives us an idea only about the accuracy in fitting the
selected landmarks but about not the quality of the transformation.

The main problem that we have faced with the current landmark-based approach
is that identification of anatomical corresponding landmarks on CT and US images
is a tedious and time consuming task. For example, it took around 30 min per patient
for an expert ophthalmologist to select the landmarks. Thus, landmark-based regis-
tration will always need the intervention of an expert for identifying corresponding
point sets. In order to avoid these inconveniences, we propose in the next Section
another type of initialization, an object-based registration.

4.2 Object-Based Transformation

As mentioned previously, initial images have different acquisition orientation. Thus,
first step in the object-based registration is to change US orientation to CT. This is
done by simply rotating the image accordingly. Still both images are not precisely
in the same space as shown in Fig. 6 (left panel). We apply a second transformation
by roughly selecting the eyeball center in both images and then fitting them by a
translation. The result of this initialization is shown in Fig. 6 (right panel). Then,
we create from the segmented eyeball and lens (CT) a mesh that will now represent
the target object to match. These points are represented in Fig. 7 (left panel). Then,
even a non expert user proceed to select few points (around 25) corresponding to

Fig. 6 Object-based initialization: left panel is the original position of both modalities after chang-
ing acquisition orientation of US image; right panel is the result of the rigid transform computed
from eyeball center landmarks
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Fig. 7 Object-based registration: left panel are the mesh points of the eyeball and lens in the CT
space; middle panel are the selected points on the US corresponding to the back of the lens and the
back of the eye; right panel is the final positioning after ICP rigid registration

the back edges of the eyeball in the US, as well as some points in the back border of
the lens. An example of such points are shown in Fig. 7 (middle panel)4. The whole
procedure takes only few minutes. Finally, ICP algorithm is applied to compute the
rigid transformation between these two sets of points. The resulting registration is
shown in Fig. 7 (right panel).

At this point we cannot conclude whether landmark-based or object-based regis-
tration is better since we do not have a gold standard to compare with. Moreover, the
object-based registration presented here is rather preliminary: mesh creation should
be improved and more patients should be tested. Qualitatively, results of both trans-
formations are very similar and we consider both initializations as good for a further
voxel-based volume registration. However, object-based registration is performed in
2 or 3 min by even a non-expert user while landmark-based registration takes around
30 min and needs from an expert.

5 Discussion

In this paper, we have presented our preliminary work towards a multi-modal
framework for the radiotherapy planning of retinoblastomas. To our knowledge, this
is the first attempt to combine 3D CT and 3D US for the eye radiotherapy. In the
present work we have presented a model-based segmentation of the eye ball and
the lens on the CT images. The main difference compared to the existing model-
based segmentation methods is that here we proceed by using the well formulated

4 Every point is represented by a cross and tags enumerating it. However since for this mesh we
have a lot of points the tags appear all superposed and make the visualization a little strange.
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active contour framework. Evaluation in comparison with manual segmentation has
shown a good accuracy of our segmentation model. Moreover, we have also com-
puted a first required initialization of the rigid transformation that brings the CT,
and thus the eye model, and the US into the same space. Two procedures have been
suggested for the initial alignment: landmark-based and object-based registration.
Landmark-based registration requires an expert user interaction for selecting the
landmarks and this takes a considerable amount of time. The suggested object-based
approach overcome this problem and resulting registration seems very close to the
landmark-based one. Further research will be on creating a ground truth for registra-
tion assessment. For instance by creating simulated US data from CT or being able
to scan an eye phantom. Also, as in [7], other registration strategies could be consid-
ered as fitting the eye model directly to US and then, trough the model, compute the
transformation between both images. As well, we believe that the optic nerve should
be included in the model. Finally, tumor segmentation on the US image should be
investigated.
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Flow of a Blood Analogue Solution Through
Microfabricated Hyperbolic Contractions

P.C. Sousa, I.S. Pinho, F.T. Pinho, M.S.N. Oliveira, and M.A. Alves

Abstract The flow of a blood analogue solution past a microfabricated hyperbolic
contraction followed by an abrupt expansion was investigated experimentally. The
shape of the contraction was designed in order to impose a nearly constant strain
rate to the fluid along the centerline of the microgeometry. The flow patterns of the
blood analogue solution and of a Newtonian reference fluid (deionized water), cap-
tured using streak line imaging, are quite distinct and illustrate the complex behavior
of the blood analogue solution flowing through the microgeometry. The flow of the
blood analogue solution shows elastic-driven effects with vortical structures emerg-
ing upstream of the contraction, which are absent in Newtonian fluid flow. In both
cases the flow also develops instabilities downstream of the expansion but these are
inertia driven. Therefore, for the blood analogue solution at high flow rates the com-
peting effects of inertia and elasticity lead to complex flow patterns and unstable
flow develops.

Keywords Blood analogue fluid � Extensional flow � Microfluidics � Viscoelasticity
� Flow visualization � Hyperbolic contraction

1 Introduction

The Human blood is a complex fluid consisting of a suspension of cellular elements,
98% of which are erythrocytes (red blood cells, RBCs) suspended in an aqueous
matrix, the plasma, containing also proteins and other solutes. In healthy human
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blood the white blood cells (leukocytes) and platelets represent about 2% of the
suspended cellular elements. The ratio between the volume of the RBCs and the total
volume of blood is the so-called hematocrit, an important physiological parameter
to be considered in the characterization of human blood. Although we can consider
plasma as a Newtonian fluid, the deformable RBCs and its structures confer non-
Newtonian properties to this rheologically complex fluid. In effect, at low shear rates
RBCs may form aggregated structures, named rouleaux, the dynamics of which
impact severely on blood rheology [19]. The aggregation of blood cells depends
on the protein concentration in plasma (a good example that minor amounts of an
additive can have a large impact in fluid structure and rheology) and on the shear rate
and is a reversible process that leads to a viscoelastic, shear-thinning and thixotropic
behavior of blood [16, 17]. As such, blood shear viscosity depends on a number of
variables, namely, hematocrit, the shear rate and even the vessel diameter, the latter
known as the Fåhraeus–Lindqvist effect [10].

Despite the wealth of information on the complex rheology of blood [10,17], the
vast majority of research on hemodynamics assumes that blood behaves as a New-
tonian fluid. This can be acceptable when blood is flowing through major arteries
[5] however, non-Newtonian characteristics become important in small vessels or
when the characteristic times of the flow and fluid become comparable, and in this
respect it is also important to realize that the flow is time-dependent essentially ev-
erywhere. Furthermore, viscoelastic effects are enhanced when the vessel geometry
exhibits fluid features such as contractions/expansions (e.g. due to fatty deposits),
taper or bifurcations in addition to local time dependency. One such relevant fea-
ture is the stenosis, a local constriction of a blood vessel, usually defined as the
percentage of vessel diameter reduction, due to the adherence and accumulation of
cells, especially of fatty material. This accumulative process has a shear-rate de-
pendent positive feedback mechanism, since more deposition takes place at higher
shear rates and shear rates increase as the diameter of the vessel is reduced. Stud-
ies reported so far show that flow separation occurs in the expansion region of the
stenosis at Reynolds numbers on the order of 10 for a 70% stenosis [5].

Since the use of blood in experimental studies is not always practical, primarily
due to safety reasons, viscoelastic fluids with rheological characteristics similar to
human blood are a good and safe alternative. Vlastos et al. [16] studied the com-
bination of steady and oscillatory shear on the human blood flow behavior. For
this purpose, they also used blood analogue solutions made from high molecular
weight polymers dissolved in water, namely aqueous solutions of polyacrylamide
and xanthan gum at different concentrations. The polyacrylamide and xanthan gum
solutions have a rheological behavior similar to that of human blood at concentra-
tions of 125 and 500 ppm (w/w), respectively, especially at low shear rates whereas
at high shear rates they tend to exhibit higher viscosity and elasticity than blood.
Still, these are adequate analogue fluids in a variety of flow conditions.

In this work, we compare the flows of a Newtonian fluid and a viscoelastic
blood analogue through microfluidic contraction/expansion geometries to highlight
the non-Newtonian effects at the microscale. The Newtonian fluid is water and the
blood analogue is an aqueous xanthan gum solution (500 ppm w/w) as proposed
in [14, 16].
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2 Experimental

2.1 Microchannel Geometry

In this study three different microgeometries were studied. In all cases, the
microchannels used are planar and have a contraction with a hyperbolic shape,
followed by an abrupt expansion. The hyperbolic shape was chosen in order to
provide a nearly constant strain rate of the fluid flow along the centerline of the
microgeometry, as proposed by Oliveira et al. [8]. Using this configuration, it is
possible to study the response of the fluid under strong accelerations, for controlled
extensional flow conditions.

The geometry and length scale of the microchannels studied are comparable to
small human vessels with a constriction. In the human circulatory system, capillaries
are the smallest blood vessels, having diameters of 4–8 
m and arterioles typically
have internal diameters in the range from 50 up to 100 
m [2]. In Fig. 1 we show a
microscopy image of a typical contraction–expansion geometry used in this study.

The total width, D1 D 400 
m of the microchannels was kept constant for all
geometries. The minimum width of the contraction, D2, and the hyperbolic contrac-
tion length, Lc were varied in order to obtain different values of the total Hencky
strain ."H /, here defined as "H D ln.D1=D2/. The depth, h, of the microchannels
used varied slightly relative to the nominal value of 50 
m due to inaccuracies in-
herent to the fabrication procedure. In Table 1 we present the dimensions for each
geometry.

The channels were fabricated in polydimethylsiloxane, PDMS (Sylgard 184,
Dow Corning), from an SU-8 photoresist mold using standard soft lithography

D1 D2

200 μm 

Lc

Fig. 1 Microchannel S3 used in the experiments

Table 1 Geometry
dimensions and
corresponding Hencky strain

Channel "H D2.
m/ Lc.
m/ h.
m/

S1 0.76 187 34 47
S2 1.86 62.4 128 45
S3 2.75 25.5 380 44
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techniques [6]. PDMS was utilized due to its transparency that permits optical ac-
cess to the flow region, and also due to its simple and well-established fabrication
techniques, which allow us to obtain geometries with well-defined features.

2.2 Flow Visualization

Visualizations of the flow patterns were carried out at room temperature, for a
wide range of flow rates, using streak line photography. The optical setup con-
sists of an inverted epi-fluorescence microscope (DMI 5000M, Leica Microsystems
GmbH) equipped with a CCD camera (DFC350 FX, Leica Microsystems GmbH),
a light source (100 W mercury lamp) and a filter cube (Leica Microsystems GmbH,
excitation filter BP 530–545 nm, dichroic 565 nm and barrier filter 610–675 nm).
A syringe pump (PHD2000, Harvard Apparatus) was used to inject the fluid and
control the flow rate in the microchannel. Syringes with different volumes (50 
l–
10 ml) were used according to the desired flow rate and connected to the microge-
ometries using Tygon tubing. The fluids were seeded with 1 
m fluorescent tracer
particles (Nile Red, Molecular Probes, Invitrogen, Ex/Em: 520/580 nm) and sodium
dodecyl sulfate (0.1 wt %, Sigma-Aldrich) was added in order to minimize adhesion
of fluorescent tracer particles to the channels walls. The microgeometries containing
the seeded fluid were continuously illuminated and the light emitted by the fluores-
cent tracer particles was imaged through the microscope objective (�10, NA D 0.25)
onto the CCD array of the camera using “long” exposure times (�1 s) in order to
capture the particle pathlines. All streak line images presented here are centered at
the mid-plane of the microchannel.

2.3 Rheological Characterization

The viscoelastic fluid used in the experiments was an aqueous solution of xan-
than gum (Sigma-Aldrich) with a concentration of 500 ppm w/w, which is a well
established blood analogue solution, known to have a shear rheology behavior
similar to that of human blood [14, 16]. Deionized water was also used for com-
parison purposes. The shear viscosity and density of deionized water at 293.2 K are
1:003 � 10�3 Pa s and 998.3 kg m�3, respectively. The density of the viscoelastic
solution was measured at 293.2 K using density flasks (� D 998:8 kg m�3/.

The steady shear rheology of the xanthan gum (XG) solution was measured with
a shear rheometer (Anton Paar, model Physica MCR301) using a cone-plate geom-
etry (75 mm, 1ı angle) under shear rate control. Figure 2 compares the measured
shear viscosity of the XG solution at 293.2 K with reported values for human blood
at 310.2 K [15].

In Fig. 2 we also show as dashed lines the lower and upper limits that should be
considered for accurate measurements of the shear viscosity. The lower boundary
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Fig. 2 Comparison of steady shear data of the xanthan gum solution at 293.2 K with reported
values for human blood at 310.2 K [15]

of the shear viscosity was calculated considering 20 times the minimum resolvable
torque specifications of the shear rheometer [1],

�. P�/ D 3 .20=min/

2�R3

1

P� ; (1)

where � is the shear viscosity, P� is the shear rate, =min is the rheometer minimum
resolvable torque (10�7N m) and R is the radius of the cone geometry used in the
measurements.

The laminar flow of a Newtonian fluid between a rotating cone and a fixed plate
is a purely rotational steady shear flow when the following relation is valid [13]:

!˛2�R2

12�
< 0:5; (2)

where ! is the angular velocity and ˛ is the angle between the cone and the plate.
Therefore, the upper limit of the measurable shear viscosity, based on the onset of
inertial instabilities (Taylor vortices) is given by

� D !˛2�R2

6
: (3)

Additionally, the shear viscosity curve was fitted using a modified Phan–Thien–
Tanner model (MPTT) [18] with a Newtonian solvent contribution. The fit is also
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represented in Fig. 2. In this particular model, the total stress is ¢ D £ C £s � pI,
where p is the pressure and £s is the contribution of the Newtonian solvent given by
£s D �solvent (ru C ruT).

For an MPTT fluid, the constitutive equation for the polymer contribution .£/ to
the extra stress tensor is given by,

f .Tr £/ £ C �



@£

@t
C r � u£

�
D �polymer.ru C ruT/ C �.£ � ru C ruT � £/ (4)

Since we are using the linear form of the PTT model [11], f (Tr £) becomes:

f .Tr £/ D 1 C �"

�polymer
Tr.£/; (5)

where " is the extensibility parameter and �polymer is the viscosity coefficient of the
model, which is here given by a Carreau-type equation [18]:

�polymer D �p

Œ1 C .� P�/2	
1�n

2

: (6)

In Eq. 6, � is a time parameter, n is the power-law index, �p is the zero-shear-rate
polymer viscosity and the shear-rate, P� , is an invariant of the rate of deformation
tensor ( P� D p

. P” W P”/=2 with P” D ru C ruT).
The fitted viscosity is thus given by � D .� C �solvent/= P� , where the parameters

are: " D 0:05, �p D 0:05 Pa s, � D 1:3 s, n D 0:5 and the solvent viscosity
is �solvent D 0:0015 Pa s. The relaxation time considered in the fitting is the value
determined using the CaBER measurements (� D 3:77 ms) described below. The fit
to the experimental shear data was done in order to allow for the calculations of the
shear viscosity and possibly other rheological material functions that are a function
of the shear rate, as well as to provide relevant information to be used in future
numerical simulations of the flow of the blood analogue solution used in this study.

The relaxation time of the fluid was determined at 293.2 K under extensional
flow conditions using a capillary-breakup extensional rheometer (Haake CaBER 1,
Thermo Scientific). During CaBER measurements, the liquid is placed between two
circular plates, which are separated by a distance hi, and then an axial step strain
is imposed until a final height .hf/ is reached. Subsequently, the liquid thread is
left to relax and breakup under the combined action of capillary and extensional
viscoelastic forces. The diameter of the filament D.t/ is monitored as a function
of time, t , as shown in Fig. 3 for the xanthan gum solution. The circular plates
used were Dp D 6 mm in diameter and the initial and final aspect ratios, defined
as �i D hi=Dp and �f D hf=Dp, were set as 0.33 and 1.39, respectively. The
relaxation time, �, can be determined by fitting the experimental data in the linear
region of log[D(t)] as a function of t , since an elasto-capillary balance [4] leads to
the relation D.t/=D0 / expŒ�t=.3�/	, where D0 is the diameter of the filament
at time t D 0. The average relaxation time obtained by CaBER measurements was
3.77 ms.
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Fig. 3 Exponential decay of the xanthan gum filament diameter during a CaBER measurement at
293.2 K

The rheological model used exhibits shear-thinning behavior but does not con-
template the existence of a yield stress, which is usually associated with blood.
At very low shear rates, the RBCs form a three-dimensional solid-like structure sug-
gesting that blood may have a yield stress. Increasing the shear stress, blood begins
to flow and the solid-like structure ruptures. Nevertheless, the reported yield stress
for blood is very small, ranging from �0.005 to �0.01 N/m2 [10] depending on the
hematocrit and therefore, using a model without a yield stress is an acceptable ap-
proximation considering the high flow rate/shear rate conditions used in this work.

3 Results

3.1 Newtonian Fluid Flow Patterns

In this section, we present the results obtained with a Newtonian fluid (deionized
water), flowing through the geometries described in Sect. 2.1. The investigation of
the Newtonian fluid flow was carried out for comparison purposes.

Figures 4 and 5 show the flow patterns for two of the geometries studied (S2 and
S3, respectively) as a function of the Reynolds number, here defined as:

Re D �V2D2

�. P�/
; (7)
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Fig. 4 Newtonian fluid flow patterns through the microchannel S2, for different flow rates (or Re)
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Fig. 5 Newtonian fluid flow patterns through the microchannel S3, for different flow rates (or Re)
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where � is the density of the fluid and V2 is the average velocity in the region of
the contraction with width D2. The shear viscosity is evaluated at a characteristic
shear rate:

P� D V2

D2=2
(8)

and was calculated with the MPTT model using the parameters described in Sect. 2.3
for the viscoelastics fluid. For the Newtonian fluid the viscosity is constant.

For low Re, the fluid is pushed towards the centerline as it moves through the
contraction and the flow remains attached to the wall downstream of the expansion,
except near the far corner where a small weak separated flow region exists. An in-
crease in the flow rate (and therefore in Re) leads to the onset of lip vortices close to
the re-entrant corners downstream of the expansion plane. These vortices eventually
enlarge to the far corner with increasing inertia of the flow.

For higher Hencky-strain geometries, the value of Re at which the onset of lip
vortices occurs is lower than for lower Hencky strains and the existing vortices tend
to be elongated. Increasing inertia further, causes the vortices to grow in size and
strength until a critical Re is reached. At these critical conditions, the flow eventually
becomes asymmetric with recirculations downstream of the expansion plane having
different lengths (not illustrated), in agreement with the findings of Oliveira et al.
[9] for abrupt contractions followed by abrupt expansions and Cherdron et al. [3]
for expansions at the end of a channel.

3.2 Viscoelastic Fluid Flow Patterns

In Figs. 6 and 7 we show pathline images of the xanthan gum solution flow-
ing through contraction-expansion geometries S2 and S3, respectively. The
flow patterns observed for the viscoelastic fluid are qualitatively similar for all
microgeometries studied, and only selected images are shown here. The following
dimensionless parameter, the Deborah number, which represents the ratio between
the relaxation time of the fluid, �, and a characteristic time of the flow, (D2/2)/V2,
is also used in order to characterize the viscoelastic flow (cf. Fig. 1):

De D �V2

D2=2
: (9)

At very low flow rates (and De), the flow patterns are Newtonian-like and are not
shown here for conciseness. Then, on increasing the flow rate, symmetric vortices
develop upstream of the hyperbolic contraction due to the elasticity of the fluid.
Increasing the Deborah number even further leads to an increase of the vortex size
due to the enhancement of elastic effects. The formation of vortices close to the
far corner upstream of the contraction has also been discussed by McKinley et al.
[7] for flows of a 0.3 wt% PEO solution in a hyperbolic contraction followed by an
abrupt expansion similar to the geometry used in this study.
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Fig. 6 Flow patterns of the xanthan gum solution in microchannel S2
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Fig. 7 Flow patterns of the xanthan gum solution in microchannel S3
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When the flow rate is increased even further, competing elastic and inertial
effects are present and a lip vortex emerges downstream of the expansion plane as
was observed for the Newtonian fluid flow when inertial effects become important.
However, as a consequence of the relevance of elastic forces, in this case the inertia-
driven downstream vortices are weaker than those observed for the Newtonian fluid
at the same Re, since elasticity is responsible for the development of normal stresses
in shear which are known to lead to jet swelling and consequently to a reduction of
the size of downstream recirculations [12].

The small vortex at the far corner of the expansion also exists as for Newtonian
fluids but again it is a rather weak entity. As the flow rate is further increased, the two
recirculations downstream of the expansion merge into a single vortex that increases
in size with the flow rate. Simultaneously, inertial effects start to predominate up-
stream, leading also to a decrease of the vortices located upstream of the hyperbolic
contraction. At even higher flow rates, the flow becomes unstable with the upstream
vortices varying in size asymmetrically along time. These results demonstrate that
the blood analogue fluid used in this study shows viscoelastic behavior at the mi-
croscale, in spite of the small relaxation time. This enhancement of the viscoelastic
behavior is particularly important at the microscale, and illustrates that whole human
blood can possibly show important elastic effects when the characteristic dimension
of the vessels decreases, as occurs in the microcirculation and even without consid-
ering the two-phase nature of blood. In the future, we expect to carry out similar
experiments using real blood samples flowing in the microfluidic geometries used
in this work, to probe whether blood indeed presents these viscoelastic flow features
at the microscale.

Figure 8 summarizes our findings by mapping the flow patterns on the two-
dimensional "H � De parameter space. With this map, it is possible to foresee
the different flow phenomena in the flow of a viscoelastic blood analogue solution
through a constriction with different Hencky strains and Deborah numbers (notice
the important presence of plane walls bounding the geometry): at low De, symmet-
ric vortices develop upstream of the contraction and on increasing flow rate, there is
growth of the upstream vortices and the appearance of downstream corner vortices
followed then by the appearance of downstream lip vortices and corner vortices
growth. Then, merging of the downstream lip and corner vortices occurs and finally
unstable flow is observed at even higher flow rates.

4 Conclusions

The flow of a viscoelastic blood analogue solution through microgeometries with a
hyperbolic contraction followed by an abrupt expansion exhibits significantly differ-
ent characteristics from those observed with a Newtonian fluid. In the latter, inertia
promotes the appearance of vortices downstream of the abrupt expansion, while in
the former complex flow patterns brought about by the elastic nature of the poly-
meric solution are observed. In particular, symmetric vortices appear upstream of
the contraction due to elastic effects and when the flow rate is increased, inertial
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effects lead to a decrease of the upstream vortices and the appearance and growth
of downstream vortices. In addition, elasticity decreases the downstream vortices.
These distinct behaviors clearly show that consideration of blood as a Newtonian
fluid is a severe over-simplification that can prevent a correct prediction of blood
flow behavior, especially in small sized vessels.
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Molecular Imaging of Hypoxia Using Genetic
Biosensors

Pablo Iglesias and J.A. Costoya

Abstract In the last years, the need for visualization of tumoral processes has
become a high-top priority in molecular imaging. This is especially true for those
methods dedicated to functional imaging that focus on revealing phenomena asso-
ciated with biological processes such as hypoxia to cancer. Among them, optical
imaging methods such as fluorescence are provided with a broad range of proteins
and dyes used to visualize many types of these biological processes widely used in
cell biology studies. Although the most popular of these proteins is the green fluores-
cent protein (GFP), autofluorescence due to the absorption of the exciting radiation
by endogenous fluorophores and signal dispersion raises doubts about its suitability
as an in vivo tracer. In the last years a number of groups have developed several NIR
fluorescent proteins that enables real-time imaging to take place without interference
from autofluorescence events allowing at the same time to take a deep view into the
tissues. With all of this in mind, we devised a novel fluorescence-bioluminescence
genetically encoded biosensor activated by the neoangiogenesis-related transcrip-
tion factor HIF-1’, which appears upregulated in growing tumors. At the same
time, by fusing a NIR emitting flurochrome (mCherry) and the firefly luciferase
together we obtained a bioluminescence resonance energy transfer (BRET) phe-
nomenon turning this fusion protein into a new class of hypoxia-sensing genetically
encoded biosensor.
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1 Introduction

1.1 Optical Methods in Molecular Imaging

Visualization of tumoral processes, either for basic research or clinical and
prognosis purposes, has been recently experiencing a dramatic gain in popular-
ity and development for obvious reasons, especially functional imaging that focuses
on revealing certain activity associated to a biological process [3, 6, 31]. In the
case of cancer research, the follow-up of processes such as metastasis or hypoxia,
or other events intimately related to cancer biology, is clearly one of the main
goals of imaging research. For this purpose, one of the most promising working
alternatives to the classical diagnostic imaging techniques, such as PET (Positron
Emission Tomography), MRI (Magnetic Resonance Imaging) or X-ray computed
tomography (CT) to cite a just a few, is the use of optical methods that involve the
emission of visible light. These optical methods, being fluorescence and biolumi-
nescence the most prominent, unlike the former ones do not display the harming
effects of ionizing radiations on living organisms or require high-budget equipments
to monitor the overall process [24].

Recently, fluorescence has come to a new position of prominence in molecular
biology thanks to the widespread use of the Aequoerea victoria green fluorescent
protein (GFP) [14, 21] that as of today remains as a common reporter gene and
a milestone in optical imaging. Since then, it has been developed a whole array of
new fluorescent proteins with diverse excitation and emission wavelengths that com-
prises almost the whole visible spectrum, making this technique very adaptable for a
wide range of applications [26]. In addition, these novel fluorescent proteins display
interesting features such as NIR-shifted emission wavelengths that permit avoiding
overlapping parasite emissions from tissue and/or organic compounds [19, 33].

In the same manner, luciferase enzymes are commonly employed as re-
porter genes in cell and molecular biology [10]. Bioluminescence is produced
by luciferases that catalyze ‘light-emitting reactions’ by oxygenating a substrate
molecule, luciferin in our case. This process occurs in a number of living organ-
isms, vertebrates, invertebrates and microorganisms. Unlike fluorescence where
electron excitation and subsequent photon emission is mediated by light absorp-
tion, bioluminescence chemically produces singlet state species that subsequently
decay emitting photons of visible light. Sources of luciferases are insects such
as the firefly Photynus pyralis, marine invertebrates (Renilla reniformis), plants
(Gaussia princeps) and microorganisms such as several species of vibrionaceae
[12]. Although fluorescent light is usually brighter, with better spatial resolution
and more suitable for 3D reconstruction, bioluminescent light lacks the problem
of cell and tissue auto-luminescence, which results in a better signal to noise ratio
for bioluminescent assays. These novel features are advantageous for downstream
applications like resonance energy transfer phenomena like FRET (Fluorescence
Resonant Energy Transfer) or BRET (Bioluminescence Resonant Energy Transfer)
and genetic reporter assays.
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This technology is expected to be fully developed in the forthcoming years as a
prognostic tool for the clinical environment and more specifically for cancer treat-
ment. In this context, to ensure a full recovery and to minimize the risk of recurrence
is required the complete removal of the tumor prior to metastasis occurrence. The
presence of cancer cells in regional lymph nodes indicates metastasis and necessi-
tates more aggressive, systemic treatment, such as chemotherapy. In many cancer
surgeries, oncologists remove several lymph nodes in the region of the tumor to de-
tect metastasis through the lymphatic system. As of today, several initiatives have
been made to translate optical methods to clinical imaging as an intraoperative aid
for surgeons, even though they are still in early phases of development. One of
these initiatives involves intraoperative near-infrared fluorescence monitoring em-
ploying low weight molecular ligands (peptides and small molecules) able to target
tumoral cells in their niches. This approach is currently being assessed as a prospec-
tive intraoperatory assistance to surgeons [29, 30] with NIR-emitting derivatives of
indocyanine green (ICG), a non specific fluorescent contrast agent normally used
for the detection of blood vessel abnormalities, which is currently being tested in a
Phase I clinical trial (Fox Chase, USA).

1.2 Bioluminescence Resonant Energy Transfer (BRET)

Transference of resonant energy is a well-known phenomenon on which rely
proteomic and biochemical procedures such as protein-protein interaction assays
[20]. In the case of BRET, it is required a luminescent donor and a fluorescent
acceptor. The energy transfer is strictly dependent on the closeness between donor
and acceptor, being the optimal distance in the range of 1–10 nm [18]. Although
the choice of the donor/acceptor pair is usually determined empirically, one of
the most popular pairs is Renilla luciferase/GFP since they exhibit an appropriate
spectral overlap of donor emission and acceptor excitation, which is one of the
critical steps on the overall performance of the system. As mentioned above, other
important aspect to consider is the distance between donor and acceptor, and in the
particular case of fusion proteins between both proteins, the freedom of movement
necessary to allow a suitable spatial orientation for BRET to occur. This orientation
and freedom of movement can be empirically tuned by inserting linkers in-between
both proteins [22].

1.3 Hypoxia as a Tumoral Aggresivity Marker in Cancer

One of the most recognizable features of a tumoral cell is the disproportionate
growth that is intimately related to tumor aggressiveness and invasiveness. As a
consequence of this growth, the number of blood vessels supporting the tumor rises
exponentially to fulfill the exacerbated need of nutrients and oxygen. Therefore, and
attending to histopathological analyses it is not uncommon to find necrotic regions
inside the tumoral core, which is densely populated, in highly proliferative tumoral
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Fig. 1 Different outcomes of the biological functions of the transcription factor HIF-1’. This tran-
scription factor is involved in processes such as glycolisis, cell growth and death, and angiogenesis

phenotypes. In order to alleviate this deficiency, tumoral cells elicit the formation
of neovessels by stimulating neoangiogenesis. This angiogenic process is tightly
regulated and results in the participation of several transcription factors, being HIF-
1’ one of the most important. This factor, which appears stabilized in tumors with
a high demand of nutrients and oxygen [17], and as Fig. 1 shows, exerts its tran-
scriptional activity on several target genes that intervene in crucial processes for
the tumoral phenotype such as glycolysis, apoptosis and metastasis [5], making it
a good marker of tumoral aggressiveness and invasion capacity in several types of
tumors [7–9, 32].

2 Materials and Methods

2.1 Plasmid Construction

The E-M-H-Luc plasmid (a gift from W. H. Suh) that combines the E-M-H en-
hancer plus the firefly luciferase was constructed as previously described [16]. The
coding sequence for mCherry (a gift from R. Y. Tsien; GenBank accession number
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AY678264.1) was amplified by PCR and subsequently cloned into the HindIII site
of the E-M-H-Luc vector; the HindIII site was maintained by inserting compatible
overhangs in both primers.

2.2 Cell Culture

Human embryonic kidney HEK 293 cells were cultured in Dulbecco’s modified
Eagle medium (DMEM) (Sigma) supplemented with 10% of fetal bovine serum
(Fischer) and 1% L-glutamine. Cell cultures were maintained at 37 ıC and 5% CO2.

2.3 Transfections

DNA transfections were carried out according to the calcium phosphate transfec-
tion method [11]. For the in vitro assay, cells were seeded in 24-well plates at a
cellular density of 3:75 � 105 cells/well. Each group was transfected with 0.9 
g of
E-M-H-mCherry-Luc and different pcDNA3/pcDNA3-HIF-1’ ratios up to 0.15 
g,
ranging from 0.01 (lowest concentration) to 0.32 
g of pcDNA3-HIF-1’ (highest
concentration). For the luciferase assay, cells were seeded in 12-well plates at a
cellular density of 7:5 � 105 cells/well. Each group was transfected with 1:8 
g of
E-M-H-mCherry-Luc and different pcDNA3/pcDNA3-HIF-1’ ratios up to 0.3 
g,
ranging from 0.02 to 0.64 
g of pcDNA3-HIF-1’. In addition, 2 
g of CMV-EGFP-
Luc were transfected in the control group and 0.4 
g of pCMV“ (carrying the
“-galactosidase gene) in all groups as a transfection control. As for the in vivo as-
say, cells were seeded in 10 cm plates for transfection assays at a cellular density of
3 �106 cells/plate. Cells were transfected with 7.5 
g of E-M-H-mCherry-Luc along
with 0.5 
g of pcDNA3-HIF-1’ for the cell population with the ‘activated system’
described above.

2.4 Luciferase Assay

Cell cultures were lysed 48 h upon transfection with 100 
L of 1X Passive Lysis
Buffer (Promega, Spain) for 20 min at room temperature. 50 
L of each cell lysate
were mixed with 35 
L of Luciferase Activity Buffer (25 mM Glycilglycine pH 7.8,
15 mM phosphate buffer pH 7.8, 15 mM MgSO4, 4 mM EGTA, 2 mM ATP, 1 mM
DTT) and 25 
L of 1 mM solution of the substrate D-luciferin (L9504, Sigma-
Aldrich Quimica, Spain). Luciferase activity was measured with a luminometer
Lumat LB 9507 (Berthold Technologies). All of these data were normalized with
an additional “-galactosidase assay. To this purpose, 50 
L of each cell lysate were
mixed with 250 
L of Z buffer (0.06M Na2HPO4 7H2O, 0.04M NaH2PO4 H2,
0.01M KCl, 0.001M MgSO4, 0.05M 2-mercaptoethanol) and 60 
L of a 4 mg mL�1
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solution of o-nitrophenyl-ß-D-galactopyranoside (ONPG). Samples were incubated
at 37 ıC for 1 h and then “-galactosidase activities were measured with a spectropho-
tometer BioMate 3 (Thermo Spectronic, USA) at 420 nm. Each assay was replicated
at least three times for every experimental group.

2.5 Spectrophotometric Profile of the Fusion Protein

�exc and �em of mCherry-luciferase were determined in a FluoroMax-3 (ISA Jobin
Yvon-Spex, Edison, USA). Measures were obtained from cell lysates from HEK
293 cells transfected as described above.

2.6 Confocal Microscopy

Cells were fixated 48 h upon transfection by incubation in 3.5% paraformaldehyde
for 10 min at r.t. and subsequently 5 min at 4 ıC. Samples were mounted in Ultra-
Cruz Mounting Medium (Santa Cruz, sc-29491). Images were obtained in a Spectral
Confocal Microscope Leica TCS-SP2 (Leica, Mannheim, Germany) with a spectral
range of detection from 400 to 850 nm.

2.7 Fluorescence–Bioluminescence In Vivo Assays
and Animal Care

Upon sedation with isoflurane using the XGI-8 Gas Anesthesia Unit (Caliper Life
Sciences, USA) fluorescence and bioluminescence data were registered with an
IVIS Spectrum (Caliper Life Sciences, USA) in 30 or 60 s expositions during
30 min. For bioluminescence and BRET assays SCID mice (Charles River Labo-
ratories, USA) were injected intraperitoneally with a single dose of D-Luciferin
(L9504, Sigma-Aldrich Quimica, Spain) dissolved in sterile PBS. Mice were housed
in specific pathogen-free (SPF) conditions, following FELASA (Federation of Eu-
ropean Laboratory Animal Science Associations) guidelines for animal housing and
according to the USC Bioethic Board regulation, passed on September 23, 2003.

3 Results

3.1 Outline of the Hypoxia Genetically Encoded Biosensor

Although the development of an inducible genetic biosensor is not a novelty in the
field [13,23,28], we describe the design, construction and characterization of a novel
hypoxia genetic biosensor that comprises a dual fluorescence-bioluminescence
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Fig. 2 The scheme shows the design of the genetically encoded biosensor: a regulatory module
formed by the E-M-H enhancer and the SV40 minimal promoter, and the tracer module comprised
by the fusion protein formed by the mCherry fluorophore and the firefly luciferase

tracer capable of BRET-mediated fluorochrome excitation, overcoming the need for
an external excitation source. All of these data has been recently published [15].

Our biosensor comprises two moieties that play different roles as shows Fig. 2.
The first of them acts as a transcriptional regulator formed by an enhancer able to
bind the alpha subunit of the HIF-1 transcription factor, and the second one is dual
tracer formed by a fusion protein of a NIR fluorophore and the firefly luciferase.
Several fluorescent proteins were considered on the basis of their excitation and
emission wavelengths. Although initially mPlum were tested as prospective fluo-
rochromes, it was eventually discarded due to its low brightness (data not shown;
[25]). On the other hand, mCherry presents an excitation wavelength of 585 nm,
which makes this fluorochrome an ideal acceptor of bioluminescent light (575 nm),
as well as its near NIR-emission avoids autofluorescence phenomena occurring in
living tissue.

As for the regulatory moiety of the construct, we chose a chimeric enhancer
as HIF-1alpha sensor over the canonical hypoxia response element (HRE). This
chimeric enhancer comprises the (Egr-1)-binding site (EBS) from the Egr-1 gene,
the metal-response element (MRE) from the metallothionein gene, and the hypoxia-
response element (HRE) from the phosphoglycerate kinase 1 gene. This enhancer
has been described to trigger a transcriptional response to a greater extent and in-
creases hypoxia responsiveness than to that of the hypoxia-response element (HRE)
alone [16]. A SV40 minimal promoter is located downstream of the chimeric en-
hacer E-M-H.

3.2 Spectrophotometric Characterization of the Fusion Protein

We next wanted to assess the fluorescent and bioluminescent activity of the fusion
protein. The integrity of the aminoacidic environment of the fluorescent proteins
is crucial in order to maintain its activity [1, 4, 27]. Accordingly, we registered the
spectrophotometric profiles of mCherry and the firefly luciferase. Figure 3 shows
that mCherry retains the same wavelengths of excitation and emission that the ones
reported before [26], indicating that fusing the luciferase and mCherry together did
not affect the performance of the fluorescent protein in vitro and both emission (and
excitation, in mCherry) peaks remained unaltered.
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Fig. 3 (a) Spectrophotometric profile of mCherry in the fusion protein. Solid line represents
mCherry excitation while dashed line represents mCherry emission; (b) fluorescence images of
the mCherry protein

3.3 In Vitro Inducible Response of the Biosensor to HIF-1˛

Upon determining that the fusion protein retained its optical properties, we wanted
to corroborate these data by testing the functionality of the cloned fluorescent pro-
tein. As Fig. 3 shows, we transfected our construction along with increasing amounts
of the HIF-1’ transcription factor into the HEK 293 cell line. As expected, our data
indicate that the system is proportionally responsive to the amount of transcription
factor transfected in each case. Curiously, although the basal induction (i.e. induc-
tion by endogenous levels of HIF-1’) proved to be higher than the lowest amount
of HIF-1’, the luciferase assay indicates that the response elicited in both cases is
similar, thus hinting that the threshold of detection corresponds to the amount of
HIF-1’ transfected in this case.

Similarly, the luciferase activity of the genetically encoded biosensor, shown
in Fig. 4, appears to be increasingly higher as the concentration of the transcrip-
tion factor rises. The empty vector that lacks the fluorescent protein, included as a
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Fig. 4 Luciferase activity of the fusion protein for E-M-H-Luciferase and E-M-H-mCherry-
Luciferase

control, shows a similar proportional response but with a significantly higher max-
imum value than to that of the biosensor. As means of transfection normalization
and to rule out discrepancies on transfection efficiency in the different experimen-
tal groups, these data were normalized against the “-galactosidase activity of each
group, as described in the Sect. 2.

As a whole, these data show that the transcription factor HIF-1’ binds efficiently
to the response elements located in the chimeric enhancer of the biosensor and elicits
the transcription of the fusion protein mCherry-luciferase. Also, the fusion protein
retains the fluorescent properties and the luciferase activity although its biolumines-
cent intensity in this case seems to be lower than to that of the vector containing
only the response element and the luciferase (E-M-H-Luc). This difference will be
further investigated to determine whether it is caused by a phenomenon of transfer-
ence of resonant energy between the luciferase and the fluorescent protein, or by
a non-expected hindrance of the luciferase catalytic site, originated by the nearby
mCherry, that has as a consequence a lower ability to catalyze the bioluminescent
reaction.

3.4 In Vivo Inducible Response of the Biosensor to HIF-1˛

Subsequently, we investigated whether or not the in vitro performance of the sys-
tem could be replicated and registered also in an in vivo environment. To test
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Fig. 5 In vivo fluorescence measure in a xenograft implanted subcutaneously in SCID mice:
mCherry fluorescence in the ‘activated system’ (ON) in HEK 293 cells transfected with E-M-H-
mCherry-Luciferase and pcDNA3-HIF-1’ and ‘non-activated’ system (OFF) in cells transfected
with E-M-H-mCherry-Luciferase and pcDNA3

this hypothesis, we co-transfected HEK 293 cells with our biosensor and either
pcDNA3-HIF-1’, or pcDNA3 alone as a transfection control. Thus, we obtained
two groups of cells that contained either the activated system (biosensor C HIF-1’)
or just the biosensor (or ‘basal state’ cells). Both groups were injected subcuta-
neously in the hindquarters of immunodeficient SCID mice as Figs. 5 and 6 indicate.
Figure 5 shows the fluorescent signal measured in vivo 24 h upon injection of both
cell populations. With all of this in mind, we corroborated that the system remains
active in HEK 293 cells transfected with our biosensor upon subcutaneous injec-
tion, and that its intensity is directly correlated to the quantity of the transcription
factor HIF-1’ present in those cells, as shown by the signal differences between the
‘activated’ and the ‘non-activated’ cells.

Likewise, luciferase activity was also registered in vivo (Fig. 6). Upon
administration of luciferin, we observed a similar situation as with fluorescence
where both cell populations displayed bioluminescent signals but again a higher
intensity in the case of cells with the activated system. Taken together, these data
demonstrate that our hypoxia biosensor is able to proportionally induce the tran-
scription of the mCherry-luciferase tracer when the concentration of HIF-1’ is high
enough to bind the response elements upstream the fusion protein coding sequence.
Moreover, a similar response was observed both in vitro, in HEK 293 cells trans-
fected with increasing concentrations of HIF-1’, and in vivo xenografts of these
transfected cells, as shown in Figs. 5 and 6.
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Fig. 6 In vivo luciferase activity in SCID mice, ‘ON’ denotes the ‘activated system’, cells trans-
fected with both E-M-H-mCherry-Luciferase and pcDNA3-HIF-1’, and ‘OFF’ the ‘non-activated’
system

3.5 In Vivo Bloluminiscence Resonance Energy
Transfer Assessment

As discussed above, it was observed a fall in the luciferase activity of the sys-
tem when compared to the vector that only contains the response element and the
luciferase, E-M-H-Luc (Fig. 4). We wanted to prove whether this difference can be
attributed to a BRET-mediated mCherry excitation in the absence of an external
source, or as we mentioned before it is the result of a hindered and defective lu-
ciferase moiety. Consequently, we first tested whether or not this transference was
taking place in vitro by comparing the spectrophotometric profiles of the luciferase
of the parental vector (E-M-H-Luc) with whole system (E-M-H-mCherry-Luc). As
Fig. 7 shows, the luciferase alone displays a maximum value at the expected wave-
length of 575 nm. However, although the fusion protein displays a peak at this
wavelength, it also displays a lower second peak at a wavelength corresponding with
the mCherry emission peak. In addition, the decrease of the bioluminescent activity
was also observed in this case and that would be consistent with the existence of
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Fig. 7 In vitro BRET performance of the genetically encoded biosensor. Solid line represents
luciferase activity of the E-M-H-Luciferase vector while dashed line represents luciferase activity
of the E-M-H-mCherry-Luciferase vector

BRET as suggested by the second emission peak as part of the bioluminescent light
would be absorbed by the fluorochrome rather than registered by the spectrofluo-
rometer detector.

Finally, we investigated whether this BRET transference could be also detected
in vivo. For that purpose, we tried to register the emission of the activated system
upon intraperitoneal administration of luciferin and blocking the excitation filter in
order to avoid the interference of any external excitation source. Since this process
critically depends on the light emitted by the reaction catalyzed by the luciferase,
we registered the fluorescence emission upon the injection of the luciferase sub-
strate for a long period of time. Figure 8 shows the most representative points of the
series including the peak emission of BRET in SCID mice, reached at 30 min upon
luciferin injection.

4 Discussion and Conclusions

In conclusion we have described the designing and development of a hypoxia-
sensing system with both NIR fluorescent and bioluminescent properties. This
genetically encoded biosensor is induced by the hypoxia transcription factor HIF-
1’, which appears up-regulated in tumors with a high demand of nutrients and
oxygen. We have demonstrated that when our biosensor is present, this factor
binds to the response element located in the regulatory module of the construction
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Fig. 8 In vivo BRET performance of the system

inducing the transcription of the fusion protein, and displays a proportional response
to the quantity of HIF-1’ within the cells that contain the biosensor. The HIF-1’

specificity also poses another advantage when compared to other constructs harbor-
ing entire promoter regions of target genes regulated by this transcription factor such
as VEGF, whose outcomes affect multiple processes [2].

The fluorescent protein mCherry, developed from the red fluorescent protein
(RFP) by Roger Tsien and collaborators [25], is one of the latest additions to the
fluorescent protein spectrum being its intensity, stability and near infrared emis-
sion peak some of its most remarkable characteristics. Its NIR emission enables
deeper tissue penetrability, allowing at the same time a low invasiveness-real time
visualization of the monitored process. In our biosensor, we have described the HIF-
1’ induced transcription of the dual tracer and characterized its fluorescent and
bioluminescent properties both in vitro and in vivo. At the same time, we have ob-
served a BRET phenomenon occurring between the firefly luciferase (donor) and the
mCherry protein (acceptor). Thus, the firefly luciferase acts both as a light emitting
source and excitation source for the fluorescence, since it does rely on an external
source of excitation as the fluorescence but a chemical reaction.

Although the development of an inducible biosensor is not a novelty in the
field [13, 23, 28] the combination of NIR fluorescence and bioluminescence is and
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alternative approach for future developments that take advantage of BRET, espe-
cially in scenarios where an internal excitation source helps to overcome technical
problems such as tissue autofluorescence and weak tissue penetration of wavelength.
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Microscale Flow Dynamics of Red Blood Cells
in Microchannels: An Experimental
and Numerical Analysis

R. Lima, C.S. Fernandes, R. Dias, T. Ishikawa, Y. Imai, and T. Yamaguchi

Abstract The blood flow dynamics in microcirculation depends strongly on the
microvascular networks composed with short irregular vessel segments which are
linked by numerous bifurcations. This paper presents the application of a confo-
cal micro-PTV system to track RBCs through a rectangular polydimethysiloxane
(PDMS) microchannel with a bifurcation. By using a confocal micro-PTV sys-
tem, we have measured the effect of bifurcation on the flow behaviour of both
fluorescent particles diluted in pure water and RBCs in concentrated suspensions.
After performing simulations with the commercial finite element software package
POLYFLOW R�, some experimental results were compared with the numerical re-
sults and the limitations of these simulations were outlined.

Keywords Blood flow � Microvascular networks � Bifurcation � Microchannel

R. Lima (�) and R. Dias
ESTiG, IPB, C. Sta. Apolonia, 5301-857 Braganca, Portugal
e-mail: ruimec@ipb.pt; ricardod@ipb.pt
and
CEFT, FEUP, R. Dr. Roberto Frias, 4200-465 Porto, Portugal

C.S. Fernandes
ESTiG, IPB, C. Sta. Apolonia, 5301-857 Braganca, Portugal
e-mail: cveiga@ipb.pt

T. Ishikawa and Y. Imai
Department of Bioengineering & Robotics, Graduate School of Engineering,
Tohoku University, 6-6-01 Aoba, 980-8579 Sendai, Japan
e-mail: ishikawa@pfsl.mech.tohoku.ac.jp; yimai@pfsl.mech.tohoku.ac.jp

T. Yamaguchi
Department of Biomedical Engineering, Graduate School of Engineering,
Tohoku University, 6-6-01 Aoba, 980-8579 Sendai, Japan
e-mail: takami@pfsl.mech.tohoku.ac.jp

J.M.R.S. Tavares and R.M.N. Jorge (eds.), Computational Vision and Medical Image
Processing: Recent Trends, Computational Methods in Applied Sciences 19,
DOI 10.1007/978-94-007-0011-6 17, c� Springer Science+Business Media B.V. 2011

297

ruimec@ipb.pt
ricardod@ipb.pt
cveiga@ipb.pt
ishikawa@pfsl.mech.tohoku.ac.jp
yimai@pfsl.mech.tohoku.ac.jp
takami@pfsl.mech.tohoku.ac.jp


298 R. Lima et al.

1 Introduction

The phenomena of blood flow in microvessels (diameters less than 300 
m) are
crucial in maintaining healthy organs and tissues. Although these phenomena
have been studied for many years it still remains incompletely understood [25].
It is therefore important to investigate the behaviour of blood flow occurring at
microvessels in order to better understand the role of blood cells in the process of
delivering oxygen and materials to the organs and tissues.

The complexity to control and obtain reliable measurements of the blood flow
behaviour through the in vivo microvascular system has led several researchers
to perform their studies by using narrow glass tubes with simple geometries.
By using in vitro models it allows a more precise control over the experimental
variables of interest and extracts detailed information of the flow behaviour of in-
dividual blood cells. In fact, much of the understanding of the haemodynamics
phenomena observed in microcirculation was obtained from studies on the both
macro and microrheology properties of blood flowing through glass microtubes
[3, 11, 13, 16, 17, 25].

Although glass microchannels present certain similarities to in vivo microcircula-
tion, it is also clear that these kind of in vitro experiments differ from microvessels in
several respects, such as: elasticity of microvessels, effect of the endothelial surface
layer and microvascular networks composed with short irregular vessel segments
which are linked by numerous bifurcations. Thus it was not surprising that several
studies on blood flow in glass microtubes and in microvessels have yielded conflict-
ing results with respect to blood viscosity [20] and flow resistance [27]. Hence, the
rheological properties of blood should not be only interpreted from measurements
in viscometers and microtubes with simple geometries.

In vivo microvascular networks are composed of many divergent microvascular
bifurcations which likely influence the blood flow behaviour in the microcirculation.
In the present work, a confocal micro-PTV system is used to measure the blood flow
through a symmetric PDMS bifurcation fabricated by soft lithography. Moreover,
the experimental data were compared numerically by using the commercial finite
element software package POLYFLOW R�. By using this combination we expect to
gain understanding about several important parameters that affect the blood flow
through a diverging microvessel bifurcation.

2 Materials and Methods

2.1 Fabrication of the Microchannels

The microchannels will be manufactured in polydimethylsiloxane (PDMS) due to
their advantageous properties, including good optical transparency and biocompat-
ibility, easily reversible sealing to glass, elasticity, replication of fine and complex
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Fig. 1 Main steps of the soft lithographic technique to manufacture a microchannel with a sym-
metrical bifurcation geometry

geometries, and high gas permeability which is suitable for culturing cells inside
the microchannels [17]. The procedure to manufacture the PDMS microchannel
with a symmetric bifurcation is illustrated in Fig. 1. Briefly, the microchannel
geometry was designed using a CAD system, and a high resolution (25,400 dpi)
photomask was printed on plastic (polyester) transparencies at CAD/Art Services,
Inc. (Bandon, USA). By applying a photolithographic technique (see Fig. 1), a
solid master was fabricated on a silicon (Si) wafer with an ultrathick photoresist
(SU-8). In this process, by using a spin-coating technique, a thin layer of SU-8
photoresist was coated on Si wafer and then patterned by UV exposure through
the photomask. Using a SU-8 developer, it was possible to obtain the desired mold
master. Then, metal wire posts were placed on the SU-8 mold master to create the
connection channels to the input/output ports. The PDMS was made by mixing a
base and curing agent (Silpot 184; Dow Corning, USA) at a weight ratio of 10:1.
After removing the bubbles created during mixing, the PDMS was poured over
the mold master and baked on a hot plate for about 1 h at 70 ıC. Both master and
PDMS were then cooled to room temperature and the PDMS design and embedded
metal wire posts were removed from the SU-8 master and PDMS, respectively.
Finally, the three-dimensional PDMS microchannel structure was cleaned with
ethanol and brought into contact with a clean slide glass, where a reversible seal
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was formed spontaneously. The input/output ports were made by means of a 200 
l
micro-pipette tip. This tip was inserted tightly into the connection channels where it
exerts pressure on the PDMS and provides a liquid proof seal. Top tubes were also
fitted tightly into the micro-pipette tip in order to deliver the working fluids from
the syringe pump. Due to the elasticity of the connection tubes and conical shape of
the tip, we did not observe any fluid leakage during our experiments [17].

2.2 Working Fluids and Geometry of the Bifurcation

Two working fluids were used in this study: pure water and dextran 40 (Dx40)
containing about 14% (14Hct) of human red blood cells (RBCs). The blood was
collected from a healthy adult volunteer, where ethylenediaminetetraacetic acid
(EDTA) was added to prevent coagulation. The RBCs were separated from the bulk
blood by centrifugation and aspiration and then washed twice with physiological
saline (PS). The washed RBCs were labeled with a fluorescent cell tracker (CM-
Dil, C-7000, Molecular Probes) and then diluted with Dx40 to make up the required
RBCs concentration by volume. All blood samples were stored hermetical at 4 ıC
until the experiment was performed at controlled temperature of about 37 ıC [13].

The geometry and dimensions of the microchannel bifurcation is illustrated in
Fig. 2. In the present study we decided to use the following dimensions: 150 
m
wide for parent vessel (W0); 75 
m wide for daughter vessel .W1 D W2 D 1=2W0/

and 50 
m deep.

Fig. 2 Symmetrical bifurcation geometry used in this study: W0 D 150 
m; W1 D W2 D
75 
m; ™ D 60ı, depth D 50 
m
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Table 1 Experimental
parameters used to calculate
the Re

Density (kg/m3) 1,046
Mean velocity (m/s) 3:8 � 10�4

Hydraulic diameter (m) 7:5 � 10�5

Viscosity of Dx-40 (Ns/m2) 4:5 � 10�3

Re 0.007

2.3 Confocal Micro-PTV Experimental Set-Up

The confocal micro-PTV system used in our experiment consists of an inverted mi-
croscope (IX71, Olympus, Japan) combined with a confocal scanning unit (CSU22,
Yokogawa) and a diode-pumped solid state (DPSS) laser (Laser Quantum Ltd) with
an excitation wavelength of 532 nm. Moreover, a high-speed camera (Phantom v7.1)
was connected into the outlet port of the CSU22. The microchannel was placed
on the stage of the inverted microscope where the flow rate of the working fluids
was kept constant (Re D 0.007) by means of a syringe pump (KD Scientific Inc.).
The Reynolds number (Re) and associated experimental parameters are summa-
rized in Table 1. A thermo plate controller (Tokai Hit) was set to 37 ıC. All the
confocal images were captured in the middle of the microchannels with a resolu-
tion of 640 � 480 pixels, at a rate of 100 frames/s with an exposure time of 9.4 ms.
The recorded images were transferred to the computer and then evaluated in the Im-
age J (NIH) [1] by using the manual tracking MtrackJ [21] plugin. As a result it was
possible to track single RBCs through the middle plane of the microchannel (Fig. 3).

2.4 Simulation Method

The numerical calculations for the laminar isothermal flow of pure water were
performed using the finite-element computational fluid dynamics (CFD) program
POLYFLOW R�. The simulations were carried out in a 3D geometry representing
the microchannel (see Fig. 4). The mesh used in the simulations was mainly consti-
tuted by quadrilateral elements, the discretization of the walls of the channel being
presented in Fig. 4. The size of the elements was fixed after a grid independence
test. The grids were successively refined and the velocity obtained with the different
meshes were compared, the results being considered independent of the mesh when
a difference bellow 1% was achieved [4, 8–10].

The equations solved were the conservation of mass and momentum equations
for laminar incompressible flow of water. The problem is a non-linear problem, so
it was necessary to use an iterative method to solve the referred equations. In order
to evaluate the convergence of this process; a test based on the relative error in
the velocity field was performed. For the velocity field, the modification on each
node between two consecutive iterations is compared to the value of the velocity at
the current iteration. In the present work, the convergence value was set to 10�4,
since this value is appropriate for the studied problem [5, 8–10].
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Fig. 3 Experimental set-up

Fig. 4 Computational domain and mesh used
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Table 2 Rheological parameters of blood [12]

Rheological model �(Pa.s) K( � ) n. � ) �(s) �1(Pa.s) �0(Pa.s)

Newtonian 0.00345 – – – – –
Power law model – 0.035 0.6 – – –
Carreau model – – 0.3568 3.313 0.00345 0.056

The boundary conditions were established in order to reproduce the experimental
conditions. The geometry of the bifurcation was idealized and close to the original
dimensions of the photomask. Additionally, the mean velocity at the inlet of the
microchannel was 3:8 � 10�4 m/s and slip at the walls of the channel was assumed
to be non-existent. The referred velocity was imposed considering a constant flow
rate on the referred boundary.

In the numerical study, blood was considered a Newtonian and non-Newtonian
fluid In the last case, the rheology of the blood was described by two different
constitutive models – power law model and the Carreau model [12] – which are,
respectively, traduced mathematically by the equations:

� D K P�n�1; (1)

� D �1 C .�0 � �1/
h
1 C .� P�/2

i.n�1/=2

; (2)

where � is the viscosity of the fluid, K the consistency index, n the flow index
behavior, P� the shear rate, �1 the viscosity for high shear rates, �0 the viscosity
for low shear rates and � the natural time. For the blood, the rheological parameters
present in the above equations are reported in Table 2.

3 Results and Discussion

The confocal micro-PIV system was first evaluated by comparing the experimental
results not only with a well established analytical solution for steady flow in a rect-
angular microchannel [15] but also with a reliable numerical method that was used
in past investigations to study the flow behaviour of Newtonian or non-Newtonian
fluids at low Reynolds numbers [9, 10].

The numerical, experimental and analytical results of the present work were ob-
tained for the middle plane (25 �m height) of the rectangular microchannel. The
averaged velocity data obtained from the confocal micro-PTV measurements, an-
alytical solution and numerical simulation were in good agreement. A more detail
description of these results can be found elsewhere [22].

By using a confocal micro-PTV system it was possible to obtain series of succes-
sive images at the middle of the bifurcation. Figures 5a and 6 show images with both
fluorescent particles and labeled RBCs (laser-emitted light) flowing through a sym-
metric bifurcation, together with the correspondent time position tracking of both
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Fig. 5 (a) Paths displacement of fluorescent particles flowing in pure water; (b) Numerical trajec-
tories using pure water

Fig. 6 Paths displacement of labeled RBCs (bright spots) flowing in physiological fluid with 14%
Hct .32�/

particles and individual RBCs. Qualitative comparison between the experimental
data from pure water (see Fig. 5a) and the numerical simulation (see Fig. 5b), shows
that in both cases the trajectories do not exhibit any appreciable deviations in the
transversal (yy axis) direction.

In addition by comparing qualitatively the experimental data from both pure wa-
ter and in vitro blood (14% Hct) it is possible to observe that some RBC paths seems
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Fig. 7 Regions where the velocity profiles of the numerical and experimental results were
compared

to suffer small deviations from the streamlines of the plasma flow probably due to
flow perturbations caused by cell interactions in the neighbourhood of the apex of
bifurcation.

Moreover numerical simulations of non-Newtonian models were performed
around the bifurcation at the regions 1–5 (see Fig. 7).

Figures 8 and 9 show the velocity profiles for both computational and experi-
mental results before and after the bifurcation, respectively.

Figures 8 and 9 suggest that the RBCs velocities close to the microchannel wall
are higher than that obtained with the numerical models since slip at the walls of
the channel was assumed to be non-existent in the latter case. It is well know, in
microcirculation and other areas [4, 5, 13, 20, 28, 32], that RCBs, macromolecules,
colloids, etc., are excluded from the region of the channel with low velocity and this
may explain the observed differences.

Moreover, Figs. 8 and 9 confirm [35] that the velocity profiles obtained with the
power law model .n D 0:6/ are more flat than the ones obtained with the Newtonian
model .n D 1/. For infinite pseudoplasticity .n D 0/ a plug flow should be obtained
[35]. It is important to note that in Figs. 8 and 9 the average velocity obtained with
the different constitutive equations was the same.
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4 Limitations and Future Directions

The primary goal of the present work is to provide new insights on the rheo-
logical properties of blood in microvascular network models. To accomplish it
experimental flow studies was performed with a confocal micro-PTV system com-
plemented with the most recent advances in microfabricated technologies. However,
the soft-litography quality is strongly dependent not only on the photolitography
methodology but also on the photomask resolution and its fidelity to the original
design. In the present work we used a plastic photomask and according to our
preliminary results we found small discrepancies between the tested in vitro model
and the original design. Although these discrepancies were not taken into account
in the present study we are aware about the possible influence of them on the re-
sults shown. Hence, in the future we are planning to carry on the current research
by taking into account such discrepancies.

In vitro experimentation has the potential to provide a more realistic information
on the flow properties of blood when compared with numerical simulations. How-
ever, once validated the numerical models can be a valuable tool to obtain more
detailed insights about the blood rhelogical properties in microvascular networks.
Generally, there are two major approaches to model of the non-Newtonian nature
of blood [33]. One is based on the conventional continuum approach, in which a
blood constitutive equation is assumed such as the casson model and the power-law
model [36]. A more complex and realistic approach is based on a multiphase ap-
proach, in which the blood is considered as a multiphase suspension of deformable
particles and where levels of submodeling for the behaviour of blood components
are introduced. Some examples for this type of approach are the boundary ele-
ment method [23, 26, 34], the immersed boundary method [2, 7, 24, 31], the lattice
Boltzmann method [6, 29] and the moving particle semi-implicit (MPS) method
[19, 30]). Recent reviews on these numerical methods can be found in Liu et al.
[18], Yamaguchi et al. [33] and Lima et al. [14]. Although the multiphase flow ap-
proach is a very promising method it requires massive computational power. Hence,
only recently this latter approach is being actively pursued due to the advances of
the computational techniques and the computing power.

In the current study we have only performed simulations by using a continuum
computational approach to model of the non-Newtonian nature of blood. However
for the size of the microcahnnel used in presented work we can not neglect the effect
of the suspension of deformable cells on its flow behaviour. Hence, we expect in a
near future to compare the obtained experimental results with multi-phase numerical
models.

5 Conclusions

A confocal micro-PTV system for the analysis of the complex phenomena hap-
pening at bifurcations was proposed. The system was complemented by a soft-
litography technique to fabricate the in vitro models and by a continuum compu-
tational model approach to study the non-Newtonian nature of the working fluids.
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Qualitative experimental observations suggested that RBC paths around the bi-
furcation apex seems to suffer small deviations from the streamlines of the plasma
flow probably due to cell interactions enhanced by the high local Hct originated at
this region.

The simulations performed with a finite-element computational fluid dynamics
(CFD) program POLYFLOW emphasized the need of developing a multiphase
approach.
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Two Approaches for Automatic Nuclei Cell
Counting in Low Resolution Fluorescence
Images

Thierry Brouard and Aurélie Chantôme

Abstract This paper deals with the problem of counting nuclei in low-resolution
fluorescence images. The low resolution is a consequence of the usage of a large
field of view, this to reduce the number of experiments, implying time saving and
money saving. But the small size of nuclei increases the risk of error in counting.
In this work we used some image processing operators in order to extract potential
shapes. These shapes are then characterized (size, shape, edges) to decide if they
are noise or not. Two approaches are presented for this: the first one correspond to
a translation of some basic knowledge used by practitioners; the second one uses
a supervised classification technique where it is the computer who discovers the
knowledge by the analysis of a database of cases. This leads to a fast technique
which gives very good results, validated by cell biology experts.

Keywords Image processing � Classification � SVM � Cell counting

1 Introduction

The biological background of this work is the cell migration. This is one of the
crucial steps in the metastatic cascade which is in part responsible for death in can-
cer. A better understanding of this cascade is a requisite before to develop new
therapies against their development. Since a few years, there is accumulating ev-
idences that ion channels and particularly potassium channel are involved in the
oncogenic process [20]. Among these channels it was reported that SK3 channel (a
calcium-activated potassium channel sensitive to apamin) is expressed in a highly
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metastasizing cancerous cell line, MDA-MB-435s, where it is involved in cell mi-
gration but not in cell proliferation [14].

The Fig. 1 represents a typical picture we worked on. It shows nuclei cell colored
by fluorescence. The major problem with such images is that they are disturbed by
out-of-focus light mostly due to the thickness of the specimen. This can lead to some
overlapping areas between several nuclei since they are not on the same focal plane.
Other problems may be encountered: uneven illumination, lighting artifacts, apop-
totic bodies. In this one, cells are programmed to die. When it arrives, the nucleus
is fragmented into several parts. In this case, the software must count one nucleus,
not n fragments of the same nucleus (see Fig. 2).

In the remaining of this paper, the Sect. 2 presents the related work while
the Sect. 3 describes our contribution. The results are presented and discussed in
Sect. 4.3 and Sect. 5 concludes the paper.

Fig. 1 A sample (about
1/6th) of an input picture.
Cell nuclei are colored by
fluorescence. An input picture
contains from 200 to 800
nuclei. The size of the picture
is about 680 � 512 pixels and
weights about 40 KB (RGB,
JPEG)

Fig. 2 3D representation of one apoptotic body (elevation represents grey level intensities). In this
case the software must count only one nucleus instead of four
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2 Related Work

Counting objects in an image can lead to three different but not necessarily mutually
incompatible problems. These are not specific to our context and are widely encoun-
tered in the image analysis community. The first one is based on a two steps image
processing to extract shapes from the image, then a processing applied to shapes
themselves gave the result. The image processing corrects the problems of illumi-
nation, deformation, noise whereas the shape processing merge close forms or, in
contrast, separate what appears to be a group. We can notice in the literature [4]
(cell counting without fluorescence) where a normalization of the picture is applied
to help a binarization algorithm to extract shapes and where morphological opera-
tors ended the work on shapes. Authors announce a global performance rate about
90% on medium resolution pictures (2 mega pixels). In [18] a theoretical framework
was developed to count blood cells. The problem takes place in the field of gran-
ulometry: the goal is to separate all the cells into several classes (a classification
problem) and then to compute the cardinality of each set (a counting problem). In
this work, the two steps are performed simultaneously, based on the theory devel-
oped applied to pattern spectrums obtained by morphological erosions. The error
was evaluated to 10%.

In the first approach, the ability of image processing for separating shapes from
the rest of the image is assumed. If not, a second approach involving classification
is required. After locating all potential shapes, a set of features is extracted for each
shape (area, circularity, length of edges, skeleton...). This set is sometimes simplified
(by a PCA for example) and then divided into as many classes there are categories
of shapes. Then all the founded shapes could be counted. In [8, 9], the presented
work deals with a methodology to extract, select and then classify sets of features.
Features are extracted form RGB and HSV color spaces. A PCA is used to optimize
the use of features before classification. Some classifiers are compared: neural net-
works, support vector machine, bayesian classifiers. This work is applied to FISH
images. In [11] features such as TAS, LBP and Haralick coefficients are used to
train neural networks or SVMs to classify cell phenotype images. Good results are
obtained using large feature vectors, implying large shapes representing nuclei. In
all works, a detection step is therefore needed to locate cells before classification.

The third approach consists in the separation of the shapes in a challenging en-
vironment. It is then a problem of segmentation. We mainly see two approaches:
a region-based one vs. an edge-based one. In [3] a watershed is used to split over-
lapping or aggregating nuclei cells. A right set of markers is chosen to initialize
the watershed process in order to correctly separates overlapping or aggregating
nuclei (25% of the nuclei contained in the picture). This process in not applica-
ble in our case because of the lighting conditions and the resolution of the picture.
Tests report a mean error about 13.5%. In [15] the edges of the shapes are ana-
lyzed using an iterative voting process leading to approximate the position of the
center of mass for each shape. This let the authors to initialize a watershed pro-
cess. Authors say that good results are obtained on high resolution pictures, but
did not quantify them. In [1] a watershed is used to split the aggregates on high-
resolution pictures too. A rules-based process is then used to merge closer shapes,
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avoiding over-segmentation. A rate of 95% of good segmentation is reported on pic-
tures containing about 20 cells, this obtained after 80 seconds of processing time.
A graph-based approach is presented in [21]. This works like a region-growth al-
gorithm which operates in a space of graphs. A 92% of good segmentation was
reported on high resolution pictures of nuclei (natural lighting).

Our work falls into the first or the second category, depending of the studied kind
of cell. In some cases, statistics computed over the shapes are sufficient to build a
rules-based classifier. In other cases, a features vector is computed for each shape.
A classifier is used to label each unknown shape. A training phase is needed to
parametrize the classifier.

3 The Proposed System

Three stages could be seen (see Fig. 3): a preprocessing step which extracts, prepares
and adjusts the information used to perform the counting, a segmentation step for

Fig. 3 Global view of the processing chain designed for the counting. The first stage prepares
the picture while the second one extract the shapes. The last one is dedicated to counting (two
techniques have been used: basic rules for the easiest cases, classification based system otherwise)



Two Approaches for Automatic Nuclei Cell Counting 315

extracting the patterns and finally a counting step which produces the final results.
Next paragraphs are dealing with these three stages.

3.1 Acquisition

The 680 � 512 pixels wide, RGB-encoded, pictures are given by an Olympus sys-
tem: a IX51 Olympus microscope equipped with a fluorescent illuminator (Olympus
U-RFL-T) and Olympus DP70 camera. The acquisition software was the rev. 3.2 of
the Olympus DP-soft. For the moment, the pictures are saved onto a hard drive in
JPEG format.

3.2 Preprocessing

This section describes the first stage shown on Fig. 3. Some illustrating pictures
taken at different steps of the process are shown on Fig. 8.

The input picture I0 taken by the camera is split into red, green and blue channels.
Only the blue one is kept, resulting a 8 bits grayscale image denoted I1. Several
experiments were conducted with other color spaces (see Fig. 4). We finally retained
the channel B of the RGB space. The L channel from HSL space was also a good
candidate, it seems visually more contrasted, but final results are almost identical.
Some adjustments are needed: its histogram usually takes place in the first 30% of
the grayscale range, the background illumination is not homogeneous (see Fig. 5)
and globally, the picture is low-contrasted.

Fig. 4 Some examples of the pictures obtained in different color spaces (from top left to down right
– x/y means x compound extracted from y representation): H/HSL, S/HSL, L/HSL, Y/YCbCr,
Cb/YCbCr, Cr/YCbCr, R/RGB, G/RGB, B/RGB. On some of these we can easily distinguish the
effect of the JPEG compression
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Fig. 5 3D view of an image background model computed by the median filter. The vignetting
effect is clearly visible in the corners where the values are smaller than in the middle

A model of the background is made using a median filter. Denoted IB , this pic-
ture is then subtracted from I1. The size of the filter is a parameter to set. A partial
answer is given by the context. Considering that a large field of view is required
to have significant results after the counting and that aggregates does not implies a
large number of cells (5-6 seems to be a maximum) an upper bound could be com-
puted for the size of a cell nucleus. The worst situation would be where the nuclei
were arranged like the filter. In this case, this aggregates would have a radius lower
than three times the radius of one nucleus. So, we choose to set the radius of the
filter, fR, equal to 30. The result of the median filtering is denoted I2.

A typical histogram of I2 is shown Fig. 6. More than 60% of the pixels belongs
to the background. Some nuclei are not well lighted, especially in the corners of the
picture (see Fig. 7, left). Log of the histogram is approximated with 3 lines. The two
points of intersection defines two bounds Binf and Bsup . So we compute LU T Œg	

for each grey level g according to:

8<
:

LU T Œg	 D 0; 8g � Binf

LU T Œg	 D ˛ � g C ˇ; 8g 2	Binf ; BsupŒ

LU T Œg	 D 255; 8g � Bsup

(1)

where ˛ D 255
Bsup�Binf

and ˇ D �˛�Binf . After applying the LUT to I2 we obtain

I3 (I3.x; y/ D LU T ŒI2.x; y/	). A low-pass filter is finally applied to regularize the
signal before the segmentation step.

Figure 8 shows the evolution of the same scene during stage 1 (I0 to I3), stage 2
(I4 and I5) and stage 3 (I6).
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Lower bound

Upper bound

2550

Fig. 6 Histogram of a picture at step I2 before stretching: the histogram is drawn in black and the
log of the histogram is drawn in grey. Intersections of the three red lines define the two bounds
used to stretch the histogram ( Ng D 9:06; �g D 22:7; mode D 0)

Fig. 7 The same scene taken in I1 (left) and I3 (right). The vertical line shows the area where the
profile is plotted (below each picture). On the left profile, 4 nuclei are represented, the mean grey
level of the background is about 40. On the right profile, the separation of the nuclei is better (there
is much space between them), the contrast is better (the mean of the highest values on the left is
about 80 than it is about 130 in the right) and the background is neutralized (its mean grey level is
about 0)

3.3 Segmentation

The next step is the segmentation. It is divided into two steps: the thresholding to
make the picture binary and the post processing to clean the picture.
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3.3.1 Thresholding

The transformation performed by the stage 1 operations on the histogram makes the
use of a global thresholding algorithm possible. The goal is here the separation of
the patterns – the nuclei – in one hand and the background in the other hand. We
can find a good survey of thresholding in [16]. Our experiments leads us to use the
Otsu technique [12]. Assuming the histogram is bimodal, the founded threshold is
optimal in the way that it maximizes the interclass variance. An example of picture
is given Fig. 8, picture I4.

3.3.2 Post Processing

Some defaults may remains after thresholding. Because of lighting, the holes of the
porous membrane on which the cells are cultivated are sometimes visible. Some
cells are very close such that the areas corresponding to their nuclei are joined.
We have already talk about apoptosis: one nucleus could be fragmented into sev-
eral smaller parts. To perform an efficient counting, these three situations should be
corrected.

A watershed is first applied on the picture I4. This to separate the nuclei. Some-
times, the nuclei are so close that the watershed did not separate them. This is
corrected during the counting process. On the picture I5 Fig. 8 we can see the ac-
tion of the watershed process which has splitted some aggregates into single nuclei.
Then, an opening using a 3-pixels diameter disc as structuring element removes
small artifacts due to the porous membrane and smoothes the edges. On the picture
I5 Fig. 8 we can see the action of the opening which has, here, a de-noising effect.

A connex component labeling is then performed. For each area founded some
information is computed:

1. A, the area (a positive integer, in pixels).
2. C , the circularity (a real from 0 – line to 1 – circle).
3. cx; cy the coordinates of the centre of mass.
4. n, the number of nuclei inside the area, initialized with 0.

All these informations are used during the counting process.

3.4 Nuclei Counting

We used two different systems to count nuclei, depending of the studied kind of cell.
The easiest situations are solved using a classifier based on rules which deals with
statistics computed over shapes. This is described in Sect. 3.4.1. In more difficult
cases, we use a SVM-based classifier to label features vectors associated to shapes.
This is described in Sect. 3.4.2.
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Fig. 8 Detail of a picture to process (I0), the corresponding blue channel (I1), the background
model computed with median filtering (IB ), the picture obtained after subtracting the background
(I2) and after enhancing the contrast (I3), the binary picture obtained (I4), the same after post
processing (I5) and the final image (I6) where the nuclei are highlighted

3.4.1 A First Approach, Based on Rules

The approach based on rules is used to compute how many nuclei are associated
to each component. The rules simply translate the ones used by practitioners when
they manually perform the counting:
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1. All the nuclei have slightly the same area.
2. A too small area could not be a nucleus.
3. A too large area contains more than one nucleus.
4. A nucleus is rather circular.
5. When the major part of the nucleus is outside the field of view we see only a

small area.

The histogram of the areas of the labeled component analysis shows three parts:
a small left one corresponding to the small areas; a large central one corresponding
to the standard size of a nucleus and a small right one corresponding to the largest
areas. Considering the first-half of this histogram, the Otsu algorithm gives us Am.
Applying the same technique, the second-half of the histogram let us to compute
AM . Considering the rule number 4, we obtain by the same way Cm the lower
circularity index to separate one nucleus from an aggregate. We then compute NA the
mean area of labeled components for whose C � Cm and Am � A � AM . Then,
for each labeled component the n parameter is updated according to:

8̂
<̂
ˆ̂:

n D 0; f8AjA < Amg
n D 0; f8A; C jAm � A � AM ^ C < Cmg
n D 1; f8A; C jAm � A � AM ^ C � Cmg
n D dA= NAe; f8AjA > AM g

(2)

The total number of nuclei is computed as the sum over all the labeled compo-
nents of the parameter n.

3.4.2 The SVM Classifier Approach

Results obtained (see Table 1) with technique based on rules are very good for the
cell line MDA-MB-435s. But we can notice two things: (i) some nuclei are not cor-
rectly labeled, (ii) with other cell lines this technique does not work very well. In
the first case, errors are due to the shape of the nucleus. For example, this one is
deformed when it passes through the pores during migration (see Fig. 9d). So, rules
should be adapted to this case. In the second case we can notice a high variability of
the nuclei shapes. Here we need more complex rules to distinguish good shapes (nu-
clei) from the bad ones (noise) if we want the same software to count all kind of cell.

Table 1 Results of the counting (rules-based classifier),
validated by an expert (mean recall Nr , mean precision Np,
mean error Ne, standard deviation of the error �e)

Nr Np Ne �e

R1 96.5% 99.6% 2.2% 0.011
R2 97.0% 99.1% 3.3% 0.017
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Fig. 9 Some examples of the shape variety encountered in the pictures: (a) two nuclei after cell
division, (b) apoptotic body, (c) noise due to the substance used to color the nuclei, and (d) rice
grain form of the nucleus after the cell migration through a pore. Cases (b, d) and sometimes (c)
are difficult for the rules based approach. For example, by adapting the rules to count correctly the
nuclei like (d) the number of errors due to the noise shown in picture (c) increases

Many techniques are available in the field of classification in order to produce the
rules. Considering we always have an expert to state if that particular area is a noise
or a nucleus, we choose a supervised technique (support vector machine, neural
nets, hidden Markov models...) Considering too that the description of the shape is
always possible, we do not use techniques dealing with uncertainty (like Bayesian
networks for example). Finally, according to the information we can compute on
shapes and other projects we realized in the past [7, 10, 19], we choose support
vector machine (SVM).

Basic Principles

SVM [13, 17] is used here as a classification technique. A classification task usu-
ally involves with training and testing data which consist of some data instances.
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Each instance in the training set contains one target value (class labels) and several
attributes (features). The goal of SVM is to produce a model which predicts target
value of data instances in the testing set which are given only the attributes. So,
given a training set of k instance-label pairs .xi ; yi /; i D 1; :::; k where the feature
vectors xi 2 Rn and the label yi 2 .1; �1/k , the support vector machine separates
the training vectors in a �-mapped space, with an error cost C > 0:

min
w;b;¸

1
2

wTw C C
kP

iD1

�i

subject to

�
yi .wT�..xi / C b/ � 1 � �i ;

�i � 0; i D 1; :::; k:

(3)

Due to the high dimensionality of the vector variable w, this problem is usually
solved through its Lagrangian dual problem:

min
a

F.a/ D 1
2

aTQa � eTa

subject to

�
0 � ai � C; i D 1; :::; k;

yTa D 0

(4)

where Qij � yi yj �.xi /
T�.xj / and e is the vector of all ones. The kernel function

K.xi ; xj / � �.xi /
T�.xj / is expressed in the RBF case by e��.xi �xj /2

with � > 0.
So, when using the RBF kernel, the training of the model requires the definition of
C and � .

Features Extraction

In the training set, each class of input data is represented by several instances. An
instance is defined by a set of attributes extracted from the connex components (CC)
founded in picture I5.

We use the following features:

1. The area a of the CC, in pixels (a 2 NC). This information let us to know if the
CC is rather small or rather big.

2. The circularity c of the CC, (c 2 Œ0::1	). This information can indicate whether
the component is more round or more elongated.

3. The normalized histogram H of the Freeman code of the edge of the component:
we first compute the Freeman code of the CC to obtain a string describing how
the edge of the CC evolves. The histogram h of this string is then computed to ob-
tain a vector of 8 components (these steps are shown on Fig. 11). The histogram
h is then normalized by dividing all its components by

P
k hk to obtain H.

These features are arranged for the instance i as a vector xi D .a; c; H/.
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Fig. 10 Block scheme of the use of support vector machine. An off-line process let us to get a
model  minimizing the classification error of an instance database .x; y/. This model is used
during an on-line process to label (y is the result) all the shapes (described by x) embedded in a
test picture

Fig. 11 The Freeman code of the connex component: (left) an example of an edge with a starting
point and a direction consider each point; (middle) the Freeman matrix showing how each direction
is coded; (right) the list of directions corresponding to the used edge (top), the coding of these
directions according to the Freeman matrix (middle) and the histogram h before normalization

Training the SVM (See Fig. 10)

In order to create the training set we need to label (i.e., to set yi ) many samples (xi ).
The kernel function used to map the input data is the radial basis one (RBF, which
can handle non-linear relations). The training algorithm implemented in LIBSVM is
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SMO [5]. The training is made using a five-fold cross validation and the parameters
of the RBF are set according to the grid search technique. So there is no parameter
to set to perform the training. The training database contains 100 instances of nuclei
(alone or in aggregates) and 50 instances of shapes detected but identified as noise.
The overall performance computed over this database was 99.4%.

Final Evaluation

The labels provided by the classifier are used to highlight the connex components
founded in the picture. Then, the same process as the one used for the other counting
approach is applied. A statistical analysis was conducted over the shapes to find a
correct range for one nucleus size. This information is then use to correct the number
of nuclei forming an aggregate. The edges and the number of nuclei found for each
shape belonging to the nucleus class are drawn on the original image in order to
make a manual verification possible for evaluating the performance.

4 Implementation and Tests

We now present the implementation, some information about computation time, the
test protocol and the obtained results.

4.1 Implementation

The software was written as a script for ImageJ [6]. The tests were realized un-
der Mac OS X environment, on a MacBook Pro (about 3.95 GFlops measured by
XBench [22]). In classification task, the processing of one picture in ImageJ batch
mode needs about 2.3 seconds. The implementation of SVM is provided by LIB-
SVM [2].

4.2 Test Protocol

Pictures were acquired at two magnifications: R1 D �100 and R2 D �200. Each
input picture is processed in order to produce an output picture in which nuclei are
highlighted. Then, a manual verification is made. Two experts count, on each output
picture: (i) N1 the number of nuclei correctly counted, (ii) N2 the number of nuclei
forgotten, and (iii) N3 the things wrongly counted as nuclei. The result given by the
software is N1 CN3. The correct value is N1 CN2. We evaluate the performance of
the counting by: the recall: r D N1=.N1 C N2/; the precision: p D N1=.N1 C N3/

and the global error: e D .N2 C N3/=.N1 C N3/. The results presented in Table 2
concern the counting of 10738 cell nuclei (R1) and 4017 cell nuclei (R2).
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Table 2 Results of the counting (SVM classifier),
validated by an expert (mean recall Nr , mean precision
Np, mean error Ne, standard deviation of the error �e)

Nr Np Ne �e

R1 96.9% 98.2% 3.1% 0.018
R2 98.4% 99.3% 2.4% 0.023

4.3 Results

The approach based on rules gave better results at the lower resolution. The circular-
ity criteria is responsible of that: at better resolution it is too restrictive for some cell
nuclei whose are deformed when the cells pass through the porous membrane. The
count is accurate, but a small fraction of nuclei are poorly identified and counted as
noise. Various experiments have shown that the error was stable and did not depend
on the configuration of the image.

The approach using the SVM classifier seems to use the best the information
in the image made at the resolution R2. The accuracy is comparable to the other
approach and is slightly better in the case of SVM classifier. Again the error is
stable.

5 Conclusion

This paper has presented a process of counting cell nuclei in images obtained by
optical microscopy in fluorescent light. In particular, it describes the different steps
of image processing followed by two techniques used for counting nuclei. While
the first technique is based on a translation of business knowledge, the second uses a
supervised classifier trained in advance on a database of cases. The results obtained
are very good, especially for the approach based on the classifier, which is more
universal.
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Cerebral Aneurysms: A Patient-Specific
and Image-Based Management Pipeline
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Abstract This work presents an image- and biomechanics-based data processing
pipeline able to build patient-specific models of cerebral aneurysms. The pipeline
also contemplates the virtual modeling and release of endovascular devices such as
stents and coils. As a result of the morphological, morphodynamic, hemodynamic
and structural analyses, a set of complex descriptors relevant for aneurysm’s diag-
nosis and prognosis is derived. On the one hand these will bring an insight into the
processes behind aneurysm genesis, growth and rupture. On the other one, the in-
clusion of virtual devices enables the in silico personalized evaluation of alternative
treatment scenarios before intervention and constitutes a valuable tool for the indus-
trial design of more effective devices. Several of its components have been evaluated
in terms of robustness and accuracy. The next step should comprehensively assess
the complete pipeline, also proving its clinical value. This pipeline illustrates some
of the ideas behind the Virtual Physiological Human (VPH) and the integration of
complex data for a better understanding of human physiology in health, disease and
its treatment.
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1 Introduction

Saccular cerebral aneurysms are abnormal focal dilatations of the vessel lumen
commonly arising from arterial bifurcation points. Once an aneurysm ruptures,
subarachnoid hemorrhage usually follows producing high morbidity and mortal-
ity rates [10, 76]. The wide availability of diagnostic and interventional imaging
techniques as well as the emergence of sophisticated therapeutic devices, has sig-
nificantly transformed during the last decade the understanding and management of
cerebral aneurysms. Despite this, the knowledge about aneurysm genesis, growth
and rupture is still limited [66]. On the one hand, structural defects in the vascu-
lar wall causing a localized weakness have been confirmed by histologic findings
[40]. On the other hand, the combination of these with hemodynamic factors are
thought to play a significant role in their pathogenesis and thrombosis [38, 41].
Consequently, treatment seeks their exclusion from the circulation while returning
the blood flow in the parent vessel to normal physiological conditions. Among the
multiple techniques pursuing this objective, coiling [31] and stenting [11, 50] have
become the preferred options over the traditional surgical clipping. In the recent
years, computational models have also been developed [36,69] to better understand
these mechanisms from the anatomical and biomechanical points of view. Never-
theless, these models need to be exhaustively evaluated before they become part of
the standard clinical practice and several existing open computational problems are
circumvented [72].

In this context, this chapter presents a data processing pipeline primarily focus-
ing on the extraction of diagnostic and prognostic indices from medical images and
from patient-specific biomechanical models. We are interested in providing a per-
sonalized assessment of aneurysm growth and rupture, particularly associating it to
image-based computational characterization of intra-aneurysmal flow [14, 22, 30]
as well as to mechanical and morphodynamical features of cerebral aneurysms
[5, 6, 8, 19, 20, 32, 52, 58, 77, 78]. This is combined with the development of tech-
niques for the virtual simulation of treatment using medical devices like stents and
coils [25, 42, 47, 53, 61]. The aim is to optimize not only the device design process,
but also its selection during an aneurysm embolization procedure.

One of the main motivations for this approach is the Virtual Physiological Human
(VPH) concept [24,70]. This initiative is endeavored with the development of patient
specific computational models for human biology in health and disease as well as
for its treatment. The present pipeline can been seen as a comprehensive approach
for aneurysm management in this context.
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2 Patient-Specific and Image-Based Data Processing Pipeline

Our image-based processing pipeline streamlines the creation of anatomic, struc-
tural and hemodynamic models to derive robust and reliable quantitative descriptors
for patient-specific assessment and treatment planning. These models are built using
two-dimensional (2D) and three-dimensional (3D) medical images from the patient.
Two-dimensional X-ray angiographic imaging techniques have been heavily used
for diagnosis, interventional guidance and follow-up. In particular, digital subtrac-
tion angiography (DSA) provides sequences of 2D projections showing the vessel
lumen as the contrast medium is gradually injected. Three-dimensional rotational
angiography (3DRA), computed tomography angiography (CTA) and magnetic res-
onance angiography (MRA) are able to obtain volumetric reconstructions of the
cerebral vasculature. Among them, 3DRA provides the highest spatial resolution
and is the first option during endovascular treatment. Given the less invasive na-
ture of CTA and MRA, they are used in standard clinical practice at early diagnostic
stages as well as for patient screening and monitoring [10]. Information about hemo-
dynamic variables such as blood flow velocities can be obtained from MRA, while
measuring pressure requires the use of intravascular probes.

Figure 1 provides an overview of the proposed pipeline and the methodologies
involved in the creation of such models and how it exploits the above-mentioned
medical imaging techniques. The first step in personalized vascular modeling con-
sists of obtaining the geometrical representation of the patient’s own anatomy. This
requires the use of image segmentation and surface correction techniques. The ac-
curacy of this step is crucial for the following steps. Complete 3D morphological
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descriptors can be obtained directly from the vascular models, which can be linked
with aneurysm growth or rupture. Incorporating the temporal component at different
time-scales allows to recover the aneurysm wall morphodynamics at patient follow-
up or during a cardiac cycle. The former facilitates evaluating the evolution of
treatment between follow ups, while the latter is essential to estimate the structural
properties of the aneurysm wall indicating potential areas of weakness. Compu-
tational Hemodynamics (CHD) simulations [14] are able to provide a description
of patient-specific hemodynamic variables with high spatial and temporal detail.
Additionally, computational models have been developed to represent the virtual im-
plantation of endovascular devices (stents and coils). Finally, the proposed pipeline,
by combining all these techniques provides a mean to scientifically support the veri-
fication of clinical hypothesis as well as assessing a priori patient evolution with the
aid of computer models. This will allow a switch in the treatment paradigm from
reactive and conservative to proactive and patient-specific.

3 Anatomical Modeling: From Medical Images
to Anatomical Models

The presented processing pipeline relies on the availability of accurate patient-
specific vascular models, in the form of a polygon mesh, extracted from medical im-
ages. The process used to extract such models should ensure operator-independence,
accuracy and high repeatability to minimize variability and its propagation to other
steps of the pipeline. This task is challenging and heavily influenced by the under-
lying image quality as well as the complexity of the vascular geometry at hand.
Furthermore, throughout their management cycle, patients undergo a variety of
imaging examinations with various modalities. Thus, cerebrovascular segmentation
methods need to be able to cope coherently with different imaging modalities in an
automatic manner.

The knowledge-based algorithm built on Geodesic Active Regions (GAR), in-
troduced in [32], was devised for the automatic segmentation of the entire vascular
tree. This approach contrasts with other, more interactive, approaches focused on
extracting local vascular segments [2, 13, 18]. The GAR method consists in a ge-
ometric deformable model with an associated energy functional that incorporates
region descriptors, obtained from second-order multiscale features, together with
image gradient magnitude. Vessel and background features were previously learned
in the off-line training phase using a training set of pre-segmented images. Such
methodology is specially suitable for the segmentation of images acquired from
different modalities since for each one the region descriptors are learned from an ap-
propriate training set. To add robustness to differences in imaging protocols among
different clinical centers, the GAR method was coupled with image intensity stan-
dardization (IIS) method [8], which standardizes intensity ranges of tissue classes.
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IIS is integrated as a pre-processing step to the segmentation and is applied to all
the images used as a training set and to each image that undergoes the segmen-
tation process. The resulting segmentation algorithm is fully automatic, operator
independent and its computational cost is in the order of 15 min for a 2563 vox-
els volume using a commodity personal computer. The extracted vascular models
have been recently compared and validated against a gold standard built from man-
ual measurements performed by clinicians. Preliminary results indicate that average
absolute differences for 3DRA and MRA with respect to the gold standard were
0.2 and 0.3 mm respectively, values which were comparable to the ones of manual
measurements and were below the corresponding image spatial resolutions.

On the extracted vascular model, a sequence of global and local operations are
typically applied to improve the mesh quality and to correct for geometrical and
topological irregularities. High-frequency noise on the surface mesh is removed by
globally applying a volume-preserving smoothing. More pronounced irregularities
on the surface as well as problems due to touching and missing vessels effects
(Fig. 2a) are locally corrected using a combination of mesh element removal and
hole filling, followed by an additional smoothing operation. Throughout the stages
of the mesh processing, the vascular models need to be visually compared with 3D
visualizations of the medical images to reduce the impact of the discrepancies intro-
duced by this manual editing of the surface mesh.

Fig. 2 Details of the anatomical modeling and morphological analysis stages. (a) Examples of
topological problems introduced during the segmentation: touching vessels (left) and missing ves-
sel (right) sections. (b) Aneurysm isolation for the morphological characterization (including one
diameter for each adjacent vessel). (c) Reconstruction of the aneurysm geometry from 3D Zernike
moments up to order N. The higher the order the more detailed information contained in the
moments
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4 Morphological Analysis: From Anatomical Models
to Shape Descriptors

Aneurysm location, size and morphology are among the main criteria used by in-
terventional neuroradiologists for treatment decision and selection. Several clinical
works [51,62,64,73] support the hypothesis that these geometrical descriptors have
an influence on the risk of aneurysm rupture and have a link to rupture events.

Most of the proposed morphological indices are defined from a few linear
measurements extracted from projectional imaging. Raghavan et al. [62] defined
global 3D indices and evaluated them against the rupture event. In Millan et al. [52],
we proposed an efficient methodology to take fully into account cerebral aneurysms
tridimensional morphology. This strategy is based on moment invariants and allows
to include part of the parent vessel in the aneurysm isolation protocol (Fig. 2b). In
this way, information concerning the aneurysm and its vascular surroundings, which
is ignored in other proposed indices, is also considered. The robustness and the
prediction capacity of two different types of moments were explored: Geometrical
Moment Invariants (GMI) [49] and 3D Zernike Moment Invariants (ZMI) [56, 60].
They were computed for a database of 31 ruptured aneurysms and 24 unruptured
aneurysms, obtaining the best results with ZMI, for which a correct rupture predic-
tion rate of ' 80% was achieved. This contrasted with the 66% rate obtained with
the aspect ratio index.

Zernike moments provide a set of morphological descriptors that are complete,
meaning that, up to a certain level of detail, the shape can be recovered from their
moments Fig. 2c. In addition, they are orthonormal, which makes their Euclidean
distance a natural and geometrically meaningful distance measure. When this dis-
tance is computed in the space of ZMI, we obtain the additional advantage that
the pose dependency is excluded. Thus, the morphological characterization of each
aneurysm by its ZMI, provides an efficient method to compare aneurysm morpho-
logical similarities in real time [60]. This could be used to compare a new patient
aneurysm to other previously treated aneurysms available in a database including
their morphological descriptors together with relevant clinical information and clin-
ical events, such as rupture or treatment output after stenting or coiling. A platform
implementing this system would allow to support the clinical decision by providing
similar aneurysms from which clinical history and treatment outcome are known.

5 Morphodynamic Analysis: Evaluating Temporal Changes
in Medical Images

As stated above, quantification of aneurysm morphological changes has clinical
relevance at two different time scales: at patient follow-up or during one cardiac
cycle. While the first case considers periods of several months or years, the second
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focuses on a time interval of one second. In the proposed pipeline, we evaluate these
temporal changes from clinically available image modalities. In the first case, we as-
sess the evolution of coiled patients using follow-up images. Patients were followed
during a period ranging from two months to 2 years to quantify the degree of coil
compaction over time. In the second case, the wall motion displacement of a cere-
bral aneurysm is estimated along one cardiac cycle of the patient. The final objective
is determining the biomechanical properties of the vascular wall localizing areas on
the tissue that might be prone to rupture.

5.1 Quantification of Volumetric Changes

The quantification of the morphological changes over the months and years
following an endovascular intervention is a critical factor to determine the treatment
stability. In the case of coiling, up to one third of the treated aneurysms present
recanalization [63]. Among the different causes, there is the compaction of the coil
inside the aneurysm, the growth of the aneurysm, or the co-occurrence of both
phenomena. In the latter scenario, the compacted coil migrates inside the aneurysm
dome being pushed by flow-induced forces or blocked by thrombosis. In this per-
spective, the accurate detection and quantification of local shape changes in the
aneurysm is critical for monitoring aneurysm stability and, when required, decide
for (re-)treatment.

In clinical practice, the neuroradiologist usually detects and quantifies aneurysm
recanalization evaluating the presence of a residual neck in the substracted recon-
structions of 3DRA, DSA and MRA. Although the residual neck clearly assesses
the reperfusion of the aneurysm, it does not allow to determine if it is due to coil
compaction or aneurysm growth. In De Craene et al. [20], we investigated the use
of automatic non-rigid image registration methods to produce local deformation
maps as quantified by the Jacobian of a non-rigid transformation. State of the art
intensity-based non-rigid registration algorithms were applied to produce local vol-
ume change maps between sequential images obtained at follow-ups after aneurysm
coiling. This strategy not only permits reconstructing volume temporal evolution
of coil and aneurysm, but also computing local growth maps showing the relative
lengthening of a patch of the aneurysm wall rather than its absolute displacement as
performed by [9]. In De Craene et al. [19], we extended the methodology to account
for very large deformations in the case of severe aneurysm growth. The evolution
of coil and aneurysm volumes along the follow-up period was obtained separately,
which allows distinguishing between coil compaction and aneurysm growth. On
the four cases studied, aneurysm recanalization was always associated to aneurysm
growth, as opposed to strict coil compaction. Figure 3 shows quantification results
for one of these cases.
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Fig. 3 Example of quantification of aneurysm growth and coil compaction. Bottom row shows
an aneurysm before coiling and at several follow-ups. Volumetric coil and aneurysm images are
used to perform global and local quantification. Global quantification is expressed as coil and
aneurysm volume evolution vs. time curves. Local quantification is expressed as a growth map in
the aneurysm, where 1 indicates no change, >1 expansion and <1 compression, and is computed
between the first (t0) and last treatment (t3). In this case, the local aneurysm changes concentrate
in one part of the aneurysm dome. Such heterogeneity could later be confronted to aneurysm
environment or patient-specific modeling of the interactions between the blood flow and the coil

5.2 Wall Motion Estimation

Analyzing aneurysm wall motion throughout the cardiac cycle is becoming impor-
tant owing to its potential connection to rupture, and as a way to estimate vascular
compliance and to incorporate it in CHD simulations [22]. This allows to study
the aneurysm hemodynamics using personalized models considering geometry and
boundary conditions which are closer to reality than to rigid models. On the other
hand, there are studies suggesting that direct visualization of wall motion may
help in the detection of cerebrovascular abnormalities [35, 44]. Therefore, quanti-
fying aneurysm wall motion has the potential of impacting treatment selection and
preoperative planning of cerebrovascular diseases. However, since such motion is
expected to be in the order of sub-millimeters, it represents a challenging task for
most of the current clinical imaging techniques due to their relatively limited spatial
resolution.

In [22] and [58], we proposed two motion estimation methods from DSA using
2D non-rigid image registration. The estimated wall motion was then imposed to the
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Fig. 4 (a) Estimated wall motion for the DSA sequences. (b) WSS distributions obtained from
CHD simulations, using compliant (top) and rigid walls (bottom). (c) From left to right, an X-
ray measured projection image from the physical phantom, checkerboard images of the measured
and the forward projection from the reference volume and our estimation using [77], respectively.
(d) Frontal and lateral views of reconstructed displacement field for a silicone phantom

3D model derived from the medical images to study the effects of wall compliance
on the aneurysmal hemodynamics. Figure 4a shows the estimated wall displacement
curves within different regions. Visualizations of the Wall Shear Stress (WSS) dis-
tributions of CHD simulations at five instants of the cardiac cycle are presented in
Fig. 4b, using compliant wall and rigid wall. Since DSA images were captured from
a single point of view, motion was only partially recovered.

Recently, we presented two image registration-based algorithms [77, 78] to esti-
mate 3D C t patient-specific aneurysm wall motion from a single 3DRA acquisition.
In the first work [78], aneurysm morphology at a given time instant was estimated
from its temporal vicinity by registering forward projections of a deformed 3D ref-
erence volume to the corresponding reduced set of 2D measured projections in a
weighted scheme. In the second work [77], the previously discussed methodology
was extended by using a 4D transformation, and a registration between the en-
tire 2D measured projection and the forward projection sequences. We evaluated
the performance of these techniques using digital and physical pulsating aneurysm
phantom models. Experiments with digital phantoms showed quantitative results of
estimation errors below 10% of the maximum pulsation, which in general presented
subvoxel wall displacements. Physical phantom experiments allowed to demonstrate
the feasibility of pulsation estimation under clinical conditions. The simulated pro-
jections from the estimated volume images matched the corresponding measured
ones, which was not the case from those of the reference volume (Fig. 4c). In Fig. 4d,
two views of the corresponding reconstructed motion field for the silicone phantom
in Fig. 4c are shown and evidence the differences in pulsatility among regions on
the aneurysm wall.
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Finally, the advantage of requiring only a single 3DRA acquisition facilitates its
clinical take-up and also eliminates the need of exposing the patient to additional
radiation dose.

6 Structural Analysis: Estimating Aneurysm Wall Mechanical
Properties

The recovery of aneurysm wall motion should allow among others, embedding wall
compliance into hemodynamic simulations [22] as well as deriving biomechanical
properties of the vessel wall [5, 6]. For the second case, a data assimilation
framework could be designed to estimate the mechanical parameters of a compu-
tational model of the cerebral aneurysm wall based on these measurements. Kroon
et al. [45] used this strategy on idealized spherical and axisymmetric aneurysm ge-
ometries. In Balocco et al. [5,6], we incorporated geometrical information provided
by in vivo imaging data to study the feasibility of estimating regional mechanical
properties of cerebral aneurysms. The deformation field capturing aneurysm wall
pulsation was obtained applying a registration technique to a pair of simulated MR
images. A parametric biomechanical model generated the modeled aneurysm mor-
phology in systole from: the diastolic morphology segmented from subject-specific
images and a set of boundary conditions. The structural mechanics behavior of
the model was controlled by regional elasticity parameters, which were initialized
with values based on ex vivo experiments available in the literature. Subsequently,
these parameters were optimized at the inverse problem stage to minimize the dif-
ference between the two aneurysm morphologies in systole: the one given by the
biomechanical model; and the one generated from applying the deformation field
capturing the aneurysm wall pulsation to the diastolic morphology. A local pressure
distribution that was estimated with computational fluid-dynamics was introduced
into the structural mechanics as an additional constraint.

Several in silico experiments tested the robustness of the proposed data as-
similation framework. The workflow proved to be robust with respect to several
input geometries. Increasing the number of regions with different elasticity in the
aneurysm moderately decreased the performance. The choice of the registration
configuration had a substantial effect on the recovered stiffness distribution and es-
timated values depending on the associated number of degrees of freedom.

Finally, according to our in silico experiments, 0.1 mm was the minimum im-
age resolution required for the proposed data assimilation framework to distinguish
aneurysm regions with different mechanical properties, as illustrated in Fig. 5. These
findings were in agreement with results obtained by [78] where we concluded that
cerebral aneurysm wall pulsation could be recovered from registration techniques
applied on volumes reconstructed from projections having an isotropic spatial reso-
lution of 0.155 mm.
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Fig. 5 Stiffness distribution results obtained with different image resolution (from left to right:
reference maps, 0.05, 0.1, 0.2, 0.4, and 0.8 mm). The different clusters correspond to the vessel,
the dome, and the bleb regions (respectively in dark grey, light grey and medium grey)

7 Computational Hemodynamic Analysis: From Anatomical
Models to Personalized Flow Descriptors

CHD requires proper patient-specific boundary conditions specification in terms of
flow rate or pressure to solve the governing equations. These flow boundary con-
ditions can be obtained from phase-contrast magnetic resonance images for the
main branches of the circle of Willis. Nevertheless, since patient-specific measure-
ments are seldom available, reference data obtained from normal volunteers [1, 26]
or 1D/0D lumped parameter models [7, 57] are often employed instead. To model
the blood flow in cerebral aneurysms the assumptions of incompressible, laminar
flow and Newtonian/non-Newtonian fluid in the rigid/compliant vessel walls are
commonly used and accepted within the community [14].

In order to introduce these techniques into routine clinical practice, validation
against ground truth in vivo flow measurements is mandatory. Because such data can
not possibly be obtained with the technology available nowadays, different alterna-
tives have been proposed. A number of authors have compared simulation results
with experimental flow measurements in idealized phantoms [33] and anatomi-
cally realistic replicas [27]. Another alternative corresponds to the comparison of
simulation results with gross hemodynamical features obtained with routine image
modalities. In particular, [15] compared the isovelocity surfaces extracted from the
hemodynamic simulation to isointensity surfaces in TOF-MRA images obtained by
[65]. They found a good agreement in the aneurysmal inflow region.

In two separate works, Ford et al. [28] and Calamante et al. [12] presented a
strategy to simulate the transport of the contrast agent in cerebral vasculature and
produced visualizations which reproduce conventional angiography. This technique,
named virtual angiography, allows a direct qualitative comparison of simulation re-
sults with high frame rate angiographic images routinely acquired during treatment.
We believe that the use of such visualization techniques [17,28] will play an impor-
tant role in the clinical acceptance of CHD in the clinical practice.

One major strength of the proposed modeling pipeline is its applicability to the
variety of image modalities used throughout the patient care cycle. Recently, Geers
et al. [30] studied the differences between vascular models derived from 3DRA
and CTA and the subsequent differences in the hemodynamic simulations. Four
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Fig. 6 Two patient-specific vascular models extracted from 3DRA and CTA. Streamlines color-
coded by the velocity magnitude visualize the flow field at peak systole and end diastole (top and
middle rows respectively) and the distribution of the time-averaged wall shear stress magnitude is
visualized with a contour plot (bottom row)

aneurysms on the middle cerebral artery M1-M2 bifurcation (Fig. 6) were imaged
within a one-day time interval with both 3DRA and CTA. For both image modalities
a hemodynamic model of each aneurysm was created. The lower contrast and spatial
resolution of CTA gave rise to differences in the vascular models. On the one hand,
the segmentation algorithm had more difficulties to separate vascular structures that
were close to each other. As a result, the aneurysm neck appeared to be wider, which
altered the flow rate into the aneurysm as well as other hemodynamic variables. On
the other hand, contrast values of small vessels of less than 1mm in diameter were
more blurred and the segmentation algorithm failed to recognize them. This often
produced a higher flow rate in the parent vessel and, therefore, in the aneurysm.
Overall, quantitative hemodynamic measurements did give substantially different
results (in some cases up to a 40%), but qualitatively the main flow characteristics
were found to be well-reproduced between the 3DRA- and CTA-based simulations.

8 Endovascular Device Modeling: From Anatomical Models
to Treatment Assessment

The ultimate purpose when treating an aneurysm is to exclude it from the circu-
lation while returning the blood flow in the parent vessel to normal physiological
conditions. Among the multiple techniques pursuing this objective, coiling [31] and
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Fig. 7 Endovascular device modeling pipelines to virtually simulate stenting and coiling
interventions

stenting [11, 50] have become the preferred options over the traditional surgical
clipping. In this section, we propose two methodologies to simulate in silico the re-
lease of stents (Fig. 7a) and coils (Fig. 7b) during a virtual aneurysm embolization
intervention.

8.1 Virtual Stenting

The presence of vascular stents in aneurysmatic vessels has been modeled in
the past [16]. Larrabide et al. [46, 47] proposed a methodology for virtual stent
deployment based on constrained deformable simplex models called Fast Virtual
Stenting (FVS). This work extended the method proposed by Delingette [21]. In
this approach, a second order differential equation was used to deform a simplex
mesh under the effect of physical constraints such as stent mesh design, size, and
radius. These parameters were selected because they are relatively easy to obtain
and are sufficient to describe the global stent geometry when the detailed structural
behavior of the device is not of interest. This technique effectively embeds the geo-
metrical properties of the stent and achieves favorable execution times in the order
of one minute. In the recent work of [25] we developed FVS and Finite Element
(FE) models for a commercial stent and compared the results after stent release. A
series of parametric vascular models were designed varying stent diameter, vessel
and aneurysm neck sizes where the stents where deployed. Results show good
agreement between the two methodologies accompanied by a significant reduction
(1000:1) in the computational cost of FVS.
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Extensive analyses of aneurysmal hemodynamical changes induced by stent
deployment have been provided by both in vitro and CHD studies [16]. These obser-
vations suggest the importance of considering patient-specific anatomy to assess the
performance of a specific stent design and study its relation with clinical events and
post-implant complications. The Virtual Intracranial Stenting Challenge (VISC) in-
ternational initiative sought fulfilling this aim by promoting a multicenter-controled
benchmark to analyze differences induced by diverse grid generation methods and
CHD technologies. The challenge also provided an opportunity to survey available
technologies currently adopted by international teams from both academic and in-
dustrial institutions for constructing computational models of stented aneurysms.
The results of the 2007 edition of the challenge were reported in [61] and demon-
strated the ability of current strategies in consistently quantifying the performance of
three commercial intracranial stents, and contributed to reinforce the confidence in
CHD simulations, thus taking a step forward towards the introduction of simulation
tools to support diagnostics and interventional planning.

Several computational hemodynamic studies have been carried out to clarify the
effect of stents on aneurysmal flow [16, 43, 48, 71]. These studies concluded that
the flow in an aneurysm treated with stents is influenced by multiple factors of the
stent geometry such as strut size, and stent porosity. To study the impact of the stent
positioning, we investigated the influence of stenting with various axial orientations
on saccular aneurysm hemodynamics [42]. Two commercial stents (stent 1 and stent
2) were modeled in this study: a Neuroform stent (Boston Scientific, Natick, MA)
and a Zilver stent (Cook medical Inc., Bloomington, IN). Both stents were virtu-
ally released using the FVS algorithm in four different axial orientations to fit into
the luminal surface of a patient-specific internal carotid artery model with a lateral
aneurysm. Computational hemodynamic analyses were carried out for the unstented
and stented aneurysm models (Fig. 8). The intra-aneurysmal flow for stented mod-
els show disturbed and complex flow patterns while the flow activity and the forces
acting on the aneurysm wall are generally alleviated. The influence of the axial ori-
entation of the stent on the aneurysm hemodynamics is more significant for stent 2
which has a larger strut size compared to stent 1. Interestingly, the flow activity in
the aneurysm is rather increased when the intra-luminal scaffolding of the stent is
not sufficient.

The combined use of CHD and virtual stenting techniques provides a feasible
mean to investigate the stent induced hemodynamic alterations in patient-specific
aneurysm models, not only facilitating the personalized selection of an optimal stent
before intervention, but also providing tools to medical device companies for explor-
ing new designs.

8.2 Virtual Coiling

Performing CHD analyses for a patient-specific aneurysm treated with coils is not a
trivial task, mainly due to the complexity and quasi-random distribution of the coil
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Fig. 8 Influence on WSS, iso-velocity contour (0.2 mm/s), low WSS areas (<0:4 Pa), and sluggish
flow (velocity <1 mm/s) at the peak systole. It can be observed that for the unstented geometry,
the flow enters much stronger into the aneurysm (iso-velocity) and there are no visible regions of
sluggish flow. On the contrary, after the stent is implanted, the flow inside the aneurysm region is
drastically changed. For stent 1, it can be observed the flow impingement is located on the lateral
side (while it was on the distal side before the implantation of the device). For stent 2, large areas
of low WSS are observed together with larger continuous regions of sluggish flow

mesh, as well as the small diameter of the coil wires [75]. Some of these difficul-
ties have been tackled with the assumption of a homogenous and isotropic porous
media [37, 39] that models the presence of the devices inside the aneurysm. Other
approaches [16, 54] have provided explicit models of the coils but have not been
able to achieve realistic coil packing rates [68, 75].

In Morales et al. [53], we proposed a method to create explicit models of en-
dovascular coils using 3D medical images and treatment information able to provide
realistic coil configurations and packing rates. The method advances the coil tip
while minimizing the influence of a potential energy associated to the vessel wall
boundaries and the previously released coils within the aneurysm domain. Addi-
tionally, the coil is allowed to retreat and advance in a different direction when a
dead-end is found. As a result, the method was able to achieve clinical coil packing
rates as performed with bare coils.

The influence of the coil packing rate and coil configuration (distribution and
structure of the released coils) was evaluated for an internal carotid aneurysm in
terms of its intra-aneurysmal hemodynamics. The model was virtually coiled with
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Fig. 9 Virtual release of coils with different packing rates (13, 20, 25, and 32%) vs. the untreated
case. The released coils are shown in grey in the top row together with the velocity streamlines.
The bottom row shows the reduction in WSS on the aneurysm dome for each coil packing rate

four packing rates (13, 20, 25, and 32%), each one of them with three different
coil configurations. CHD analyses were performed both in the untreated and treated
aneurysm models (Fig. 9). The results revealed that aneurysmal flow velocity and
WSS were reduced by coiling even for low packing rates. Also, we observed that
WSS near the aneurysm ostium drastically increased due to interference introduced
by the coils. Finally, we found that the hemodynamic differences due to coil con-
figurations were negligible when the coil packing rate was high (above 20%) which
is in agreement with previous clinical findings [59]. Thus, we concluded that the
virtual coiling technique has the potential to become a valid tool to a priori assess
the post-treatment aneurysm hemodynamics.

9 Discussion

This work has proposed an image- and biomechanics-based computational
modeling data processing pipeline for the advanced and personalized management
of cerebral aneurysms. Patient-specific vascular models are created and used to
derive a collection of complex descriptors. These morphological, morphodynamic,
hemodynamic and structural descriptors have been selected as key representatives
of the physical properties and biomechanical mechanisms thought to play a role in
the natural history of cerebral aneurysms. The pipeline integrates them into a single
workflow that also includes the modeling and release of virtual devices.

The main strength and contribution of this pipeline is that it provides a compact
representation of the multifactorial nature of cerebral aneurysms even in presence
of virtual endovascular devices, facilitating the selection of an optimal treatment for
a specific patient as well as the design of endovascular devices. In terms of vascular
anatomical modeling, this pipeline contributes an automatic and reproducible seg-
mentation technique [8, 32]. The algorithm’s accuracy has been evaluated against
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ground truth measurements performed by clinicians in MRA and 3DRA, and used
to evaluate the sensitivity of hemodynamic simulations to the imaging modality
(3DRA and CTA) [30]. The @neurIST project [55, 67] selected this method as its
segmentation of choice. This project was an European initiative funded within the
Sixth Framework Programme Priority 2 of the Information Society Technologies
IST [55, 67].

As for the morphological analysis, the real-time morphological characterization
of aneurysms using their Zernike moment invariants [52,60] is robust and constitutes
a first candidate to be used as a basis for the comparison of aneurysm morphological
features to other previously treated aneurysms available in a database. A platform
implementing this system would allow to support the clinical decision by provid-
ing similar aneurysms from which their clinical history and treatment outcome are
known. Extending such similarity searches to include other complex descriptors
such as the ones already computed by this pipeline should capture the heteroge-
neous nature of aneurysms.

Two morphodynamic analyses have been performed to quantify aneurysm mor-
phological changes at two time scales: at patient follow-up or during one cardiac
cycle. In the first case, the evolution of untreated and treated aneurysms is possible
using images obtained at different patient follow-ups (months to years) by regis-
tering them into a common coordinate frame and by quantifying local and global
volume changes at the aneurysm level [19, 20]. In the second, since vessel wall
weakness is thought to be a surrogate of the risk of rupture, a plausible option has
been proposed for the indirect in vivo estimation of aneurysm wall mechanical prop-
erties. In this direction, wall motion displacements [58, 77, 78] have been estimated
from 3DRA and extensively validated with digital and silicone phantoms. The struc-
tural analysis uses measurements obtained from simulated MRA images together
with flow and pressure measurements to optimize these vessel biomechanical prop-
erties using a data assimilation framework [6].

The combined use of CHD analyses with virtual endovascular devices modeling
techniques allow to reproduce different treatment situations like the use of different
stents [46,47] and coils [53] at low computational cost. Evaluation of the variability
in the stent positioning within the vessel [42] have shown to have strong implications
in the device design. As demonstrated in the VISC 07 Challenge [61], hemody-
namics studies in presence of a stent were reproducible, even when developed by
distributed teams. The combination of device models with blood clotting and cel-
lular models capturing the vessel wall physiological behavior, should allow in the
future a further assessment of the patient evolution after treatment.

Multiple challenges need to be sorted out in order to integrate this pipeline into
a clinical routine workflow, for the diagnosis and prognosis of the disease as well
as for the prototyping of more effective medical devices. The most important one is
its validation, which needs to be guaranteed at the technical and clinical acceptance
levels. Aspects such as repeatability, accuracy, reproducibility, robustness and sen-
sitivity need to be evaluated first for each of the individual components as well as
for the complete pipeline. At the clinical level, multi-centric trials should demon-
strate sufficient predictive power to justify their adoption. During the design of the
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present pipeline, a special attention has been paid on the validation of its various
components, particularly focusing on assessing the accuracy, the reproducibility and
the repeatability of the results where appropriate either by using digital phantoms
[6, 77, 78], physical phantoms [77, 78] and/or manual measurements [32, 61]. Some
of the components were also evaluated as part of the patient-specific image-based
simulation pipeline developed under the umbrella of the @neurIST project [67].

A second challenge is the availability of human and computational resources to
perform and exploit the outcomes of these analyses. Creating representative anatom-
ical and physiological models still requires a reduced amount of operator’s manual
intervention. Decreasing and quantifying the impact of such manipulations should
be feasible by establishing operators evaluation metrics, improving their training,
increasing the usability and level of automation of the tools to ensure smooth
transitions between the analyses. Interpreting the results of this pipeline is not trivial
and also demands the presence of highly skilled operators. This is expected to im-
prove in the midterm by the creation of intuitive decision support systems that would
automatically trigger alarms when a dangerous combination of clinical events is
identified.

Computational costs are still nowadays an issue for some of the stages involved
in this pipeline. Currently, efforts are directed towards the better use of computa-
tional resources by exploiting GPU computing power in personal computers [79],
or by externalizing the computational load to clusters using grid or cloud computing
techniques. Once large clinical trials aiming at the validation of such a pipeline are
started, massive data storage resources will be needed for images, clinical records
and computed derived descriptors. This will require advanced IT infrastructures to
provide connectivity to distributed databases enabling the use of data mining tech-
niques to investigate the posed clinical hypotheses.

The presented effort is framed in the context of the Virtual Physiological Human
(VPH) Initiative [74]. On the one hand, all our current scientific and technical efforts
aim at extending the present pipeline along the lines supporting the VPH vision,
which aims at progressing towards a comprehensive and integrated view of human
physiology that enables the delivery of sound diagnostic and prognostic decisions in
health care management. On the other hand, the VPH initiative provides the frame-
work that allows all these tools to converge, maximizing its impact on industry, as
well as on the scientific and clinical communities. The existence of appropriate IT
infrastructures should allow collecting data in a rational manner and establishing
links with a broader scientific community. The European project @neurIST is an
example of this integration, where image-derived morphological, hemodynamical
and structural descriptors are also combined and cross-linked with clinical and ge-
netic information underpinned and enabled through advanced IT infrastructures for
data sharing and efficient reuse of computational resources [3, 4, 23, 29, 34].

Acknowledgements This work was partially supported by the @neurIST Integrated Project
(co-financed by the European Commission through the contract no. IST-027703), the CDTI
CENIT-CDTEAM grant funded by the Spanish Ministry of Science and Innovation (MICINN-
CDTI) and Philips Healthcare (Best, The Netherlands). The authors would also like to thank the
support provided by ANSYS Inc. (Canonsburg, PA, USA).



Cerebral Aneurysms: A Patient-Specific and Image-Based Management Pipeline 345

References
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