


Computer and Information Sciences



For other titles published in this series, go to

Lecture Notes in Electrical Engineering

www.springer.com/series/7818

Volume 62

http://www.springer.com/series/7818


Editors

Erol Gelenbe • Ricardo Lent • Georgia Sakellari
Ahmet Sacan • Hakki Toroslu • Adnan Yazici

Computer and Information

Symposium on Computer and Information 
Proceedings of the 25th International

Sciences

Sciences



Springer Dordrecht Heidelberg London New York  
 
Library of Congress Control Number: 
 

 

 
Printed on acid-free paper 
 
Springer is part of Springer Science+Business Media (www.springer.com)  

of being entered and executed on a computer system, for exclusive use by the purchaser of the work. 

© Springer Science+Business Media B.V. 2010 

Editors

Imperial College
EEE Dept.
Exhibition Road 
SW72BT London 
United Kingdom
e.gelenbe@imperial.ac.uk

r.lent@imperial.ac.uk

Dr. Ricardo Lent
Imperial College
EEE Dept.
South Kensington Campus

SW72AZ London 
United Kingdom

Dr. Georgia Sakellari
Imperial College
EEE Dept.
South Kensington Campus

SW72AZ London 
United Kingdom
g.sakellari@imperial.ac.uk

Dr. Ahmet Sacan
Drexel University
School of Biomedical Eng., Sci. 
and Heal
Bossone 702, 3120 Market Street 

USA
ahmet.sacan@drexel.edu

Prof. Hakki Toroslu
Middle East Technical University
Dept. of Computer Engineering
06531 Ankara 
Turkey
toroslu@ceng.metu.edu.tr

Fac. Engineering
Dept. Computer Engineering
06531 Ankara 
Turkey
yazici@ceng.metu.edu.tr

Middle East Technical University - METU

ISSN 1876-1100   e-ISSN 1876-1119
ISBN 978-90-481-9793-4   e-ISBN 978-90-481-9794-1 
DOI 10.1007/978-90-481-9794-1 

No part of this work may be reproduced, stored in a retrieval system, or transmitted in any form or by 
any means, electronic, mechanical, photocopying, microfilming, recording or otherwise, without written 
permission from the Publisher, with the exception of any material supplied specifically for the purpose 

19104 Philadelphia Pennsylvania
Exhibition Road 

Exhibition Road 

Prof. Erol Gelenbe

Prof. Adnan Yazici

Cover design: SPI Publisher Services

2010935926

mailto:gelenbe@imperial.ac.uk
mailto:lent@imperial.ac.uk
mailto:sakellari@imperial.ac.uk
mailto:sacan@drexel.edu
mailto:toroslu@ceng.metu.edu.tr
mailto:yazici@ceng.metu.edu.tr
http://www.springer.com


25th International Symposium on Computer  
and Information Sciences 

 
Symposium Chair’s Foreword 

This conference that is held on 22nd to 24th September 2010 at the Royal Society in 
London and is organised by Imperial College, is the 25th of an annual series of meetings 
that started at Bilkent University in Ankara, Turkey, in 1986, with subsequent 

Çesme, Belek and other sites in Turkey, as well as in the USA (Orlando) and at the 
Middle East Technical University campus in North Cyprus.  Such a long history can 
only continue with the active support of Computer Scientists from Turkey, France, 
Greece, Italy, the UK and other countries. This conference series is inclusive as to 
topics, but selective in matters of quality. This year’s programme benefits from the 
contributions of very distinguished keynote speakers, and was established by the 
programme committee with the help of numerous referees. I take the opportunity here 

Leaders. I would like to acknowledge in particular the organisational support of Dr 
Ricardo Lent, Dr Georgia Sakellari, Gökçe Görbil, Mrs Shahareen Hilmy and Mrs 
Fabienne Paul. All those who submitted papers have my gratitude for their very 

conferences annual held in various cities including Istanbul, Izmir, Antalya, 

valuable effort and contributions, and I am very grateful to our distinguished keynote 
speakers Prof. Samson Abramsky, Prof. Steve Furber, Prof. Tony Hoare, Prof. 

Erol Gelenbe, Imperial College 

Richard Karp, Prof. Raudy Katz and Prof Aurel Lazar. 

to thank them all, as well as all the other Programme Co-Chairs, the Technical Area 
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é

3

7

11

17

23

27

33

39

45

51

57

61



On Product-form Approximations of Cooperating Stochastic Models . . . . .

Andrea Marin, Maria Grazia Vigliotti

Queues with Limited Volume - A Diffusion Approximation Approach . . . .

Tadeusz Czach rski, Tomasz Nycz, Ferhan Pekergin

Exactly Solvable Stochastic Processes for Traffic Modelling . . . . . . . . . . . . .

Maxim Samsonov, Cyril Furtlehner, Jean-Marc Lasgouttes

Actor Petri Net Model: Toward Suitable and Flexible Level
Representation of Scientific Workflows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Nanshan Du, Qing Li, Yiwen Liang, Farong Zhong

3 Bioinformatics & Bioengineering

Developing a Scoring Function for NMR Structure-based Assignments
using Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Data and Model Driven Hybrid Approach to Activity Scoring of Cyclic
Pathways . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Zerrin I ik, Volkan Atalay, Cevdet Aykanat, Rengul etin-Atalay

A Novel Hybrid Electrocardiogram Signal Compression Algorithm with
Low Bit-Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Hakan Gurkan, Umit Guz, B. Siddik Yarman

4 Data Engineering

A Roadmap for Semantifying Recommender Systems Using Preference
Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Dilek Tapucu, Fatih Tekbacak, Murat Osman Unalir, Seda Kasap

Summarization of Documentaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Kezban Demirtas, Ilyas Cicekli, Nihan Cicekli

A Content Boosted Collaborative Filtering Approach For Movie
Recommendation Based On Local & Global Similarity and Missing
Data Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Ç

Georgios V. Lioudakis, Giuseppe Tropea, Iakovos St. Venieris,

Jihai Zhou, Mustafa Gurcan, Anusorn Chungtragarn

 Dimitra I. Kaklamani, Nicola Blefari-Melazzi

¸

¨¨

¨

187

191

195

199

205

209

217

227

231

237

Binary and Ternary Coded Structured Light 3D Scanner for Shiny Objects 241

245

253

xii



Texture Classification and Retrieval Based on Complex Wavelet Subbands
Turgay Celik, Tardi Tjahjadi

A Compression Method Based on Compressive Sampling for 3-D Laser
Range Scans of Indoor Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Oguzcan Dobrucali, Billur Barshan

Two-Dimensional Mellin and Mel-Cepstrum for Image Feature Extraction
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Abstract: A partially persistent B-tree is presented, with a worst case constant 
update time, in the case that the position of the update is given. This is achieved 
by the use of the fat node method, which enables the transformation of an 
ephemeral (a, b) tree with constant update time into a partially persistent tree. 
Such a structure can be usZeful in persistent databases for applications in which 
the update time is critical. The model of computation is the external memory 
model.  

Keywords: Data structures, Indexing structures, Algorithms, Persistence 

1. Introduction 

In this paper we are adding partial persistence to a balanced search tree with a worst 
case constant update time [6] (in the case that the position of the update is given), via 
the node-copying method [5]. 

The idea in [6] is to organize the leaves of an (a, b) tree into buckets, with each 
bucket containing O(h) leaves, where h is the height of tree. A brief description of the 
structure is as follows: In every bucket, a pointer (called r_pointer) is stored, that 
points to an ancestor (or to a node “near” an ancestor) of the bucket. When an update 
occurs inside the bucket, we follow the r_pointer, rebalance the pointed ancestor and 
set the r_pointer to point one level upwards. After each such step, the bucket is split 
incrementally and, when the r_pointer reaches the root of the tree, the incremental 
process completes. Let u be the node pointed by the r_pointer of a bucket. To 
rebalance u, the following actions are performed: If u has more than b children (we 
call such a node big), u is split into two small nodes otherwise u is left intact (we call 
such a node small). In either case, the r_pointer is moved up one level. It is proved in 
[6] that, starting from an (α, b)-tree, this algorithm produces an (α, 2b)-tree. 

To achieve partial persistence, two general methods have been presented in [5], 

constant number of nodes need to be updated in the amortized sense, for each 
ephemeral update step. Thus, both time and space overheads are O(1) amortized. For 
the RAM model of computation, this amortization was eliminated by Dietz and 
Raman [4]. In the pointer machine model, Brodal [2] eliminated the amortization for 

namely the fat-node and the node-copying method. It has also been proved that only a 
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partially persistent data structures of bounded in-degree. According to the solution of 
Brodal, the maximum number of fields stored in a node is M=2bd+1, where b is the 
bound of the in-degree and d is the bound of the out-degree (b and d are constants). 

On a first glance, the feeling is that the solution by Brodal is also a solution to our 
problem. However, this is not true. Indeed, assuming that we can reach the exact point 
(leaf of the B-tree) of the update in constant time, we need to store in each node a 
pointer to its father, so that we can move towards the root. Thus, the in-degree and the 
out-degree of the internal nodes is O(B), where B is the number of records that fit into 
a disk block. As a consequence M, the maximum number of records in each internal 
node, becomes O(B2), according to the solution by Brodal. This means that each 
internal node needs O(B) I/Os in order to be accessed. Contrary to this, we need a 
solution that produces nodes that fit into a constant number of disk blocks. Such a 
solution is presented in this paper. 

In our new indexing structure, the time complexity, to search old versions, is 
O((logBm/B)2), where m is the total number of updates and B is the number of records 
that fit into a block of secondary memory. For the current version, the time 
complexity, to search, is O(logBm/B). For the current version, the time complexity for 
searching is O(logBm/B). The space occupied by the data structure is O(m/B) blocks. 

2 The new Indexing Structure 

The data structure is a two-level tree. The upper level is a tree, and each node of this 
tree is a fat node. Each fat node is composed of persistent nodes. According to the fat-
node method, each ephemeral node corresponds to a fat node that contains all the 
versions of the ephemeral node. In our data structure, each fat node is a separate tree, 
and all the versions of the corresponding ephemeral node are contained in the leaves 
of the fat node. When a node (or bucket) is rebalanced, a new right sibling is added to 
that node (or bucket). This means that the rightmost leaf of a fat node contains the 
current version of the corresponding ephemeral node. Persistent nodes and buckets 
that belong to the current version are called active, otherwise they are called inactive.  

The general idea is to transform the leaves of the fat nodes of level 0 into buckets, 
with each bucket containing O(h) elements (as in [6]), where h is the height of the 
two-level tree. Thus, the fat nodes of level 0 are slightly different from the fat nodes 
of the above levels, whose leaves are persistent nodes (they are not buckets). Each 
bucket is rebalanced incrementally, and we can afford to split it into two new buckets 
and rebalance all the ancestors of the new buckets, by paying O(1) I/Os per insertion 
(note that we handle only insertions) while, at the same time, we are able to keep the 
bucket-size under control (i.e., O(h)). 

Our starting point is an (a, b) tree. The only rebalancing action is a split  and we 
organize the leaves  of the tree in buckets. The height of the persistent structure is 
O((logα m)2), where m is the number of updates. This is because each root-to-leaf path 
contains O(logαm/α) fat nodes, and each fat node has O(logαm/α) height. Each bucket 
has a capacity of O((loga m)2) elements, i.e. O(h) elements. Each element inside a 
bucket corresponds to a data record whereas persistent nodes contain index records 
(for a detailed description of the data and the index rerecords, see [1]). 
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A rebalancing operation on a bucket may cause the rebalancing of all the internal 
persistent nodes on the path, from the bucket to the root of the tree. This rebalancing 
is performed incrementally, and is divided into two stages, each of them requiring 
O((logam)2) time. During the first stage, an incremental split of the bucket is 
performed, and two new buckets are created. Each incremental step manipulates a 
constant number of records (elements). When the first stage completes, a pointer 
(called r_pointer in [6]) is stored in the pair of the new buckets and is initially set to 
point to the father of the initial bucket. This pointer is used during the second stage, 
during which the ancestors of the new buckets are updated. Again, the second stage is 
incremental, and rebalances, if needed, a constant number of ancestors at a time. Each 
internal node is rebalanced by using the ideas of [6]. 

The exact algorithm as well as its analysis and proofs are omitted due to space 
limitations, however it can be found in [8]. In brief, we mention the following: By 
using the proof methodology of [6], it is proved that the maximum number of records 
inside an internal node is 2b. This means that, starting from an (a, b) tree, our 
algorithm produces an (a, 2b) tree. Since the maximum number of records in a 
persistent node is 2b, by setting B=2b, each persistent node fits into 1 disk block, 
therefore the requirement set in Section 2 is met. The space required by our indexing 
structure is proved to be O(m/B) disk blocks. It is also shown that the time complexity 
for searching a key x at time t is O((logBm/B)2). The time complexity for updates is 
O(1), since each update step accesses a constant number of disk blocks. 

3 Enhancement of the Indexing Structure  

In this section we enhance our indexing structure, thus achieving an O(logBm/B) time 
for searching in the current version. For this purpose, we first need to spare O(1) I/Os 
per fat node, as we move towards the buckets. This can easily be achieved by storing 
a new pointer into the root of every fat node, which points to the rightmost leaf of the 
fat node. Starting now from the root of the tree, we can reach the leaf-level, by 
sparing O(logBm/B) I/Os. However, we additionally need to reduce the size of the 
buckets to O(logBm/B) elements. 

By reducing the size of the buckets to O(logBm/B) elements, our challenge is to 
revise the second stage of our algorithm, so as it to complete in O(logBm/B) updates 
rather than O((logBm/B)2) updates. To achieve this, we make use of a redundant 
counter (see [3], [7]), on every fat node. 

Each node of the rightmost path of a fat node corresponds to a digit of a redundant 
counter. Also, the father of the rightmost leaf corresponds to the least-significant 
digit. Note that we only need to increase by one the least-significant digit of the 
counter. Let dz be the digit of the counter that corresponds to node z of the path. Then 
dz is equal with the number of records of z. Also, a digit is fixed when its value 
becomes equal to B. Once a digit is fixed, it becomes equal to 1. (Note that for the 
redundant counter to work properly, it is necessary for B-2>1. Clearly, it holds for 
realistic values of B). In particular, when we fix the digit corresponding to node z, we 
split z into two new nodes, z1 and z2. Node z2 takes the place of z at the rightmost path. 
Since z2 has only one record, as already mentioned, the digit that corresponds to z2 
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becomes 1. Assume now that the rightmost leaf of a fat node is split. This action 
increases by 1 the least significant digit of the counter. Then, according to the 
algorithm that increments the least significant digit of a redundant counter, we only 
need to fix at most two digits of the counter (see [7]), which means that at most two 
nodes of the rightmost path of the fat node will be rebalanced.  

We can now spare O(1) I/Os per fat node, during the second stage. Since the 
number of fat nodes between the root and any leaf is O(logBm/B), it follows that the 
second stage completes within O(logBm/B) updates. The time complexity to search for 
a key at the current version has now become O(logBm/B) I/Os.  

A Final Remark 

So far, our structure supports only insertions. To also support deletions, we use the 
solution given in [6], i.e. the global rebuilding technique. This way, the time 
complexity for searching the current version becomes optimal (i.e. O(logBN/B) I/Os, 
where N is the number of valid elements in the current version). The details are 
omitted. 

One interesting observation is that the idea of adding redundant counters to the fat 
nodes can easily by used in the framework of [5] (i.e., it can be used in a class of data 
structures, called linked structures), in order to reduce the logarithmic (Ologm) time 
overhead per update, to O(1), for the fat node method. The details are trivial. 
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Abstract. The main challenge of automated theorem proving is to find
a way to shorten the search process. Therefore using a good heuristic
method is essential. Instead of constructing a heuristic from scratch, we
propose to use the mixture of experts learning to combine the existing
heuristics to construct a heuristic from similar problems. The results
show that the combined heuristic is better than each individual heuristic
used in combination.

1 Introduction

The resolution principle reduces proof procedures into a series of simpler, unin-
telligent operations, which computers perform very fast. Although the resolution
principle is useful and fast, it has no predefined clause choosing mechanism and
it expands the search space quickly. So, it is essential to use a heuristic method
to narrow (or direct) the search path.

In automated theorem proving (ATP) systems, usually static evaluation func-
tions are used as heuristics. These functions are dependent on the features of the
clauses (e.g. the number of symbols in a clause). Usually problems have differ-
ent characteristics and require different approaches. We do not have “the best”
heuristic which is successful for each problem. Machine learning methods can be
used for inventing good heuristics, improving existing ones, adapting methods
for the given problem [1], or choosing a suitable heuristic from a given set [2].

Mixture of experts (MOE) is a variant of artificial neural networks, and it can
be used to combine multiple learning or non-learning experts. Its main purpose
is to learn the regions where each expert is successful. In this paper, we propose
a novel method for automated theorem proving, based on the MOE approach to
combine different heuristics, and to construct a new heuristic. This heuristic is
shown to be more successful than each individual heuristic used independently.

2 Previous Work

A neural network can be used to learn the search-guiding heuristics [3]. The
training data of the neural network are the proofs of non-heuristic version. The
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steps that contribute to the proof are taken as positive training data. Branches
that do not contribute but are close to the positive training data are taken as
negative examples.

The similarity between problem definitions is used in [4]. Solutions of solved
(similar) problems are used to configure the parameters of the heuristic, to be
used in the current problem. Machine learning is used to suggest a sequence of
heuristics according to their similarity with the current problem [2]. Numeric
features of the problem descriptions (axioms and the conclusion) are used to
define the similarity. Also, two different heuristics can be learned and then com-
bined. The success of the combination is better than both of the heuristics in
some of the tests [5].

Although converting a clause into numeric representation causes some loss
of information, numeric representations are usually used since they are suitable
for inexact knowledge, we can define similarity and distance concepts easily, and
there are powerful learning methods with numeric representations [1]. Numeric
features of clauses are used to convert them into numeric representations. Num-
ber of literals (in a clause), number of distinct predicates, number of variables,
number of functions and term depth of the clauses are examples.

3 Proposed Method

The given-clause algorithm is a popular and efficient algorithm used in ATP
systems [6]. A good heuristic function is essential for this algorithm since after
some time, the number of inferences explodes.

MOE can be seen as a general architecture for combining multiple experts,
where the experts may not be linear or learning and the gating may not be
linear [7],[8]. The idea is to achieve success rates better than each individual
expert. MOEs are trained with the back-propagation algorithm. We prefer the
cooperative learning model, since it is shown that cooperative model is more
accurate than the competitive model [7].

We use clause heuristics as the experts of the system. The flexibility of MOE
allows us to use different types of heuristics together (non-learning heuristics
and learning heuristics). Different experts may give output in different scales,
which affects the learning process negatively in early stages. We propose to filter
the outputs of experts with perceptrons (which are trained separately for each
expert), therefore we do not use the outputs of experts directly, but posterior
probabilities, which are calculated by perceptron, are used in mixture of experts.
This method also ensures that outputs of experts are in [0, 1] interval.

In applying machine learning, our training data will be the output of the
system, which indicates that we will use the proof steps of previous problems
to solve new problems. Initially, since there is no training, we must use the
outputs of problems solved with conventional heuristics. We choose clauses that
contribute to the solution as positive examples, that do not contribute to the
solution as negative examples. a proof has much more negative examples than
positive examples. It is better to take negative examples which are close to
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positive examples [1]. We only include negative examples which are two steps
away from positive examples in the proof tree.

The positive and negative examples are converted into their numeric repre-
sentations. This numeric data are used to train the MOE network. We train the
network until the coefficients are stable. In our examples, all training sessions
are very fast (takes less than 1 s.), so compared to the proof sessions, the total
time of the training sessions is negligible. Some of the clause features used in
numerical representation are number of literals, predicates, constants, functions,
variables, maximum nesting of the clause and maximum weight of literals.

The problem definition of the new problem is compared with the previously
solved problems and the knowledge of the most similar problem is applied to the
new problem. This concept, which is called instance-based learning, is success-
fully used in [2]. To determine the similarity, each problem is converted into nu-
merical representations. Then, similarity is calculated as the euclidean distance
between these feature vectors. Some of the features used in the application are
term depth of the axioms, number of distinct predicates and function arities. In
the future, a mechanism should be implemented for dealing with the problems
that do not have applicable knowledge in their close neighborhood.

The MOE is initialized with the coefficients taken from the most similar
problem. And the output of this MOE network is used as the heuristic function
in the given-clause algorithm.

4 Experiments and Discussion

In our experiments, we implemented the proposed method on top of the Otter
ATP system [6], by modifying the clause selection mechanism of Otter to use
the mixture of experts. The other mechanisms of Otter were kept the same so
that we can isolate the effect of the clause selection mechanism in the results.

The experiments were done on an Intel Pentium 4 1.7 Ghz Ubuntu Linux
computer. In all of the tests, a moderate time limit (3 min.) was given to the
prover to prevent running indefinitely if it does not find a solution. We used the
TPTP (Thousands of Problems for Theorem Provers) library in the tests [9]. We
used problems without equality, which are defined in clause normal form.

In the experiments, we combined three simple heuristics. For comparison, we
used two hypothetical heuristics: For a given problem, one of these hypothetical
heuristics acts as the best (Hbest), the other acts as the worst (Hworst) among
other heuristics (H1, H2, H3). And our learned heuristic is Hcomb. Other experts
can be added to the system (learning or non-learning). The system will easily be
integrated with experts which use back-propagation without any modification.

The results of experiments for the FLD domain are given in Figure 1. Results
show that in 35% of the problems, Hcomb is at least as fast as the hypothetical
heuristic Hbest. So, we can conclude that the system has gained abilities be-
yond the combined heuristics for these problems. Also we should consider that
constructing the perfect Hbest heuristics is impossible and all heuristics will be
subject to the problems of similarity and numerical representations.

Using Mixture of Experts Method in Combining Search-Guiding 9 



For some problems (10%), we see that, our proposed system is worse than
combined heuristics. There are two possibilites for these negative results: the
loss of information due to numerical representations and the similarity approach
we used. An analysis of negative results should help us to improve our similarity
approach. An alternative for numerical representations is symbolic representa-
tion approach, which can be combined with the current work in the future with
a slight modification in the gating structure [10].

Both Hcomb and Hbest succeeded 82 51%

Both Hcomb and Hbest failed 72 45%

Hcomb succeeded but Hbest failed 5 3%

Hcomb failed but Hbest succeeded 2 1%

Hcomb is faster than Hbest 23 14%

Hcomb is as fast as Hbest 35 21%

Hcomb is faster than Hworst but slower than Hbest 10 6%

Hcomb is slower than Hworst 14 9%

Total number of problems 161 100%

Fig. 1. Number of solved problems from FLD domain
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Abstract. In many pattern recognition applications, first decision trees
are used due to their simplicity and easily interpretable nature. In this
paper, we propose a new decision tree learning algorithm called univari-
ate margin tree, where for each continuous attribute, the best split is
found using convex optimization. Our simulation results on 47 datasets
show that the novel margin tree classifier performs at least as good as
C4.5 and LDT with a similar time complexity. For two class datasets
it generates smaller trees than C4.5 and LDT without sacrificing from
accuracy, and generates significantly more accurate trees than C4.5 and
LDT for multiclass datasets with one-vs-rest methodology.

1 Introduction

Machine learning aims to determine a description of a given concept from a set
of examples provided by teacher and from the background knowledge. Learning
examples can be defined as positive or negative for a two class problem. Back-
ground knowledge contains the information about the language used to describe
the examples and concepts. For instance, it can include possible values of vari-
ables and their hierarchies or predicates. The learning algorithm then builds on
the type of examples, on the size and relevance of the background knowledge,
and on the representational issues [1], [2].

Decision trees are one of the well-known learning algorithms in Machine
learning. They are tree-based structures which consist of internal nodes having
one or more attributes to test and leaves to show the decision made. The type of
the split determines the type of the decision tree. In univariate decision trees, the
split is based on one attribute. If that attribute is continuous, there will be two
children of each internal node (C4.5) [3], if that attribute is discrete, there will
be L children of each internal node corresponding to the L different outcomes
of the test (ID3) [4].

Linear discriminant tree (LDT) [5] is another univariate decision tree tech-
nique which uses a statistical approach to quickly determine the best split. Find-
ing the best split with Fisher’s Linear Discriminant Analysis (LDA) [6] is done as
a nested optimization problem. In the inner optimization problem, Fisher’s lin-
ear discriminant is used for finding a good split for the given two distinct groups
of classes. In the outer optimization problem, at each node m, one searches for
the best separation of K classes into two groups, CL

m and CR
m [7].
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Maximum margin classifiers [8], especially support vector machines (SVM),
became popular in the recent years for solving problems in classification, re-
gression, and one class classification. Maximum margin classifiers (i) approach
the classification problem through the concept of margin, which is defined to
be the smallest distance between the decision boundary and the closest data
points (called support vectors) (ii) determine the model parameters by setting
up a convex optimization problem, (iii) use hinge loss instead of misclassification
error, and (iv) usually work for two-class problems.

In this paper we propose a novel decision tree classifier which finds the best
split for each attribute at each decision node using convex optimization. Our
simulation results on 47 datasets from UCI repository [9] show that our uni-
variate margin tree classifier performs better than C4.5 and LDT in terms of
accuracy and tree size.

The paper is organized as follows: In Section 2 we present and discuss our
proposed Univariate Margin Tree algorithm. We present the experimental setup
and results in Section 3 where we compare in detail our proposed algorithm with
C4.5 and LDT. Section 4 gives the conclusions and discusses possible future
directions.

2 Univariate Margin Tree

We consider the well-known supervised learning setting where the learning al-
gorithm uses a sample of N labeled points S = ((x1, y1), . . . , (xN , yN )) ∈
(X × Y )N , where X is the input space and Y the label set, which is {−1, +1}.
The input space X is a continuous vectorial space of dimension d, the number
of features. The data pairs (xi, yi) are independently and identically distributed
according to an unknown but fixed distribution.

In training a univariate test, one tries to find the best feature xj and the
threshold w0, namely the split xj + w0 ≥ 0 that best separates two (or K)
classes. To separate K classes as good as possible, C4.5 tries to minimize the
impurity or maximize the information gain, LDT assumes the two class groups
are normally distributed and tries to maximize the ratio of between class distance
to within class distance. In this paper, we take the wide margin approach and
express finding best split as a minimization problem. To find the best threshold
for feature j, we require

yt(xt
j + w0) ≥ C − εt (1)

for each data point xt
j with output yt, where |C| is the length of the margin. If

εt = 0, the instance is on the separating line. If 0 < εt < |C|, the instance is
correctly classified but it is in the margin. If εt > |C|, it is misclassified. Since
there is only single variable, and its weight is 1, we only need the penalty term
(
∑

εt) in the objective function. So we get the following formulation:

Min
∑

t

εt

s.t. yt(xt
j + w0) ≥ C − εt

εt ≥ 0

(2)
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This is a linear programming problem in which εt and w0 are variables. By adding
Langrange multipliers (αt ≥ 0 and µt ≥ 0), the problem can be converted to

L(w0, ε
t, αt, µt) =

∑
t

εt −
∑

t

αt[yt(xt
j + w0)− C + εt]−

∑
t

µtεt (3)

We can remove the primal variables εt and w0 by maximization, i.e. set the
following derivatives to zero:

∂L

∂w0
= 0 ⇒

∑
t

αtyt = 0

∂L

∂εt
= 0 ⇒ αt + µt = 1 (4)

Plugging the equations 4 in the equation 3, we get the dual form:

D(αt, µt) =
∑

t

αt(C − ytxt
j) (5)

Since we have αt ≥ 0, µt ≥ 0, and αt + µt = 1, it follows 0 ≤ αt ≤ 1. Now the
dual optimization problem becomes

Max
∑

t

αt(C − ytxt
j)

s.t.
∑

t

αtyt = 0

0 ≤ αt ≤ 1

(6)

Neither the primal (Equation 2) nor the dual (Equation 6) is easily solvable. To
solve the problem, we search all possible solutions in terms of the split point w0

exhaustively. The inequality yt(xt
j + w0) ≥ C − εt can be written as

εt ≥ C − xt
jy

t − w0y
t (7)

According to the convex optimization theory, the solution to a convex optimiza-
tion problem (if there is a solution) lies in one of the vertices of the convex
polytope and each vertex is specified by a set of n + 1 inequalities tight, where
n + 1 represents the number of distinct variables. Setting the left side of the

Equation 7 to zero (εi = 0) gives us all possible values for w0 =
C − xt

jy
t

yt
. Then

the only remaining thing is to calculate other εj ’s and check for the maximum
value of the objective function

∑
t

εt.

The pseudocode for finding the best split at each decision node of the univari-
ate margin tree is given in Figure 1. For each feature i we search for the optimal
w0 exhaustively (Line 2). Given the feature i, there exists at most N different
w0’s corresponding to N different inequalities shown in Equation 7, where each
time a different εt is zero (Line 4). To get the minimum value of the penalty
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Split UnivariateMarginTreeBestSplit(N , d, S, V )
1 for C = -2.0 to 2.0 step 0.1
2 for i = 1 to d
3 for j = 1 to N

4 w0 =
C − xj

iy
j

yj
; sumepsilon = 0.0

5 for k = 1 to N

6 εk = C − xk
i yk − w0y

k

7 if εk > 0 then sumepsilon += εk

8 if sumepsilon < minepsilon then bestw0 = w0

9 error = ErrorOfSplit(xi + bestw0 ≥ 0, V )
10 if error < bestErr then bestErr = error; bestSplit = xi + bestw0 ≥ 0
11 return bestSplit

Fig. 1. The pseudocode of the search algorithm for finding the best split at each deci-
sion node of the univariate margin tree: N : Number of examples at the decision node,
d: Number of inputs in the dataset, S = ((x1, y1), . . . , (xN , yN )): Sample of N labeled
data points at the decision node, V : Validation data used to optimize C value

term
∑

t

εt for a specific w0, we set εk to zero if C − xk
i yk − w0y

k < 0 and to

C−xk
i yk−w0y

k if C−xk
i yk−w0y

k > 0 (Line 7). The threshold w0 corresponding
to the minimum overall penalty will be selected as a best split candidate (Line
8). Similar to the support vector machines, to optimize the length of the margin
C, we need a separate validation set. The instances are normalized in order to
use the same C value for each feature. We calculate the error rate of the current
best split candidate on the validation set and compare it with the best error so
far (Line 10). We return the split with minimum error as the best split.

For a given data size N and dimension d, the computational complexity of the
algorithm isO(dN2). But like C4.5, one can sort w0’s (O(N log N)) and calculate
the minimum overall penalty in O(N) time resulting in a lower computational
complexity of O(dN log N), which is the same as C4.5’s complexity.

3 Experiments

In this section, we compare the performance of our proposed univariate margin
tree algorithm (UMT) with C4.5 and LDT in terms of generalization error and
model complexity as measured by the number of nodes in the decision tree. We
use a total of 47 data sets where 36 of them are from UCI repository [9] and 11
are bioinformatics cancer datasets [10].

Our methodology in generating train, validation and test sets is as follows: A
data set is first divided into two parts, with 1/3 as the test set, test, and 2/3 as
the training set. The training set is then resampled using 2×5 cross-validation to
generate ten training and validation folds, trai, vali, i = 1, . . . , 10. trai are used
to train the decision trees and vali are used to prune the decision trees using
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Table 1. The average and standard deviations of error rates (tree size) of decision
trees generated using C4.5, LDT, and UMT for K = 2 class datasets

Dataset C4.5 LDT UMT

Error Rate Tree Size Error Rate Tree Size Error Rate Tree Size

ads 3.4±0.4 38.8±19.8 3.7±0.4 50.2±21.6 3.9±0.3 31.0±11.8
breast 6.9±1.2 11.5±7.7 6.5±0.5 10.0±5.7 6.3±1.5 7.6±3.4
bupa 38.5±4.4 18.7±15.1 40.8±4.4 13.3±16.3 42.0±5.2 8.2±7.0
dlbcl 23.3±8.9 3.4±1.9 25.6±5.4 2.5±2.1 21.5±7.2 1.9±1.5
german 29.4±1.2 4.3±7.0 29.3±1.4 10.9±20.9 28.2±1.6 9.1±8.7
haberman 26.4±0.3 4.6±8.7 27.3±2.8 4.6±8.7 26.2±0.9 2.2±3.8
heart 30.9±4.0 9.4±5.4 29.0±4.8 8.2±5.1 32.4±2.8 4.9±2.9
hepatitis 22.3±4.0 10.9±9.7 21.7±1.3 2.5±3.2 19.6±2.5 4.9±4.5
ironosphere 14.2±4.4 11.8±6.7 14.9±4.5 12.4±9.0 11.3±5.9 12.1±5.8
magic 17.1±0.4 86.8±28.5 17.7±0.3 121.3±44.4 19.2±0.4 63.4±13.3
musk2 4.7±0.6 114.1±25.2 5.3±0.6 131.5±28.4 12.7±1.2 24.4±11.1
parkinsons 15.4±4.5 9.1±5.8 15.5±5.4 8.8±4.1 14.9±3.6 5.8±3.5
pima 28.9±2.7 15.1±13.3 28.4±4.3 23.8±24.8 26.3±1.3 7.6±5.1
p.adenylation 30.6±2.1 38.5±20.1 29.6±1.7 54.7±37.4 29.7±1.3 81.7±28.4
p.tumor 15.7±2.4 5.2±2.1 20.3±10.6 4.9±2.0 22.0±11.4 3.7±1.0
ringnorm 12.0±0.7 157.0±44.7 23.1±1.2 261.1±67.4 15.1±2.0 70.9±11.0
satellite47 14.6±1.3 40.6±16.4 15.2±1.2 27.4±20.3 14.6±0.8 26.5±9.7
spambase 9.3±1.2 79.9±31.8 9.2±0.8 106.6±38.9 10.1±0.6 54.7±17.7
transfusion 24.0±0.0 1.0±0.0 23.8±0.8 1.9±2.9 24.0±0.0 1.0±0.0
twonorm 17.5±0.6 225.1±45.0 17.7±0.7 248.8±51.3 19.1±0.7 171.7±23.6

cross-validation based postpruning. test is used to estimate the generalization
error of the decision trees.

Table 1 shows average and standard deviations of error rates (tree size in
terms of number of nodes) of decision trees generated using C4.5, LDT, and
UMT for K = 2 class datasets. We see from the results that, UMT is as good
as C4.5 and LDT in terms of error rate. In 9 (10) datasets out of 20 UMT has
smaller error rate than C4.5 (LDT). On the other hand, C4.5 (LDT) has smaller
error rate than UMT in 10 (10) datasets out of 20.

Better than the results above, UMT is significantly better than both C4.5 and
LDT in terms of tree complexity. In 16 (18) datasets out of 20 UMT generates
smaller trees than C4.5 (LDT). Whereas, C4.5 (LDT) generates smaller trees
than UMT in only 3 (2) datasets out of 20. We can conclude that for two class
datasets, UMT generates smaller trees than C4.5 and LDT without sacrificing
from accuracy.

In UMT, for K > 2 class problems, we take the most commonly used ap-
proach and reduce the single multiclass problem into multiple binary classifi-
cation problems. UMT uses two well-known methods to build binary classifiers
where each classifier distinguishes between (i) one of the labels to the rest (one-
versus-rest) or (ii) between every pair of classes (one-versus-one). The results
show that, UMT (one-vs-one) is as good as C4.5 and LDT in terms of error rate.

Univariate Margin Tree 15 



In 13 (12) datasets out of 27 UMT (one-vs-one) has smaller error rate than C4.5
(LDT), whereas C4.5 (LDT) has smaller error rate than UMT (one-vs-one) in
14 (15) datasets out of 27. On the other hand, UMT (one-vs-rest) is significantly
better than C4.5 and LDT in terms of error rate. In 19 datasets out of 27 UMT
(one-vs-rest) has smaller error rate than C4.5 and LDT, whereas C4.5 and LDT
have smaller error rate than UMT (one-vs-rest) only in 8 datasets out of 27.

4 Conclusion

In this paper, we propose a new decision tree learning algorithm called univariate
margin tree, where the best split is found using convex optimization at each deci-
sion node. The main idea comes from simplifying the formulation of multivariate
linear support vector machines. Simplification is done by (i) replacing the mul-
tivariate discriminant w with the univariate axis-orthogonal split xj + w0 ≥ 0,
(ii) removing the ||w||2 factor from the objective function since there is only
single variable xj , and (iii) redefining the margin in the one-dimensional space.
None of the resulting primal and dual formulations are easily solvable, therefore
we resort searching for the optimal w0 exhaustively. Although the first-come to
mind exhaustive search is expensive, with the same trick applied in C4.5, one
can get a computational complexity of O(dN log N), which is much better than
the usual time complexity of the traditional support vector machines.

Experimental results show that for two class problems our proposed univari-
ate margin tree not only performs as good as C4.5 and LDT in terms of accuracy,
but it produces significantly smaller trees to do that. For multiclass problems, we
tried two well-known reduction techniques, namely, one-vs-one and one-vs-rest.
In terms of generalization error, one-vs-rest is significantly better than one-vs-
one technique, which is also as good as C4.5 and LDT.
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Abstract. The transformational programming, method of algorithm
derivation starts with a formal specification of the result to be achieved
(which provides no indication of how the result is to be achieved), plus
some informal ideas as to what techniques will be used in the imple-
mentation. The formal specification is then transformed into an im-
plementation, by means of correctness-preserving refinement and trans-
formation steps. The informal ideas are used to guide the selection of
transformations to apply: since they only guide the selection of valid
transformations, the ideas do not themselves have to be formalised.

1 Introduction

The waterfall model of software development sees progress as flowing steadily
downwards (like a waterfall) through the following states:

1. Requirements Elicitation: analysing the problem domain and determinining
from the users what the program is required to do;

2. Design: developing the overall structure of the program;
3. Implementation: writing source code to implement the design in a particular

programming language;
4. Verification: running tests and debugging;
5. Maintenance: any modifications required after delivery to correct faults,

improve performance, or adapt the product to a modified environment.

In theory, one proceeds from one phase to the next in a purely sequential
manner. But in practice, at each stage in the process, information may be
uncovered which affects previous stages. So the process described in Figure 1(a)
includes feedback loops from each stage to preceding stages.

To prove that a program is correct we need a precise mathematical specifi-
cation which defines what the program is supposed to do, and a mathematical
proof that the program satisfies the specification. In the case of a simple loop,
the proof using the method of “loop invariants” takes the following steps:

1. Determine the loop termination condition;
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Fig. 1. Program Development Methods

2. Determine the loop body;
3. Determine a suitable loop invariant;
4. Prove that the loop invariant is preserved by the loop body;
5. Determine a variant function for the loop;
6. Prove that the variant function is reduced by the loop body (thereby proving

termination of the loop);
7. Prove that the combination of the invariant plus the termination condition

satisfies the specification for the loop.

This process is summarised in Figure 1(b).
Loop invariants and postconditions can be difficult to determine with suffi-

cient precision, and computing verification conditions can be tedious and proving
them can be difficult. Even with the aid of an automated proof assistant, there
may still be several hundred remaining “proof obligations” to discharge. In
addition, should the implementation happen to be incorrect (i.e. the program
has a bug), then the attempt at a proof is doomed to failure.

An alternative to the a posteriori method, which was originally proposed
by Dijkstra [2], is to control the process of program generation by constructing
loop invariants in parallel with the construction of the code. This process is
summarised in Figure 1(c).

A further refinement of this approach is to develop loop invariants before the
code itself is written. The idea has been proposed from the late 70’s by several
researchers in different forms. Figure 2(a) summarises this approach.

Notice that in Figures 1(b), 1(c) and 2(a), developing the loop invariant is
moved to earlier and earlier phases in the process.

In all the development methods we have seen so far, verification is the final
step in development. Up until the point where verification has been completed,
the programmer cannot be sure that the program is correct. Indeed, Back [1]
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makes it clear that the program under development does not have to terminate
or be free from deadlocks, and that the initial invariant is usually both incom-
plete and partially wrong. He stresses that it is essential to carefully check the
consistency of each transition when it is introduced.

In this paper we present a different method of programming, called transfor-

mational programming or algorithm derivation.

2 Transformational Programming

The transformational programming method starts with a formal specification
plus some informal ideas for implementation techniques which might be use-
ful. The formal specification is refined into a complete program by applying a
sequence of correctness-preseving refinement steps. The choice of which trans-
formation to apply at each stage is guided by the implementation ideas. These
ideas do not have to be formalised to any particular extent, since they are
only used to select between different transformations. The correstness of the
transformation guarantees that the transformed program is equivalent to the
original. The method is summarised in Figure 2(b).

In contrast with the refinement calculus [3], the method presented here does
not require loop invariants. We have transformations to introduce, manipulate
and remove loops which do not depend on the existence of loop invariants.
Another key difference between Figure 2(b) and the other methods is that there
is no Verification step. This is because at each stage in the derivation process
we are working with a correct program. The program is always guaranteed
to be equivalent to the original specification, because it was derived from the
specification via a sequence of proven transformations and refinements.

Over the last twenty-five years we have developed a powerful wide-spectrum
specification and programming language, called WSL, together with a large
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catalogue of proven program transformations and refinements which can be used
in algorithm derivations and reverse engineering. The method has been applied
to the derivation of many complex algorithms from specifications.

2.1 Outline of the Algorithm Derivation method

A typical algorithm derivation takes the following steps:

1. Formal Specification: Develop a formal specification of the program, in
the form of a WSL specification statement. This defines precisely what the
program is required to accomplish, without necessarily giving any indication
as to how the task is to be accomplished.

2. Elaboration: Elaborate the specification statement by taking out simple
cases: for example, boundary values on the input or cases where there is no
input data. These are applied by transforming the specification statement,
typically using the Splitting a Tautology transformation followed by inserting
assertions and then using the assertions to refine the appropriate copy of the
specification to the trivial implementation.

3. Divide and Conquer: The general case is usually tackled via some form
of “divide and conquer” strategy: this is where the informal implementation
ideas come into play to direct the selection of transformations. At this point
we still have a non-recursive program: so there are no induction proofs or
invariants required for the transformations.

4. Recursion Introduction: The next step is to apply the Recursive Imple-
mentation Theorem to produce a recursive program with no remaining copies
of the specification.

5. Recursion Removal: We now have an executable implementation of the
specification. If an iterative implementation is required, we can apply the
Generic Recursion Removal Theorem (or an appropriate special case of the
theorem) to produce an iterative program.

6. Optimisation: Apply further optimising transformations as required.

It should be noted that stages 1–3 involve analysing programs which contain
no recursion or iteration. This makes the analysis particularly straightforward:
for example, induction arguments are not needed. This is fortunate, as it is
these stages which require the most input from the informal implementation
ideas. Stages 4–6 involve standard transformations for recursion introduction,
recursion removal and optimisation. As the derivation progresses, the transfor-
mations involved become more generic and less domain-specific. At some point,
an optimising compiler will take over and generate executable code, or the code
will be directly executed by an interpreter, as appropriate.

3 An Example of Transformational Programming

Our example illustrates multiple applications of the recursion introduction and
recursion removal transformations. Recursion introduction does not have to be
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applied simultaneously to every copy of the specification: we can work on copies
of the specification one (or more) at a time.

Given two character strings a and b, it required to determine whether they
are equal “apart from blanks” (the space character being regarded as non-
significant). We represent the strings as arrays of characters, with the special
symbol end denoting the end of the string.

Define the function strip(s, i) to return the sequence of all non-space charac-
ters in s from the ith character to the end of the string:

strip(s, i) =











〈〉 if s[i] = end

strip(s, i + 1) if s[i] = space

〈s[i]〉 ++ strip(s, i + 1) otherwise

Formal Specification With this definition of strip our formal specification is:

COMP =
DF

if strip(a, 1) = strip(b, 1) then R := 1 else R := 0 fi

Informal Ideas Our informal idea is to step through both arrays a character
at a time until we reach the end, or find a significant difference. This suggests
generalising the specification to compare the strings from a given index onwards:

COMP(i, j) =
DF

if strip(a, i) = strip(b, j) then R := 1 else R := 0 fi

Program Derivation The obvious special cases to consider are the values of
a[i] and b[j]. First we consider the case where a[i] = space:

if a[i] = space then COMP(i, j)
else COMP(i, j) fi

By definition, if a[i] = space then strip(a, i) = strip(a, i + 1) so COMP(i, j) ≈
COMP(i + 1, j). We have:

if a[i] = space then COMP(i + 1, j)
else COMP(i, j) fi

By the precondition for the program, there is an array element a[i] = end for
some i. Let i′ be the first such element. Then the variant function i′−i is reduced
before the first copy of the specification, but (obviously) not before the second
copy. We can still apply Recursive Implementation, provided we only apply it to
the first copy of the specification:

proc comp ≡
if a[i] = space then i := i + 1; comp

else COMP(i, j) fi

This simple tail-recursion is transformed to a while loop:
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while a[i] = space do i := i + 1 od;
COMP(i, j)

A similar argument for b[j] produces:

while a[i] = space do i := i + 1 od;
while b[j] = space do j := j + 1 od;
COMP(i, j)

Consideration of the cases where a[i] = end and/or b[j] = end gives:

while a[i] = space do i := i + 1 od;
while b[j] = space do j := j + 1 od;
if a[i] = end ∧ b[j] = end then R := 1
elsif a[i] 6= a[j] then R := 0

else i := i + 1; j := j + 1; COMP(i, j) fi

We can now apply Recursive Implementation, and Recursion Removal, to get the
final iterative program:

do while a[i] = space do i := i + 1 od;
while b[j] = space do j := j + 1 od;
if a[i] = end ∧ b[j] = end then R := 1; exit(1)
elsif a[i] 6= a[j] then R := 0; exit(1) fi;
i := i + 1; j := j + 1 od

4 Conclusion

This paper presents a brief introduction to the Transformational Programming
method of software development. The method starts with a formal specifica-
tion of the result to be achievedtogether with some informal ideas as to what
techniques will be used in the implementation. The formal specification is then
transformed into an implementation, by means of correctness-preserving refine-
ment and transformation steps. A key advantage of this approach is that loops
can be introduced and manipulated while maintaining program correctness and
with no need to derive loop invariants. Another advantage is that at every stage
in the process we are working with a correct program: there is never any need for
a separate “verification” step. These factors help to ensure that the method is
capable of scaling up to the dvelopment of large and complex software systems.
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Abstract. We present a problem of factor analysis of three-way binary
data, i.e. data described by a 3-dimensional binary matrix I, describing
a relationship between objects, attributes, and conditions. The problem
consists in finding a small number of factors which explain the data.
In terms of matrix decompositon, we look for a decomposition of I into
three binary matrices, an object-factor matrix A, an attribute-factor ma-
trix B, and a condition-factor matrix C, with the number of factors as
small as possible. Compared to other decomposition-based methods, the
difference consists in the composition operator and the constraint on A,
B, and C to be binary. Due to the space limit, we present the problem
statement, a non-technical description of our approach, and, as the main
part, an illustrative example.

1 Problem Description

Recently, there has been a growing interest in matrix-decomposition-based meth-
ods for analysis of three-way and generally N -way data. [4] provides an up-to-
date survey with 244 references. We are concerned with the following problem.
Let matrix I represent three-way binary data. That is, I is a 3-dimensional
binary matrix of dimension n×m× p with entries Iijt interpreted as follows:

Iijt =

{
1 if object i has attribute j under condition t,
0 if object i does not have attribute j under condition t.

(1)

Our aim is to decompose I in a way similar to the one employed in Boolean
factor analysis. In particular, our approach is inspired by [1]. We look for a
decompositions of I into three binary matrices, an n× k object-factor matrix A
with entries Aik, an m× k attribute-factor matrix B with entries Bjk, an p× k
condition-factor matrix A with entries Ctk, with respect to a ternary composition
◦ defined by

◦(A,B,C)ijt =
k

max
l=1

Ail ·Bjl · Ctl. (2)

Our aim is to find a decomposition I = ◦(A,B,C) with the smallest number k
of factors possible.
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2 Factors for Decomposition

In our approach, we use so-caled triadic concepts of I [?,6], which come from
fomal concept analysis [2], as factors. The role of triadic concepts is crucial
because, as we show in a forthcoming paper, triadic concepts are optimal factors
in that they provide us with decompositions with the smallest number of factors.
A triadic concept of I is a particular triplet 〈D1, D2, D3〉 where D1, D2, and D3

are subsets of the sets of all objects, attributes, and conditions, respectively.
To conceptually describe our method, we omit the question of how we compute
good factors, i.e. triadic concepts. For a set

F = {〈D11, D12, D13〉, . . . , 〈Dk1, Dk2, Dk3〉}
of triadic concepts of I, we denote by AF , BF , and CF , the n × k, m × k, and
p× k matrices defined by

(AF )il =

{
1 if i ∈ (Dl1),
0 if i 6∈ (Dl1),

(BF )jl =

{
1 if j ∈ (Dl2),
0 if j 6∈ (Dl2),

(CF )tl =

{
1 if t ∈ (Dl3),
0 if t 6∈ (Dl3).

If I = ◦(AF , BF , CF ), F can be seen as a set of factors which fully explain the
data. In such a case, we call the triadic concepts from F factor concepts. Given
I, our aim is to find a small set F of factor concepts.

3 Illustrative Example

Let X = {a, b, . . . , h} be a set of students (objects); Y = {co, cr, di, fo, in,mo} be
a set of student qualities (attributes): communicative, creative, diligent, focused,
independent, motivated; and Z = {AL,CA,CI,DA,NE} be a set of courses passed
by the students (conditions): algorithms, calculus, circuits, databases, and net-
working. Matrix I, with Ixyz = 1 meaning “student x showed quality y in course
z”, is represented by the following table:

AL CA CI DA NE

co cr d
i

fo in m
o

co cr d
i

fo in m
o

co cr d
i

fo in m
o

co cr d
i

fo in m
o

co cr d
i

fo in m
o

a 1 1 1 1 1 1 0 0 1 1 0 1 1 1 0 0 1 1 0 0 1 1 0 1 1 1 0 0 1 1
b 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 0 0 0 0 1 1 0 0 1 1
c 1 1 1 1 0 1 0 0 1 1 0 1 1 1 0 0 0 0 1 1 1 1 0 1 1 1 0 0 0 0
d 1 1 1 1 1 1 0 0 1 1 0 1 1 1 0 0 1 1 0 0 1 1 0 1 1 1 0 0 1 1
e 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 0 0 0 0 1 1 0 0 1 1
f 1 1 1 1 1 1 0 0 1 1 0 1 1 1 0 0 1 1 1 1 1 1 0 1 1 1 0 0 1 1
g 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 1
h 0 0 1 1 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0

One may show that there exist the following 14 triadic concepts of I:

D1 = 〈∅, {co, cr, di, fo, in,mo}, {AL,CA,CI,DA,NE}〉,
D2 = 〈{f}, {co, cr,mo}, {AL,CI,DA,NE}〉,
D3 = 〈{c, f}, {co, cr, di, fo,mo}, {AL,DA}〉,
D4 = 〈{b, c, e, f}, {co, cr}, {AL,CI,DA,NE}〉,
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F1: “theoretical skills” F2: “practical skills” F3: “self-confidence”

Fig. 1. Geometric meaning of factors as maximal cuboids.

D5 = 〈{a, d, f}, {mo}, {AL,CA,CI,DA,NE}〉,
D6 = 〈{a, d, f}, {co, cr, di, fo, in,mo}, {AL}〉,
D7 = 〈{a, c, d, f}, {co, cr, di, fo,mo}, {AL}〉,
D8 = 〈{a, c, d, f, h}, {di, fo,mo}, {AL,CA,DA}〉,
D9 = 〈{a, b, d, e, f, g}, {co, cr, in,mo}, {AL,CI,NE}〉,
D10 = 〈{a, b, c, d, e, f, g}, {co, cr}, {AL,CI,NE}〉,
D11 = 〈{a, b, c, d, e, f, g}, {co, cr,mo}, {AL}〉,
D12 = 〈{a, b, c, d, e, f, g, h}, ∅, {AL,CA,CI,DA,NE}〉,
D13 = 〈{a, b, c, d, e, f, g, h}, {mo}, {AL}〉,
D14 = 〈{a, b, c, d, e, f, g, h}, {co, cr, di, fo, in,mo}, ∅〉.

Among these concepts, there exists a three-element set of factor concepts con-
sisting of

F1 = D8 = 〈{a, c, d, f, h}, {di, fo,mo}, {AL,CA,DA}〉,
F2 = D4 = 〈{b, c, e, f}, {co, cr}, {AL,CI,DA,NE}〉,
F3 = D9 = 〈{a, b, d, e, f, g}, {co, cr, in,mo}, {AL,CI,NE}〉.

If we fix the order of objects, attributes, and conditions according to the above
listing, and represent sets by their characteristic vectors, we get

F1 = 〈10110101, 001101, 11010〉,
F2 = 〈01101100, 110000, 10111〉,
F3 = 〈11011110, 110011, 10101〉.

Using F = {F1, F2, F3}, we obtain the following 8× 3 object-factor matrix AF ,
6× 3 attribute-factor matrix BF , and 5× 3 conditions-factor matrix CF :

AF =



1 0 1
0 1 1
1 1 0
1 0 1
0 1 1
1 1 1
0 0 1
1 0 0

, BF =


0 1 1
0 1 1
1 0 0
1 0 0
0 0 1
1 0 1

, CF =


1 1 1
1 0 0
0 1 1
1 1 0
0 1 1

.
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One can check that I = ◦(AF , BF , CF ). The meaning of the factor-concepts can
be seen from the extents, intents, and modi of F1, F2, and F3. For instance,
F1 applies to students a, c, d, f, h who are diligent, focused, and motivated in
algorithms, calculus, and databases. This suggests that F1 can be interpreted as
“having good background in theory / formal methods”. In addition, F2 applies to
students who are communicative and creative in algorithms, circuits, databases,
and networking. This may indicate interests and skills in “practical subjects”.
Finally, F3 can be interpreted as a factor close to “self-confidence” because it
is manifestated by being communicative, creative, independent, and motivated.
As a result, we have explained the structure of the input data set I using three
factors which describe the abilities of student applicants in terms of their skills
in various subjects.

The factor concepts F = {F1, F2, F3} can be seen as maximal cuboids in
I. Indeed, I itself can be depicted as three-dimensional box where the axes
correspond to students, their qualities, and courses. Fig. 1 shows the three factors
depicted as cuboids.

4 Further Issues

Further issues, to be presented in a forthcoming paper, include:

– theoretical results proving optimality of triadic concepts as factors,
– an efficient greedy approximation algorithm,
– results on complexity and experimental evaluation of the algorithm,
– extension of the presented approach to ordinal data using triadic concepts

of data with graded attributes.
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Abstract. This study explores an alternative way of storing text files
in a different format that will speed up the searching process. The input
file is decomposed into two parts as filter and payload. Filter part is
composed of most informative k-bits of each byte from the original file.
Remaining bits form the payload. Selection of the most informative bits
are achieved according to their entropy. When an input pattern is to
be searched on the new file structure, same decomposition is performed
on the pattern. The filter part of the pattern is queried in the filter
part of the file following by a verification process of the payload for the
matching positions. Experiments conducted on natural language texts,
plain ascii DNA sequences, and random byte sequences showed that the
search performance with the proposed scheme is on the average two times
faster than the tested exact pattern matching algorithms.

1 Introduction

A file is a sequence of bytes stored in digital media, such as hard disks, DVDs, or
flash memories. Currently text is stored on digital media as it would be written
to an ordinary paper notebook. This study explores an alternative way of storing
text files in a different format that will result in a boost in search performance,
with the restriction that the size of the converted file will not exceed the original
one.

Exact string matching, which is simply finding all occurrences of a given
pattern on a text, is one of the deeply studied problems in computer science. The
topic may be investigated in two classes as online and offline pattern matching
[1]. Online methods create an index over the target data beforehand, while the
offline methods [2] preprocess the input pattern for fast scanning over the text.
The building blocks of indexing are subword graphs, suffix trees, and suffix arrays
[3]. The cost of the gain via indexing is the large space consumption [4] of those
structures in addition to the heavy procedure of their constructions in practice.

This study attempts to enhance the offline pattern matching performance
via storing files in a different structure, given name k-bit filter file format. The
conversion of an ordinary file into k-bit filter format is a light operation when
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compared with the constructions of index structures and the resultant file is
exactly of the same size as the original one.

In offline pattern matching, filtering is a powerful tool. While scanning the
text, filtering algorithms such as agrep [5] and q-hash [6] compute the hash of
the investigated window and compare against that of the pattern. Since hash
collision does not necessarily require an exact match, a complete verification is
to be done on those text positions reporting a match in the filtering phase.

The bits of bytes in a file have different entropies. For example, in an English
text, the most significant bit of all characters is always zero as the printable
characters are the first 128 characters in the ASCII table. This indicates that no
information is carried out on that bit according to the information theory [7].
Thus, any time spent on comparing these bits is not much of use. The main idea
of this study is to move the most informative bits of the bytes to the beginning of
the file and than use those bits as a filter. Since that filter part will compromise
a great portion of the file’s information content, it acts as an effective filter and
reduces the number of verification calls.

The work presented in this paper is bit-oriented rather than the classical
byte-oriented approaches. Hence, bit vector matching is crucial throughout the
study. A variant of the Külekci’s BLIM [8] algorithm is used within this study
to fulfill the requirements of the proposed filtering scheme in a fast and flexible
manner. Some other recent bitvector matching algorithms can be found in [9–12].

2 k-bit Filtered File Format

Let file F of size n be a sequence of bytes denoted by F = s1s2s3 . . . sn, where
each byte si, 1 ≤ i ≤ n, is composed of eight bits shown by si = bi1b

i
2 . . . b

i
8.

The number of bits that will be extracted from each byte is denoted by k. Let
set R contain the indices of the most informative k bits. The bits corresponding
to the indices given in R are extracted from each byte si and are stored as a
bit vector preserving the order of the bytes. This bit stream is placed at the
beginning of the new file, and the remaining bits of each si are concatenated to
this stream. Figure 1 denotes a sample k-bit filter file structure, assuming k = 2,
and the indices of the most informative k bits are R = {3, 5}.

Filter Part Payload Part

b13 b15 b23 b25 . . . bn3 bn5 b11 b12 b14 b16 b17 b18 b21 b22 b24 b26 b27 b28 . . . bn1 bn2 bn4 bn6 bn7 bn8
k.n bits (8− k).n bits

Fig. 1. Sample file F converted to k-bit filtered file structure, assuming k = 2 and
R = {3, 5}.

The first step while converting a file into k-bit filter structure is to find out the
indices of the most informative k bits among the bytes of that file. It is a known
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fact from the information theory [7] that the information carried by a sequence is
inversely proportional to its compression ratio. With that in mind, let us assume
eight sequences, each of which is composed of the bits appearing at positions 1 to
8 of each byte. Formally, let Bx = b1xbxb

3
x . . . b

n
x , for 1 ≤ x ≤ 8. When these eight

sequences are individually compressed and are sorted according to their sizes in
descending order, this order also represents the amount of information content
of the corresponding bits. For example, if the descending order of the sizes of
the eight compressed Bx sequences is obtained as {5, 3, 1, 6, 8, 7, 2, 4}, then the
most informative bit in each byte is the fifth, and the next most informative one
is the third. If k = 2 is given, then the third and fifth bits of each byte is moved
to the beginning of the file according to the scheme shown in Figure 1.

3 Searching patterns on k-bit Filtered Files

An input pattern P of length m can be viewed as a sequence of bytes p1p1 . . . pm,
where each pi, 1 ≤ i ≤ m, is a sequence of eight bits. Given the pattern P and
the set R of k indices, the search process begins with decomposing the pattern
into two parts as the pattern filter PF and pattern payload PL by using the
same scheme performed previously on the file.

PF is searched on the filter part of the file, which occupies the initial k · n
bits. In case of possible matches at some bit positions 1 to k · n −m + 1, PL
is verified against the corresponding location in the payload part of the file. If
PF is found to begin at a bit position f = k · h + 1 on the k-bit filtered file,
which means there may be a possible match with the (h + 1)th character of
the original file, then PL should to be verified on the corresponding bit position
l = k ·n+h ·(8−k)+1. The calculation of l comes from the fact that the payload
part of the file begins after k · n bit filter part, and to reach the payload of the
(h+ 1)th byte, one needs to pass over the payloads of the previous h characters,
which makes a total of h · (8− k) bits.

4 Experimental Results

Tests have been conducted on natural language texts, plain ASCII DNA se-
quences, and random sequences with uniform probability distribution. The en-
wik8 1 corpus and Manzini’s DNA corpus2 are the sources of natural language
and DNA sequences used in the experiments. Random files are generated via the
standard rand() command of C with srand(time()) seeds.

During the experiments an input file is saved in the proposed k-bit filtered
format for k = 1, 2, 4. Sample patterns of length 5 to 50 are randomly selected
from the original file. Each pattern is scanned on the input file by the Boyer-
Moore [13] (BM), Sunday’s quick search[14] (QS), Lecroq’s q-hash [6] (LecN),

1 The enwik8.txt file is the subject of the Hutter Prize compression competition, and
can be downloaded from http://prize.hutter1.net.

2 http://web.unipmn.it/manzini/danacorpus

2
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Pattern Ordinary Files k-bit filtered files
Length LecN BLIM BOM2 BSOM2 BM QS 1-bit 2-bit 4-bit

5 0.590 0.265 0.329 0.462 0.256 0.217 0.372 0.143 0.148
10 0.524 0.154 0.211 0.291 0.144 0.137 0.093 0.076 0.092
15 0.202 0.122 0.150 0.202 0.109 0.101 0.062 0.059 0.069
20 0.128 0.101 0.126 0.170 0.094 0.093 0.044 0.049 0.056
25 0.094 0.100 0.107 0.142 0.088 0.087 0.042 0.050 0.049
30 0.077 0.092 0.091 0.117 0.079 0.076 0.033 0.036 0.041
35 0.065 0.056 0.080 0.102 0.070 0.070 0.032 0.031 0.039
40 0.057 0.056 0.074 0.095 0.071 0.072 0.028 0.028 0.035
45 0.052 0.056 0.069 0.085 0.066 0.066 0.024 0.033 0.033
50 0.050 0.057 0.064 0.078 0.068 0.064 0.032 0.025 0.031

(a) Average user times on natural language text of 20 MB

5 0.866 0.689 0.947 1.346 0.973 0.940 0.576 0.210 0.360
10 0.753 0.404 0.497 0.712 0.674 0.753 0.139 0.109 0.198
15 0.289 0.331 0.369 0.512 0.558 0.662 0.085 0.085 0.193
20 0.183 0.253 0.286 0.405 0.536 0.647 0.063 0.070 0.144
25 0.136 0.250 0.240 0.335 0.461 0.589 0.059 0.070 0.146
30 0.110 0.241 0.204 0.280 0.449 0.537 0.048 0.052 0.113
35 0.093 0.177 0.187 0.257 0.524 0.809 0.046 0.045 0.142
40 0.082 0.172 0.169 0.224 0.454 0.618 0.038 0.041 0.109
45 0.076 0.167 0.153 0.206 0.441 0.651 0.035 0.049 0.121
50 0.071 0.166 0.143 0.190 0.432 0.690 0.043 0.036 0.107

(b) Average user times on plain ascii DNA sequence of 30 MB

5 0.883 0.213 0.249 0.392 0.289 0.239 0.524 0.209 0.207
10 0.782 0.125 0.140 0.215 0.156 0.138 0.143 0.113 0.134
15 0.301 0.096 0.106 0.155 0.111 0.101 0.088 0.087 0.099
20 0.190 0.077 0.087 0.124 0.090 0.082 0.067 0.071 0.079
25 0.141 0.074 0.079 0.107 0.080 0.074 0.061 0.072 0.068
30 0.113 0.070 0.072 0.095 0.072 0.069 0.050 0.052 0.058
35 0.096 0.064 0.069 0.088 0.069 0.067 0.049 0.046 0.054
40 0.085 0.064 0.066 0.081 0.067 0.067 0.040 0.042 0.049
45 0.078 0.065 0.064 0.078 0.066 0.065 0.036 0.048 0.046
50 0.074 0.065 0.063 0.074 0.065 0.064 0.046 0.037 0.042

(c) Average user times on random byte sequences of 30 MB

Fig. 2. Comparison of pattern matching performance between ordinary files and k-bit
filtered files via average user times measured in milliseconds during the experiments.
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backward oracle/suffix oracle matching [15] (BOM2/BSOM2), and Külekci’s bit-
parallel BLIM [8] algorithms.

Same patterns are scanned on the 1-bit, 2-bit and 4-bit filtered files of the
source files with the proposed scheme. Each sample pattern is searched on files
five times, and for each length twenty random patterns are used. The experiment
is repeated several times on several same length ordinary files. The user times
are measured via the getrusage command.

Tests were run on a machine having a 64-bit Intel Xeon processor with 3 GB of
memory, and best effort was deployed for the implementation of the algorithms.
The compiler used was gcc 4.3.1 on Linux core 2.6.25.9-101.

Figure 2 lists the average of the measurements. Best performances are marked
in bold.

Search speed is approximately doubled on k-bit filtered files for all lengths.
It is observed that the gain is more significant on DNA sequences, as on short
patterns up to length 20, matching via k-bit filtering is more than 3 times faster
when compared with the best performing classical algorithm included in this
study.

Note that as the filtered bit length k increases, so does the distinguishing
power. On the other side, using more bits enlarges the length of the file filter
part (k · n bits), which in turn slows down the pattern filter matching. In this
trade-off, the results indicate that k = 4 is a bad choice, and up to length 15,
selection of k = 2 seems better. Just one bit filter (k = 1) is in general more
speedy than the best resulting algorithm, except the very short pattern cases on
natural language and random texts.

5 Conclusion and Future Work

This study focused on exploring an alternative way of storing files for fast offline
pattern matching. The proposed k-bit filter file format aims to create an effective
filter over a file from the most informative k bits of each character occurring in
the file. Searching of a pattern in the file is performed by first extracting the
filter of the pattern and locating it in the filter part of the target file followed
by the verification process on matching positions.

Experiments conducted on natural language, plain ASCII DNA sequence,
and random byte texts indicated that exact matching performance is doubled
when files are stored in the k-bit filtered format, even for k = 1. Selecting k = 2
causes an improvement on short patterns as expected since the distinguishing
power is incremented by more bits, but setting k = 4 worsens the performance.
It is also observed that highest gain is obtained on 1-bit filtered DNA sequences,
especially on patterns shorter than 20 bases.

Selection of the most informative bits is done according to compression ratios
of individual bit streams. However, it is also possible to select the indices of
the k bits via some other techniques, such as simply counting the 0/1 ratio, or
measuring the variances of the Bx sequences, or even choosing k random indices.
Another dimension is to define bit indices for each character individually instead
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of fixing these positions for all the characters. Further studies on the topic is
planned to include these opportunities.
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Abstract. We investigate the assignment of assets to tasks where each
asset can potentially execute any of the tasks, but assets execute tasks
with a probabilistic outcome of success. There is a cost associated with
each possible assignment of an asset to a task, and if a task is not exe-
cuted there is also a cost associated with the non-execution of the task.
The objective is to make asset-task assignments to minimise the total
expected cost. In [1], we showed that this is a nonlinear combinatorial
optimisation problem and proposed a Random Neural Network (RNN)
algorithm for its solution. In this paper we propose network flow algo-
rithms which are based on solving a sequence of minimum cost flow prob-
lems on appropriately constructed networks with estimated arc costs. We
introduce three different scheme for the estimation of the arc costs and we
investigate their performance compared to RNN and greedy algorithms.

1 Introduction

Consider a set of tasks T that need to be executed by a set of assets A. Task t
carries a penalty U(t) if it is not executed by an asset, while there is also a cost
Ca(a, t) for assigning asset a to task t. We assume that any task can be executed
by any asset and that any one of the assets suffices to execute any one of the
tasks. It is also possible that the task execution may fail despite the fact that
an asset has been assigned to it, and this will be represented by the probability
0 ≤ pf (a, t) ≤ 1 that asset a will fail in executing task t when it is assigned
to it. To compensate task execution failures and to account for the fact that
the incurred assignment cost can increase the overall cost, any number of assets
(0-|A|) can be assigned to one task. Another important assumption is that the
assets assigned to a particular task have an independent effect, so that the total
failure probability for the particular task is given by the product of the failure
probabilities of the assets assigned to it. The problem can be formulated as:

minC =
∑

t∈T
∑

a∈A Ca(a, t)X(a, t) +
∑

t∈T U(t)
∏

a∈A pf (a, t)
X(a,t) (1)

s.t.
∑

t∈T X(a, t) ≤ 1, a ∈ A and X(a, t) ∈ {0, 1} ∀a, t
⋆ This research was undertaken as part of the ALADDIN (Autonomous Learning
Agents for Decentralised Data and Information Networks) project and is jointly
funded by a BAE Systems and EPSRC strategic partnership (EP/C548051/1).
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where the decision variables X(a, t) shows whether asset a is assigned to task t.
The problem under investigation belongs to the general class of nonlinear

assignment problems. A related problem with a product of terms having the
decision variables in their exponent is the Weapon Target Assignment (WTA)
problem. WTA is NP-complete and hence exact algorithms have been proposed
only for solving special problem cases. For the solution of the general WTA prob-
lem, much research has focused on heuristic techniques such as greedy heuristics
[2], very large scale neighbourhoods [3] and genetic algorithms [4].

2 Network flow algorithms

In this section we propose three different schemes for the approximate solution
of problem (1), which are based on solving a sequence of Minimum Cost Flow
(MCF) problems with arc costs associated with the examined problem.

The MCF problem is the most fundamental problem in network flows; most
other network flow problems are either special cases or generalisations of it [5].
The MCF problem considers a directed graph or network G = (N , E) which
consists of a set of vertices or nodes N and a set of directed edges or arcs E
connecting the nodes. Each arc (i, j) ∈ E is characterised by two parameters:
the capacity u(i, j) of the particular arc which is the upper bound of flowXf (i, j)
allowed through (i, j) and an associated cost per unit of flow Cf (i, j). Each node
i ∈ N has a supply s(i) that is interpreted as the amount of flow that enters the
node from the outside. Node i is a source or supply node if s(i) > 0, a sink or
demand node if s(i) < 0 and a transshipment node if s(i) = 0. Flow networks are
governed by the flow conservation constraint which states that at each node the
incoming and outgoing flows are equal. Note that the conservation constraint
can hold only if

∑

i s(i) = 0. The objective is to find the cheapest flows that
satisfy the nodes’ supply, under the flow conservation and capacity constraints:

min
∑

(i,j)∈E Cf (i, j)Xf (i, j) (2a)

s.t. s(i) +
∑

j:(j,i)∈E Xf (j, i) =
∑

j:(i,j)∈E Xf (i, j), ∀i ∈ N (2b)

0 ≤ Xf (i, j) ≤ u(i, j), (i, j) ∈ E (2c)

Fig. 1 depicts the network used for the solution of problem (1). The network is
comprised of three layers of nodes: the first layer contains the source nodes, the
second layer contains the transshipment nodes and the third layer the demand
node that aggregates the flows send by the source nodes. Each source node a
has supply s(a) = 1 and corresponds to asset a. Each transshipment node t(mt)

denotes the mtth asset assignment to task t, while node 0 corresponds to the
case that an asset is not assigned to any task. At most Mt assets can be assigned
to task t. The role of the demand node d is to aggregate the flows send in the
network and its demand is equal to the total supply of the assets, s(d) = −|A|.

A source node a is connected to all transshipment nodes t(mt) and the ca-
pacity of all arcs is equal to 1, so that the associated flows Xf (a, t

(mt)) represent
the fact that asset a is the mtth assignment to task t. Even though there are
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Fig. 1. Flow network for the solution of problem (1)

|A| arcs arriving at each transshipment node there is only one arc leaving each
such node towards the demand node d. These arcs also have capacity 1 except
from the arc (0, d) whose capacity is equal to |A| so that even if no assignments
are made the source nodes’ supply reaches the demand node via node 0. Thus,
flow Xf (t

(mt), d), t ∈ T denotes whether the mtth assignment for task t has been
made. The resulting configuration guarantees that at most one asset can be as-
signed to a particular transshipment node. Moreover, as all arc capacities and
supplies/demands of the nodes are 0 or 1, the integrality property guarantees
that in the MCF solution all flows Xf (a, t

(mt)) will be binary (see. p.318 of [5]).
We also need to ensure that the assignment of assets to a particular task t is con-
tiguous. This ensures that Xf (a, t

(mt)) can only be equal to 1 if Xf (a, t
(m)) = 1

for all m = 1, ...,mt − 1. The contiguous property will be established after we
discuss about the costs of the arcs.

The arc costs represent the net reduction in the cost function from assigning
a particular asset to a task so our aim is to maximise the net reduction in the
objective function. Thus, to solve the problem as a MCF problem we need to
negate all the costs associated with the network.

Approximation of the arc costs is necessary because only the ones correspond-
ing to first assignments Cf (a, t

(1)) are known and equal to max{0, U(t)ps(a, t)−
Ca(a, t)} for all a, t. To correctly determine the arc costs of the (mt + 1)th as-
signment, mt ≥ 1, the first mt assigned assets to task t at(1) ,...,at(mt) must be
known. If an oracle provides this information Cf (a, t

(mt+1)) would be:

Cf (a, t
(mt+1)) = max{0, U(t)

∏mt

m=1

pf (at(m) , t)ps(a, t)− Ca(a, t)} (3)
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Concerning the cost of the arcs towards node 0 we take Cf (a, 0) = ϵ > 0, ∀a.
As ϵ > 0, we can avoid unbounded solutions due to possible zero arc costs. At
the same time the value of ϵ should be small enough so that it is never considered
as a beneficial assignment. The arc costs from the transshipment nodes to the
demand node are all equal to zero; the role of those flows is only to ensure that
at most one asset is related to one task.

In practice, the asset assignments are not known beforehand and hence we
cannot determine the cost values Cf (a, t

(mt)),mt > 1; for this reason we de-
velop approximation schemes. A conservative approach, which we call MCF-
max, is to always assume that the previously assigned asset to a particular
task is the least effective one i.e. the one with the largest execution failure
probability pf,max(t) = maxa∈A pf (a, t). Hence, every term pf (at(m) , t), m =
1, ...,mt in Eq. (3) will be replaced by pf,max(t). An optimistic approach, called
MCFmin, is to always consider the most effective asset for previous assignments.
If pf,min(t) = mina∈A pf (a, t) then we set pf (at(m) , t)≡pf,min(t). A third approx-
imation scheme, called MCFrnn, is based on the RNN [6]. The approach is to
solve the problem using an RNN algorithm [1], and then use the derived alloca-
tions to obtain the arc costs for the MCF network. Hence, the terms pf (at(m) , t)
are changed to pf,rnn(t

(m)) which denote the execution failure probabilities for
the mth asset assigned to task t. As the RNN algorithm is of low time complexity
the overall execution time of the MCF approach is not significantly affected.

An important property of the described flow network is that because 0 <
pf (a, t) < 1, it is true that: Cf (a, t

(1)) > . . . > Cf (a, t
(mt)) > Cf (a, 0) > 0. The

fact that this inequality does not include Cf (a, t
(Mt)) implies that Cf (a, t

(m)) =
0, m = mt + 1, ...,Mt, so that after the mtth assignment asset a cannot be
assigned to task t. This inequality also guarantees the contiguous property as the
most beneficial assignment for every asset-task pair is always the first available.

The MCF approach for the solution of problem (1) is outlined below:
1. Initialise Arem ← A, S ← ∅ and Ucur(t)← U(t), t ∈ T .
2. Compute Cf (a, t

(mt)), a ∈ Arem, t ∈ T and mt = 1, ...,Mt according to Eq.
(3) and the desired cost approximation scheme.

3. Construct the flow network for a ∈ Arem and t ∈ T as in Fig. 1.
4. Solve the MCF problem with negated arc costs to obtain Xf (a, t

(k)).
5. Set Aass ← {a : Xf (a, t

(1)) = 1, a ∈ Arem, t ∈ T }.
6. Set Scur ← {(a, t) : Xf (a, t

(1)) = 1, a ∈ Arem, t ∈ T } and S ← S ∪ Scur.
7. Set Arem ← Arem\Aass and Ucur(t)← Ucur(t)

∏

a:(a,t)∈Scur
pf (a, t), t ∈ T

8. If Aass ̸= ∅ and Arem ̸= ∅ go to step (2) otherwise stop.
In the above procedure, S is the solution set where we store the assignments
made, Arem denotes the set of the assets remaining to be assigned and Ucur(t)
is the cost of task t at the particular iteration.

The approach proposed in this section is a modified version of the MCF con-
struction based heuristic that was proposed for the solution of the WTA problem
in [3]. However, our approach is different in terms of the arc cost expressions and
the network structure. Furthermore, we have introduced the MCFrnn approxi-
mation scheme which has the best overall performance.
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3 Evaluation

The effectiveness of the proposed MCF algorithms is compared against the RNN
parameter association approach proposed in [1], and a Maximum Marginal Re-
turn (MMR) greedy heuristic [2] on two data families. In data family 1, the
problem parameters are independently generated, while in data family 2 there
is positive correlation between the cost of an asset and its associated execution
success probabilities, so that “better” assets are more expensive. More details
on the generation of the problem instances can be found in [1].

We have performed experiments for several (|A|, |T |) pairs with up to 200
assets and 100 tasks. Due to the large size of the problems, the algorithms’
performance is compared against tight lower bounds obtained by modifying an
algorithm proposed for the WTA problem [7]. The performance measure that
we use is the average relative percentage deviation from the lower bound, σLB :

σLB = 100(NPI)
−1
∑NPI

i=1
(Calg,i − CLB,i)(CLB,i)

−1

where CLB,i is the cost obtained from the lower bounding algorithm and NPI is
the total number of problem instances considered in each case.

We report σLB for the various algorithms in Tables 1 and 2. Column LBA
corresponds to the cost of the original problem (1), computed using the solution
obtained from the lower bounding algorithm. LBA is only considered to demon-
strate the tightness of the lower bounds and is not compared with the other
methods, as it is not of polynomial complexity.

For data family 1 the most effective algorithms are the network flow ap-
proaches MCFmin and MCFrnn for all (|A|, |T |) pairs, which have almost the
same efficiency and achieve σLB < 1.3% in all cases. In addition, these algorithms
even outperform the LBA approach for the cases that |A|/|T | ≤ 1. Additionally,
MCFmax only performs well when |A|/|T | ≤ 1. Interestingly, for data family 2
the best overall performing algorithm is the RNN. RNN performs better than the
other approaches for large problem instances when |A| = |T | and 2|A| = |T |,
while for the other problems its performance is highly competitive. MCFrnn
achieves better results than the MCFmin approach, especially for the problem
sets with equal number of assets and tasks. The performance of the MMR ap-
proach is well improved compared to data family 1 while, the MCFmax is again
the least effective approach.

4 Conclusions

In this paper we have studied an asset-task allocation problem when an asset
may fail to execute an assigned task. For its solution, we have proposed three
different approximation schemes based on network flows. The results indicate
that the proposed network flow algorithms MCFmin and MCFrnn have better
overall performance than the MMR and RNN heuristics, with the MCFrnn being
the most successful; it performs equally well with the MCFmin for data family
1 and it is more effective on data family 2.
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|A| |T | |A|/|T | RNN MMR MCFmax MCFmin MCFrnn LBA

20 40 0.5 1.954 4.068 0.611 0.607 0.607 0.626
40 80 0.5 2.366 4.162 0.921 0.920 0.920 0.977
80 160 0.5 2.542 3.908 1.243 1.243 1.243 1.367
20 20 1.0 3.321 8.995 2.067 0.098 0.101 0.098
40 40 1.0 2.419 8.556 2.042 0.110 0.110 0.112
80 80 1.0 2.204 7.469 1.815 0.119 0.119 0.124
40 20 2.0 2.683 6.717 14.802 0.243 0.284 0.074
100 50 2.0 2.930 7.251 18.271 0.088 0.105 0.088
200 100 2.0 2.866 6.550 20.056 0.088 0.088 0.101

Overall Perf. 2.588 6.408 6.870 0.391 0.397 0.396
Table 1. Average relative percentage deviation from the lower bound in data family 1

|A| |T | |A|/|T | RNN MMR MCFmax MCFmin MCFrnn LBA

20 40 0.5 0.486 0.540 0.486 0.486 0.486 0.527
40 80 0.5 0.505 0.561 0.509 0.508 0.508 0.553
80 160 0.5 0.684 0.740 0.683 0.683 0.683 0.751
20 20 1.0 0.708 3.031 0.765 1.577 0.589 0.094
40 40 1.0 0.673 3.384 0.822 1.710 0.652 0.140
80 80 1.0 0.777 3.719 1.007 1.826 0.806 0.518
40 20 2.0 2.619 3.428 5.980 3.149 3.039 0.077
100 50 2.0 2.382 3.393 6.441 3.429 3.307 0.580
200 100 2.0 2.115 3.298 6.333 3.533 3.320 1.213

Overall Perf. 1.217 2.455 2.558 1.878 1.488 0.4948
Table 2. Average relative percentage deviation from the lower bound in data family 2
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A Genetic Algorithm Approach to the Artillery

Target Assignment Problem

Burçin Sapaz, İsmail Hakkı Toroslu, Göktürk Üçoluk

Middle East Technical University, Ankara, Turkey

Abstract. In this work a new assignment problem with the name “Ar-
tillery Target Assignment Problem (ATAP)” is defined. ATAP is about
assigning artillery guns to targets at different time instances while some
objective functions are to be optimized. Since an assignment made for
any time instance effect the value of the shooting ATAP is harder than
the classical assignment problem. For two variations of ATAP genetic al-
gorithm solutions with customized representations and genetic operators
are developed and presented.

1 Introduction

In military, assignment of artillery guns for targets is a complex decision process
which includes many different parameters to be considered [3, 4]. Mainly at each
discrete time instance, available guns are assigned to proper targets with the best
possible assignment in order to perform shooting to these targets. Although, it
is already difficult to determine the best assignment for a single time instance,
the main challenge is that the decisions for a time instance usually affects the
shooting value.

In this problem, there are three main kinds of elements, namely targets,
guns and time. ATAP is about assigning n guns to m targets in p discrete time
instances with best possible cost by means of required optimization parameters.
Different military tactics will result in different cost functions.

In our model, we will assume that each shot of a gun to each target for each
time instance is represented by a cost value, which we will aim to maximize. In
ATAP each single gun that belongs to the same battery hierarchy is assumed
to be identical. Furthermore, every battery has the same hierarchy structure:
So batteries are sectionwise and gunwise identical. Targets though, can differ in
their target values, shot values and target sizes. In military domain various firing
techniques are adopted which corresponds to variations of the basic form.

In this study we investigate two important variations, namely joining targets
to treat as a single target, and firing guns of a battery or a section together for
large targets.

ATAP is structurally a complex problem making its GA representation com-
plex too [1]. The main contribution of this work is modeling ATAP as a GA prob-
lem with suitable and efficient representation of its instances and algorithms to
handle GA operators. We also show that our modeling produces quite successful
results.
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2 Handled Cases and GA Implementations

For both cases handled the chromosome structure is a 3-Dimensional binary
array with dimensions in guns, targets and the discrete time. Firing a gun, to a
target at a time instance is represented by a 1 in the corresponding entry in the
chromosome. Otherwise the entry is 0.

Also the objective function for both cases is defined as

max
∑

i∈guns

∑

j∈targets

∑

k∈times

Chromosomeijk × ShootingCost(i, j, k) (1)

In equation 1 we assume all ShootingCosts(i, j, k) values are provided for all
i, j, k values, namely the targets, guns and time dimensions.

Solution that maximize the objective function is searched by means of GA.
The GA employed is of one-point crossover and 2-point gene-swap mutation
type and uses elitist selection. The selection replaces the worst 5% of the new
population with the best 5% of the previous. Mutation is %1.0 mutation/gene-
crossover. Population size is 100.

The crossover produces invalid chromosomes. How this is fixed is explained
below. Mutation is implemented as a gun assignment swap among two random
chosen genes that belong to the same time dimension. This ensures that no
invalid chromosomes are produced due to mutation.

2.1 Target Joining

In order to represent target joins we will allow more than one entries to be 1 in
the target dimension. We implement the single point crossover to be perfomed
in all dimensions. In particular, the crossover in the time dimension is trivial
and does not cause any invalid chromosomal formation. On the other hand this
is not so for guns and targets dimensions. Here a repairing algorithm is needed
for conducting an efficient GA search. Furthermore, the initial pool is formed to
contain only valid chromosomes.

There are three possible kinds of violations that has to be dealt with:

1. A single target get more than one shot (two entry in a row). This can occur
in a gun dimension crossover.

2. Two unjoinable targets got joined (a invalid two entry in a column). This
can occur in a target dimension crossover.

3. Targets that must got shot in this time instance (due to their parents) might
remain unshot after the crossover. (no value in row though parent had it)

For case (1) and (2) the repair phase will cancel randomly one of the two columns
or rows. After the cancelation it is possible that additional cases of (3) might
get generated. For case (3) the repair is done at last by randomly assigning
remaining guns to remaining targets.
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2.2 Hierarchical Formation of Guns

In order to represent hierarchial formations of guns, each gun, as well as each
hierarchial formation is represented by a gene in the guns dimension. Only a
single one of these genes will be allowed to be 1.

In a valid structure, at a time instance, no two targets can be shot by two
gun formations which are hierarchically related. The forms of violations are as
follows:

1. A single target might receive more than one (two) shots. This can occur for
the crossovers in the guns dimension.

2. Two targets might be shot by the same gun system. This case can occur for
the crossovers in the target dimension.

3. An invalid case might be generated by assigning two hierarchically related
guns to targets in the single time instance. This case may occur in both
forms of the crossovers.

4. A target that must be shot in the given time instance might not be shot at
all. This case may occur in both forms of the crossovers also.

The first two cases are handled by randomly canceling one of the two shots in
in these dimensions. This might generate more cases of (4) also. Case (3) is also
handled by canceling out one of the shots of the hierarchically related guns. At
this point again notice that since parents are assumed to be valid not more than
two guns can be hierarchically related can shoot at a time instance. Therefore,
in resolving this violations one of these two shots should be cancelled and this
can be done by choosing either higher or lower gun in the hierarchy. This may
also generate more cases of (4). The last case is handled by randomly assigning
remaining valid guns to remaining targets. Notice that not all idle guns are valid,
since no two guns in the same hierarchical path can be utilized at the same time.

3 Experimental Results and Conclusions

As part of the experimental work a an artillery weapon simulator has been
implemented. GA solver is based on GAlib [2]. The screenshot of the UI is
displayed in Figure 1. This simulator has been used for two purposes:

1. Realistic data generation for experiment.
2. Visual display of events of the experimentation on the timeline.

Inputs to data generation (gun and target specifications and their movements,
terrain obstacles) are taken directly from real military domain. The movements
of the targets are inputted through an timeline based scenario editor. Using
this simulator datasets, properties of which are given in Table 1, are generated.
Furthermore, for each gun-target pair the followings are assigned as a function
of time.
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– Cost value (value of gained by hitting the target),
– effectiveness (of the gun on that target),
– distance (between the gun and the target),
– availability of the target (hitting as early as possible of the target is desired)

Fig. 1. Artillery Weapon Target Simulator

Table 1. Number of Elements in Datasets

Dataset 1 Dataset 2 Dataset 3

Number of Weapons for target joining 5 10 10

Number of Weapons for hierarchial formation 45 90 90

Number of Targets 10 100 100

Number of Time Instances 50 50 100

Number of Total Joins for target joining 32 396 943

The convergence speed is very satisfying, which exhibits a linear relation with
the size of the dataset. The manual verification of the solutions proved that the
results are very close to the real optimal.
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Abstract. We consider a single server queue in discrete time, in which
customers must be served before some limit sojourn time of geometrical
distribution. A customer who is not served before this limit leaves the sys-
tem. The fact of serving customers, holding them in queue or losing them
induce costs. The purpose is to decide when to serve the customers so as
to minimize these costs. We use a Markov Decision Process with infinite
horizon and discounted criterion. We establish the structural properties
of the stochastic dynamic programming operator, and we deduce that
the optimal policy is of threshold type, and we compute the threshold
explicitly.
Keywords: Scheduling, queuing system, impatience, deadline, optimal
control, Markov decision processes

1 Introduction

In this paper we are interested in the optimal control of a queuing system with
impatient customers (or, equivalently said, customers with deadlines). The set-
up of customer services, the storage of the customers in the queue as well as their
“loss” (departure from the queue due to impatience) induce some costs and it
has to be decided when to begin the service in order to minimize these costs.

Controlled queuing models, deterministic as well as stochastic, have been
largely studied in the literature since their application fields are numerous. Nev-
ertheless most of these works do not consider impatient customers but rather
losses due to overflow. Yet, the phenomenon of impatience, associated with dead-
lines or “timeouts”, has become non negligible in several fields of engineering.

The literature features papers on the performance evaluation of queues with
impatience, but none of them seem to address the case of choosing whether to
serve or not, in the presence of setup costs. The problem of optimally controlling
a batch server in a queue (without impatience) has been addressed in [1, 3] (see
also the references therein, and see [2] for further references). Its resolution is
based on the Markov Decision Process formalism, and goes through establishing
some structural properties of the value function and the dynamic programming
operator. This then allows to deduce that the solution is a threshold policy. It
appears that extending the techniques developed in [3] to queues with impatience
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is not straightforward, because impatience tends to destroy the structural prop-
erties that are commonly used for proving the optimality of threshold policies.
In this paper, we show that structural properties exist despite the occurrence of
losses and present the solution for service batches of unit size. For this purpose,
we use some tools which, in our opinion, will be useful for solving more complex
cases.

More precisely: we adapt the framework of structural analysis of Markov
Decision Processes, as described for instance in [4]. The model and the cost
structure are described in Section 2. We establish in Section 3, the structural
properties of the stochastic dynamic programming operator and we show that
the optimal policy is a threshold policy. Furthermore, we explicitly compute the
threshold value as a function of the parameters. We discuss in our conclusion
some problems encountered with general batch sizes. Details are provided in [2].

2 Model

We proceed with introducing the model, and formulating the optimal control
problem in the framework of Markov Decision Processes, using the notation of
Puterman [4]. Due to space limitations, some notations and concepts are quoted
from this reference, to which the reader is directed for formal definitions.

2.1 System Dynamics

We consider a discrete time (or slotted) model, where the slot is the time unit.
Customers arrive at the beginning of each slot. They are stored in an infinite
buffer in which they wait for to be admitted in the server to be processed. This
admission decision is made by a controller. The service duration is one time slot.

Denote with An the number of arrivals at the beginning of slot n. The se-
quence {An}n∈IN is assumed to be an i.i.d. sequence of random variables. With
the usual abuse of notation, we denote generically this common distribution with
A. We furthermore assume that A is of mean λ.

The admission decision of the controller takes place just after arriving cus-
tomers have been taken into account. We call xn ∈ IN the number of waiting
customers at that epoch in slot n. The set of decisions, or action space, is denoted
with Q = {0, 1}, where qn = 1 if one customer is admitted and 0 otherwise. We
assume that the controller may choose qn = 1 even if xn = 0, which has no
effect. The number of customers remaining in the buffer just after the decision
is then yn = (xn − qn)+, with x+ = max(0, x).

During a slot, losses can occur because customers become impatient and
leave. It is assumed that each customer in the buffer has a constant probability
α ∈ [0, 1] of leaving in each slot, independently from the past and from other
customers. This is equivalent to assuming that the patience of each customer is
geometrically distributed on IN with parameter α. Customers in service are not
impatient. For notational convenience, we introduce the stochastic operators I(y)
and S(y) which count, respectively, the number of customers lost (impatient) and
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remaining (survivors), out of y present at the beginning of a slot. Conditioned on
the value of yn = y, I(y) and S(y) are Binomial random variables with respective
means αy, and αy, where α = 1 − α, and I(y) + S(y) = y. With this notation,
the evolution of the state from slot n to slot n + 1 is given by the recurrence
equation:

xn+1 = R(xn, qn) := S
(

(xn − qn)+
)

+An+1 , (1)

whereas the number of customers lost in slot n is equal to I((xn − qn)+).
We shall use the following property, in which ≥st refers to the usual (strong)

stochastic ordering between random variables.

Proposition 1. For any x ≥ y ∈ IN we have S(x) ≥st S(y). If X ≥st Y , then

S(X) ≥st S(Y ).

2.2 Elements of the Markov Decision Process

Transition probabilities. The dynamics of the controlled process are charac-
terized by the probabilities to move in state z, given that the state is y and the
action is q ∈ Q: IP (z|(y, q)) = IP (xn+1 = z|xn = y, qn = q). These probabilities
do not depend on n. Their exact expression is not relevant to our analysis, which
is based on the recurrence (1).

Rewards/Costs. The costs associated with decisions and transitions are the
following. First, there is a setup cost cB which is incurred when the controller
chooses to admit one customer into service. Second, there is a cost associated to
each customer leaving the queue due to impatience: at slot n, it is cLI(yn), where
cL is the cost of a single loss. Finally, there is a holding cost cH per remaining
customer. We assume that it applies to all customers present after the service
admission decision, so that the cost for slot n is cHyn. The total average cost
incurred by taking decision q when the state is x, is then the function of (x, q):

c(x, q) = q cB + (cL α+ cH) (x − q)+ = q cB + cC (x− q)+ , (2)

where cC = αcL + cH is the per-capita cost for customers. Observe that this cost
function is not bounded, unless cC = 0.

Dynamic programming. We consider a discounted cost criterion and the dis-
count factor is denoted by θ. We make this choice in order to avoid the com-
plexities associated with the average cost criterion. Under each policy π, the
evolution of the system generates a random sequence of states xn and decisions
qn. The value function of policy π is then defined as:

vπ
θ (x) = IEπ

x

[

∞
∑

n=0

θn c(xn, qn)

]

,

where x0 = x. Our aim is to find the optimal policy π∗ (in some adequate set of
policies) such that ∀x ∈ IN, vπ∗

θ (x) = v∗θ (x) = minπ v
π
θ (x). This policy is provided

by any solution to the dynamic programming equation vθ = minq(Tvθ), where
the operator T , acting on functions v, is:

(Tv)(x, q) = c(x, q) + θ IE [v (R(x, q))] . (3)
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3 The Optimal Policy

In this part we study the structural properties of value functions in order to get
qualitative results on the optimal policy. Specifically, we prove that the optimal
policy is of threshold type.

The framework is that of property propagation through the Dynamic Pro-
gramming operator. It consists in three steps: first identify two related sets of
“structured” value functions, V σ and policies Dσ: if the value function belongs
to V σ, then the optimal policy belongs to Dσ. Then show that the properties
of v are conserved (or “propagated”) by the operator T . At last, check that
these properties are kept when passing to the limit. A structure theorem then
allows to ensure that there exists an optimal policy and states, at the same time,
that this optimal policy can be chosen in the set of structured policies. In the
present case, the properties involved are increasingness, convexity and submod-
ularity. The structured policies are the monotone ones. For easier reference, the
methodological framework useful to our analysis is gathered in [2]. This includes
the notion of submodularity: a real-valued function g defined on two partially
ordered sets X×Q is called submodular if, for any x ≥ x ∈ X and any q ≥ q ∈ Q:

g(x, q) − g(x, q) ≤ g(x, q) − g(x, q).

To submodular operators will correspond monotone decision functions.

3.1 Structural Properties of the Dynamic Programming Operator

In this part we establish structural results of the dynamic programming operator
for our system: propagation of monotonicity, submodularity and convexity.

Lemma 1. Let ṽ be the function defined by ṽ(x) = minq Tv(x, q) for any x ∈ IN.

Then ṽ is nondecreasing in x if v is nondecreasing in x.

Proof. The definition of Tv in (3) involves two terms given in Eqs. (2) and
(1). We show first that the costs c(x, q) are nondecreasing for a given deci-
sion q. Indeed, from Equation (2) the cost is either equal to (x − 1)cC + cB
or xcC which are nondecreasing in x. Then, from Proposition 1, it follows that
S ((x+ 1 − q)+) ≥st S ((x− q)+). Therefore we have thatR(x+1, q) ≥st R(x, q),
which implies IEv(R(x + 1, q)) ≥ IEv(R(x, q)) since v is increasing. As a conse-
quence, the function Tv(x, q) is the sum of two increasing functions of x for every
q. The minimum over q is therefore also increasing.

Lemma 2 (Submodularity). For any nondecreasing convex function v, the

function Tv(x, q) is submodular on IN ×Q.

Proof. We shall show that ∆qTv(x) := Tv(x, 1)−Tv(x, 0) is nonincreasing in x:
by Lemma 4.7.6 of [4], Tv(x, q) will be submodular. We have the decomposition:

∆qTv(x) = c(x, 1) − c(x, 0) + θ∆qT̂ v(x) , (4)

where: ∆qT̂ v(x) = IEv(S((x − 1)+) +A) − IEv(S(x) +A) . (5)
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Using (2), the difference c(x, 1)−c(x, 0) is seen to be nonincreasing in x ≥ 0. We
then prove the nonincreasingness of x 7→ ∆qT̂ v(x) for any x > 0. In that case,
we use the stochastic decomposition S(x) = S(1)+S(x− 1) (where the random
variables in the right-hand side are independent), in (5) to get:

∆qT̂ v(x) = IEv(S(x− 1) +A) − IEv(S(x− 1) + S(1) +A)

= −
∑

a,s

IP(A = a, S(1) = s) IE [ua,s(S(x− 1))] , (6)

where we have defined: ua,s(y) := v(y+s+a)−v(y+a). Since v is increasing and
convex, the function ua,s(y) is nonnegative and increasing for all nonnegative
values of a and s. The stochastic increasingness of the S(x) (Proposition 1),
implies that IEua,s(S(x)) ≥ IEua,s(S(x− 1)), for all x ≥ 1 and all s, a ≥ 0. This
last inequality is conserved by convex combinations. As a result, the expression
(6) is a nonincreasing function of x > 0. It is also negative, so that when x = 1:

∆qTv(1) = cB − cC + θ∆qT̂ v(1) ≤ cB = ∆qTv(0) .

The function is therefore nonincreasing at x = 0 as well.

Lemma 3. Let ṽ be the function defined by ṽ(x) = minq Tv(x, q) for any x ∈ IN.

Then ṽ is nondecreasing convex in x if v is nondecreasing convex in x.

The proof involves a case-by-case analysis, based on the fact that the function
q∗y := arg minq Tv(y, q) is decreasing, a consequence of Lemma 2 and 4.7.1 of [4].

3.2 Structural Properties of the Optimal Policy

One calls a threshold policy (sometimes, “control limit policy”) a policy such
that q(x) = q1 if x < ν and q(x) = q2 if x ≥ ν, where q1 and q2 are in Q and ν

is called the threshold. For our problem, q1 = 0, q2 = 1 and an infinite threshold
means that it is never optimal to accept customers.

Theorem 1. The optimal policy is increasing in x (it is a monotone control)

and is a threshold policy.

The proof is based on Theorem 6.11.3 of [4]. First of all, technical issues
related to the unboundedness of the cost function have to be checked. Next, the
theorem is applied with V σ the set of nondecreasing convex functions, and Dσ

the set of monotone controls. Lemmas 1– 3 combined with Lemma 4.7.1 of [4]
prove that the class of functions V σ is preserved by the stochastic programming
operator. Therefore, there exists an optimal policy which is a monotone control.
Given that the action space has two elements, this is actually a threshold policy.

3.3 The Optimal Threshold

The optimal threshold can actually be computed explicitly:
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Theorem 2. Let ψ = cB−cC/(1−αθ). Then: a) if ψ > 0, the optimal threshold

is ν = +∞; b) if ψ < 0, the optimal threshold is ν = 1; c) ψ = 0, any threshold

policy ν ≥ 1 gives the same value.

As a first step in the proof, a direct computation provides the following
expression for the value of the threshold policy with parameter ν:

Vν(x) =
cC

1 − θα

(

x +
θIE(A)

1 − θ

)

+ ψ

(

∞
∑

n=0

θnIP(R(n)
ν (x) ≥ ν)

)

.

Then the function Φν(x, θ), defined as the series in the above equation, is shown
to be positive, increasing with respect to x for every fixed ν and decreasing with
respect to ν for fixed x. The proof of this relies on a sample path comparison
argument. The dependence on ν being concentrated in the function Φν , the
minimum is either at ν = 1 or ν = +∞, depending on the sign of ψ.

4 Conclusions

In this paper we show that the optimal control of service in a single-server queue
with impatience is a threshold policy and we give the value of this threshold. If
the framework used is not original, its application here requires some additional
concepts which do not appear in previous works. For example, proving here the
monotonicity of the control requires a convex value function contrarily to the
usual cases where only monotonicity of the value function is required (see [4]). On
the other hand, the simplicity of the result raises the idea that a proof not using
the “structural” framework should exist. We discuss this issue in more detail in
[2]. In particular, we explain why the exchange arguments usually invoked to
compare policies, do not apply to our case.

The extension of the problem to the case where the server may serve more
than one customer at a time, does not work in a straightforward manner. Actu-
ally, starting with B = 2, the value function of the problem ceases, in general, to
have the submodularity property required in Lemma 2. On the other hand, no
experimental evidence has contradicted, so far, the possibility that the optimal
control still be of threshold type. The challenge of further research on the topic
will therefore be to find the appropriate properties that can be propagated by
the dynamic programming operator in this case.
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Abstract. We consider a queueing network of symmetric Gqueues with
customers and signals. Since the seminal papers by Gelenbe in the early
nineties [7, 9, 10], Generalized networks of queues have received consid-
erable attention. But most papers assume to obtain product form that
the service times follow exponential distributions. Here we propose a new
generalisation of this model with Phase type service times. We also as-
sume a new type of signal. When the signal enters a queue, it changes
the phase of the customer in service when there is any. As usual after its
service completion, a customer moves to another queue and may become
a signal. The steady-state distribution for such a network of queues has
a product form solution.

1 Introduction

G-networks of queues with customers and signals represent an important step
towards the analysis of stochastic interacting components. Usual queueing net-
works model systems with customers. These customers wait for service, and at
the completion of their service, move among a finite set of servers according to
a stochastic routing matrix. These queueing models typically do not have pro-
visions for some customers having direct control on other customers or queues.
G-network models overcome some of the limitations of conventional queueing
network models and still preserve the computationally attractive product form
property of some Markovian queueing networks. They contain unusual signals
which act upon the queue or customers present in the queue they visit. The first
type of signal introduced by Gelenbe was described as a negative customer [7].
A negative customer deletes a positive customer in a queue at its arrival if it is
possible. Positive customers are usual customers in classical queueing networks.
A negative customer is never queued. Under typical assumptions (Poisson ar-
rival for both types of customers, exponential service time for positive customers,
Markovian routing, independence, open topology, infinite capacity queue) Ge-
lenbe proved that such a network has a product form solution for its steady-state
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behaviour. The flow equation for these networks exhibits some uncommon prop-
erties: it is neither linear as in closed queueing networks nor contracting as in
open queueing networks like Jackson networks. Therefore the existence of a so-
lution had to be proved [8] and a numerical algorithm had to be developed [4].
Network of positive and negative customers were introduced to model neural
networks where neurones exchange inhibitory and exciting signals [6, 11]. New
types of signals have also been added to develop a more general theory: batch
deletion [10], triggers [9] and resets [13]. G-networks and Random Neural Net-
works were also used in the design of the learning process for Cognitive Packet
Networks [12, 14]. Multiple class versions of these models have also been derived
[5] to generalize BCMP theorem [1]. Currently there are several hundred ref-
erences devoted to the subject and a book [3] provide insight into some of the
research issues, developments and applications in the area of networks of queues
with customers and signals. Most of the results presented are based on exponen-
tial service time, the only exception is [2] where the service times follow a Cox
distribution.

Here we study G-networks with Phase type service time and we also introduce
a new type of signal. Indeed, the effect of a signal takes into account the PH
representation of the service. Assume that the service is in phase ph and assume
that the matrix representation of the PH distribution is H, a new type signal
has the following effect : the signal change the phase of the customer in service,
if there are any, according to matrix H. Furthermore the queues are assumed
to be symmetric according to Kelly’s definition [15]. This new extension of G-
networks still has a product form for its stationary regime. The proof is based
on a representation of Phase type service as visits on a set of queues and the
Chao’s extension of quasi-reversibility [3].

The remaining of the paper is as follows. In Section 2 we study symmetric
queues with a PH service time and signals, while Section 3 describes the model
assumptions and the result of product form for the steady-state distribution.

2 The model with one queue

The goal is to model a generalized network of multiple classes of (positive) cus-
tomers with Phase type service times for each class and two types of signal. In
[16], Bonald and Tran modelled the Phase type service by allowing a customer
to change class after service. More precisely, each phase demands an exponential
service time. After phase p, a customer can change to some phase q with some
probability. We will use this presentation to model the network. A multi-class
network of with Phase type services is equivalent to a multi-class network with
exponential services and class transitions inside the queue.

First, let us consider the model of one queue. The set of classes is denoted
by C, and a special class index 0 (0 /∈ C) denote the “absorbing state”. There
are two types of signals: negative signal and class changing signal.

Customers of class c arrive according to a Poisson process of rate λ(c), require
exponential service times of mean 1/µ(c), for c ∈ C. A customer of class c after
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service will change to class k (demand another service) with probability H[c, k]
or reach the state 0 (service completion, quit the queue) with probability H[c, 0].
The following condition is satisfied: H[c, 0] +

∑
k∈C H[c, k] = 1.

The service discipline is a symmetric discipline considered by Kelly in [15]
with the service effort supposed bounded by B. The total service effort is pro-
vided at rate φ(n) when there are n customers in the queue, and:

- A proportion γ(l, n) of the total service effort is directed to customer in
position l (1 ≤ l ≤ n). When its service is completed, customer in positions
l + 1, l + 2, . . . , n move to positions l, l + 1, . . . , n− 1, respectively.

- When a customer arrive to queue i, it moves to position l (1 ≤ l ≤ n + 1)
with probability γ(l, n+ 1). Customer previously in positions l, l+ 1, . . . , n move
to positions l + 1, l + 2, . . . , n+ 1, respectively.

The function γ will be called the “proportional function” determined the
service discipline. The function γ verifies:

∑
l≤n γ(l, n) = 1 or

∑
l≤n γ(l, n) = 0.

We modify the proportional function to simplify the problem of finite buffer.
In the case of finite buffer, the proportional function’s value is 0 for n is greater
enough. The total service effort is not defined when the value of γ is 0. From
now on, when writing φ(n), we will suppose that we will take into account the
term φ(n) when it is well defined, otherwise, we will omit the term φ(n).

Negative signal arrives according to a Poisson process of rate Bλ−. The
arrival of a negative signal finding n customers in the queue will choose a “target”
in position l with probability φ(n)γ(l, n)/B (with probability (B−φ(n))/B, the
signal has no “target”). The “target” of class c is forced to reach state 0 (quit
the queue) with successful probability P−(c).

Class changing signal arrives according to a Poisson process of rate Bλs.
The arrival of a changing signal finding n customers in the queue will choose a
“target” in position l with probability φ(n)γ(l, n)/B. The “target” of class c is
forced to change to another class according to matrix H (change to next phase)
with successful probability P s(c).

If the queue length is n, then the state of queue is: x = (x(1), x(2), · · · , x(n)),
where x(l) is the class of customer in position l.

Stationary distribution.

Lemma 1. There exists a unique solution to the system of equations

ρ(c) =
λ(c) +

∑
k∈C

(
µ(k) + λsP s(k)

)
H[k, c]ρ(k)

µ(c) + λ−P−(c) + λsP s(c)
. (1)

Theorem 1. Assume that the queue is stable. If ρ is the unique solution of (1),
then the stationary distribution will be given by:

π(x) = π(x(1), x(2), · · · , x(n)) = C
ρ(x(1))

φ(1)

ρ(x(2))

φ(2)
· · · ρ

(x(n))

φ(n)
, (2)

where C is the normalization constant.

In case where φ(n) > b(> 0), one has
∑

x π(x) <∞⇐⇒
∑

c ρ
(c) < 1. Hence,

the queue is stable iff
∑

c ρ
(c) < 1. This is the case for LIFO and PS queue.
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Quasi-reversibility.
In [3], Chao, Miyazawa and Pinedo give a definition of quasi-reversibility in

Chapter 3. This definition is so more convenient while connected to build a
network. We have that the queue described above is quasi-reversible in sense of
Chao, Miyazawa and Pinedo. Due to the length of this short version, we do not
show the proof. You can find all the proof in the long version.

Consider 2 cases:
Case 1: Infinite buffer - (φ(n)) is well defined for all n. (

∑
γ(l, n) = 1, ∀ n).

Corollary 1. The queue with infinite buffer described above is quasi-reversible
with respect to the set of classes T = C ∪ {−, s}.

Case 2: Finite buffer - (φ(n)) is well defined for n ≤ K. (
∑

l γ(l, n) = 0 if
n > K). In this case, we do not have the quasi-reversibility for each “class”, but
for the union of all classes in T .

Corollary 2. The queue with finite buffer described above is quasi-reversible
with respect to one class equal to the union of all classes in T .

3 The network model

Description of the model.
In this section, we connect the queues in the previous section to have a network.

Consider a network of N queues and C is the set of customers’ classes, with a
special class index 0 denote for the “absorbing state”, and 2 types of signals:
negative signal and changing signal. Note that we may have for each queue i a
set of classes Ci. However, to simplify, we consider one set C (C = ∪iCi).

Consider 2 types of queues: queue with infinite buffer and queue with finite
buffer. In queue i, the total service effort is bounded by Bi. Without loss of
generality, suppose that for all i ≤ N1, queue i is of type 1, infinite buffer. And
for all N1 < i ≤ N , queue i is of type 2, finite buffer.

Queue i is a queue described in Section 2, with the new parameter: arrive rate

λ
(c)
i , service rate µ

(c)
i , matrix Hi, proportional function γi, negative signal’s rate

λ−i and successful probability P−i (c), changing signal ’s rate λsi and successful
probability P s

i (c).
If queue i is of type 1 (infinite buffer) then:

– A customer of class c reaching state 0 at the end of service leaves to queue

j as a customer of class k with probability P
(c,k)
i,j , as a negative signal with

probability P
(c)−
i,j , as a changing signal with probability P

(c)s
i,j , or quits the

network with probability d
(c)
i , where:

∑
j,k(P

(c,k)
i,j +P

(c)−
i,j +P

(c)s
i,j )+d

(c)
i = 1.

– If the process of negative signal is successful, the “target” leaves to another

queue j as a customer of class k with probability P
−(k)
i,j , as a negative signal

with probability P−−i,j , as a changing signal with probability P−si,j , or quits

the network with probability d−i , where:
∑

j,k(P
−(k)
i,j +P−−i,j +P−si,j )+d−i = 1.

54 T.H.DAO- Thi, J.-M.Fourneau and M.-A. Tran



– If the process of signal changing phase is successful in changing to phase
0, the “target” leaves to another queue j as a customer of class k with

probability P
s(k)
i,j , as a negative signal with probability P s−

i,j , as a changing
signal with probability P ss

i,j , or quits the network with probability dsi , where:∑
j,k(P

s(k)
i,j + P s−

i,j + P ss
i,j) + dsi = 1.

If the queue i is of type 2, the queue-length is bounded by Ki, then: A
customer of class c reaching state 0 at the end of service; A “target” is successful
eliminated by a negative signal; A “target” is successful changed phase to phase 0
by a signal changing phase; A customer of class a arriving and have no more place

will leave queue i to queue j as a customer of class k with probability P
(k)
i,j , as a

negative signal with probability P−i,j , as a changing signal with probability P s
i,j ,

or quits the network with probability di, where:
∑

j,k(P
(k)
i,j +P−i,j +P

(s
i,j)+di = 1.

The state of the network is represented by the vector: x = (x1,x2, · · · ,xN ),
where the component xi denotes the state of queue i. If the queue length of
queue i is ni, then xi = (xi(1), xi(2), · · · , xi(ni)), where xi(l) is the class of
customer in position l.

Product form solution.
Consider the traffic equations:

∆
(c)
i = λ

(c)
i +

∑
j≤N1,k

µ
(k)
j ρ

(k)
j Hj [k, 0]P

(k,c)
j,i +

∑
j≤N1,k

∆−j P
−
j (k)ρ

(k)
j P

−(c)
j,i /Bj

+
∑

j≤N1,k

∆s
jP

s
j (k)ρ

(k)
j Hj [k, 0]P

s(c)
j,i /Bj +

∑
j>N1,k

∆
(k)
j P

(c)
j,i , (3)

∆s
i = λsi +

∑
j≤N1,k

µ
(k)
j ρ

(k)
j Hj [k, 0]P

(k)s
j,i +

∑
j≤N1,k

∆−j P
−
j (k)ρ

(k)
j P−sj,i /Bj

+
∑

j≤N1,k

∆s
jP

s
j (k)ρ

(k)
j Hj [k, 0]P ss

j,i/Bj +
∑

j>N1,k

∆
(k)
j P s

j,i, (4)

∆−i = λ−i +
∑

j≤N1,k

µ
(k)
j ρ

(k)
j Hj [k, 0]P

(k)−
j,i +

∑
j≤N1,k

∆−j P
−
j (k)ρ

(k)
j P−−j,i /Bj

+
∑

j≤N1,k

∆s
jP

s
j (k)ρ

(k)
j Hj [k, 0]P s−

j,i /Bj +
∑

j>N1,k

∆
(k)
j P−j,i, (5)

where

ρ
(c)
i =

∆
(c)
i +

∑
k

[
µ
(k)
i +∆s

iP
s
i (k)/Bi

]
ρ
(k)
i Hi[k, c]

µ
(c)
i +∆−i P

−
i (c)/Bi +∆s

iP
s
i (c)/Bi

.

We have the following theorem which is obtain by applying Theorem 4.9 of
network of quasi-reversible queues in [3].

Theorem 2. If the solution of the traffic equations satisfies
∑

c ρ
(c)
i < 1 for all

i ≤ N1, then the network is stable and has a product form:

π(x) = C
N∏
i=1

πi(xi), (6)
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where C is a normalization constant and

πi(xi) =
∏ ρ

(xi(1))
i

φi(1)

ρ
(xi(2))
i

φi(2)
· · · ρ

(xi(ni))
i

φi(ni)
.

Conclusion

This paper considers a new type of signal and a new assumption on service
distribution and we prove that the G-network still has product form steady-
state distribution. We hope that this result will allow new approaches and new
applications of G-networks.
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Abstract. We study the transient distribution of some G-networks of
queues with customers and signals. After its service completion a cus-
tomer moves to another queue and may become a signal. We consider
catastrophes where the signal deletes all customers in a queue. Both
networks with negative customers and with catastrophes belong to well-
known Gelenbe’s networks with product form steady-state distribution.
As the transient distribution is impossible to obtain, we derive stochas-
tic upper and lower bounds on the marginal distribution for each queue
following Massey’s approach.

1 Introduction

works of queues with customers and signals have received considerable attention.
G-network models overcome some of the limitations of conventional queueing
network models with the addition of signals between queues. They still preserve
the computationally attractive product form property of some Markovian queue-
ing networks. The first type of signal introduced by Gelenbe was described as
a negative customer [2]. A negative customer deletes a positive customer in a
queue at its arrival if it is possible. Positive customers are usual customers in
classical queueing networks. A negative customer is never queued. Under typical
assumptions Gelenbe proved that such a network has a product form solution for
its steady-state behavior. G-networks have been generalized to deal with signals
such as negative customers, resets [5] catastrophes which flush all the customers
out of a queue and triggers which move other customers from one queue to an-
other [3, 4]. Like with Jackson queueing networks, it is quite impossible to derive
a closed form expression of the transient distribution. Massey has introduced in
[8] some stochastic bounds for the transient distribution of the size of any queue
in a Jackson network. We use here the same arguments to derive stochastic upper
and lower bounds for G-networks with catastrophes that we now describe. We
? partially supported by French research project ANR-SETI06-02
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consider an open networks of n queues with infinite capacity. We assume that the
arrivals of new customers (resp. signals) follow independent Poisson Processes
with rate λi (resp. λ−i ) at queue i. Customers wait in the queue and eventually
receive service if they are not deleted by a signal. The service times are exponen-
tial with rate µi at queue i. Signals are not queued. When they enter a queue,
they flush all the customers out the queue. At the completion of its service at
queue i, a customer moves to queue j either as a customer or as signal depend-
ing of a Markovian routing described by matrices P+ and P−. Finally, di is the
probability that a customer leaves the system at the completion of its service in
queue i. As usual with G-networks we assume that there is no self-loops in the
routing matrices: i.e. for all i, P+(i, i) = 0 and P−(i, i) = 0. Finally the total
probability law gives that for all queue i:

∑n
j=1 P

+(i, j)+
∑n
j=1 P

−(i, j)+di = 1.
Under these assumptions, it is proved in [4] that the G-networks have a product
form steady-state distribution. The model in [4] is more general as it is based
on destruction of batches of customer by signals. Note that the networks of PS
queues with catastrophes and several classes of customers is proved in [1] to also
have a product form steady-state distribution. We give here a simple version of
the theorem for G-networks with catastrophes for the sake of completeness.

Theorem 1 Consider an open network of n G-queues with signals flushing out
the queue. Assume that there exists a solution to the system:

ρi =
λi +

∑n
j=1 P

+(j, i)ρjµj
µi + (λ−i +

∑
j P
−(j, i)ρjµj) 1

1−ρi

,

such that ρi < 1, then the network has a product form steady-state distribution.

Stochastic comparisons are more complex on multidimensional state spaces than
on totally ordered state spaces. Several stochastic orderings can be defined, cor-
responding to different comparison relations of the distributions [10, 7]. Different
methods can be also used to compare processes: increasing sets, and the cou-
pling theory. Increasing sets method is a general formalism, allowing the defini-
tion of the strong stochastic ordering (�st), and also weak ordering (�wk), and
weak* ordering (�wk∗). The strong ordering yields to comparisons of increas-
ing functionals (the expectations of all increasing functions of the probability
distributions) while the weak ordering is equivalent to tail probability distribu-
tion comparisons, and weak* leads to compare cumulative distributions. In this
paper, we focus on the increasing set formalism in order to define the weak or-
dering. We propose upper and lower bounding systems in order to evaluate the
transient probability distribution.

2 Stochastic comparisons for transient behavior

Massey [8] has proposed a family of bounds to study transient behaviors of Jack-
son networks. The upper bounding process is composed of independent M/M/1
queues, obtained by removing the links between queues. In [9], we use similar
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ideas in order to propose bounding systems for G-Networks with negative cus-
tomers. In the present paper, we propose bounding systems for G-Networks with
catastrophes. Note that these systems are defined on the state space E = Nn,
and we use the component-wise partial ordering denoted by � on this state
space: ∀x, y ∈ Nn, x � y ⇔ xi ≤ yi,∀i = 1, . . . , n.
Upper bound: it is represented by n independent queues, and in each queue
i three kind of events happen: 1- increasing by one due to a positive customer
arrival, called up, 2- decreasing by one due to a service completion, called down,
3- flushing a queue due to a signal, called flush. Each queue i has the following
rates:

up : λ+
i +

∑
j 6=i

P+(j, i)µj , down : µi, f lush : λ−i .

We denote by by {Xu(t), t ≥ 0} this system, with infinitesimal generator Qu.
We have the following proposition:

Proposition 1 {X(t), t ≥ 0} �wk {Xu(t), t ≥ 0}.

We apply Theorem 3.4 in [7] for the proof. It is easy to verify that {Xu(t), t ≥ 0}
is �st-monotone using the coupling of the process with itself [6]: for every pair
of states x � y, and all kinds of transitions occurring in the system, the order
between states is preserved. For the comparison of the generators, we define the
increasing sets from events occurring in {X(t), t ≥ 0}. In [7], the �wk ordering
is defined from the family of increasing sets Φwk(E) = {{x} ↑, x ∈ E}, where
{x} ↑= {y ∈ E, y � x}. As the transitions are triggered from events, then we
define the family Swk(E) ⊂ Φwk(E) using events happening from state x. Let
ei be a vector from Nn such that all components are null except component
i which equals to 1. Consider the arrival event in the queue i: from state x,
we can have a transition to the state x + ei, so we define the increasing set
{x+ ei} ↑= {x+ ei, . . .}. Thus we obtain:

Swk(E) = {{x+ei} ↑, {x−ei+ej} ↑, {x} ↑, {x−ei} ↑, {x−ej−xiej} ↑, {x−xiei} ↑}.

In Table 1, we give the transition rates for each increasing set of Swk(E) in order
to compare the original system with the upper and lower bounding processes.
From the third and the fourth column of Table 1, we can see that: ∀x ∈ E, ∀Γ ∈
Swk(E),

∑
z∈Γ Q(x, z) ≤

∑
z∈Γ Q

u(x, z). Hence it follows from Theorem 3.4 in
[7] that proposition 1 is verified, and we derive the following inequality among
the tail probability distributions:

Prob(X1(t) ≥ m1, ..., Xn(t) ≥ mn) ≤
n∏
i=1

Prob(Xu
i (t) ≥ mi).

Lower bound: it is given by n queues and each queue i has the following
transition rates:

up : λ+
i , down : µi, f lush :

∑
j 6=i

P−(j, i)µj + λ−i .

We denote by X l(t) the lower bound with infinitesimal generator Ql. Similar to
the upper bounding case we prove that {X l(t), t ≥ 0} �wk {X(t), t ≥ 0}. We
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Γ
P
z∈Γ Q

l(x, z)
P
z∈Γ Q(x, z)

P
z∈Γ Q

u(x, z)

{x+ ei} ↑ λ+
i λ+

i λ+
i +

P
j 6=i µjP

+(j, i)

{x− ei + ej} ↑ λ+
j λ+

j + µiP
+(i, j) λ+

j +
P
i6=j µiP

+(i, j)

{x} ↑ -
Pn
k=1(µk + λ−k )1xk>0 -

Pn
k=1(µk + λ−k )1xk>0 -

Pn
k=1(µk + λ−k )1xk>0

-
Pn
k=1(

P
l6=k µlP

−(l, k))1xk>0

{x− ei} ↑ -
P
k 6=i(µk + λ−k )1xk>0 -

P
k 6=i(µk + λ−k )1xk>0 -

P
k 6=i(µk + λ−k )1xk>0

-
P
k 6=i(

P
l6=k µlP

−(l, k))1xk>0 -
P
k 6=i µiP

−(i, k)1xk>0

-
P
k 6=i µkP

−(k, i)-λ−i -λ−i -λ−i
{x− ej − xiei} ↑ -

P
k 6=i,j(µk + λ−k )1xk>0 -

P
k 6=i,j(µk + λ−k )1xk>0 -

P
k 6=i,j(µk + λ−k )1xk>0

-
P
k 6=j,i

P
l6=k µlP

−(l, k)1xk>0 -
P
k 6=i µiP

−(i, k)1xk>0

-
P
l6=j µlP

−(l, j) -
P
k 6=i,j µjP

−(j, k)1xk>0

-λ−j -λ−j -λ−j
{x− xiei} ↑ -

P
k 6=i(µk + λ−k )1xk>0 -

P
k 6=i(µk + λ−k )1xk>0 -

P
k 6=i(µk + λ−k )1xk>0

-
P
k 6=i(

P
l6=k µlP

−(l, k))1xk>0 -
P
k 6=i µiP

−(i, k)

Table 1. Comparison of Ql, Q and Qu, ∀Γ ∈ Swk(E).

deduce from the second and the third column of Table 1 that: ∀x ∈ E, ∀Γ ∈
Swk(E),

∑
z∈Γ Q(x, z) ≥

∑
z∈Γ Q

l(x, z). From the �wk-comparison of the pro-
cesses, we derive the following inequality for the tail probability distributions:

Prob(X1(t) ≥ m1, ..., Xn(t) ≥ mn) ≥
n∏
i=1

Pr ob(X l
i(t) ≥ mi).
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Abstract. This paper is part of research aimed at determining and evaluating 
software agent quality considering an agent’s distinctive characteristics, like 
social ability, autonomy, pro-activity, etc. We present a study of the pro-activity 
characteristic, regarded as the software agent’s goal-driven behavioral ability to 
take the initiative and satisfy its design goals. We establish attributes associated 
with this characteristic and set out measures enabling its global evaluation. 

Keywords: Agents quality, pro-activity, software quality. 

1   Introduction 

Few studies in the literature focus on the development of measures to evaluate the 
software agent. Those that do exist are generally measures borrowed from the 
procedural and object-oriented paradigms, and there are few measures created ex 
professo to evaluate particular characteristics of software agents [1], [2], [3]. 

Agent pro-activity is one of the more relevant characteristics and defines an agent’s 
ability to exhibit goal-directed behavior by taking the initiative to achieve its goals 
[4]. It also refers to an agent’s ability to take the initiative rather than acting simply in 
response to its dynamic and unpredictable environment [3] or agents being able to act 
in anticipation of future goals by taking the initiative [5]. 

Several studies have analyzed software agent pro-activity, but they are not very 
related to measures for evaluating this feature. For example, Cernuzzi and Rossi [5] 
evaluated pro-activity by assigning a value of between 0 and 1 depending on whether 
or not the agent dynamically assumes the different goals and whether it is possible to 
model goals. Shin [3] proposed the frequency of knowledge discovery as a measure, 
the result of calculating the number of messages that the agent uses to discover 
knowledge, to evaluate agent pro-activity in updating its internal states. None of the 
above studies provides specific quality measures for evaluating the pro-activity 
characteristic of agent software. This research aims to advance in the measurement of 
this feature. 

© Springer Science+Business Media B.V. 2010 
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2   Measures for Pro-activity Attributes 

From the existing research [4], [6] and based on our experience [7], [8], we propose 
the following attributes to identify agent pro-activity: initiative (an agent’s ability to 
satisfy its design goals through a goal-directed behavior [4], and to take an action with 
the aim of achieving its goal [9], [10]), interaction (an agent’s ability to interact with 
other agents and its environment [9]) and reaction (an agent’s ability to react to a 
stimulus from the underlying environment according to stimulus/response behavior, 
depending on the current state of the software agent [11]). 

Each measure is stated by means of a formula that expresses this measure as a 
function of one or more parameters. The results of each measure are normalized in the 
interval [0, 1] (where 0 is a poor result and 1 is a good result for the measure). 

Figure 1 shows the types of formula used to normalize the pro-activity measures. 
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Fig. 1. Formula types used to normalize the measures 

The constant k is a parameter that the software engineer can configure to fine tune 
formula performance for each particular case. The formulae depend on the argument 
x, where x is a value defined for each measure. Next, we present the proposed 
measures for evaluating the attributes defined for the characteristic of pro-activity. 
The initiative attribute can be measured using the following measures: 
• Number of roles measures the number of potential roles that agents are to perform. 

Agent roles are defined in the system design phase [3]. This measure uses curve (a) 
in Fig. 1, where x is the number of agent roles. 

• Number of goals measures the number of goals achieved by the agent during 
execution with respect to the number of allocated goals. This measure uses curve 
(d) in Fig. 1, where x is the number of goals achieved by the agent during 
execution and k is the number of goals to be achieved by the agent.  

• Messages to achieve goals measures agent initiative to achieve its goals by 
communicating with other system agents. This measure uses curve (b) in Fig. 1, 
where x is the average percentage of executive messages that are sent during agent 
execution for the goals to be accomplished. 

The interaction attribute can be measured using the following measures: 
• Services per agent measures the impact on agent interaction of the number of the 

services implemented within the agent (not including internal services) enabling it 
to achieve its goals [3]. This measure uses curve (c) in Fig. 1, where x is the 
number of services implemented within the agent.  

• Number of message types measures the impact on agent interaction of the number 
of different types of messages that the agent can process. This measure uses curve 
(b) in Fig. 1, where x is the total of unique incoming and outgoing message types. 
We comply with FIPA standards for the agent message type [12]. 

The reaction attribute can be measured using the following measures: 
• Number of processed requests measures the agent’s ability to react to the number 

of received and resolved requests during execution. This measure uses the curve 
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(a) in Fig. 1, where x is the number of received requests (requiring an action to be 
taken in response) during execution.  

• Agent operations complexity measures the mean complexity of the operations to be 
performed by the agent to achieve its goals. The software engineer could use any 
complexity measure regarded as suitable for achieving a good result (for example, 
cyclomatic complexity [13]). This measure uses the curve (a) of Fig. 1, where x is 
the mean complexity per goal.  

3   Case Study 

As an application of this research we have conducted a pro-activity study on the 
agents of an intelligent agent marketplace. This marketplace includes several kinds of 
Buyer and Seller agents that cooperate and compete to process sales transactions for 
their owners. In this system, a Facilitator agent acts as a manager for the marketplace 
[14]. The names “basic”, “better” and “best” refer to the global evaluation of the 
software agent strategy to perform its tasks, not to their pro-activeness. 

Table 1. Pro-activity attribute values 

 Basic 
Buyer 

Better 
Buyer

Best 
Buyer

Basic 
Seller 

Better 
Seller 

Best 
Seller System

Initiative 0.81 0.88 0.78 0.81 0.79 0.85 0.82 
Interaction 0.88 0.92 0.95 0.92 0.88 0.86 0.90 
Reaction 0.93 0.97 1.00 1.00 1.00 1.00 0.98 

Pro-Activity 0.88 0.93 0.91 0.91 0.90 0.91 0.90 

Table 1 shows the values of the measure for each attribute calculated from the 
associated measures. The last row of Table 1 contains the value of the pro-activity 
characteristic calculated from the measures for all the attributes. Finally, the last 
column shows the value of the system measures calculated from the values of the 
attribute measures for all the agents. The bottom, right-hand cell contains the pro-
activity value for the entire system. In this study, the above values are aggregated in 
each case using the arithmetic mean. The results could be refined using a weighted 
mean, with weights provided by experts using any existing weighting technique. 

We find that Basic Buyer agents are less pro-active (88%) than the Best Buyer 
(91%) and even less than the Better Buyer (93%) agents, because they have different 
buying strategies. Also, their ability to react is greater than their ability to interact and 
their initiative. All Seller agents have almost the same pro-activity value because their 
strategies for achieving their goals are indistinguishable, although, like the Buyer 
agents, the evaluated measures indicate that their ability to react is greater than their 
ability to interact and their initiative. 

From the above, we conclude, with respect to the attributes, that the system scores 
highest on Reaction (98%), followed by Interaction (90%), and Initiative (83%). 
Initiative is influenced by the fact that the agents do not achieve all their goals 
through cooperation due to the rules that they each apply to achieve their objectives. 

Finally, the system’s pro-activity value is 90%, that is, the pro-activity of the 
system agents as a whole is quite high. 
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4   Conclusions and Future Work 

We have presented a first approximation to a set of measures of agent-oriented 
software considering the pro-activity characteristic, which has been decomposed into 
different attributes, and we show the measures considered for its evaluation. 

In the future we intend to conduct a comprehensive study of an agent-based 
system, analyzing the measures of each characteristic of each agent type existing in 
the system and their contribution to the measure of system quality. To do this, we 
propose to build a quality evaluation model, and evaluate this model on several 
software agent applications, considering the different characteristics, and their 
attributes, present in agents. 
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Abstract. The main focus of this paper is to enlarge the applicability
of product-form solutions by regarding models that yield this property
as approximations of models that do not. To achieve this, we make use
of Reversed Compound Agent Theorem (RCAT)[2, 3] and devise a useful
and practical method to modify non-product form models into product-
form ones. Our technique provides meaningful approximations of the
original models.

1 Introduction

Stochastic models provide a very useful way to describe and derive interesting
performance indices of complex systems. In particular, Markovian models have
been widely applied for the quantitative analysis of software and hardware com-
puter architectures. The main problem of this approach is that when a model is
described in terms of interactions of a set of sub-models, its state space tends to
be very large mainly because each state of each sub-model may be observed in
combination with all the possible configurations of the states of the other sub-
models. In these cases, numerical techniques for the solution of the underlying
Markov process may result computationally unfeasible. Product-form solutions
for steady-state distributions are useful for different purposes. Computationally,
they provide a more efficient way of calculating the steady-state probabilities be-
cause each sub-model is opportunely parametrised and then studied in isolation.
The joint stationary distribution is then derived as normalised product of the sta-
tionary distributions of the parametrised sub-models. Results on product-form
solutions may result hard to apply in practice since only a very limited subset
of models enjoys this property. In this paper we focus on making product-form

form solutions as approximations of models that do not. To clarify this point we
consider a network that comprises of a tandem of exponential queues with con-
stant service rate. It is well-known that, if the external arrival rate depends on
the state of the first queue, then the network has no product-form solution. One
simple and effective way to obtain a product-form solution by approximation, is
to change the external arrival rate to make it constant. The main disadvantage
is this approach is that it will have an impact on the performance measures of
the whole network. The question arises whether we can modify some parame-
ters in the second queue to obtain a product-form solution that will leave the
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performance measures of the first queue unchanged. To achieve this, we resort
to RCAT[2, 3], which provides specific structural conditions on queues in the
network to guarantee product-form solution. Although this work gives a general
technique to approximate a non-product-form model composition by a product-
form one, we shall take a very practical approach to compare the correct values
with the approximated ones, as shown the example in Section 2. The technique
adopted in this paper to achieve approximations for non product-form solutions
in Markovian models is novel. Similar work has been carried out by van Dijk
[5]. using the local balance property [1]. However, local balance is a principle
applicable to queuing networks only, while our method could be applied to a
wider class of Markovian model cooperations.

2 Approximations by mean of product-form models

In this section we illustrate an algorithmic technique to approximate a non-
product-form model by means of a product-form one. The proposal is based on
RCAT result in the formulation given in [3]. RCAT provides sufficient conditions
to guarantee product-form solutions in CTMCs. In this paper we shall use the
terminology given in [3] which will be not reported here due to lack of space.
In what follows we presents two ways to modify a given model to satisfy RCAT
conditions, i.e., every passive action is enabled in every state of a given automa-
ton for all actions in the cooperating set and the sum of the reversed rates of the
incoming actions in the cooperating set are constant in every state of a given
automaton. Given two CTMCs that cooperate, RCAT is not satisfied due at
least to one of the following reasons: 1) Missing passive transitions, i.e., for
a synchronising passive label a there exists a subset of states in which there is
not an outgoing passive transition;2) Different incoming flow into states,
i.e, the incoming flow to the states due to a synchronising active label a is not
constant, i.e., Equations (1) or (2) in in Theorem 1 in [3] cannot be satisfied.

Dealing with missing passive transitions. Consider two LMA M1 and M2 syn-
chronising on label a, with a ∈ A1 ∩P2 i.e. a is active in M1 and passive in M2.
Let S2 be the state space of M2 and let S¬a

2 = {s ∈ S2|∀s′ ∈ S2, s
a
−→ s′ /∈ T2},

i.e., the set of all the states without an outgoing transition labelled by a. M̃2

has the property that for all s ∈ S¬a
2 there is a new transition (self-loop) from

s to itself labelled by a. Moreover, M̃1 is modified by replacing all the rates of
the transitions s

a
−→ s′ with q̃1(s

a
−→ s′) which is defined as follows:

q̃1(s
a
−→ s′) =



1 −
∑

s2∈S
¬a

2

π̃2(s2)



 q1(s
a
−→ s′). (1)

In the original model M1 ⊕{a} M2 there are some states that cannot be reached
since M1 cannot carry on a transition labelled by a because a is not (pas-
sively) enabled in M2. Since we add a passive self loops in the modified version
M̃1 ⊕{a} M̃2 all active transition labelled a can be carried on. As a consequence
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of introduction of self loops, the synchronising transitions labelled by a are ob-
served more often with the respect to the original model. We balance this in
M1 with Equation (1). Note that, if the self-loops are added to states with low

equilibrium probabilities, then we have q̃1(s
a
−→ s′) ≃ q1(s

a
−→ s′).

Dealing with different incoming flow into states. Consider two LMA M1 and
M2 synchronising only on label a, with a ∈ A1 ∩ P2. Let S1 be the state space
of M1, then we define for all s ∈ S1:

Ka(s) =
∑

s′
∈S1

π1(s
′)

π1(s)
q1(s

′ a
−→ s). (2)

If Ka(s) is independent of s ∈ S1, then RCAT condition would be satisfied. We
define:

K̃a =
∑

s∈S1

Ka(s)π1(s) =
∑

s∈S1

∑

s′
∈S1

π1(s
′)q1(s

′ a
−→ s). (3)

We can see K̃a as the weighted average flux incoming to the states of M1 due to
transitions labelled by a. We aim to obtain M̃1 in a way such that π̃1 = π1 but
the sum of the reversed rates incoming to every state due to an active transition
labelled by a is K̃a. Let us define the following sets:

– Sa,<K̃a

1 = {s ∈ S1 | Ka(s) < K̃a}, i.e., the set of states of M1 whose incoming
flux due to active transitions labelled by a is lower than the average;

– Sa,>K̃a

1 = {s ∈ S1 | Ka(s) > K̃a}, i.e., the set of states of M1 whose incoming
flux due to active transitions labelled by a is higher that the average;

– Sa,=K̃a

1 = {s ∈ S1 | Ka(s) = K̃a}, i.e., the set of states of M1 whose
incoming flux due to active transitions labelled by a is exactly K̃a.

M̃1 is obtained from M1 as follows. For all s ∈ Sa,<K̃a

1 a self-loop labelled by a

is added with rate:

q̃(s
a
−→ s) = K̃a − Ka(s)

For all s ∈ Sa,>K̃a

1 , rate q(s′
a
−→ s) is replaced by:

q̃(s′
a
−→ s) =

K̃a

Ka(s)
︸ ︷︷ ︸

prop. tot. rate

π1(s
′)

π1(s)
q(s′

a
−→ s

︸ ︷︷ ︸

rev. rate

)

and a new non-synchronising transition s′ −→ s is added whose rate is:

q̃(s′ −→ s) = q(s′
a
−→ s) − q̃(s′

a
−→ s).

Finally, transitions in Sa,=K̃a

1 are not modified. Note that the underlying chain
of M̃1 is identical to that of M1. However, the key-idea of the previous modi-
fications is to make constant the sum of the reversed rates incoming into each

67 On product-form approximations of cooperating stochastic models



state of M̃1 in order to satisfy the conditions (1),(2) in theorem (1) in [3]. In-
formally, this is achieved by augmenting the sum by self-loops when the states
have an incoming flow which is lower than the expected. Conversely, when the
sum of the reversed rates of the incoming transitions is higher than K̃a, the de-
sired value is achieved by splitting the transitions into a synchronising one and
a non-synchronising one. The rates are opportunely assigned so that the sum of
the forward rates remain unchanged.

3 Network with multiple servers

In this section we illustrate an application of the proposed technique to a service
station with multi servers. The key-idea is that after a job completion a server
spends some time in an idle status before being ready for use again.
Model description. The queueing station consists of N identical servers that can
be in one of the following two states: idle or operating. The former state denotes
that the server is not available, while the latter that it can be used to serve a
customer. Servers pass from the idle state to the operating after an exponentially
distributed random time with rate µ2. Customers arrive to the station according
to a Poisson process with rate λ. If any of the servers is in the operating state,
a customer is served in an exponential distributed random time with rate µ1.
After a service completion, the served customer departs and the server enters in
the idle state. At a given time, at most one customer is being served and at most
one server is being recharged (hence there may be spare servers or servers wait-
ing for passing from the idle to the operating state). For those who are familiar
with Petri net formalism, Figure 1-(A) depicts the model, where the rate of T0,
T1 and T2 are λ, µ1 and µ2, respectively. Tokens in P1 represent the operating

servers and those in P2 the idle ones.
Model analysis. Figure 1-(B) defines a model whose underlying process is iden-
tical to that of the corresponding Petri net using two interacting stochastic
automata (non-synchronising labels are omitted). The state of Process 1 repre-
sents the number of operating servers (the number of idle ones can be obtained
by difference knowing N), while the state of Process 2 represents the number
of customers in the station. Note that RCAT conditions are not satisfied since
state 0 of Process 1 has not an outgoing passive transition. In order to obtain
the product-form approximation we add a self-loop labelled by a in state 0 of
Process 1 and, consequently, we adapt the rate of the corresponding active tran-
sitions in Process 2 to be µ̃1, which is defined as follows:

µ̃1 = (1 − π1(0))µ1, with π1(0) =
1 − (µ2/xa)

1 − (µ2/xa)N+1
.

The analysis of Process 2 gives xa = λ straightforwardly. Then the approximate
solutions can be written as:

π̃(i, j) = π̃1(i)π̃2(j) =
1 − (µ2/λ)

1 − (µ2/λ)N+1

(µ2

λ

)i

(1 − λ/µ̃1)

(

λ

µ̃1

)j

,
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Fig. 1. Petri net of the model studied in Section 3 (A). Process decomposition (B).

with 0 ≤ i ≤ N and j ≥ 0. It is worthwhile pointing out that the reversed rates
of the transitions that take the model from state (i, j) to state (i − 1, j − 1) are
equal, in fact:

π̃(i, j)

π̃(i − 1, j − 1)
µ̃1 =

µ2

λ

λ

µ̃1
µ̃1 = µ2.

This is important because it allows the approximated joint model to be com-
posed with other models in product-form by RCAT.
Comparison of the approximated and original models. In Figure 2 and Table 1
we show a significant subset of the tests we have carried out. We chose to com-
pare the distribution of the number of customers in steady-state under different
hypothesis. The exact results are obtained by applying Neut’s matrix geometrics
technique [4]. The approximated model performs well when µ2 > µ1 or when N

is large enough. Note that if µ1 >> µ2 and N is low a different approximating
strategy can be adopted, e.g., switching the passive and active model. In this
example, it can be shown that making Process 1 active with respect to syn-
chronising label a (and Process 2 passive) gives better results when µ1 >> µ2.

4 Conclusion

In this paper we have investigated approximations of non-product-form models
with product-form ones. As future research efforts are concerned, we shall inves-
tigate the problem of the analytical definition of bounds for the errors on the
performance measures introduced by the proposed approach.

69 On product-form approximations of cooperating stochastic models



Parameters Exact Approximate

λ = 2.5, N = 2, µ1 = 3.5, µ2 = 6.0 5.2802 4.0459
λ = 2.5, N = 3, µ1 = 3.5, µ2 = 6.0 3.1587 2.9491
λ = 2.5, N = 4, µ1 = 3.5, µ2 = 6.0 2.7299 2.6662
λ = 2.5, N = 5, µ1 = 3.5, µ2 = 6.0 2.5661 2.5893
λ = 2.5, N = 7, µ1 = 3.5, µ2 = 6.0 2.5148 2.5112
λ = 2.5, N = 8, µ1 = 6.0, µ2 = 4.0 0.77271 0.72530
*λ = 2.5, N = 8, µ1 = 6.0, µ2 = 3.2 1.3206 0.75856
λ = 2.5, N = 5, µ1 = 4.0, µ2 = 4.0 2.1447 1.8548
λ = 2.5, N = 8, µ1 = 4.0, µ2 = 4.0 1.7674 1.7070

Table 1. Comparison of average number of customers in the original station and in
the approximated one.
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Approx. N = 2
Approx. N = 3
Approx. N = 5

Ideal N = 2
Ideal N = 3
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Fig. 2. Stationary distribution of the number of customers in the original model (Ideal)
and in the approximated (Approx.).
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Abstract. The article presents a diffusion approximation model applied
to investigate queues with finite capacity. Usually it is assumed that the
size of a queue is limited by the maximum number of customers allowed
to the system. Here, we assume that the size of customers is random
(i.e. we consider batch arrivals with an arbitrary batch size distribution)
and the constraint is given by the total volume of the queue. It is more
adequate if we consider the queues of packets in e.g. IP routers where
the volume of a buffer where packets are stored is limited and the size of
packets is variable.

1 Introduction

The paper adapts the traditional and well known diffusion approximation model
of G/G/1/N queue as proposed by Gelenbe [3] to the case where the size of
the queue is limited in another way: each customer has a certain random size
determined by a discrete distribution and the maximum capacity of the queue
is given. Such model suits better in our opinion to the description of queues of
packets observed in IP routers, as the length of IP packets is variable, and may
refine their analysis, especially when the buffers are small or the utilisation of
the link is high and the buffers are almost saturated. We use our semi-analytical,
semi-numerical method previously applied in G/G/1/N and G/G/N/N diffusion
models [1, 2] to obtain transient solution, i.e. time-dependent distribution of the
queue size and time-dependent loss probabilities.

Let A(x), B(x) denote the interarrival and service time distributions at a
service station. The distributions are general, it is assumed that their two first
moments are known: E[A] = 1/λ, E[B] = 1/µ, Var[A] = σ2

A, Var[B] = σ2
B .

Denote also the squared coefficients of variation C2
A = σ2

Aλ
2, C2

B = σ2
Bµ

2. Let
N(t) be the number of customers present in the system at time t. For a single
class FIFO queue, the changes N(t + ∆t) − N(t) have approximately normal
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distribution with mean (λ−µ)∆t and variance (σ2
Aλ

3 +σ2
Bµ

3)∆t, provided that
the time ∆t is sufficiently long and the station is working without interruption.
Diffusion approximation, e.g. [3] replaces the process N(t) by a continuous dif-
fusion process X(t) whose incremental changes dX(t) = X(t + dt) − X(t) are
normally distributed with the mean βdt and variance αdt, where β, α are the
coefficients of the diffusion equation

∂f(x, t;x0)
∂t

=
α

2
∂2f(x, t;x0)

∂x2
− β ∂f(x, t;x0)

∂x
(1)

which defines the conditional pdf f(x, t;x0)dx = P [x ≤ X(t) < x+ dx | X(0) =
x0] of X(t). The choice β = λ− µ, α = σ2

Aλ
3 + σ2

Bµ
3 = C2

Aλ+C2
Bµ ensures the

same ratio of time-growth of mean and variance of these distributions. Function
f(n, t;n0) approximates the distribution p(n, t;n0) of customers of all classes
present in the queue. This approach is also extended to the case of multiple
classes [4].

Boundary conditions for Eq. (1) should be also defined. In [3] diffusion ap-
proximation of a G/G/1/N station was studied as a process X(t) which is defined
on the closed interval x ∈ [0, N ]. When the process comes to x = 0, it remains
there for a time exponentially distributed with the parameter λ and then it re-
turns to x = 1; when it comes to x = N , it remains there for a time which is
exponentially distributed with the parameter µ and then it starts at x = N − 1.

2 A queue with limited volume

Here, we assume that the distribution of the size of incoming packets is discre-
tised: a packet has the size of m blocks, m = 1, 2, . . .M with probability pm.
The total input rate is λ, the input rate of packets containing m blocks is λ(m),
pm = λ(m)/λ.

Let V be the total size of the buffer expressed in blocks. The content of the
buffer is measured in number of occupied blocks. The size of blocks is constant
and the speed of service is µb blocks per time unit, C2

B = 0.
We distinguish M + 1 diffusion subintervals. The first one is x ∈ [0, V −M ]

where the packets of all sizes are allowed. The input stream is composed of M
streams (M classes of customers) each corresponding to packets of a fixed size
m. The diffusion parameter β is here defined as β1 =

∑M
m=1 λ

(m)m− µb.
The case of butch arrivals in diffusion approximation was studied e.g. in [5]:

if the distribution of groups interarrival time has mean 1/λ and variance σ2
A, the

size of the groups has mean m and variance σ2
m, and service time distribution for

one customer in the group has mean 1/µ and variance σ2
B then the parameter

α = λσ2
m + m2λ3σ2

A + µσ2
B . Here, as a service time of one block is constant

σ2
B = 0, and, as we treat customers of a specified constant size m as a separate

class of customers, denoted by the upper index m, then σ
(m)
m

2
= 0 and α(m) =

m2λ(m)3σ
(m)
A

2
= m2λ(m)C

(m)
A

2
. Hence, in the interval x ∈ [0, V −M ] we have

α1 =
∑M
m=1 λ

(m)m2C
(m)
A

2
.
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In the next interval x ∈ [V −M,V −M + 1], the packets of size M do not
find enough space in buffer to join the queue, hence they are excluded from the

input stream, and β2 =
∑M−1
m=1 λ

(m) ·m− µb, α2 =
∑M−1
m=1 λ

(m)m2C
(m)
A

2
, and so

on, up to the last interval x ∈ [V − 1, V ] where only one-block packets may be

considered: βM+1 = λ(1) − µb, αM+1 = λ(1)C
(1)
A

2
.

In transient state we should balance the probability flows between neigh-
bouring intervals with different diffusion parameters. We put imaginary barriers
at the borders of these intervals and suppose that the diffusion process entering
the barrier at x = n, from its left side (the process is growing) is absorbed and
immediately reappears at x = n + ε. Similarly, a process which is diminishing
and enters the barrier from its right side reappears at its other side at x = n−ε.

Jumps from the barrier correspond to the arrivals of packets of particular
sizes, hence, for the first interval, assuming that V −M > M , we express the
density function fi(x, t;ψi) for an interval i, i = 1, . . . ,M + 1 as

f1(x, t;ψ1) = φ1(x, t;ψ1) +
M∑
m=1

∫ t

0

gm(τ)φ1(x, t− τ ;m)dτ (2)

+
∫ t

0

gV−M−ε(τ)φ1(x, t− τ ;V −M − ε)dτ

where gm(τ) are the probability mass flows coming from the barrier at x = 0
to x = m and having density p0(τ)λ(m). Function φ1(x, t;ψi) is the density of
diffusion process inside first interval having absorbing barriers on both sides
(the process is finished when it reaches either of the barriers). This function is
relatively easy to obtain analytically, and the function f1(x, t;ψ1) is represented
as a superposition of functions φ1(x, t;ψi) started at all possible regeneration
points [1]. We proceed similarily in all other intervals.

The relationships between the probability mass flows entering the barriers
and reappearing at regeneration points include the jumps from the barrier at
x = V to points x = V −m when a m-block packet is dispatched. The density
gV−M−ε(t) is probability flow coming from this barrier to the point V −M − ε
and corresponding to the departure of M -block packets plus the flow coming
through the barrier from the second interval. As the service time of packets is
constant, we assume lV (t) =

∑M
m=1 pmδ(t−m/µb) or l̄V (s) =

∑M
m=1 pme

−sm/µb .
The system of equations is transformed with the use of Laplace transform

and solved numerically to obtain the values of f̄n(x, s;ψn). Then we use the
Stehfest inversion algorithm. The time-dependent loss probability of packets of
size m is estimated as pV (t) plus the integral from x = V −m to x = V over the
appropriate functions fi(x, t;ψi).
Numerical example
Let the packet length be 1, 2, . . . 5 blocks with probabilities p1 = 9/20, p2 = 5/20,
p3 = 9/20, p4 = 2/20, p5 = 1/20, and the overall input stream of packets be
λ = 0.4390 packets per time unit. The volume of the buffer is M = 50 blocks.
At the time t = 0 the buffer is empty. The time of sending one block from the
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buffer 1/µbl is equal one time unit. An exemplary result, the probability that
the buffer is saturated is given in Fig. 1.

Fig. 1. The probability pV (t) that the buffer is saturated as a function of time.

3 Conclusions

The proposed model allows us to investigate the behaviour of a buffer content
when the input rate of packets is changing with time. The assumptions of the
model: general distribution of batch size and general distribution of interarrival
times allow us to assume realistic parameters of IP packets flows transmitted in
networks. We are able to predict the distribution of the size of occupied memory
and the probability that the buffer is full and incoming packets are lost. The
programming effort needed to assure numerical stability of computations is not
negligible.
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Abstract. We analyze different available methods in the study of the
exactly solvable stochastic models and their application to construction
and modeling the road traffic with acceleration/deceleration dynamics.

1 Introduction

In the study of models for traffic, a fundamental role is played by the the fun-
damental diagram (FD) of traffic flow, which gives a relation between the traffic
flux (cars per unit of time) and the traffic density (cars per unit of length). In the
three phases traffic theory of Kerner [6], the FD on highways consists of the free
flow phase, the synchronized flow phase and the congested phase. It is not clear
however whether these phases, and especially the synchronized one, are genuine
dynamical or thermodynamical phases, or are intricate transient features of a
slowly relaxing system. In fact there is still controversy about the reality of the
synchronized phase of Kerner at the moment [10].

There have been many successful applications of exactly solvable models
to problems of non-equilibrium statistical physics. Applying those methods to
traffic could help to clarify this kind of questions, and in particular if we find
a stochastic model (exclusion process, zero range process) able to account for
some empirical features of the FD, like the braking/acceleration asymmetry [8],
and suitable for exact computation. Having such a model could allow to study
the emergence of non-trivial collective behaviors at macroscopic level, caused
for example by some spontaneous symmetry breaking among identical vehicles
that can be seen experimentally on a ring [12]. The purpose of this paper is to
describe briefly one such model and two different approaches for solving it. The
reader is referred to [9] for more details.

2 A Multi-speed exclusion processes

We study an exclusion process with two types of particles (A=fast, B=slow,
O=empty), defined by the following set of reactions, involving pairs of neigh-
bouring sites (with periodic boundary conditions):

AO
λa−→ OA; BO

λb−→ OB; BO
γbo−−→ AO; AO

δao−−→ BO

AB
λab−−→ BA; AA

δaa−−→ BA; AB
δab−−→ BB; BA

δba−−→ BB

AB
γab−−→ AA; BB

γ1
bb−−→ BA; BA

γba−−→ AA; BB
γ2

bb−−→ AB,

© Springer Science+Business Media B.V. 2010 
in Electrical Engineering 62, DOI 10.1007/978-90-481-9794-1_15, 

75 E. Gelenbe et al. (eds.), Computer and Information Sciences, Lecture Notes

mailto:@inria.fr
mailto:@inria.fr


where the λ’s, γ’s and δ’s denote the transition rates, each transition correspond-
ing to a Poisson event. The model itself can be seen as a two particle exclusion
hopping model with coagulation/decoagulation dynamics including overtaking.
It generalizes several integrable sub-models. The hopping part of the model is
just the totally asymmetric exclusion process [11, 7] (TASEP) when λa = λb,
which is integrable, while the multi-types version with overtaking is the so-called
Karimipour model [2, 4] when λab = λa − λb, which turns out to be integrable
as well. In some cases, the model can be exactly reformulated in terms of gen-
eralized queueing processes, where service rates of each queue follows as well
a stochastic dynamics [3]. The mapping works by identifying empty sites with
queues containing as clients the vehicles in front of them.

Based on numerical simulations, Figure 1 illustrates some observations of
a simplified form of the model, where non-zero rates are λa and λb, γbo = γ,
δaa = δab = δ; in particular overtaking is excluded (λab = 0). The asymmetry
between braking and accelerating (γ 6= δ) is crucial to observe a condensation
mechanism, which occurs if the apparition of slow vehicles is a sufficiently rare
event, resulting e.g. from a cascade of braking events. We remark that Figure 1(a)
is very reminiscent of coagulation-decoagulation process.

Fig. 1. Space-time plots for process with 2 speed levels (a) (b) and (c) and with 3
speed levels (d). Time is going downward and particles to the right. red, green and blue
represent different speeds in increasing order. The size of the system is 3000 except for
(b) where it is 100000. Setting are λa = 100, λb = 10, γa = 100, δb = 2 for (a) and (b)
and δb = 10 for (c), all with density ρ = 0.2. In (d), λc = 10, λb = 100 and λa = 200,
δc = 3, δb = 5, γb = 0.1 and γa = 1 with ρ = 0.3.

3 Solving through integrability

Integrability is an important means for solving systems, since it means that
we can construct the spectrum and the eigenstates of the underlying Markov
operator. The equation governing the evolution of the probability distribution
P (C, t) with time is

d

dt
P (C, t) =

∑
C′
P (C′, t)M(C′, C)−

∑
C′
P (C, t)M(C, C′)

where M(C, C′) is the transition rate between configurations C and C′. To get
a model which can be analyzed, and possibly solved, we impose cancellations
conditions for the nonlinear terms [9] in order to get a so-called free “fermionic
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point”. Such restrictions between the rates renders the model solvable for some
specific choice:

λa = γab + γba, λb = δab + γba = δ2aa + γ2
bb, λab = λa − δ1aa − γ1

bb.

The interaction term has then the form −λa
∑
i n

a
i − λb

∑
i n

b
i = hN of a chem-

ical potential with h playing the role of an average hopping rate operator, the
operators na,bi are local operators counting particles of each sort.

part of the model. This case can be dealt with help of the empty interval
method [1] and describes a densely packed road with cars of two types. Then we
can write a system of equations for the queues of cars:

P a,bt (i, i+ 1, . . . , i+m− 1) = Et(na,bi na,bi+1 · · ·n
a,b
i+m−1).

Taking into account the Markovian evolution, the equations of the corresponding
process can be written as a system of linear equations when γab = γba = γ2

bb = 0
and λab = γ1

bb:

d

dt
P at (x, y) = δbaP

a
t (x− 1, y)−

(
2λab + (y − x)(δ1aa + δ2aa) + δab + δba

)
P at (x, y)

+ (λab − δ1aa + δab)P at (x, y + 1) + λabP
a
t (x+ 1, y).

Such equations can be solved in terms of Bessel functions. A more general struc-
ture of the cluster functions is possible as well, to describe intermediate cases
between the two ones described above (see [9] for details).

4 Product form of jams at steady-state

Taking advantage of the mapping of the process to a generalized tandem queue
process, we study in this section the conditions under which the stationary state
has a product form. The queuing processes which are obtained [9] have dynamical
service rates, meaning that each single queue i ∈ N is represented by a vector
zi(t) = (ni(t), µi(t)) ∈ Ei ⊂ Z+ × R+, where ni(t) is the number of clients
and µi(t) is a service rate. It represents the global transition rate from zi to
z′i = (ni − 1, µ′i) ∈ V

−
i (zi), the set of points in Ei having one client less than

z. Two sets of transition probability matrices p±i (z, z′) and one set of transition
rates q0i (z, z′) are introduced to be complete. When a client get served in queue i,
the state of the departure queue zi is modified according to the set p−i (z, z′) with
z′ ∈ V −(z), and the state zi+1 of the destination queue is modified according
the set p+

i+1(z, z′), z′ ∈ V +(z). We have the normalizations,∑
z′∈z

p±i (z, z′) = 1, ∀z′ ∈ V ±(z). (1)

Additional internal transitions are allowed, where the service rate µi of queue
i changes independently of any arrival or departure. The intensities of these

Another limiting case occurs when we consider only the coagulation/decoagulation

Exactly solvable Stochastic Processes for Traffic Modelling 77 



transitions are given by the set q0i (z, z′), z′ ∈ V 0
i (z) of transition rates, with

V 0
i (z) the set of points in Ei having the same number of clients as z. For this

model we can prove the following [9].

Theorem 1. Let πλi denote the steady state probability corresponding to queue
i taken in isolation and fed with a Poisson process with rate λ. If the following
partial balance equations are satisfied,∑

z∈V +(zi)

µ(z)p−i (z, zi)πλi (z) = λπλi (zi), (2)

µ(zi)πλi (zi) +
∑

z∈V 0
i (zi)

q0i (zi, z)πλi (zi) =

∑
z∈V −(zi)

λp+(z, zi)πλi (z) +
∑

z∈V 0
i (zi)

q0i (z, zi)πλi (z), (3)

then the following product form holds at steady state:

P (S = {zi, i ∈ N}) =
∏
i∈N π

λ
i (zi)

P (
∑
i ni = N)

(4)

Note that reversible processes are special cases of processes satisfying (2,3) and,
in this respect, our result is an adaptation of Kelly’s general result concerning
product forms in queueing networks [5]. Some non-reversible examples of this
partial balance property can actually be found [9].
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Abstract. Applications of scientific workflows are going to be more widespread
and important to our living and lives. The intrinsic characteristics of scientific
workflows are data- and computing-intensive, heterogeneous data representation
and distributed execution environments. Scientists use different equipment to re-
trieve source data by monitoring objects and then store or process on many differ-
ent workstations. Actor Petri net Model (APnM) helps develop scientific work-
flows effectively and efficiently within collaboration and cooperation work mode.
Scientific workflow environments based on APnM can help scientists pay close
attention to functional components development, and choose flexible mechanisms
on error management, transaction and exception management, and priority pro-
cessing. Scientific workflows represented based on APnM can be operated both
on design and run time to support trial and error development. From the perspec-
tive of software engineering, it is a suitable level of indirection to resolve the
development, testing, and simulation complexity of scientific workflows.

1 Introduction

Computing is going to be a more and more important part of science and engineering.
An advertisement “A Computer Wanted” appeared in 1892 in the New York Times [1]
when computer had not been created. It means that computing has been an indispens-
able part of experiment and engineering since the 19th century. Many applications of
scientific workflows are going to be more widespread and important to our living and
lives, such as Mesoscale Meteorology, Seismic Hazard Analysis, and Ecological Niche
Modeling [15, 6].

Many characteristics and challenges make scientific workflows different from tra-
ditional workflows [9, 3]. From the user perspective, scientists are the main users to
design their scientific workflows, rather than professional software developers. With re-
gard to processes, workflows are the objects to be operated in trial-and-error cycles of
the research procedure: proposing hypotheses, designing experiments, running or sim-
ulating workflows, observing results online, making changes on the fly, and verifying
proposed hypotheses. In terms of the work mode, scientists cooperate and coordinate
with each other through making their results self describing or self-reflective on how to
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be used easily. With regard to the functions that a software environment should provide
for workflows, they need to deal with complex and heterogeneous data, flexible and
dynamic skeletons, and distributed computing environments that can integrate many
different computing devices to solve data- and computing-intensive applications.

Dynamic Data Driven Applications Systems (DDDAS) [5] are classical scientific
worklows. They are generally composed of four main functional components: measur-
ing data from real environments, simulating and forecasting the possible results in a
period of time, assimilating data from both previous parts, and visualizing data. Ac-
tor Petri net Model (APnM) can be a suitable computing model of DDDAS on how
to process data. On the other hand, DDDAS are suitable cases to test and evaluate the
suitability and flexibility of APnM.

In this paper, we advocate APnM to meet the challenges of scientific workflows.
In particular, the scientific workflow environment based on APnM provides a dynamic
type system, flexible operations on workflows at design time or run time, and advanced
features of computing. We stipulate on what the workflow environment need to sup-
port/provide in order for APnM-based scientific workflows to work simply and intu-
itively based on our experience of prototyping such a scientific workflow system.

2 Related Work

There are many representation methods of workflows from various perspectives by
different research teams. The relationship with APnM can be found in our previous
work [7]. There are also some works on workflow evolution or dynamic workflow.
Workflow management systems supply a set of primitives to support runtime changes
upon corresponding workflow specifications [4, 12]. Frequently used operations in-
cludes AddTask, RemoveTask, ForkTask, JoinTask, AltRoute and so on. For each op-
eration, the runtime workflow should satisfy some structure and data constraints. Be-
sides, some meta-models are proposed to specify workflows [8, 13]. As in the meta-
model ML-DEWS, main objects are Process, Activity, Event, Rule, FlowNet, Flow-
Comp. Changes can be achieved according to different modalities by supplying oper-
ations. Data constraints should be held to make sure the changed workflow valid [17].
However, all the workflows are operated with a global view, and workflow engines need
to embrace all kinds of evolution according to primitives. As a result, when workflows
are running in distributed environments, it will be formidable to ask all platform to
supply consistent behaviors on dynamic operations.

There are many pioneering projects in supporting scientific workflows, such as Tav-
erna [14], Kepler [11], Virtual Data Toolkit [16], and so on. Taverna is a workbench
for workflow composition and enactment developed as part of the myGrid project, the
focus of which is bioinformatic applications. Kepler provides a graphical user interface
for composing workflows. A workflow in Kepler is composed of independent actors
communicating through well-defined interfaces. The execution order and the communi-
cation mechanisms of the actors in the workflow are defined in a director object. VDT is
a system for deriving data rather than generating them explicitly from a workflow. Each
project has a specific workflow representation language. Until now, they have concen-
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trated on supporting domain functional applications, and they do not take distributed
dynamic tasks and heterogenous data compatibility into account.

3 Actor Petri net Model

As earlier work presented [7], APnM is derived from many other workflow representa-
tion models with modifications to deal with characteristics and challenges in scientific
workflows. It is a simple and basic model for applications with characteristics of het-
erogeneous data and distributed computing. Unlike traditional representation models,
APnM can also be used as a runtime model. As to scientific workflows, scientists can
monitor and change their applications at any time to speed up the application develop-
ment.

Definition 1. (Actor Petri net Model.) An Actor Petri net Model is a 5-tuple:
⟨SetA; SetR; SetP ; R; DT ⟩ where: SetAis a finite set of Actors, SetR is a finite set of
Routers, SetP is a finite set of Pools, R is a set of relationships specified by a finite set
of links so that each one is between a Pool and a port of an Actor or a Router, DT is a
distribution of Tokens (to be defined next).

An actor is a functional component to satisfy a simple and single function require-
ment. It takes tokens from pools linked with its input ports, and produce tokens to pools
linked with its output ports. A router is a special actor concentrating on data operations,
such as split, join, and operations in Nested Relational Calculus (NRC) [10]. Routers in
a workflow offer sufficient information on dataflows. They are important to deal with
heterogeneous data. A pool is a place to store and retrieve data. Data in pools can be
subject to complex management functionalities. The set of relationships indicates where
actors or routers retrieve tokens from and store to. In a distribution, tokens can be placed
in pools, actors, or even routers as needed.

A skeleton is an APnM without Tokens.

Definition 2. (Token.) A token is a pair: ⟨V; ST ⟩ where V is a value of a particular
type in a data type system, ST is a stack of Traces (to be defined next) identifying and
specifying the position of the value in its corresponding value with a collection type.

A token has two parts: the value part is of simple data to be processed in appli-
cations, and the trace part offers routers information on how to handle data value. To
cooperate with NRC, the type system should provide at least a collection data type for
representing the nested data. To deal with complex and heterogeneous data, the type
system should be dynamic so that it can be expanded easily to represent complex data,
and flexible enough to do transformation between different types.

Definition 3. (Trace.) A trace is a pair: ⟨ID; A; L⟩ where ID is the identifier of the
corresponding nested data, A is the rank of that data, and L is a list of positions speci-
fying data sources referring to that data.
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4 Workflow Execution

If actors and routers are substituted by transitions, relations on their ports are reattached
to corresponding transitions, and pools are substituted by places, then the structure of
APnM is identical to Petri nets. Nevertheless, most of the results obtained from verifi-
cation studies on Petri nets are not applicable to APnM, because actors and routers can
be more complicated components.

Firing Mechanism For an actor or a router e, the state firing rule F is

F : π•e(DT ) × Se → Se × πe•(DT ) (1)

where π is a projection operation which projects a distribution of tokens to some
pools, •e is the set of input pools of e, Se is the state set of e, e• is the set of output
pools of e.

Rule 1 means that e consumes some tokens from its input pools and produce some
tokens to its output pools. In fact, the execution of workflows is not exactly equal to a
sequence of firing. Because when a token is consumed or produced, it will influence fir-
ing of linked components. Workflow execution is communications of actors and routers
through tokens in pools. Whether the workflow execution succeeds or not depends on
coordination and cooperation of all the components. This different state management
and execution strategies result in very complex semantics but simple and intuitive appli-
cation development methodologies. Each component can be developed independently
under few constraints: pulling tokens from input pools and pushing tokens to output
pools, continuously sensing environments through tokens and publishing its running
states if necessary.

Error Management For distributed and parallel systems, it is very difficult to advance
adaptive software development process because of various data sequences and net-
work or application errors. Data sequences can be accumulated to an empirical data
set. To advance application development, the general method is to accumulate com-
ponents one by one and combine error information from assembling components
to get clues on whether application runs according to their want. Based on APnM,
scientists can combine errors of components flexibly and easily. They just need to
redirect published state pools of those components.

Transaction and Exception Management Transaction is almost the most fundamen-
tal feature in parallel systems to hold ACID properties of data. Exception is used
in languages to reverse the running application to a previously legal control point
after some rescue, which is very useful in interactive systems. For workflows based
on the APnM, these two features need to be attached to tokens so that components
can be aware. Due to control-flow is weakened to be data driven, only DT needs to
be considered. To support transaction and exception management on APnM will be
difficult and different from their original essence. Weaker transaction and exception
model are needed to support fault tolerance. For example, some data processing er-
rors do not influence the subsequential data processing.
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Priority Processing Sometimes urgent and critical data need to be processed before
others even though they are produced later. When a special data item of priority
among tokens is in one pool, it is relatively simple that we just need to extend the
pool to support the specific priority. When the priority is among tokens in different
pools, we should extend routers to support it as a supplement, by transforming this
scenario to the single pool scenario.

To cope with scientific workflows like DDDAS, more flexible skeletons are needed
to support appliations running fluently along with dynamic computing resources. Hereby,
intelligent workflow engines, which can perceive the computing environment changes,
are needed to distribute and direct the actors and tokens of applications.

Components Distribution Inputs: workflow dimention containing workflow, input to-
kens frequency and size, components computing complexity and features (viz. law
of distribution, law of association and law of commutation), output tokens fre-
quency and size; computing resources dimension containing workstations network,
workstations’ idle computing power. Targets: higher perfomance, less communica-
tion traffic, fault tolerance (e.g., only the failed partial work needs to be redone.)

The workflow engine for APnM-based scientific workflow environment needs to at least
cope with the static scenarios, and preferably be able to accommodate the dynamic
scenarios as much as possible.

5 Conclusions and Future Work

We have advocated APnM as a basic model of scientific workflows after articulating
scientific workflow characteristics. APnM is a simple and intuitive model to represent
workflows no matter in running state or not. From the perspective of software engi-
neering, it is a suitable level of indirection to resolve the development, testing, and
simulation complexity of scientific workflows. Based on APnM, we have developed a
graphic workflow editor on Qt Development Platform [2]. Our views and considerations
on supporting scientific workflow development and workflow engine design are partic-
ularly stipulated in this paper. Currently, we are engaged in developing the workflow
engine as our ongoing work.
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Abstract. Determining the assignment of signals received from the ex-
periments (peaks) to specific nuclei of the target molecule in Nuclear
Magnetic Resonance (NMR1) spectroscopy is an important challenge.
Nuclear Vector Replacement (NVR) ([2, 3]) is a framework for structure-
based assignments which combines multiple types of NMR data such as
chemical shifts, residual dipolar couplings, and NOEs. NVR-BIP [1] is a
tool which utilizes a scoring function with a binary integer programming
(BIP) model to perform the assignments. In this paper, support vector
machines (SVM) and boosting are employed to combine the terms in
NVR-BIP’s scoring function by viewing the assignment as a classifica-
tion problem. The assignment accuracies obtained using this approach
show that boosting improves the assignment accuracy of NVR-BIP on
our data set when RDCs are not available and outperforms SVMs. With
RDCs, boosting and SVMs offer mixed results.

1 Introduction

The gold standard in determining the protein structure is wet-lab experiment,
the primary ones being X-ray crystallography (XRC) and NMR spectroscopy.
In order to understand a protein’s function and do rational drug design, it is
necessary to determine the protein structure.

Structure-based assignment (SBA) aims to determine the assignments us-
ing a template structure. This template is homologous to the target. Previous
techniques for NMR SBA include NVR-EM [3], NVR-BIP [1], MARS [4], NOE-
net [5], Hus et al. [6].

1 Abbreviations used: NMR, Nuclear Magnetic Resonance; NVR, nuclear vector re-
placement; NOE, Nuclear Overhauser Effect; BIP, binary integer programming;
SVM, Support Vector Machine; RDC, Residual Dipolar Coupling; XRC, X-ray Crys-
tallography; PDB, Protein Data Bank; SBA, Structure-based Assignment; EM, Ex-
pectation Maximization.

© Springer Science+Business Media B.V. 2010 
in Electrical Engineering 62, DOI 10.1007/978-90-481-9794-1_17, 

87 E. Gelenbe et al. (eds.), Computer and Information Sciences, Lecture Notes



NVR-BIP works comparably well on the proteins on which NVR-EM was
tested. Furthermore it provides significantly better accuracies on four novel pro-
teins. However the scoring function of NVR involves simple addition of the con-
tribution of 7 different terms although these terms are not independent. The goal
of this work is to explore machine learning techniques to learn optimal ways of
combining these terms.

To the best of our knowledge, this is the first approach that uses classification
techniques to develop a scoring function for NMR SBA. Our contributions in this
paper are:

– the combination of the components of NVR-BIP’s scoring function using
SVMs and boosting

– incorporation of the novel scoring function into NVR-BIP and
– testing the novel scoring function on NVR-BIP’s data set and comparison

with the results reported in [1].

The rest of the paper is as follows: Section 2 describes the proposed al-
gorithm, followed by the implementation in Section 3. Section 4 presents the
experimental study and discusses the results. Finally, concluding remarks are
given in the last section.

2 Methods

The data set is divided into two components: A training set and a test set.The
training set consists of data corresponding to those proteins that are homologous
to the target, except the template with which the SBA will be performed and
which forms the test set.

The goal is to learn a classifier that distinguishes the correct peak-residue
pair from incorrect ones. SVMs and boosting return scores corresponding to how
confidently the corresponding classification is made. The output of the learning
algorithm is used as the scoring function of the BIP model, which solves the
SBA problem. After the initial assignments are made, an alignment tensor is
computed and then the components of the scoring function corresponding to
RDCs are included.

3 Implementation

The training data set belongs to two classes, +1 and -1. Positive label represents
the correct peak-residue assignment pair and negative label represents incorrect
assignments. Roughly there are 2000 positively labeled instances and 100,000
negatively labeled instances. SVMs require weighting adjustment to the data,
in order not to classify all instances as -1. The +1 instances are multiplied by
the weight factor (-1/+1 instance ratio). We solve the BIP problem using ILOG
OPL Studio CPLEX solver.
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The execution times for the BIP solution change according to the number of
available peak-residue assignments. Without RDCs, using the boosting scores,
the CPLEX solver runs for an average of 5 minutes to solve the system for
ubiquitin. Adding RDC information to the process greatly reduces the number
of available assignments, therefore reducing the problem size, and the average
execution time for boosting scores becomes 45 seconds on an Intel Celeron 560
computer with 2.13 Ghz processor with 2GB memory.

4 Results

The experimental results are reported in Table 1. Both the results without and
with RDCs are provided. In addition, the results obtained by the addition of
scoring function components, which are used in NVR-BIP [1] are given as a ref-
erence and is labeled the addition method. It can be seen that, without RDCs,
for most of the proteins SVM accuracies are about the same as the accura-
cies obtained using the addition method. Boosting accuracies are 7-16% higher
than addition method. On the other hand, with RDCs, boosting and addition
method’s accuracies are similar. The SVM results given in the following table
are obtained with RBF Kernel. The boosting results given in Table 1 are the
results achieved by Gentle AdaBoost algorithm. Results on more proteins are
available in our technical report.

Table 1. Results on Ubiquitin without and with RDCs.

without RDCs with RDCs

PDB ID addition SVM boosting addition SVM boosting

1UBI 87% 84% 97% 97%a 97%a 97%a

100%b 97%b 100%b

1UBQ 87% 87% 100% 97%a 97%a 100%a

100%b 100%b 100%b

1G6J 87% 87% 100% 97%a 94%a 100%a

93%b 93%b 90%b

1UD7 81% 81% 97% 97%a 89%a 97%a

97%b 89%b 100%b

1AAR 79% 83% 86% 97%a 93%a 93%a

100%b 93%b 93%b

a with NH RDCs in two media
b with NH and CH RDCs.

5 Conclusion

In this study, we combine the SVM and boosting techniques with BIP within
NVR’s framework to perform SBA. The tests without RDCs show that boost-

Developing a Scoring Function for NMR Structure-based Assignments 89 



ing has better assignment accuracy than the addition method. With RDCs, our
accuracies are comparable to the addition method for both SVM and boosting.
This may be explained by the fact that with RDCs, the RDCs dominate the fea-
ture vectors and they don’t allow separating the positive examples from negative
ones. Boosting method is therefore especially suitable for use when RDCs are
not available. When RDCs are available, our method could be used to accelerate
converging to the best assignment by providing a better assignment from which
a better alignment tensor estimate could be obtained.

Our results also indicate that, the training set for a protein from the homolo-
gous protein data provides good assignment accuracies. However this limits our
approach to those proteins for which homologous proteins and their correspond-
ing assignments are known. As future work we are interested in developing a
Bayesian scoring function for SBA that does not have this requirement.
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Abstract. Analysis of large scale -omics data based on a single tool re-
mains inefficient to reveal molecular basis of cellular events. Therefore,
data integration from multiple heterogeneous sources is highly desirable
and required. In this study, we developed a data- and model-driven hy-
brid approach to evaluate biological activity of cellular processes. Bio-
logical pathway models were taken as graphs and gene scores were trans-
ferred through neighbouring nodes of these graphs. An activity score
describes the behaviour of a specific biological process was computed by
flowing of converged gene scores until reaching a target process. Biolog-
ical pathway model based approach that we describe in this study is a
novel approach in which converged scores are calculated for the cellular
processes of a cyclic pathway. The convergence of the activity scores for
cyclic graphs were demonstrated on the KEGG pathways.

1 Introduction

behaviour of several genes under particular conditions. A microarray data anal-
ysis method initially generates lists of significant genes hopefully related with
the particular condition of the experiment. Researchers focus on integrating bi-
ological pathways and gene lists to associate genes to a specific cellular process.
Biological pathways represent several experimental interactions in the form of
graphs. The vertices and edges of these graphs represent genes/molecules and
relations between genes/molecules, respectively. Several tools have been devel-
oped to visualize microarray data by considering existing biological pathways
[1–3]. Generally, these pathway analysis tools identify significant genes or path-
ways based on traditional statistical tests. However, the analysis capacity of such
tools depends on the initially identified differentially expressed gene set. More-
over, existing tools do not integrate individual gene information with pathway
models to provide more biologically significant results.

In our previous study, we integrated transcriptome data to evaluate acyclic
signaling cascades under the control of specific biological process [4]. In this
study, we describe a hybrid approach integrating large scale data (microarray
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in Electrical Engineering 62, DOI 10.1007/978-90-481-9794-1_18, 
91 E. Gelenbe et al. (eds.), Computer and Information Sciences, Lecture Notes

i



gene expression and ChIP-seq) to quantitatively assess paths in a cyclic path-
way under the control of a biological process. We use the integrated data as
the attribute of a node and we transfer this attribute to en route of the cyclic
pathway as scores which explain the current activity of analyzed pathway. Our
main contribution in this study is to assess biological activity of cyclic pathways
by developing a linear-time graph cascading algorithm combined with a rank
product gene scoring method.

2 Material and Methods

The proposed approach is made up of two main stages: data integration and path-
way scoring (Figure 1). In the data integration stage, we perform the integration
of large scale heterogeneous transcriptome data. For this purpose, ChIP-seq and
microarray gene expression data both performed on HeLa cells under control
and oxidative stress conditions were selected from public databases [5, 6]. Af-
ter performing raw data analysis, we assign a rank measure for the genes both
from ChIP-seq and microarray data. For this purpose, we ordered these genes by
sorting their read counts and fold-change measurements in the ascending order.
These individual ranking scores of genes were integrated by taking their rank
products [7]. These scores are used as integrated gene scores in the rest of the
analysis.

Z. Isik et al.
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Fig. 1. Process diagram of the developed system.

In the pathway scoring stage, several signaling cascades from KEGG PATH-
WAY database are used as the models of our method. An activity score for a
biological process in a pathway is computed by using flow mechanism of in-
tegrated gene scores. For this purpose, a KEGG pathway is converted into a
directed graph G = (V, E) by using KGML files. A node in the graph repre-
sents gene product, or target process linking current signal to another path-
way. The edges represent the relations (i.e., activation or inhibition) between
the nodes. In G, let outAdj(x) denote the out-adjacency list of node x, that is
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outAdj(x) = {y : (x, y) ∈ E} and similarly inAdj(x) denotes the in-adjacency
list of node x. The directed graph G is converted into a cascade form by applying
Breadth-First Search (BFS)-like algorithm which effectively propagates visiting
levels starting from nodes of zero indegree. Let V0,V1,V2, . . . ,VL−1 denote the
node levels of this cascade form of G, where V0 denotes the set of nodes with zero
indegree. This cascade form enables us to solve the score convergence problems
of some cyclic graphs. Algorithm 1 describes the biological activity score compu-
tation for each pathway. The for-loop in initialization part computes the sum of
the self-scores of the nodes in out-adjacency of each node which is necessary in
out-score computations. The score computation part works in iterative manner
which updates the score of the nodes in a level-wise fashion. The statement in
the third for-loop computes the out-score of node x by dividing among the nodes
in outAdj(x) according to the self-scores of those nodes. Therefore, the nodes
with small self-scores will get small share of outScore(x) compared to the nodes
having large self-scores. The reason of the iterative approach is the existence of
cyclic cascades in KEGG PATHWAY database, because the out-scores of the
nodes in a cycle need to be computed many times. For this purpose, we execute
the while loop until obtaining converged out-scores for all nodes in the graph.
The error threshold for convergence criteria and set to 10−6. After convergence,
the out-score (activity score) of each gene and process are returned as the output
of the algorithm.

The BFS-like levelization algorithm run in linear-time (O(V +E)) in the size
of the pathway graph G. The initialization for-loop also makes a single scan over
all vertices and edges of G. The while-loop of Algorithm 1 processes each vertex
once. Therefore, Algorithm 1 can be considered as a linear-time algorithm if
constant number of iterations suffices for convergence.

Algorithm 1 : Computing Activity Score of Biological Pathway

Input:
Directed graph G stored in-adjacency and out-adjacency list format
Score: indicates self-score of each node given by our method
outScore: contains out-score of each node
sign : keeps edge types: activation (1) or inhibition (-1)
Levelization info V0,V1,V2, . . . ,VL−1 obtained by running BFS-like algorithm.
Initialization:
for each vertex x ∈ V do

outScore(x) = Score(x)
totOutSelfScore(x) = 0
for each vertex y ∈ outAdj(x) do

totOutSelfScore(x) = totOutSelfScore(x) + Score(y)
Score Computation:
while not converged do

for each level ` = 0, 1, 2, . . . , L− 1 do
for each vertex x ∈ V` do

for each vertex y ∈ outAdj(x) do

outScore(y) = outScore(y) + sign(x, y) ∗ Score(x) ∗ Score(y)
totOutSelfScore(x)

return {outScore}
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3 Results and Discussion

In our approach, identification of an activated process under experimental condi-
tions is easily provided by mapping gene scores and flowing them over the path-
ways. We applied our approach to several KEGG pathways: Pathways in cancer,
Cell cycle, P53 signaling, Insulin signaling, Regulation of actin cytoskeleton,
Jak-STAT, Apoptosis, TGF-β, and MAPK signaling pathways. These pathways
have 3 - 7 target cellular processes and include several cycles. We compute score
of the nodes in a cycle and transfer this score to the neighbouring nodes, then
iterate over the entire graph until obtaining convergence of node scores. There-
fore, the Algorithm 1 may run 10-50 times over entire the cyclic graph until the
convergence.

The significant biological process are specific to biological function of a given
pathway and this fact is more in correlation with the cellular machinery. The
behaviour of Apoptosis target process is discriminative one, since it produced
higher activity scores with oxidative stress data in most of the pathways. This
results was an expected one, since the response of a cell to a condition either
normal or stressed is expected to be differential; therefore as a result of our
analysis some of the target processes are activated whereas others are down-
regulated.
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Abstract.  In this paper, a novel hybrid Electrocardiogram (ECG) signal 
compression algorithm based on the generation process of the Variable-Length 
Classified Signature and Envelope Vector Sets (VL-CSEVS) is proposed. 
Assessment results reveal that the proposed algorithm achieves high 
compression ratios with low level reconstruction error while preserving 
diagnostic information in the reconstructed ECG signal. The proposed 
algorithm also slightly outperforms others for the same test dataset. 

Keywords: Electrocardiogram, data compression, classified and envelope 
vector sets, energy based ECG segmentation. 

1 Introduction 

An ECG signal is an essential biological signal for the monitoring and diagnosis of 
heart diseases. ECG signals are most widely used in applications such as monitoring or 
long-term recording. The amount of ECG data grows depending upon sampling rate, 
sampling precision, number of lead and recording time. Evidently, huge amount of 
ECG data needs high storage capacity. Therefore, an effective ECG compression 
algorithm which removes redundant information from the ECG signal is required, 
while retaining all clinically significant features [1]. In the literature, several powerful 
ECG compression algorithms were reported in [2-4]. In our previous research work, 
ECG signals were modeled by using predefined signature and envelope vector sets [5].  

2 Proposed Compression Algorithm 

In the proposed algorithm, each ECG signal is first normalized to 500 Hz using cubic 
spline interpolation technique for the purpose of standardization and then, is 
normalized between the values 0 and +1. After that, the energy based segmentation 
method that splits ECG signal into two different lengths according to the energy 
variation of the signal is utilized to improve the compression performance of the 
proposed algorithm is carried out. This segmentation method divides the ECG frames 
with high energy into the short segments whose length is 16 samples while the ECG 
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frames with low energy are divided into the long segments whose each contains 64 
samples. After the preprocessing stage, the signature and the envelope vectors are 
generated by using the procedure given [5]. There were a lot of signature vectors 
which are similar to each other. This type of repetitive similarity properties have also 
observed among the envelope vectors. The vectors in the signature and envelope set 
were clustered by using an effective k-means clustering algorithm [1] and the centroid 
vectors of each cluster were determined for these two vector types which are called as 
classified signature vectors (CSV) and classified envelope vectors (CEV). The CSVs 
are collected under either the Classified Signature Set-16 (CSS16) or the Classified 
Signature Set-64 (CSS64) according to their segment length. The CSVs are 
represented by . In the same way, the CEVs are collected under either the 
Classified Envelope Set-16 (CES16) or the Classified Envelope Set-64 (CES64) 
according to their segment length. The CEVs are represented by . Afterwards, 
CSS16, CES16, CSS64, and CES64 are collected in the VL-CSEVS.  
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Algorithm 1. The Encoder part of the proposed algorithm  
 

Step 1: The original ECG signal first is normalized and segmented in the preprocessing stage.  If 
the segment length is 16 the switch-codebook bit 𝑏𝑏𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆  is assigned as 1. Otherwise, 𝑏𝑏𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆  is equal 
to 0. 
Step 2a: An appropriate CSV from either CSS16 or CSS64 according to the value of  𝑏𝑏𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆  is pulled 
such as the error which is given below is minimized for all 𝑅𝑅� = 1,2, … ,𝑅𝑅, … ,𝑁𝑁𝑁𝑁  

𝛿𝛿𝑅𝑅 = 𝑚𝑚𝑚𝑚𝑚𝑚{‖𝑉𝑉𝑚𝑚1 −Ψ𝑅𝑅�‖2} = ‖𝑉𝑉𝑚𝑚1 −Ψ𝑅𝑅‖2 
Step 2b: The index number 𝑅𝑅 that refers to CSV is stored. 
Step 3a: An appropriate CEV from either CES16 or CES64 according to the value of  𝑏𝑏𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆  is pulled 
such as the error shown below is minimized for all  𝐾𝐾� = 1,2, … ,𝐾𝐾, … ,𝑁𝑁𝑁𝑁 . 
Step 3b: The index number  𝐾𝐾 that refers to CEV is stored. 

𝛿𝛿𝐾𝐾 = 𝑚𝑚𝑚𝑚𝑚𝑚{‖𝑋𝑋𝑚𝑚 − 𝑆𝑆𝑅𝑅Φ𝐾𝐾�Ψ𝑅𝑅‖2} = ‖𝑋𝑋𝑚𝑚 − 𝑆𝑆𝑅𝑅Φ𝐾𝐾Ψ𝑅𝑅‖2 
Step 4: A new gain coefficient factor 𝑆𝑆𝑚𝑚  is replaced with 𝑆𝑆𝑅𝑅   by computing as follows, 

𝑆𝑆𝑚𝑚 =
(Φ𝐾𝐾Ψ𝑅𝑅)𝑇𝑇𝑋𝑋𝑚𝑚

(Φ𝐾𝐾Ψ𝑅𝑅)𝑇𝑇(Φ𝐾𝐾Ψ𝑅𝑅) 

so that the global error which is given below is minimized. 
𝛿𝛿𝐺𝐺𝐺𝐺𝐺𝐺𝑆𝑆𝐺𝐺𝐺𝐺 = ‖𝑋𝑋𝑚𝑚 − 𝑆𝑆𝑅𝑅Φ𝐾𝐾Ψ𝑅𝑅‖2 

Step 5: At this step, the segment 𝑋𝑋𝐺𝐺𝑚𝑚  is approximated by 
𝑋𝑋𝐺𝐺𝑚𝑚 = 𝑆𝑆𝑚𝑚Φ𝐾𝐾Ψ𝑅𝑅  

Step 6: The above steps is repeated to determine the model parameters R, K, and 𝑆𝑆𝑚𝑚  for each 
segment of ECG signal and  𝑋𝑋�𝑟𝑟𝑟𝑟𝑟𝑟  is reconstructed. 

   𝑋𝑋�𝑟𝑟𝑟𝑟𝑟𝑟 = [𝑋𝑋𝐺𝐺1 𝑋𝑋𝐺𝐺2 𝑋𝑋𝐺𝐺3 … 𝑋𝑋𝐺𝐺𝑁𝑁𝐹𝐹 ]    
Step 7: Residual error is figured out by subtracting 𝑋𝑋�𝑟𝑟𝑟𝑟𝑟𝑟  from the original ECG signal. 

𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑋𝑋 − 𝑋𝑋�𝑟𝑟𝑟𝑟𝑟𝑟  
Step 8: The residual error is down-sampled by two using cubic spline interpolation technique and 
three-level discrete wavelet transform using Biorthogonal wavelet (Bior 4.4) is applied to the 
down-sampled residual signal.  
Step 9: The modified two-role encoder [4] is employed for coding the obtained wavelet coefficient, 
and thus, the encoded residual bit stream is obtained. 
Step10: The encoded bit stream of the index number of R and K is obtained by using Huffman 
coding. 
Step12: The new gain coefficients 𝑆𝑆𝑚𝑚  are coded by using 6 bits. 



Algorithm 2. The Decoder part of the proposed algorithm  

3 Simulation Results 

Arrhythmia MIT-BIH Database [6] was used in this paper. In this experiment, VL-
CSEVS which was constructed contains two different segment length, 16 and 64 as 
shown in Table 1. In order to carry out fair comparison, the same test dataset used in 
[2-4] were chosen. This test dataset taken from MIT-BIH arrhythmia database 
contains first of 6.4-sec length of data extracted from records 100, 101, 102, 103, 107, 
109, 111, 115, 117, 118 and 119. Since acceptable values of PRD1 were reported as 
less than 9% in the literature, it can be emphasized that the results obtained in the 
proposed compression algorithm provides high compression ratio with very good 
PRD levels. The newly proposed algorithm was compared to three powerful ECG 
compression methods SPITH [2], Blanco-Valesco [3], and Benzid [4] in terms of 
average PRD and average CR as shown in Figure 1. 

4 Conclusion 

In this research work, both the size of VL-CSEVS and the computational complexity 
of the searching and matching process are reduced drastically in comparison with our 
previous work [5]. As a result of that, the CR of the proposed algorithm is 
significantly improved in comparison with the results of our previous method [5]. 
Besides, the low PRD is ensured by applying the residual error coding. Moreover, the 
average encoding and decoding time are 0.78 and 0.347 second, respectively. In this 
sense, it can be emphasized that it is suitable for real-time implementation. The 

                                                           
1 Each signal in the MIT-BIH Arrhythmia Database included a baseline of 1024 added for 

storage purpose. Consequently, the PRD is computed by subtracting 1024 from each sample.   
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Step 1: The encoded bit stream of the index number of R and K are decoded by using Huffman 
decoder. 
Step 2: For each segment, the index number of R and K are used to pull the appropriate CSV and 
CEV from the VL-CSEVS according to the switch-codebook bit  𝑏𝑏𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆 . 
Step 3: The each segment  𝑋𝑋𝐺𝐺𝑚𝑚  is approximated by the following mathematical model. 

𝑋𝑋𝐺𝐺𝑚𝑚 = 𝑆𝑆𝑚𝑚Φ𝐾𝐾Ψ𝑅𝑅  
Step 4: The reconstructed ECG signal  𝑋𝑋�𝑟𝑟𝑟𝑟𝑟𝑟   is produced by  

   𝑋𝑋�𝑟𝑟𝑟𝑟𝑟𝑟 = [𝑋𝑋𝐺𝐺1 𝑋𝑋𝐺𝐺2 𝑋𝑋𝐺𝐺3 … 𝑋𝑋𝐺𝐺𝑁𝑁𝐹𝐹 ]    
Step 5: The encoded bit stream of the residual signal is decoded by using the modified two-role 
decoder [4]. 
Step 6: The reconstructed residual signal 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is produced by applying the inverse wavelet 
transformation and up-sampling process by a factor of two, respectively. 
Step 7: In the final step, the reconstruction process of the ECG signal was accomplished by adding 
the reconstructed residual signal to the reconstructed ECG signal as follows. 

𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑋𝑋�𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  
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performance of the proposed algorithm is evaluated and compared to the three 
powerful ECG compression methods mentioned in [2-4]. The results of the 
performance evaluations show that the proposed algorithm provides slightly better 
results than the other methods in terms of average CR and PRD. 

Table 1. The number of CSV, CEV, and the required total bit in the VL-CSEVS 

LF NS NE btotal=bSWCB+bC+bR+bK 
16 8 64 1+6+3+6=16 
64 8 128 1+6+3+7=17 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Comparison results of the proposed algorithm 
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Abstract. The work developed in this paper presents an innovative solution in 
the field of recommender systems. Our aim is to create integration architecture 
for improving recommendation effectiveness that obtains user preferences 
found implicitly in domain knowledge. This approach is divided into four steps. 
The first step is based on semantifying domain knowledge. In this step, domain 
ontology will be analyzed. The second step is to define an innovative hybrid 
recommendation algorithm based upon collaborative filtering and content 
filtering. The third step is based on preference modeling approach. And in the 
fourth step preference model and recommendation algorithm will be integrated. 
Finally, this work will be realized on Netflix movie data source.  

Keywords: Recommender System, User Preference, Ontology. 

1   Introduction 

Preference management has a key role in order to provide effective personalization 
[1]. Our model proposes associating any preference model to any ontology resource 
model. It allows to manipulate the ontology model through its meta-model [4]. In this 
model, the ontology’s instances are taken into account by referring to their 
corresponding ontology’s entities.  

Recommender systems represent user preferences for the purpose of suggesting 
items [2]. Effective recommendation includes filtering methods to predict if a 
suggesting item will please a user or not.  

In this paper, an innovative solution in the field of recommender systems is 
examined. Our contribution is to propose architecture for using our preference model 
to represent user preferences. Furthermore, proposed architecture has been integrated 
with recommendation algorithm(s) in the literature. The main goal of our work 
consists of improving recommendation effectiveness. The remainder of this paper is 
organized as follows. In Section 2, we give the domain ontology analysis. In Section 
3, we summarize existing work related with Recommender Systems. In Section 4, 
main feature of the Preference Modeling approach is given. In Section 5, we explain 
proposed architecture. Then conclusion and future work is determined. 
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2   Domain Ontology Analysis 

To obtain properties of ontology related individuals of domain classes, domain 
ontology should be analyzed. Users that log in the system can choose their preference 
attributes and fill them appropriately. Meanwhile, reusable design strategy has to be 
thought for an adaptive recommendation approach. So that changing domain ontology 
can’t affect the whole system while searching the ontology in granular way. Then 
different domain ontologies can be loaded and analyzed by the system using stored 
preferences of users.  

3   Recommender Systems 

This section presents a general review of recommender system literature. These 
systems act as personalized decision guides, aiding users in decisions on matters 
related to personal taste [5]. The key concept to develop an efficient recommender 
system is better understanding of both users and items. However, traditional 
recommender systems consider limited data (ratings, keywords) to compute 
predictions and do not take into account different factors necessary to understand 
reasons behind a user’s judgment. Actual Recommender Systems can be divided in 
three categories as Content Based (CB), Collaborative (CF) and Hybrid recommender 
Systems [2], [5], [6].  

4   Preference Meta-Model 

In this section we present an ontology-based preference modeling approach.  
This approach includes three model elements: Ontology Model Resource: In 
order to attach preferences to instances of a given ontology, we need to model 
semantic resource definitions. In this approach [4], the Property_Or_Class 
resource is used to represent data elements of the ontology model, and 
Property_Or_Class_Instance is defined as an instance of that resource 
definition. Notice that this resource can be defined in all existing ontology model. 
Preference and Property_Or_Class resources are composed to 
Pref_link for combining each other. Preference Model: The definition of our 
preference model compiles the different types of preferences (boolean, interval, 
numeric etc.) found in the literature [4]. Preference Link: The last part of model 
consists of a link establishing an association between the preference of the preference 
model and the class or property definition of the ontology model.  
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5   Integration Architecture 

In this section, we propose why we need semantifying recommendation system to 
obtain user preferences. In our application, user’s preferences are found implicitly in 
domain knowledge. The corresponding system architecture is a multi-tier application 
with a front-end and a back-end level. The front-end level includes all those modules 
that implement the communication between the user and system, while the back-end 
level refers to all those modules that implement the recommendation mechanism. This 
architecture is clarified in two steps that is explained below:  

Analysis and Design:  Increasing number of Recommender System approaches 
are based on text-based documents or database entries. By the need of accessing 
personal data around the Internet, each user wants to have an identifier document that 
includes his/her preferred knowledge. With the analysis of this problem, FOAF 
documents1 have been determined as an appropriate solution. Recommender Systems 
use generally predefined algorithms in the literature and the hybrid solutions using 
them as told in Section 3. To measure performance of these algorithms, a flexible, fast 
collaborative filtering engine named as Apache Mahout Taste have been used in this 
project2. This project helps us to predict rating values for the user interests. To test our 
system, we firstly divided our Netflix3 dataset in two pieces. After doing this process, 
usage of a semantic web enabled inference engine and a programming environment 
named Jena4 has been decided.  

Implementation Layer: In Figure 1, our implementation architecture is described 
with a front-end and a back-end level in a detailed manner:  

 

. 
Fig. 1. System Architecture. 
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Front-end level consists of; 
• The User Interface Module: It is responsible for communicating between the 

users and system. This interface is used for users’ login and new user registration. 
It obtains rating from the users and provides recommendation to the active user. 
It has two areas:  1. Test interface: Developer is able to see the performance  
of the algorithm on the previously collected “test” dataset. 2. Real Time 
Recommendations: A new user is able to create a FOAF document and rate a small 
set of M movies. 

Back-end level includes; 
– The Preference Handler Module: It is composed of preferences identified in  

the literature that is attached to domain ontology [3, 4]. In this paper 
Numeric_Preference type definition which is interpreted by numeric value 
is used. This type of preference is specified with two attributes; number_value 
is a defined type based on integer values, pref_attributes associates a 
Numeric_Preference with a list of Preference_URI identifier. 

– Recommender System Module: This module uses the required preference type as 
an input. The final output of a recommender module is a set of recommended item 
for a user. The dataset for our study is a subset of the Netflix4 collection.  

6   Conclusion 

In this paper, we proposed integration architecture for improving recommendation 
effectiveness. While movie characteristics are ignored, user preferences are used 
implicitly in domain knowledge. For this view, rating value is stored as a numeric 
preference. This work will be continued in three main directions: a), we plan to 
extend our example (After Jack watched fantastic movie that is called AVATAR, he 
recommends it to John), b) we want to use CB to show social net and CF for 
semantifying domain knowledge, c) we will try to discuss social search approach. 
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Abstract. Video summarization algorithms present condensed versions of a full 
length video by identifying the most significant parts of the video. In this paper, 
we propose an automatic video summarization method using the subtitles of 
videos and text summarization techniques. We identify significant sentences in 
the subtitles of a video by using text summarization techniques and then we 
compose a video summary by finding the video parts corresponding to these 
summary sentences.  

Keywords: Video Summarization, Text Summarization. 

1   Introduction 
Video content is being used in a wide number of domains ranging from commerce, 
security, education and entertainment. People want to search and find the video 
content according to its semantics. Creating searchable video archives becomes an 
important requirement for different domains as a result of the increase in the amount 
of multimedia contents. Video summarization helps people to decide whether they 
really want to watch a video or not. Video summarization algorithms present a 
condensed version of a full length video by identifying the most significant parts of 
the video.  

In this paper, we propose an automatic video summarization system in order to 
present summaries to the users so that they can decide easily whether the selected 
video is of any interest to them. We aim to use text information only to determine 
how only the text data associated with the video is helpful in searching the semantic 
content of videos. The subtitles provide the speech content with the time information 
which is used to retrieve the relevant video pieces. For this purpose, we have chosen 
documentary videos as the application domain. In documentary videos, the speech 
usually consists of a monolog and it mentions the things seen on the screen.  

For automatic summarization, we make use of two text summarization algorithms 
[1,3] and combine the results of these two algorithms to constitute a summary. Text 
summarization techniques identify the significant parts of a text to constitute a 
summary. We extract a summary of video subtitles with these summarization 
algorithms and then we find the video parts corresponding to these summary parts. By 
combining the video parts, we create a moving-image summary of the original video. 
In our summarization approach, we take the advantage of the documentary video 
characteristics. For example, in a documentary about “animals”, when an animal is 
seen on the screen, the speaker usually mentions that animal. So, when we find the 
video parts corresponding to the summary sentences of a video, those video parts are 
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closely related with the summary sentences. Hence we obtain a semantic video 
summary giving the important parts of a video. 

Text features  associated  with  a  video  can  be  viewable  text placed on the 
screen  or  transcript  of  the  dialog which can be provided in the form of closed 
captions, open captions or subtitles. Text features plays an important role in video 
summarization as it contains detailed information about the video content. Pickering 
et al. [4] make summarization of television news by using the accompanying subtitles. 
They extract news stories from the video and provide a summary for each story by 
using lexical chain analysis. Tsoneva et al. [5] creates automatic summaries for 
narrative videos using textual cues available in subtitles and scripts. They extract 
features like keywords, main characters’ names and presence, and according to these 
features they identify the most relevant moments of video for preserving the story 
line. In our video summarization system, we extract moving-image summaries of 
documentaries using video subtitles and text summarization methods. 

The rest of the paper is organized as follows. Section 2 describes our video 
summarization approaches and we present evaluations of these approaches in Section 
3. Finally in Section 4, conclusions and possible future work are discussed.   

2 Video Summarization 
We find the summary sentences of the subtitle file by using the text summarization 
techniques [1,3]. Then we find the video segments corresponding to these summary 
sentences. By combining the video segments of summary sentences, we create a video 
summary. Subtitle files contain the text of the speech, the number and time of speech. 
In the text preprocessing step, the text in the subtitle file is extracted by striping the 
number and time of the speech, and it is given to the “Text Summarization” module. 
“Text Summarization” module finds the summary sentences of the given text. We use 
three algorithms for finding the summary sentences; TextRank algorithm [3], Lexical 
Chain algorithm [1] and a combination of these two algorithms. After the summary 
sentences are found by one of these approaches, the output can be given to the “Text 
Smoothing” module. This module applies some techniques to make summary 
sentences more understandable and smoother. “Video Summarization” module creates 
the video summary by using the summary sentences. This module finds the start and 
end times of sentences from the video subtitle file. Then the video segments 
corresponding to start and end times are extracted. By combining the extracted video 
segments, a video summary is generated.  

The TextRank algorithm [3] extracts sentences for automatic summarization by 
identifying sentences that are more representative for the given text. To apply 
TextRank, we first build a graph and a vertex is added to the graph for each sentence 
in the text. To determine the connection between vertices, we define a “similarity” 
relation between them, where “similarity” is measured as a function of their content 
overlap. The content overlap of two sentences is computed by the number of common 
tokens between them. To avoid promoting long sentences, the content overlap is 
divided by the length of each sentence.  

In [1] automated text summarization is done by identifying the significant 
sentences of text. The lexical cohesion structure of the text is exploited to determine 
the importance of sentences. Lexical chains can be used to analyze the lexical 
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cohesion structure in the text. In the proposed algorithm, first, the lexical chains in the 
text are constructed. Then topics are roughly detected from lexical chains and the text 
is segmented with respect to the topics. It is assumed that the first sentence of a 
segment is a general description of the topic, so the first sentence of the segment is 
selected as the summary sentence. 

We also propose a new summarization approach by combining the two 
summarization algorithms, TextRank algorithm [3] and Lexical Chain algorithm [1]. 
In this approach, we find the summary sentences of a text by using both the TextRank 
algorithm and the Lexical Chain algorithm. Afterwards, we determine the common 
sentences of two summaries and select these sentences to be included in the summary. 
Both algorithms determine the summary sentences of a text in a sorted manner, that 
is, the summary sentences are sorted with respect to their importance scores. After 
selecting the common sentences, we select the most important sentences of the two 
algorithms up to the length of the desired summary.   

In order to improve the understandability and completeness of the summary, some 
smoothing operations are done after text summarization. It is observed that some of 
the selected sentences start with a pronoun and if we do not have the previous 
sentences in the summary, these pronouns may be confusing.  In order to handle this 
problem, if a sentence starts with a pronoun, the preceding sentence is also included 
in the summary. If the preceding sentence also starts with a pronoun, its preceding 
sentence is also added to the summary sentence list. The backward processing of the 
sentences goes at most two steps. We observed that if a sentence starts with a 
pronoun, including just the preceding sentence solves the problem in most cases and 
the summary becomes more understandable. 

3  Experiments and Evaluation 
The evaluation of video summaries is a hard job because summaries are subjective. 
Different people will compose different summaries for the same video. The 
evaluation of video summaries could be conducted by requesting people watch the 
summary and asking them several questions about the video. However, in our 
summarization system, since we use text summarization algorithms, we prefer to 
evaluate the text summarization algorithms only. We believe that the success of the 
text summarization directly determines the success of video summarization in our 
system. For the evaluation of text summarization, we use ROUGE (Recall-Oriented 
Understudy for Gisting Evaluation) algorithm [2] which makes evaluation by 
comparing the system generated output summaries to model summaries written by 
humans.  

In our video summarization system, we tried six algorithms (three text 
summarization algorithms with or without smoothing the result) by using the 
documentaries from BBC. We asked students to compose summaries of the selected 
documentaries by selecting the most important twenty sentences from the subtitles. 
The same documentaries were also summarized by our video summarization system 
which generated summaries composed of twenty sentences by using our algorithms. 
In order to compare the system outputs with human summaries, the ROUGE scores 
are calculated, and given in Table 1. From Table 1, we can observe that smoothing 
improves the performance of all the algorithms. Our best method is the combination 
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of two algorithms using smoothing, and our best scores are comparable with the 
scores of the state of the art systems in the literature.  

Table 1. ROUGE Scores of Algorithms in Video Summarization System 

Summarization Algorithm ROUGE-1 ROUGE-L ROUGE-W 
TextRank 0,33877 0,33608 0,13512 
TextRank_Smooth 0,34453 0,34184 0,13686 
LexicalChain 0,24835 0,24600 0,10413 
LexicalChain_Smooth 0,25211 0,24976 0,10529 
Mix 0,34375 0,34140 0,13934 
Mix_Smooth 0,34950 0,34716 0,14108 

4 Conclusions 
This paper presents a system which performs automatic summarization of docu-
mentary videos with subtitles. We perform video summarization by using video 
subtitles and employing text summarization methods. In this work, we take the 
advantage of the characteristics of the documentary videos. In documentary videos, 
the speech and the display of the video have a strong correlation in the way that 
mostly both of them give information about the same entities.  

In the evaluation of video summaries, we evaluate the text summaries of videos. 
We compare the program summaries with human generated summaries and find the 
ROUGE score of program summaries. As a future work, we want to perform the 
detailed user evaluation of video summaries. Video summaries could be watched by 
viewers and the viewers could evaluate the results. 
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Abstract. Many recommender systems lack in accuracy when the data used 
throughout the recommendation process is sparse. Our study addresses this 
limitation by means of a content boosted collaborative filtering approach 
applied to the task of movie recommendation. We combine two different 
approaches previously proved to be successful individually and improve over 
them by processing the content information of movies, as confirmed by our 
empirical evaluation results. 

Keywords: Recommender Systems, Collaborative Filtering, Pearson 
Correlation Coefficient, Floyd Warshall Algorithm  

1   Introduction 

An important shortcoming of Collaborative Filtering (CF) is that when users in the 
system have rated just a few items in the collection, the user-item rating matrix 
becomes very sparse. This leads to a reduced probability of finding a set of similar 
users. Our study addresses this problem with a content boosted CF approach applied 
to the task of movie recommendation. Our main motivation is to investigate whether 
further success can be obtained by combining ‘Local & Global User Similarity’ [1] 
and ‘Effective Missing Data Prediction’ [2] approaches. 

With sparse data, Global User Similarity (GUS) improves the performance of the 
algorithm introduced by [2], which uses only Local User Similarity. But the approach 
of [1] is only an improvement of user-based algorithm. Therefore, [1] asserts that 
approaches using both user and item-based algorithms can employ its approach to 
replace the traditional user-based approach to obtain a higher performance. Based on 
this assertion, we use a combination of EMDP and GUS concepts in our prediction 
technique. In addition, we process the content information of each movie to enhance 
these approaches. 
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2   System Description 

We extract all necessary movie metadata from IMDb [4] by using a Python package 
called IMDbPY [5]. We represent each movie by a set of features including type, 
country, cast, genre, language, company, writer and keyword. We use two different 
methods for the distance measure calculation. The first one, applied to strings, checks 
whether two strings are equal. The second, which is used for lists, measures the 
cardinality of the intersection of the two lists divided by the length of the first list.  

For user and item similarity calculations, we use the Pearson Correlation 
Coefficient (PCC) method and adopt the solution of [2], which proposes a correlation 
significance weighting factor in order to devalue the similarity weights based on a 
small number of co-rated items. 

Traditional CF approaches do not take the content information into account while 
calculating the similarity of two items with PCC algorithm. This algorithm can work 
without problem for a dense user-item matrix, while there might be crucial problems 
with sparse data. As a solution, we process the content information of the items while 
calculating their similarity. We adopt the definition of [3] for the similarity between 
items. We use the distance measures previously mentioned and the weight values 
introduced by [3]. The formula that we use for the overall item similarity calculation 
is: 

OverallItemSim(i,j) = (1-β) × CollabSim(i,j) + β × ContentSim(i,j)              (1) 
  

where β determines the extent to which item similarity relies on CF methods or 
content similarity.  

To prevent the possibility of generating dissimilar users with the Top-N algorithm, 
we use the thresholds introduced in [2] with an update: if the similarity between the 
neighbor and user is bigger than η, the former is added to the potential neighbor list 
sorted in terms of similarity values. The real neighbors are determined as the 
minimum of N and the size of the list. Item similarity calculations are done similarly. 

In order to find more neighbors of users with few or no immediate neighbors, we 
adopt the approach of [1] so that first a user graph is constructed considering the users 
as nodes and the local similarity values as the weight of edges. Pairwise user maximin 
distance is calculated as their GUS, using Floyd-Warshall algorithm [7].  

EMDP addresses data sparsity by using available information to predict the rating 
for a movie unrated by a user. Each prediction is assessed independently of other 
predictions.  

3   Evaluation 

3.1 Data Set, Metrics and Comparison 
 
We conducted our experiments using the MovieLens [6] dataset containing 100,000 
ratings on a scale of 1 to 5 for 1682 movies by 943 users, where each user has rated at 
least 20 movies. We created the same 9 configurations as [1] and [2], and used Mean 
Absolute Error (MAE) metrics to make the results comparable.  
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Training Users    Methods Given5 Given10 Given20 
CBCFReM 0.7889 0.7653 0.7541 
CFReM 0.7893 0.7665 0.7553 
LU&GU 0.791 0.7681 0.7565 

100 

EMDP 0.7896 0.7668 0.7806 
CBCFReM 0.7816 0.7628 0.7533 
CFReM 0.7884 0.7637 0.7588 
LU&GU 0.7937 0.7733 0.7719 

200 

EMDP 0.7997 0.7953 0.7908 
CBCFReM 0.7637 0.7562 0.7384 
CFReM 0.7653 0.7616 0.7394 
LU&GU 0.7718 0.7704 0.7444 

300 

EMDP 0.7925 0.7951 0.7552 
 

The parameters and thresholds used for the prediction process were set to λ = 0.6, 
γ = 30, δ = 25, η = θ = 0.6, numberOfNeighbors = 35, and α = 0.5 like the 
experimental setup of [1]. β was set to 0.5 for evaluating our CBCF approach.  In 
Table 1, MAE comparison of our two separate prediction techniques including the 
one using a pure CF approach without content information (CFReM), and the other 
one exploiting content information (CBCFReM), with Effective Missing Data 
Prediction (EMDP) [2], and Local & Global User Similarity (LU&GU) [1] are 
summarized. It can be observed that either by using content information or not, our 
approach improves the recommendation quality and outperforms these algorithms in 
various configurations. And just like [1] asserted, when EMDP employed LU&GU to 
replace traditional user-based approaches, a better performance is achieved. As 
another conclusion, using content information in item similarity calculations improves 
the recommendation accuracy for all configurations. 
 
3.2 Impact of β 

 
To determine the sensitivity of β, we conducted several experiments on all 
configurations in which β varied from 0 to 1. The results of these experiments on 
movieLens100 are shown in Figure 1. Similar trends have been observed also for 
movieLens200 and movieLens300. During the item based prediction of a rating for a 
specific item, the ratings of other users in the system for that item are not processed 
directly. These ratings only have a contribution to the calculation of the average rating 
of the item. As a design issue, while making user based prediction, the users who 
have not rated that item are not considered as similar to the user, whereas while 
making item based prediction, the items who have not been rated by the user are not 
considered as similar to the item. Due to the second statement, in order to be able to 
use the content information of the items similar to the item for which rating will be 
predicted, the user should have rated these items. Thus, the number of ratings given 
by a user has importance for our overall prediction mechanism.  

 

Table 1 - MAE comparison with state-of-the-art algorithms on MovieLens  
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Figure 1 - Impact of β (x axis) on MAE (y axis) on movieLens100 

 
For these reasons, a decrease in the MAE was observed for all configurations, 

when the number of user ratings increased. Experimental results also show that more 
accurate predictions are obtained for β≈0.5. In this way, the prediction can exploit 
both CF and content based similarity in similar amounts, which shows that both 
approaches have an important and indispensable role for rating prediction. 

4   Conclusion 

In this paper, we presented a movie recommender system which uses a CBCF 
approach combining the local/global user similarity and EMDP techniques and 
exploits content information of the movies to handle the sparsity problem.  

Empirical analysis shows that when LU&GU is employed by EMDP to replace 
traditional user-based approaches, a better performance is achieved. Moreover, using 
content information during item similarity calculations improves the recommendation 
quality of CF approach.  
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Dilek Küçük1 and Adnan Yazıcı2

1 Power Electronics Group
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Abstract. In this study, we present a hybrid named entity recognizer for
Turkish, which is based on a previously proposed rule based recognizer.
Since rule based systems for specific domains require their knowledge
sources to be manually revised when ported to other domains, we turn the
rule based recognizer into a hybrid one so that it learns from annotated
data and improves its knowledge sources accordingly. Both the hybrid
recognizer and its predecessor are evaluated on the same corpora and the
hybrid recognizer achieves comparably better results. The current study
is significant since it presents the first hybrid –manually engineered and
learning– named entity recognizer for Turkish texts.

Key words: named entity recognition, information extraction, Turkish

1 Introduction

Named entity recognition is defined as the extraction of identifiers of people, lo-
cations, and organizations as well as some temporal and numeric expressions [1].
The task is known to be given rare attention on Turkish texts. Related studies
on Turkish include [2] where a language-independent named entity recognizer
is proposed and evaluated on Turkish texts along with texts in some other lan-
guages; [3] which presents a statistical information extraction system carrying
out various tasks including named entity recognition; [4] which proposes a per-
son name extractor for financial news texts based on the determination of local
patterns; [5] where a person mention extractor for news texts using a set lexical
resources is presented together with a string matching based coreference resolver;
[6] which proposes a rule based named entity recognizer for news texts, and fi-
nally [7] where an information extraction architecture for processing business
documents in Turkish is described.

In this paper, we present a hybrid named entity recognizer for Turkish texts
which is built upon the rule based recognizer proposed in [6] for news texts.
We extend and turn this recognizer into a hybrid one so that it can learn from
annotated data and thereby support new text genres as well. The rest of the
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paper is organized as follows: In Section 2, the details of the hybrid named
entity recognizer are provided. Section 3 presents the evaluation results of the
hybrid recognizer and its rule based predecessor, and finally Section 4 concludes
the paper.

2 The Hybrid Named Entity Recognizer

The rule based named entity recognizer for Turkish news texts [6] employs a
set of lexical resources and pattern bases. The lexical resources include a list of
person names and lists of well-known people, locations, and organizations. As
for the set of pattern bases employed, they contain rules for the extraction of
location/organization names, and temporal/numeric expressions. We arrive at
these resources after examining several sample news articles and try to make their
coverage as high as possible3. A morphological analyzer for only noun inflections
is utilized by the recognizer to validate the candidate entities. Interested readers
are referred to [6] for the details of the recognizer.

The hybrid named entity recognizer, based on this rule based recognizer, has
the ability to enrich its lexical resources with those that it learns from annotated
texts through rote learning. Rote learning is one of the learning approaches
experimented to improve information extraction in [8] where it turns out to yield
high precision rates. A rote learner for information extraction as described in [8]
basically extracts and groups annotated entities with two statistical features: n
denoting the number of occurrences of the entity and p denoting the number of
occurrences which happen to be annotated. Hence p/n for each annotated entity
can be used as a confidence value for that entity. The rule based recognizer is
turned into a hybrid recognizer by equipping it with a rote learner component
and with the ability to enrich its information sources with those entities which
have a confidence value above 0.5. The resulting recognizer can be executed by
providing the genre of the input or not. If the genre of the input is specified by
the user, the recognizer first uses the learned lexical resources for that genre and
then uses the initial lexical resources and pattern bases. If the input text genre
is not specified, the recognizer first executes exactly the same as the rule based
recognizer. Then, it employs all learned resources to annotate the resulting text.

3 Evaluation and Discussion

Information on the evaluation data sets belonging to the genres of news texts
(from METU Turkish corpus [9]), financial news texts (from Anadolu Agency
where only person and organization names are tagged), child stories, and histor-
ical texts is provided in Table 1.

3 The final forms of the resources employed by the recognizer are available at http:

//www.ceng.metu.edu.tr/~e120329/ResourcesForNERinTurkish.V.1.1.zip under
the Lesser General Public License for Language Resources (LGPL-LR), http://

www-igm.univ-mlv.fr/~unitex/lgpllr.html.
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Table 1. Summary Information on the Evaluation Data Sets of Different Text Genres.

Data Set Word Count Named Entity Count

News Text Data Set 101700 11206
Financial News Text Data Set 84300 5635
Child Stories Data Set 19000 1084
Historical Text Data Set 20100 1173

The evaluation results of the initial rule based recognizer on these data sets
are provided in Table 2 in terms of the metrics of precision, recall, and f-measure
as utilized in [10]. These metrics are calculated as follows:

Precision = (Correct + 0.5 ∗ Partial)/(Correct + Spurious + 0.5 ∗ Partial)

Recall = (Correct + 0.5 ∗ Partial)/(Correct + Missing + 0.5 ∗ Partial)

F−Measure = (2 ∗ Precision ∗ Recall)/(Precision + Recall)

Table 2. Evaluation Results of the Rule Based Named Entity Recognizer.

Data Set Precision Recall F-Measure

News Text Data Set 84.66% 82.97% 83.81%
Financial News Text Data Set 71.47% 50.31% 59.05%
Child Stories Data Set 71.82% 76.25% 73.97%
Historical Text Data Set 53.64% 70.59% 60.96%

Though the data sets are not comparable in size or in terms of the number
of named entities that they contain, the recognizer achieves the best results on
the news text data set as expected, since news texts constitute its target genre.
For the other texts, the recognizer achieves considerably lower rates.

Table 3. 10–Fold Cross Validation Results of the Hybrid Named Entity Recognizer.

Data Set Precision Recall F-Measure

News Text Data Set 84.84% 87.13% 85.95%
Financial News Text Data Set 77.73% 71.99% 74.23%
Child Stories Data Set 76.59% 95.82% 85.06%
Historical Text Data Set 58.26% 79.71% 66.96%

Table 3 presents 10–fold cross validation results of the hybrid named entity
recognizer on the same data sets. The results in Table 3 and Table 2 reveal that
the hybrid approach leads to comparably better results than its predecessor.
For all of the genres, even for the news text data set which belongs to the initial
target genre of the recognizer with a modest improvement of 2.14% in f-measure,
the hybrid approach results in considerable improvements in the success rates
over the sole rule based approach.
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4 Conclusion

In this paper, a hybrid named entity recognizer for Turkish texts is proposed. The
hybrid recognizer is based on a rule based recognizer and also has the ability to
extend its information sources through learning from annotated data. Both the
hybrid recognizer and its core rule based predecessor are evaluated on data sets
of four different genres: news texts, financial news texts, child stories, and his-
torical texts. Performance evaluations show that the hybrid recognizer achieves
considerably better success rates compared to its predecessor, on all of the date
sets. To the best of our knowledge, this is the first hybrid named entity recog-
nizer proposed for Turkish texts. As future work, the hybrid recognizer can be
used to extract named entities to be used as index terms for information retrieval
systems for Turkish. It can also be used on multimedia texts to automatically
annotate the corresponding multimedia data with the extracted entities.

Acknowledgments. This work is supported in part by a research grant from
TÜBİTAK EEEAG with grant number 109E014.

References

1. Nadeau, D., Sekine, S.: A survey of named entity recognition and classification.
Lingvistica Investigationes 30, 1 (2007) 3–26

2. Cucerzan, S., Yarowsky, D.: Language independent named entity recognition com-
bining morphological and contextual evidence. In: Proceedings of the Joint SIG-
DAT Conference on Empirical Methods in Natural Language Processing and Very
Large Corpora. (1999)

3. Tür, G., Hakkani-Tür, D., Oflazer, K.: A statistical information extraction system
for Turkish. Natural Language Engineering 9, 2 (2003) 181–210
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6. Küçük, D., Yazıcı, A.: Named entity recognition experiments on Turkish texts. In:
Proceedings of the International Conference on Flexible Query Answering Systems
(FQAS). (2009)
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Abstract. We introduce a method for quantifying translation relation-
ship between source and target texts. In this method, we partition source
and target texts into corresponding blocks and cluster them separately
using word phrases extracted by a suffix tree approach. We quantify
the translation relationship by examining the similarity between source
and target clustering structures. In this comparison we aim to observe
that their similarity is meaningful, i.e., it is significantly different from
random. The method is based on the hypothesis that similarities and dis-
similarities among the source blocks will not be lost in translation and
reappear among target blocks. For testing we use Shakespeare’s sonnets
and its translation in Turkish. The results show that our method suc-
cessfully quantifies translation relationships.

1 Introduction

During translation a text in a particular source language is comprehended and
expressed in another target language by retaining the same meaning. Different
translations of a given source text can communicate the same message with-
out losing the original meaning. Researchers define objective and quantitative
metrics to evaluate the accuracy and quality of translations. In some fields, like
automotive service information, there are some metrics for measuring translation
quality. Such metrics usually focus on lexical, semantic, and syntactic errors.

In this work, we introduce a method that aims to quantify translation re-
lationship with no information other than the texts themselves. The method
is simple and intuitive. In order to quantify translation relationship, we divide
source text and its translation into corresponding blocks and cluster source and
target blocks separately by defining each text block by a document descrip-
tion vector as is done in information retrieval. After clustering, similar blocks
become the member of joint clusters and dissimilar blocks appear in different
clusters. Intuitively we expect to have significant similarity between source and
target clustering structures, since source and target texts are supposed to have
the same meaning and hence similarities/dissimilarities among source blocks
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reappear among target blocks. For meaningful translations we aim to quantify
the similarity between source and target texts and show that their similarity is
significant, i.e., not by chance and significantly different from random. In the
experiments we use all 154 sonnets of Shakespeare [1] and their Turkish trans-
lations by Halman [2]. The experiments show that our findings match with the
observations of [3, pp. 352-353].

The main contribution of this study is a statistical, language-independent
translation relationship quantification method. The method works without re-
quiring any knowledge about the languages involved. We perform an in depth
analysis of Shakespeare’s sonnets with Turkish translations. This paper provides
some sample results from our findings.

Previous work on the problem of phrasal translation comparison is done
by Munteanu and Marcu [4]. They use suffix trees for both source and target
languages and benefit from a bilingual lexicon to provide correspondence between
them. They successfully create alignments for the source and target languages
that have the same word order (e.g. English and French). Unlike their approach of
comparing the languages having a common word order, in this study we analyze
English and Turkish literary works which have different grammar forms and we
use sonnet numbers instead of words as our cluster members.

2 The Method

For translation relationship quantification we first divide the source text into
blocks. In some cases blocking may be available in a natural way (for example
in our experiments each sonnet of Shakespeare is treated as a block). Word
phrases are identified before indexing operation performed. Phrases and words
used for indexing are referred to as terms. We make use of a generalized suffix
tree approach to identify the word phrases. Rather than simply using single
words we aim to identify frequently used phrases, since we intuitively expect
that word phrases will be a better reflection of translations. Next, we cluster the
source documents and target documents using the k-means clustering algorithm
for k = {3, 5, 7, ..., 51}. After obtaining the clusters we compare source and target
clustering structures to measure the similarity between them.

We hypothesize that if target text is a (meaningful) translation of source
text, then the clustering structures Cs (source) and Ct (target) should have
a meaningful similarity, i.e., a similarity which is significantly different from
random, and hence, this implies a meaningful translation relationship.

We use a modified form of the formula developed by Yao [5] for measuring
the similarity between source and target clustering structures. Originally, Yao’s
formula determines the number of disk pages to be accessed to retrieve the related
records of a query under the assumption that database records are randomly
distributed among the same size pages. Later Can and Ozkarahan [6] adapted
the formula for environments for pages (clusters) with different sizes. For using
Yao’s formula in our problem we treat the individual clusters of Cs as queries
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and determine how their members (like the related documents of a query) are
distributed in the clustering structure Ct.

We use the Monte Carlo approach [7] and generate a large number of random
clustering structures for Ct (during randomization the number of clusters and
the size of the individual clusters of Ct are kept the same as given to and deter-
mined by the k-means clustering algorithm). We obtain the baseline distribution
for ntr values (average number of target cluster in random clustering), which is
the similarity between Cs and these randomized Ct clustering structures. We
decide that nt value (actual number of target clusters in Ct) is significantly dif-
ferent from the ntr value if it is smaller than most of the random observations.
In the experiments we generate 1000 random cases. We refer to the entity nt as
the Translation Relationship Index (TRI) and check the merit of the index by
comparing it with the value of ntr. The existence of ntr, which can be directly
computed by the modified Yao’s formula [6], gives TRI the attribute of a mea-
surement criterion, since ntr provides a benchmark or a reference point. If the
observed TRI value indicates that the relationship is different from random (i.e.,
if nt is smaller than ntr), we obtain the baseline distribution for ntr using the
Monte Carlo approach to decide if the difference is significant.

3 Experimental Results

Before performing indexing operation, we remove the punctuation marks in the
blocks and all letters are converted to lower case. During indexing we use three
stemming approaches. One is no stemming, in this approach words are used as
they are. The others are a pseudo stemmer, which uses the first five characters
of words (we prefer a pseudo stemming approach because of its simplicity) for
Turkish translation, and Porter Stemming Algorithm [8] for the original docu-
ments.

Table 1. Similarity between original sonnets of Shakespeare and their Turkish trans-
lations by Halman: nt vs. ntrvalues (k = 33, µ: mean value, σ: standard deviation).

Stemming nt ntr: µ (σ)

No Stem. 3.76 4.16 (0.094)
With Stem. 3.63 4.24 (0.089)

Considering the different values of k during the clustering process, k = 33
provides the most significant difference, i.e., the lowest p-values which are com-
puted using z-scores. The results for Shakespeare’s sonnets and their Turkish
translations by Halman can be seen in Table 1. The ntr mean values are exactly
the same as the ones obtained by the modified Yao’s formula.

As provided in Table 1, TRI values (nt) are smaller than those of the Monte
Carlo ntr values. This means that the cluster formations for the translator show
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a similarity to the clustering structure of the original sonnets, which is different
from random. In most of the cases considering the different values of k, the
results of two-tailed z-tests indicate that, for both stemmed and unstemmed
versions, those cases are statistically significantly different from random.

4 Conclusion and Future Work

In this study, we propose a cluster-based approach for quantifying translation
relationship between source and target texts. Our method can only indicate
that a translation retains the meaning of source text and does not say anything
about the style. It can be used with any pair of languages without requiring any
knowledge about them. In the experiments we successfully quantify relationship
between Shakespeare’s sonnets and its Turkish translations.

Our method can complement and be used in connection with other more con-
ventional translation quality measurement methods which are based on lexical,
semantic, and syntactic type information. As future work, further experiments
with additional data can be interesting, e.g., doing a similar investigation using
translations of the sonnets in other languages. It would be interesting to in-
vestigate the effects of block size granularity on performance. Furthermore, the
method can be used for plagiarism detection both in intra- and inter-language
platforms.

Acknowledgments. This research is supported by the Scientific and Technical
Research Council of Turkey (TÜBİTAK) under the grant number 109E006. We
would like to thank Pınar Duygulu, Jon M. Patton, and literary scholars Talât
Sait Halman and Bülent Bozkurt for their helpful pointers and constructive
comments.
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Abstract. In this paper, we propose a novel method for conceptual
hierarchical clustering of documents using knowledge extracted from
Wikipedia. A robust and compact document representation is built in
real-time using the Wikipedia API. The clustering process is hierarchi-
cal and creates cluster labels which are descriptive and important for the
examined corpus. Experiments show that the proposed technique greatly
improves over the baseline approach.

1 Introduction

Nowadays, Wikipedia has become one of the largest knowledge repositories
with many advantages (size, dense link structure between articles, brief an-
chor texts e.t.c). This paper introduces an efficient Conceptual Hierarchical
Clustering (CHC) technique of documents, using a document representation
based on Wikipedia knowledge and exploiting Wikipedia article features (ingo-
ing/outgoing links etc.) Clusters produced have labels, informative of the content
of the documents assigned to each specific cluster.

2 Related work

There has been a growing amount of research in ways of enhancing text cate-
gorization and clustering by introducing Wikipedia external knowledge [3], [1].
Gabrilovich and Markovitch [3], propose a method to improve text classification
performance by enriching document representation with Wikipedia concepts.
Banerjee et al. [1] extend the method applied in [3] by using query strings cre-
ated from document texts to retrieve relevant Wikipedia articles. Both methods
only augment document representation with Wikipedia concepts content with-
out considering the hierarchical structure of Wikipedia or any other features of
the ontology. All of the papers mentioned above, rely on existing clustering tech-
niques (mostly k-Nearest Neighbors and Hierarchical Agglomerative Clustering)
whereas in this paper we extend the idea of [5] and introduce a novel clustering
technique, Conceptual Hierarchical Clustering (CHC).
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3 Document Representation Model using Wikipedia

Our goal is to extract Wikipedia concepts which are described by one or more
consecutive words of the document. In our approach, we overcome the bottle-
neck of extracting all possible N-grams, by choosing to annotate each document’s
text with Part-of-Speech information using the TreeTagger tool provided by [8].
Wikipedia articles have descriptive titles, so it is not necessary to perform stem-
ming or remove stop words during document preprocessing. After this procedure,
we keep those consecutive words which are nouns and proper nouns (singular or
mass or plural) along with prepositions, subordinating or coordinating conjunc-
tions and the word to (POS tags in the Penn Treebank Tagset [6]). By grouping
consecutive words with the previous POS tags we perform full Noun Phrase
extraction, forming our candidate concepts.

For each candidate concept, we automatically check ”on-the-fly” whether it
exists or not as a Wikipedia article using the Wikipedia API. If the concept has
multiple senses (so there are multiple Wikipedia articles referring to the same
Noun Phrase), we use the disambiguation technique proposed by [2] in order to
choose the most appropriate sense. Once we obtain a unique mapping between
the candidate concept and Wikipedia, the concept is selected as a component of
the document vector which is about to be formed. At the same time, using the
Wikipedia API, for every selected concept i, we extract the features presented
below :

– Contenti : the corresponding Wikipedia article text
– Linksi : links from the corresponding article to other articles
– BackLinksi : articles which have a link to the examined article
– PageHitsi : the articles in which the examined article (Noun Phrase) is

simply present, either as link or not (plain text)

After the extraction of the features mentioned above for every concept i in a
document j, we combine them with the original document features, as described
in the equations below, in order to form a richer document representation.

– Weighted Frequency (Wfreq) is defined by :

WFreqj,i = sizei ∗ frequencyj,i (1)

where : sizei is the number of words that form concept i and frequencyj,i
stands for how many times concept i occurs in document j.

– LinkRank is a measure of how many links a concept has in common with the
total of those contained in a document, thus it is a measure of the importance
of the concept to the document and is formally defined as :

LinkRankj,i =
|Linksi

⋂
LinksDocj |

|LinksDocj |
(2)

where : Linksi is the set of Links of concept i and LinksDocj is the set of
Links of document j, defined as all the links of all concepts that represent
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document j.

– ConceptSim is the similarity between the document and the article text of a
concept contained in the document, computed in the classic term frequency
- inverse document frequency (tf − idf) vector space, which is given by the
following equation :

ConceptSimj,i = cos(vj ,vi) (3)

where : vj is the tf − idf vector of document j, vi is the tf − idf vector of
the Wikipedia article text corresponding to concept i and cos is the cosine
function which computes the similarity between the two vectors.

– OrderRank is a measure which takes larger values for concepts that appear
at the beginning of the document, based on the observation that important
words often occur at the beginning of a document. Formally it is defined as:

OrderRankj,i = 1− arrayposi
|j|

(4)

where : arraypos is an array containing all words of the document in the
order that they occur in the document, arrayposi represents the position of
the first occurrence of concept i in the array (if a concept consists of more
than one word, then we take into consideration the position of occurrence
of the first word of the concept) and |j| is the size of document j, i.e. how
many words form the document.

– Keyphraseness is a global measure adapted from [7], which has a specific
value for each different concept, regardless of the document we refer to, and
is an indication of how much descriptive and specific to a topic a concept is.
It is defined as:

Keyphraseness(i) =
BackLinksi
PageHitsi

(5)

A concept with high Keyphraseness value has more descriptive power than
a concept with low Keyphraseness value, even if the latter may occur more
times in Wikipedia, but less times as a link. Keyphraseness is normalized
in the interval [0, 1], after the extraction of all concepts from all documents
in the corpus, so that the highest Keyphraseness value is set to 1 and the
lowest to 0.

After completing the disambiguation process, we linearly combine features
(1) to (4) in order to construct a vector representation for each document. The
final weight of concept i in document j is given by the following equation:

Weight(j, i) = α ∗WFreqj,i + β ∗ LinkRankj,i + γ ∗OrderRankj,i+
+(1− α− β − γ) ∗ ConceptSimj,i

(6)

The coefficients α, β and γ are determined by experiments and their value range
is the interval [0, 1].
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4 Conceptual Hierarchical Clustering

Our clustering method extends the idea of frequent itemsets [5], aiming to pro-
vide a cluster description based on the Wikipedia concepts extracted from the
corpus examined. Let us introduce some definitions: (a) A global important con-
cept is a concept that: has a Keyphraseness value greater than a specific thresh-
old, defined as minimum keyphraseness threshold and appears in more than a
minimum fraction of the whole document set, defined as minimum global fre-
quency threshold. A global important k-concept-set is a set of k global important
concepts that appear together in a fraction of the whole document set greater
than the minimum global frequency threshold, (b) A global important concept
is cluster frequent in a cluster Cm, if the concept is contained in some mini-
mum fraction of documents assigned to Cm, defined as minimum cluster support
and (c) The cluster support of a concept in a cluster Cm is the percentage of
documents in Cm that contain this specific concept.

The method consists of two steps. At the first step, initial clusters are con-
structed (based on the Keyphraseness of concepts and on the frequency of
concepts and concept-sets using definitions (a) through (c)) where the cluster
label of each cluster is defined by the global important concept-set that is con-
tained in all documents assigned to the cluster. At the second step, clusters get
disjoint according to a Score function which shows how ”good” a cluster Cm is
for a document Docj :

Score(Cm ← Docj) = [
∑
x

Weight(j, x) · cluster support(x)]

−[
∑
x′

Weight(j, x′) ·Keyphraseness(x′)]
(7)

where : x represents a global important concept inDocj , which is cluster-frequent
in Cm, x′ represents a global important concept in Docj , which is not cluster-
frequent in Cm, Weight(j, x) is the weight of concept x in Docj as defined by
Equation (6), Weight(j, x′) similarly as the previous one, cluster support(x) is
given by definition (c), Keyphraseness(x′) is given by Equation (5).

A cluster tree can be broad and deep, depending on the minimum global
threshold and the Keyphraseness values we define, therefore, it is likely that
documents are assigned to a large number of small clusters, which leads to poor
accuracy. By treating one cluster as a document (by combining all the docu-
ments in the cluster) and measure its score using the Score function defined by
Equation (7), we are in position to define the similarity of a cluster Cb to Ca :

Sim(Ca ← Cb) =
Score(Ca ← Doc(Cb))∑

xWeight(Doc(Cb), x) +
∑

x′ Weight(Doc(Cb), x′)
+1 (8)

where : Doc(Cb) stands for combining all the documents in the subtree of Cb into
a single document, x represents a global important concept in Doc(Cb) which is
also cluster frequent in Ca, x′ represents a global important concept in Doc(Cb)
which is not cluster frequent in Ca, Weight(Doc(Cb), x), Weight(Doc(Cb), x)
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are the weights of concepts x and x′ respectively in document Doc(Cb). To
explain the normalization by the denominator in (8), notice that, in the Score
function, the Cluster Support and Keyphraseness take values in the interval
[0, 1], thus the maximum value of Score function would be

∑
xWeight(j, x) and

the minimum value −
∑

x′ Weight(j, x′). So, after the proposed normalization,
the value of Sim would be in the interval [−1, 1]. To avoid negative values for
similarity, we add the term +1 and we end up with the above equation. Please
notice that the range of the Sim function is [0, 2].

The cluster similarity between Ca and Cb is computed as the geometric mean
of the two normalized scores provided by Equation (8) :

Similarity(Ca ←→ Cb) =
√
Sim(Ca ← Cb)× Sim(Cb ← Ca) (9)

In our method, Similarity value 1 is considered the threshold for considering
two clusters similar. The pruning criterion computes the Similarity function
between a child and its parent and is activated when the value of Similarity is
larger than 1, i.e. the child is similar to its parent. Sibling merging is a process
applied to similar clusters at level 1 (recall that child pruning is not applied at
this level). Each time, the Similarity value is calculated for each pair of clusters
at level 1 and the cluster pair with the highest value is merged.

5 Experiments

We evaluated our method by comparing its effectiveness with two of the most
standard and accurate document clustering techniques: Hierarchical Agglomera-
tive Clustering (HAC) (the UPGMA variant) and k-Nearest Neibghbor (k-NN)
(the bisecting k-NN variant). Two well-known datasets were used for the eval-
uation, 10.000 documents from the 20-newsgroup collection of USENET news
group articles and 6.000 documents of the Reuters 21578 dataset. For the eval-
uation of clustering quality we adopt a quality measure widely used in text
clustering techniques, the F-measure [?].

We experimented with various values for the α, β and γ parameters of Equa-
tion (6) in order to define the effect of WFreq, LinkRank, OrderRank and
ConceptSim on document representation. LinkRank and ConceptSim have the
biggest effect on document representation with weights 0.4 and 0.3 respectively,
whereas Wfreq’s weight is 0.2 and OrderRank’s is 0.1.

We also experimented on the minimum keyphraseness threshold (MinKeyph)
and the minimum global frequency threshold (MinFreq) by choosing values which
create clusters with descriptive labels. Numerous experiments showed that, if a
dataset contains less than 5.000 documents, MinFreq should be set between 0.03
and 0.05, otherwise MinFreq should be set between 0.01 and 0.04. Experiments
show that a value for MinKeyph around 0.5 always yields good results in different
datasets, provided that there are at least a few hundreds of documents available.

The clustering results in comparison to those of HAC and k-NN, for the
20-NG and Reuters datasets are shown in Table 1.
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Table 1. Experimental Results

Dataset F-measure Improvement

Clustering method 20-NG Reuters 20-NG Reuters

HAC 0.452 0.521 80.09% 58.92%

k-NN 0.671 0.737 21.31% 12.35%

Proposed 0.814 0.828

6 Conclusions - Future Work

In this paper, we proposed a novel method for Conceptual Hierarchical Clus-
tering of documents using knowledge extracted from Wikipedia. The proposed
method exploits Wikipedia textual content and link structure in order to create
a rich and compact document representation which is built real-time using the
Wikipedia API, whereas the clustering approach is hierarchical. We are currently
investigating ways to improve the proposed clustering technique. These include
the introduction of a novel disambiguation method, the improvement of cluster-
ing accuracy by introducing new strategies and the application of the concept
based representation model to text classification tasks.
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Abstract. Graph-structured databases have a wide range of emerging applica-
tions, e.g., the Semantic Web, eXtensible Markup Language (XML), biologi-
cal databases and network topologies. To-date, there has already been volumi-
nous real-world (possibly cyclic and schemaless) graph-structured data. There-
fore, data engineering in graph-structured databases has recently received a lot
of attention, where there are limitations as well as scope for significant develop-
ments. In these databases, there exist many different indexes and different query
languages, e.g., XQuery, regular expressions, Web Ontology Langauge and sub-
graph isomorphism, while there are few graphical user interfaces for effectively
querying subgraphs. In this paper, we examine and evaluate the current state-
of-the-art in graph-structured databases with respect to (i) query languages, (ii)
dynamic aspects, (iii) data mining, (iv) graphical user interfaces, and (v) mod-
ern computer architecture on graph-structured data. In addition, the incremental
maintenance of graph indexes/views will be addressed.

Keywords: Graph databases, data engineering, query formalisms, updates, data
mining, GUI, computer architecture, assessment, survey

1 Introduction

Graph-structured data (or simply graph data) has been ubiquitous nowadays. Exam-
ples of graph data include social networks, biological and chemical databases, web on-
tologies [46], the Semantic Web [44], eXtensible Markup language (XML) and semi-
structured data [1, 2]. Some examples of graphs that are popular in recent database
research are presented in [30]. The recent emergence of graph data offers an expanding
array of challenges and opportunities to database research. In this paper, we provide a
critical assessment of some key developments of graph databases, which will have a
direct bearing on their future evolution. For ease of exposition, we summarize selected
recent research, that may be contributed by other researchers, which forms a collection
of references of graph databases.

2 Assessment

Assessment 1: Query Formalisms. Graph data model (a.k.a network model) has been
flexible and versatile to support a wide range of recent applications. It is fair to say that
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the graph data may be retrieved differently in different applications. Our first assessment
recognizes the co-existence of a diverse query formalism for graph databases. Unlike
relational and XML (hierarchical) counterparts, where there have been standard query
languages, namely SQL, XQuery and XSLT, there are various popular query formalisms
for graph databases. The current popular query formalisms can be arguably categorized
into navigation, pattern matching and transformation.

1. Navigation. Navigation on a graph can be specified through paths or twig queries.
For example, regular path expressions and XPath have been a mechanism for de-
scribing a navigation on a graph and XML, respectively. Indexes have been studied
extensively for regular path expressions, e.g., [16, 31] and XPath, e.g., [20, 56].
Another navigation-like query addresses checking reachability between nodes in a
graph. These formalisms select the nodes that are reachable via the navigation.

2. Pattern matching. Subgraph isomorphism has been another popular tool for speci-
fying the patterns users wanted to retrieve from a graph database. It is well-known
that determining subgraph isomorphism has been a NP-complete problem. Ull-
man [45] proposed a classical worst-case exponential-time algorithm for this prob-
lem. Indexing techniques, e.g., [9,11,18,40,43,48,50–52,59], have been extensively
studied for determining subgraph isomorphism. Supergraph isomorphism has been
proposed to retrieve subgraphs of a given query graph, e.g., [9, 57].

3. Transformation. There have been proposals for a “full-fledged” query language for
semi-structured data, e.g., Lorel [2] and UnQL [7]. UnQL proposes to use structural
recursions as a basis to retrieve and transform a graph. This work influences the de-
sign of XML-QL [14], a language that supports transformations of XML data (hier-
archical data). Quilt [8] is an XML query langauge for heterogeneous data sources.
W3C XML Query Working Group recommends XQuery which draws ideas from
XML-QL and Quilt, among others. While there have been proposals for query lan-
guages for graph data (e.g., SPARSQL [47]), the design of languages is still in
its infancy. The languages mentioned above provide syntax for transforming and
constructing result graphs, not simply selecting nodes or subgraphs.

While a general query language may subsume navigation and pattern matching, the
latter two have more efficient implementations. Up-to-date, there does not seem to be a
standard graph query language and there does not seem to be a trend to converge.

Assessment 2: Dynamic Aspects. Nowadays, various query formalisms for querying
graphs are being used in practice, as discussed in Assessment 1. A natural consequence
is that there are various implementations for querying graphs. Consider indexing as
an example. There has been a variety of proposals on indexes for reachability tests,
e.g., [12, 13, 36, 37, 49], path queries, e.g., [10, 16, 20, 31], and subgraph isomorphism,
e.g., [9, 17, 23, 24, 53, 58].

Update has been an inseparable part of a database system. However, updates have
not received as much research attention as retrieval of graphs. Our second assessment
acknowledges the demand for update supports of graph databases, which also appear
to have a wide range of implementations. It is straightforward that different implemen-
tations for the same problem may offer very different update performance. For example,
our experience in supporting updates in XML publishing [4] tells us that the underlying
implementation of an XML view has clear impacts on update performance.
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To illustrate updates in graph databases can be technically involved, we summarize
our experience [5, 6] on updating a reachability index, namely 2-hop labeling, for large
graphs. Minimal 2-hop labels are constructed in an iterative heuristic algorithm, which
minimizes the size of 2-hop labeling. For example, two heuristics for 2-hop construc-
tion are derived from the SET COVER heuristics [12, 13]. To support efficient updates,
our heuristics consider not only the size of 2-hop cover but also the node-separation
property [5]. When 2-hop labeling exhibits the node-separation property, the deletion
of 2-hop labeling becomes simple. (In any case, insertions are simple.) We derive 2-hop
construction heuristics based on cut vertices, minimum bisections and node deletions,
to guarantee the node-separation property. We show, through extensive experiments,
that it is possible to spare some 2-hop labeling size for simpler updates.

Assessment 3: Mining Dynamic Networks. In addition to query processing, graph
data mining is needed to gain more in-depth insights on the data in graph databases,
e.g., social networks and the Semantic Web. Among others, community mining is one
of the important graph mining tasks where a community refers to a tightly connected set
of nodes based on certain relationships or similarities. Many methods have been pro-
posed for community mining on unsigned weighted static graphs, including (i) graph
theoretic and spectral methods [33, 34, 41]; (ii) hierarchical and divisive methods de-
rived based on structural similarity and betweenness metrics [35,38]; and (iii) methods
proposed for detecting Web communities [15,22]. Real-world social networks (e.g., bl-
ogosphere) evolve over time and pose challenges on conventional analysis techniques,
which presume static networks and ignore edge polarity.

Our third assessment recognizes the importance of mining non-conventional net-
works. Some of our recent contributions to the field include developing community
mining algorithms for graph data which represent (i) networks with signed edges using
a random-walk approach [54], (ii) networks with time-stamped edges using a proba-
bilistic framework [27], and (iii) distributed and dynamically evolving networks using
an autonomy-oriented computing approach [55].

Assessment 4: Graphical User Interfaces. The syntax of graph query languages is
often complex. Formulating a graph query demands considerable cognitive effort and
programming skills from users. In many real-life domains, it is far from reasonable to
assume users are proficient in deriving an accurate syntactically correct query. For ex-
ample, in biological databases, biologists may require to be familiar with PQL (Pathway
Query Language) [26] to query biology networks. Complex query syntax may hinder
biologists from using a great deal of database technology. In recent self-assessment of
database research [42], researchers recognize the importance of a simple and intuitive
graphical user interface to spread database technology to a wider community.

Our fourth assessment identifies that graphical query interfaces are vital to graph
databases. This can be justified by the fact that the visual representation of graph data
and queries are more succinct and intuitive than the textual representation.

Recently, Bhowmick et al. [19] proposes GBlender – a graphical user interface for
subgraph isomorphism on graph databases. A usability test shows that novice users
can formulate given queries faster with a graphical interface than a textual interface.
GBlender shows that graphical user interface offers a new optimization opportunity.
Specifically, classical querying paradigm involves two steps: (i) query formulation and
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then (ii) query evaluation. With a graphical interface, GBlender evaluates partial queries
as the user is formulating (drawing) them. That is, graphical interface realzes a unique
query processing paradigm by interleaving query evaluation with query formulation.

Assessment 5: Modern Computer Architectures. While graph data model is flexible
and versatile, it is the relational model the most popular data model. A vast amount
of revenue is still being generated from relational database applications nowadays. A
reason could be that graph data model has been too flexible such that many important
data-engineering problems, e.g., query optimization, become intractable. However, with
the advance of hardwares, many intractable problems are solved in reasonable time.

With our fifth assessment we recognize the advance in computer hardwares makes
more data engineering problems of graph databases feasible. On the one hand, Moore’s
law prediction – the CPU speed and memory capacity double in approximately two
years – remains practically accurate. On the other hand, new hardwares are introduced
in a rapid pace, which offers a new array of engineering opportunities.

For instance, the emergency of Solid-State Drives (SSDs), a.k.a flash, as an alterna-
tive secondary storage, sparks a host of research on flash-based database management.
Kawaguchi et al. [21] proposes to simulate traditional hard disks on SSDs. Lee and
Moon [25] investigate an in-page logging of flash-based DBMS. Join algorithms have
been revisited by Shah et al. [39] and Li et al. [29]. Indexes (B+ trees) are revisited
recently, e.g., [3, 28, 32]. These studies focus on relational databases, whereas it is still
open how SSDs, among others, affect data engineering in graph databases.

3 Conclusion

In this paper, we make our critical assessment on selected state-of-the-art of graph
databases and identify some research opportunities: (i) There co-exist multiple query
formalisms for graphs. (ii) With an unprecedented diverse implementation for graph
databases, a diverse update implementation may be needed. (iii) Evolving graphs, e.g.,
social networks, pose new opportunities for analysis. (iv) Graphs and their queries can
be readily visualized and GUIs are preferable. (v) Modern hardwares may make some
data-engineering problems in graph databases practically solvable.
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Abstract. We describe a genetic algorithm based heuristic for distributed 
database (DDB) design, Relation Clustering (RC). Relations in a database are 
allocated to nodes of a distributed database such that the total cost of executing 
a set of queries (each with a given frequency) over a time period is minimized. 
The experimental results are compared with another earlier GA based algorithm 
which shows about 15% improvement. 

Keywords: Genetic Algorithm, Distributed Database Design, Relation 
Clustering 

1  Introduction 

Earlier work on distributed database query optimization have used several techniques 
which are sub-optimal greedy heuristics [8], genetic algorithm based solutions [1, 7, 
11], dynamic programming [2, 5, 10] and other randomized techniques [3]. 
 
The goal of this paper is to find an optimal allocation of database relations to a set of 
distributed database nodes. A set of distributed database queries are assumed to be 
repeatedly executed and the execution cost of a query will be minimized if all 
relations accessed by a query are allocated on the same node. The parameters are; 

Q: a set of frequently issued queries 
N: query issuing nodes and frequencies of those queries in Q 
R: a set of relations which are used to answer queries in Q 
G: graph showing connectivity of nodes and bandwidths (LAN/WAN) 

The chromosome structure used for optimization of a single DDB query is explained 
in [11]. The objective function of DDB algorithm is to decide the DDB schema while 
minimizing the combination of both the communication time and the CPU execution 
time for a given query set.  

2  Design of Distributed Database Schema Using GA 

The DDB GA chromosome consists of two genes, “FragmentID” and 
“NodeNumber”, which keep the node number for each relation fragment. The cost of 
a chromosome is the total cost of given query set where the best plan for each query 
in this set is determined by another  GA based DDB query optimization heuristic[11].  
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2.1 Crossover and Mutation Operators 

Crossover operator for a DDB chromosome works as follows. First, two parent 
chromosomes, P1 and P2, are chosen and truncate with 2-point crossover technique is 
used. Secondly, the genes of P1 that will not be crossed are carried to the offspring in 
their existing order. Finally, the genes that are crossed are substituted with the genes 
of the other parent, P2. 
 
Mutation operator doesn’t allow the same FragmentID to appear twice (i.e. assigned 
to two or more different nodes) in a DDB chromosome, it simply changes the node 
number of a randomly selected gene. This makes the chromosome size fixed and no 
replication of fragments is possible. 
 
Optimization of queries is done by running our New GA (NGA) [11] algorithm 
separately for each query and a fitness value is calculated for DDB schema as the 
weighted (by query frequencies) sum for input query set. For solving the distributed 
database design problem we employ a nested genetic algorithm as defined in [4, 6, 9]. 
In the experiments, we compare quality of solutions generated by our DDB Design 
Algorithm (DGA) against the optimal solutions given by Exhaustive Search 
Algorithm (ESA) and an earlier nested GA  (RGA) described in [6].  

2.2  DDB Design Using Relation Clustering 

We define a new method, CGA, based on Relation Clustering (RC) that gathers 
related relations into the same or nearest nodes in order to increase the performance of 
DGA. We generate the initial pool of promising DDB designs using RC heuristic, 
rather than creating it randomly. This causes a remarkable performance increase as 
the problem size gets bigger. The algorithm is given below. 
 
Input : QL[], array of N queries 
Output : RN[], assigned node for each relation 
begin 
for i:= 1 to N do 
 COST[i]:= CALCULATE_COST(Qi); (1) 
for i:= 1 to M do 
 RN[i]:= -1; 
 QL := SORT_DESCENDING(QL); (2)        
{sort the queries using their costs} 
for k:= 1 to M do  (3) 
 for i:= 1 to N do (3.1) 

if RN[k]<0 then RN[k]:=NODE(Qi); (3.2)  
else if Rand()<P(Qi,Rk) then 
        RN[k]:= NODE(Qi);                   (3.3) 

end. 
Hint: {P(Qi,Rk):={Cost(Qi)/TotalCost(all queries using Rk} 
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3  Experimental Results 

Our experiments have shown that DGA always performs better than RGA and finds 
solutions in shorter time. We further improve DGA by employing relation clustering 
in CGA. In Figure 1(a), the query execution times found by ESA, RGA and CGA are 
shown. In Figure 1(b), relative comparison of DGA and CGA is presented. CGA 
continues to give better performance while problem size grows with increasing 
number of queries. Each point on the graph is average of 20 runs. In all cases our 
CGA gave better results and took shorter time to find a solution. 

 

(a) 

 

(b) 

 
Fig. 1. Query execution times of DDB design algorithms. 
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4 Future Work and Conclusions 

In this work, we have compared a relation clustering based GA with a previously 
defined GA. We have also implemented exhaustive and random algorithms so that we 
will be able to compare with upper and lower bounds for the solution costs 
determined by GA. Our experimental results show that our proposed DDB design 
algorithm generates DDB schemas which are about 10% to 15% worse than the best 
achievable solution. Compared to a previous GA based design algorithm our CGA 
design algorithm is about 10% faster.  
 
We are also currently working on extending this work by including replicated 
fragments. Update transactions can also be included in order to better model real 
world DDB environments. 
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Abstract. The clustering effect by using spectral method depends heavily on 
the description of similarity between instances of the datasets. In this paper, we 
introduce a density sensitive distance measure which squeezes the distances in 
high density regions while widening them in low density regions. Experimental 
results show that compared with conventional spectral clustering algorithms, 
our proposed algorithm with density sensitive similarity measure can obtain 
desirable clusters with high performance. 

Keywords: spectral clustering; density sensitive; similarity function 

1   Introduction 

In recent years, spectral clustering has become quite popular for data analysis because 
it can be solved efficiently by standard linear algebra tools and do not suffer from the 
problem of local optima [1][2][3][4]. The key problem of spectral clustering is the 
selection of distance measure which will be smooth with respect to the intrinsic 
structure of data points. Objects in the same group should have high similarity and 
follow space consistency. While dealing with complex dataset, however, the 
similarity simply based on Euclidean distance may not reflect the data distributing, 
which will result in the poor performance of spectral clustering. In this paper, we 
propose a density sensitive similarity measure, which can squeeze the distances in 
high density regions while widening those in low density regions. Finally, a density 
sensitive spectral clustering algorithm with cluster number automatically determined 
is present and it can achieve better performance while grouping on most real life 
datasets. 

2   The Proposed Clustering Algorithm with Density Sensitive 

Generally, clustering is one of the unsupervised methods in machine learning. 
However, utilizing some prior knowledge in dataset can improve clustering 
performance. An important information about given dataset is the prior assumption of 
consistency, which means nearby data points are likely to have higher similarity, and 
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data points on the same structure (typically referred to as a cluster or a manifold) are 
likely to have higher similarity. This argument is often called the cluster assumption.  

Let G = (V, E) be the graph derived from the dataset such that the nodes represent 
1 2 n

based function. Since the graph is used to derive pair-wise similarity between data 
points, we consider to squeeze the distances in high density regions while widen them 
in low density regions. Thus, we suggest that a pair of data points in the graph will be 
highly similar if there exists a series of links in the dense regions between them. 
Otherwise, they will be assigned lower similarity. Let P={p1,p2,…,pl}∈V denote the 
path from p1 to pl with length l=|P|, where (pk,pk+1)∈E, 1≤k<l. Let Pij denote the set of 
paths connecting with vi and vj, 1≤i,j≤n. To find the shortest distance between the two 
points in graph with different manifolds, a density sensitive distance metric can be 
defined as follow: 

1

,

1
( , ) 1/

P
1

min ( 1)k k

i j

l
dist p p

ij
P

k

D eρ ρ+

−

∈
=

= −∑     (1) 

Dijkstra algorithm can be used to calculate the shortest path between two nodes. 
We construct the k nearest neighbor graph rather than the fully connected graph to 
model the local neighborhood relationships since the time complexity of the algorithm 
will be O(n3) in the latter graph. In such graph, it is to connect vertex vi with vertex vj 
if vj is among the k nearest neighbors of vi. To void a directed graph, it needs to ignore 
the directions of the edges, i.e., we connect vi and vj with an undirected edge if vi is 
among the k nearest neighbors of vj and vice versa. The resulting graph is the k 
nearest neighbor graph. After connecting the appropriate vertices we weight the edges 
by adjustable line segment length. 

The similarity of two instances is dependent on the distance between them. Using 
the density sensitive distance metric, a new similarity function w.r.t vi and vj in graph 
can be defined as  

1

1ij

ij

S
D

=
+

     (2) 

Note that the denominator plus 1 is to guarantee its nonzero. Comparing with 
traditional similarity measure such as Gaussian kernel function which is not adapted 
to the multi-scale clustering problem, the clustering results by using the new 
similarity function are little sensitive to parameter ρ than σ [5].  

Note that the cluster number is a key parameter needed to be estimated in advance. 
One conventional approach estimates such number by examining the largest 
eigenvalues of the affinity matrix P. If the datasets consist of clearly separated, 
convex and not too elongated clusters, there should be a significant drop between 
dominant and non-dominant eigenvalues derived from the corresponding affinity 
matrix. 

Let { nλ ,vn} and { M

nλ , vn } be the eigensystem of P and PM respectively. For an 

idempotent orthogonal basis 1{ }N

n nT
=

, if nλ is very close to 1, such that M

nλ is also 
close to 1, then Tn survives the random walk and is related to stable groups in the data, 
otherwise is related to unstable groups. The higher is the value of M

nλ , the larger is 

the data points, V={x ,x ,…,x }. The edges (i, j) ∈ E are weighted by a given distance 
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the scale of the structure revealed by vn. The cluster number can be inferred from the 
location of the maximal eigengap, as defined by: 

1( ) max( )M M

k k
k

M λ λ
+

Δ = −    (3) 

It means that the optimal cluster number is k, which let ( )MΔ  achieve the 
maximum. 

Given dataset X={x1,x2,…,xn}, the proposed spectral algorithm can partition it to 
Cj(1≤j≤k) Clusters, which involves the following steps: 

Step 1. Form the similarity matrix S∈Rn×n by using Eq. (2) if i≠j, and Sii=0; 
Step 2. Let E be the diagonal matrix whose (i, i)-element is the sum of S′s i-th row; 

Step 3.  Compute P and obtain its eigensystems 1{ , }n

i i iuλ
=

; 

Step 4. Compute Δ(M) according to Eq. (3) and select the corresponding value k of the 
maximal Δ(M) as the number of clusters; 

Step 5. Find u1, u2,… uk, the k largest eigenvectors of the generalized eigensystem Sx=λDx 
and form the matrix Y=[y2,… yk]∈Rn×n by stacking the eigenvectors in columns; 

Step 6. Treating each row of Y as a point in Rk, cluster them into k clusters via k-means 
algorithm; 

Step 7. Assign the original point xi to cluster Cj if and only if row i of the matrix Y is 
assigned to cluster Cj. 

3   Experimental Results 

In this section, we conduct extensive experiments to evaluate the effects of our 
spectral clustering algorithm on different datasets. For comparison, we implement 
other two spectral clustering algorithms with the reciprocal of the Euclidean distance 
and Gaussian kernel function as their similarity functions respectively. The results 
show that our algorithm may perform reasonably well on most datasets. All 
experiments are performed on a 1.6 GHz Pentium PC with 1G of main memory 
running on Windows XP. We can use the Rand Index (RI) and Variation of 
Information (VI) to evaluate the performance of clustering algorithm [6]. 

The results are summarized in table 1. As can be seen from the table, D-SC 
algorithm nearly achieves the highest performance. Bold entries in the table indicate 
which algorithm has the highest performance. On eight among the ten datasets, D-SC 
algorithm outperforms against the other algorithms. It indicates that density sensitive 
similarity function used in the D-SC algorithm can appropriately represent the 
similarity between instances. It squeezes the distances in high density regions while 
widening them in low density regions, which can effectively meet the multi-scale 
clustering problems in complex datasets. 

While clustering on dataset Soybean-L and Sponges with unevenly distributed 
structure, the performance of all the three algorithms was relatively poor, because 
some small clusters tend to be merged with other larger cluster. Moreover, since 5% 
noise is added to monk-3, it had great effect on clustering result for all the three 
algorithms on Monk dataset. However, D-SC can acquire 40% superiority than E-SC, 
and 38% superiority than G-SC. In summary, D-SC is able to deal with unevenly 
distributed datasets and more robust to perturbed noise. 
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Table 1. RI and VI for Different Clustering Algorithms 

Dataset E-SC G-SC D-SC 
Annealing 0.951/0.390 0.953/0.307 0.950/0.354 
Hepatitis 0.793/0.518 0.794/0.515 0.785/0.520 

Iris 0.900/0.450 0.980/0.350 0.980/0.350 
Soybean-L 0.401/0.910 0.510/0.812 0.785/0.605 
Teaching 0.823/0.900 0.867/0.756 0.965/0.300 

Zoo 0.810/0.450 0.823/0.414 0.962/0.212 
Flags 0.872/0.518 0.883/0.412 0.971/0.304 
Heart 0.501/0.634 0.612/0.550 0.795/0.312 
Monk 0.517/0.875 0.523/0.788 0.724/0.574 

sponges 0.530/0.814 0.586/0.800 0.789/0.672 

4   Conclusions 

In this paper, a spectral algorithm based on random walk is proposed for clustering. 
We define a density sensitive similarity measure to effectively reflect the original 
distribution and structure of the dataset. It squeezes the distances in high density 
regions while widening them in low density regions. Furthermore, the optimal cluster 
number can be inferred from the location of the maximal eigengap by calculating the 
eigensystem of the affinity matrix. Experimental results show that the new algorithm 
outperforms those with traditional similarity functions on most real life datasets. 
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Abstract. Using dependence analysis for model-based regression test suite 
(RTS) selection and augmentation from Extended Finite State Machine (EFSM) 
representations of system requirements is proposed. Given an EFSM 
representing the requirements of a system under test (SUT) and a set of 
modifications (i.e., adding, deleting, and changing transitions) on the EFSM, 
dependencies between transitions in the EFSM are identified. These 
dependencies capture the effects of the model on the modifications, the effects 
of the modifications on the model, and the side-effects of the modifications. The 
proposed method selects and augments a subset of a given test suite to form an 
RTS by examining dependencies covered by test cases in the given test suite.  

Keywords: Regression testing, Extended finite state machine, Control 
dependence, Data dependence, Regression test suite selection 

 

1     Introduction 
Software maintenance is an integral part of developing evolving systems where both 
the specification and implementation of the software are subject to modifications. 
Regression testing is an essential process to ensure that the unchanged parts of the 
modified software (i.e. system under test (SUT)) have not been adversely affected by 
the modifications [9].  

Research on regression testing techniques spans a wide variety of topics [see for 
example, 6, 9]. While code-based techniques have paid considerable attention to the 
topic of regression test suite (RTS) selection [see for example, 5, 7, 10], there is very 
limited research on requirement-based regression testing and the focus is on 
regression test suite reduction [8, 11, 2, 3, 4].  

Korel et al. presented a requirement-based regression test suite reduction approach in 
[8] that used dependence analysis of a given EFSM model to reduce the size of a 
given RTS. For each modification (i.e., addition or deletion of a transition) in the 
given set of modifications, data and control dependencies are used to capture 
potential interactions between EFSM transitions. During the traversal of each test case 
in the given RTS, these interactions are computed, and only those test cases that at 
least one of their interactions is not produced for any other test case in the given RTS 
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are included in the reduced RTS. Xie formalized the work of Korel et al. in her thesis 
[11] and provided an implementation for this approach. 

Chen et al’s work [2, 3, 4] differred from the work of Korel et al. and Xie in terms of 
its coverage: it considered change of a transition as another modification type, 
identified additional dependencies, proposed approaches to reduce a given RTS [2, 4] 
or generated a reduced RTS [3].  

In practice, a modified SUT is tested to ensure that the changed parts of the SUT 
behave as intended. Thus, a regression test suite needs to be formed by selecting test 
cases from the test suite that is used for testing the previous version of the SUT and 
possibly an additional test suite designed for testing the modifications. This paper 
proposes the use of dependence analysis for selecting and augmenting a subset of 
these given test suites according to a given set of modifications on an EFSM model of 
the requirements of a SUT. Specifically, we consider the following problem: Given  

- an EFSM model M representing the requirements before the modifications 

- a set of modifications on M to construct M′ representing the modified 
requirements where each modification is an added, deleted or changed transition 
(note that the changed transition’s beginning and ending states are not changed) 

- test suite T1 used for testing implementation I before it is modified 

- test suite T2 used for testing implementation I′ to ensure that the modified parts of 
I  behave as intended with respect to the added, deleted and changed transitions, 

consider M and M′ and select (and augment if necessary) a subset R of T1 ∪ T2 for 
regression testing of I′ to ensure that the unchanged parts from I have not been 
adversely affected by the modifications. 

This selection (and augmentation) is based on dependence analysis to identify the side 
effects of each modification on the unchanged parts from I. All side effects need to be 
tested since they indicate the indirect interactions within the unchanged parts from I. If 
test cases selected from T1 ∪ T2 do not cover all identified side effects, additional test 
cases must be constructed to augment R to cover remaining side effects.  

This paper also proposes that for dependence analysis to be used beyond regression 
testing of I′ to increase our confidence to the modified parts of I behave as intended, 
one needs to examine the test cases in T1 ∪ T2 for the coverage of direct interactions 
between the model and modifications. That is, one needs to identify the effects of the 
model on each modification and the effects of each modification on the model by 
using dependence analysis. Each of these dependencies should have been covered by 
test cases in T2.  However, if this is not the case, then one needs to examine test cases 
in T1 to see whether it is possible to select test cases from T1 to cover the remaining 
ones (in an effort to avoid incurring the cost of constructing test harness for new test 
cases). When this is not possible, new test cases have to be constructed to cover the 
remaining direct interactions between the model and modifications. 

The rest of the paper is organized as follows. Section 2 reviews the basic terminology 
used throughout this paper. Section 3 discusses the RTS selection using dependencies 
reflecting indirect effects of the modifications within the unchanged part of the SUT. 
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Section 4 presents the approach for ascertaining the coverage of dependencies 
reflecting direct effects introduced by modifications on the changed part of the SUT. 
Section 5 gives our conclusions. 
2     Preliminaries 
Dependence analysis focuses on identifying data and control dependencies between 
transitions in an EFSM. Each (state) transition in an EFSM is associated with an input 
event, an optional enabling predicate, an optional sequence of actions, and an optional 
output event. Before defining data and control dependencies, we first adopt the 
following terminology [2]. In an EFSM, a definition (def) of a variable v is an 
occurrence of v in a transition by which v takes a value. That is, an occurrence of v on 
the left hand side of an action or in the parameter list of an input event. A use of a 
variable v is an occurrence of v in a transition by which the value of v is referenced. 
That is, an occurrence of v on the right hand side of an action, in an enabling predicate, 
or in the parameter list of an output event [2].  

A sequence of consecutive transitions (t1 t2 … tm-1 tm) of an EFSM is called a def-clear 
path from t1 to tm with respect to (w.r.t.) a variable v if v is not defined at t2 … tm-1. 
Def of v at t1 and use of v in tm is a du-pair w.r.t. v if def of v at t1 is the last def of v at 
t1, use of v at tm is a use of v in tm (before v is possibly redefined at tm), and there is a 
def-clear path from t1 to tm w.r.t. v [4]. Given that t and t' are transitions, and v is a 
variable in an EFSM, there is a data dependence from t to t' w.r.t. v, denoted (t, t', v), 
iff there is a du-pair (def of v in t, use of v in t') w.r.t. v. There is a control dependence 
from t to t', denoted (t, t'), if there exists another transition t'' that if executed instead 
of t  prevents t' to be executed, and t' cannot be executed without execution of t, and in 
every path in which t is executed t' is also executed. 
 
A test case is a sequence of consecutive (not necessarily distinct) transitions 
corresponding to a path from the start state to the exit state in an EFSM [2]. A 
modification on a SUT requires a certain part of the SUT to be tested in a specific 
way. Such testing requirements will be denoted using the notation given below.  
 
Case 1) [+t+t′]: Such a test obligation denotes the requirement that the transitions t 
and t′ must be executed, in this order but not necessarily consecutively. A test case      
τ = (t1 t2 … tm) satisfies a test obligation [+t+t′] if there exist two indices 1 ≤ j < k ≤ m 
such that t = tj and t′ = tk. 
Case 2) [+t+t′+t′′]: Similar to Case 1, the transitions t, t′, and t′′ need to be executed in 
this order. Formally a test case τ = (t1 t2 … tm) satisfies a test obligation [+t+t′+t′′] if 
there exist three indices 1 ≤ j < k < l ≤ m such that t = tj, t′ = tk, and t′′ = tl. 
Case 3) [+t+t′]v: This case is the same as Case 1 except that there is an additional 
requirement for a def-clear path. A test case τ = (t1 t2 … tm) satisfies a test obligation 
[+t+t′]v if there exist two indices 1 ≤ j < k  ≤ m such that t = tj, t′ = tk, and the subpath 
(tj tj+1 ... tk) of τ is a def-clear path w.r.t. v. 
Case 4) [+t+t′+t′′]v: This case is the same as Case 2 except that there is an additional 
requirement for a def-clear path. A test case τ = (t1 t2 … tm) satisfies a test obligation 
[+t+t′+t′′]v if there exist three indices 1 ≤ j < k < l ≤ m such that t = tj, t′ = tk, and t′′ = tl 
and the subpath (tj tj+1 ... tl) of τ is a def-clear path w.r.t. v. 
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Case 5) [+t-t′-t′′]: This test obligation denotes the requirement that the transition t 
must be executed at some point in the test case after which the transitions t′ and t′′ do 
not occur. Formally a test case τ = (t1 t2 … tm) satisfies a test obligation [+t-t′-t′′] if 
there exists an index 1 ≤ j ≤ m such that t = tj and for all j < k ≤ m, t′ ≠ tk, and t′′ ≠ tk. 
Case 6) [+t-t′+t′′-t′′′]: Such a test obligation denotes the requirement that the 
transitions t and t′′ must be executed, in this order but not necessarily consecutively. 
Furthermore, the transition t′ (respectively, t′′′) must not be executed between the 
executions of t and t′′ (respectively, after the execution of t′′). Given a test case            
τ = (t1 t2 … tm), τ is said to satisfy a test obligation [+t-t′+t′′-t′′′] if there exist two 
indices 1 ≤ j < k ≤ m such that t = tj, t′ = tk, and for all j < l < k < n, t′ ≠ tl, and t′′′ ≠ tn. 
3     RTS Selection 
A modification on an existing implementation has three kinds of effects. First, the 
modification may affect what already is implemented in the SUT. Second, what is 
already implemented in the SUT may affect the modification. Finally, the 
modification may result in some interaction between two different unmodified parts of 
the SUT in a way they did not interact before. Model based regression testing 
approaches follow this classification and perform three types of tests [8]: Type  1) 
tests for checking the effects of the model on the modification; Type  2) tests for 
checking the effects of the modification on the model; Type 3) tests for checking the 
side-effects of the modification on the unmodified parts of the model. 
 
The first two types of tests are related to the correct implementation of the 
modifications in the SUT. The third type of tests is for checking any unintentional 
effect of the modification on the unmodified parts of the SUT. Let us call the 
collection of all test cases used to test the system before the current version T1. After 
the current version is obtained an additional test suite will be built for checking the 
correct implementation of the modifications. Let’s call this test suite T2. Obviously, 
T2 would include elements for Type 1 and Type 2 tests given above, since T2 is 
mainly introduced for checking the correct implementation of the modifications.  
However, tests of Type 3 for checking any adverse affects of the modifications on the 
unmodified parts of the SUT may not take place intentionally in T2. 

The reason for a modification to have a side effect on the unmodified parts is due to 
an interaction (respectively, an absence of an interaction) between two unmodified 
parts that did not exist (respectively, existed) before the modification. Previous work 
in the literature [8, 11, 2, 3, 4] identifies possible side effects of a modification as one 
of the following four dependence types. 
 
Activation Data Dependence. An activation data dependence is a data dependence 
that does not exist in M but exists in M′. For a modified transition t (an addition or a 
change), the test suite T2 is expected to have test cases for checking dependencies in 
which t actively participates. In other words, if for a transition t′′′, there is a control 
dependence of the form (t′′′, t) or (t, t′′′), or for a transition t′′′ and a variable v, there is 
a data dependence of the form (t′′′, t, v) or (t, t′′′, v) in the modified model M′, the test 
suite T2 is expected to have test cases exercising these kind of dependencies. However, 
if there is an activation data dependence from t to a data dependence (t′, t′′, v), since t′ 
and t′′ may not even be modified transitions, T2 may not have a test case checking 
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such a dependence. An activation data dependence from t to a data dependence (t′, t′′, 
v) requires a test obligation [+t′+t+t′′]v. Intuitively, the test case satisfying this test 
obligation must go through a path that caused this new dependence to exist, and that is 
only possible by using a def-clear path w.r.t. v on which t itself occurs.  
Activation Control Dependence. An activation control dependence is a control 
dependence that does not exist in M but exists in M′. For a modified transition t there 
may be three types of test obligations, which are [+t′+t′′], [+t-t′-t′′], and [+t′+t+t′′]. 
depending on the way the activation control dependence is formed.  
Activation Ghost Data Dependence. If there is an activation ghost data dependence 
from a deleted or a changed transition t to the data dependence (t′, t′′, v) in M′, then we 
know that the last def-clear path causing the existing data dependence is removed. 
Testing such a removal means testing non—existence of a path and that means there is 
no test obligation. 
Activation Ghost Control Dependence. If there exists an Activation Ghost Control 
Dependence from an added or a deleted transition t to the control dependence (t′, t′′) in 
M′ then there are cases to consider: (1) When t is an added transition, the test 
obligation [+t′-t′′+t′-t′′] arises (2) When t is a deleted transition, we know that a path 
required to form the control dependence (t′, t′′) is disappearing. Hence we cannot test 
non—existence of a path, no test obligation arises.  
 
While testing SUT I′, it is sufficient to use a subset T of T1 ∪ T2 such that T satisfies 
the same set of test obligations as the tests in T1 ∪ T2. 

4     RTS Augmentation 
Note that there may be some test obligations raised by the modifications that cannot 
be satisfied by test cases in T1 ∪ T2. Such unsatisfied test obligations can be brought 
to the attention of test designers. This might be valuable for the test designers to 
augment RTS with more test cases as it makes it explicit what needs to be tested, but 
not being tested.  

A similar helpful analysis can also be performed for T2 to see if it includes sufficient 
test cases for checking the correct modification of the implementation. In fact, just 
like T1 is used in Section 3 to complement T2 for satisfying the test obligations raised 
by the side effects of the modifications, T1 can again be used to satisfy some of the 
test obligations of testing the effects of the modifications on the model and that of the 
model on the modifications. We again utilize the definitions of dependencies 
introduced by earlier work [8, 11, 2, 3, 4] and present test obligations of each related 
dependence below.  

Affecting Data Dependence. In order to require a test case to exercise an affecting 
data dependence from a transition t′ to an added or changed transition t w.r.t. v in M′, 
a test obligation in the form [+t′+t]v is needed. 
Affecting Control Dependence. An affecting control dependence from a transition t′ 
to an added transition t will require a test obligation [+t′+t]. 
Affected Data Dependence. An affected data dependence from an added or changed 
transition t to t′ w.r.t. v in M′ will require a test obligation [+t+t′]v. 
Affected Control Dependence. An affected control dependence from an added 
transition t to a transition t′ in M′ will require the test obligation [+t+t′]. 
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There are four other dependence types in the taxonomy, namely Affecting Ghost Data 
Dependence, Affecting Ghost Control Dependence, Affected Ghost Data Dependence, 
and Affected Ghost Control Dependence. All of these dependencies are based on non-
existence of a path with certain properties and therefore they require no test obligation. 

5    Conclusions 
We have presented a regression test suite (RTS) selection method for a given set of 
modifications (i.e., additions, deletions, and changes of transitions) on an EFSM 
model based on dependence analysis. We characterized test obligations to be fulfilled 
for covering the effects of the model on the modifications, the effects of the 
modifications on the model, and the side-effects caused by the modifications. Then, 
considering a given set of modifications on an EFSM model of a system under test 
(SUT), we presented a method to select test cases for regression testing of the SUT 
from a given test suite that will cover the indirect effects of the modifications on the 
unchanged parts of the SUT. In order to increase our confidence on the changed parts 
of the SUT, we proposed an approach for augmenting the selected test cases with 
those that satisfy the unfulfilled test obligations for complete testing of the direct 
effects of the modifications on the changed parts of the SUT.  
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Abstract. Error Correcting Output Coding (ECOC) is a multiclass
classification technique, in which multiple base classifiers (dichotomiz-
ers) are trained using subsets of the training data, determined by a preset
code matrix. While it is one of the best solutions to multiclass problems,
ECOC is suboptimal, as the code matrix and the base classifiers are not
learned simultaneously. In this paper, we show an iterative update al-
gorithm that reduces this decoupling. We compare the algorithm with
the standard ECOC approach, using Neural Networks (NNs) as the base
classifiers, and show that it improves the accuracy for some well-known
data sets under different settings.

1 Introduction

In multiclass classification, ensembles of suboptimal classifiers are preferred over
single classifiers due to the advantages they offer in terms of accuracy, complexity
and flexibility. The Error Correcting Output Coding (ECOC) is one such tech-
nique [3] , where multiple base classifiers are trained according to a preset code
matrix. Consider an ECOC matrix C, where a particular element Cijε (+1,−1)
indicates the desired label for class i, to be used in training the base classi-
fier j. The base classifiers are the dichotomizers which carry out the two-class
classification tasks per each column of the ECOC matrix, according to the input
labelling. Each row, called a codeword, indicates the desired output for the whole
set of base classifiers for the class it is indicating.

During decoding, a given test sample is classified by computing the similarity
between the output (hard or soft decisions) of each base classifier and the code-
word for each class by using a distance metric, such as the Hamming (L1 Norm)
or the Euclidean (L2 norm) distance. The class with the minimum distance is
then chosen as the estimated class label. The method can handle incorrect base
classification results up to a certain degree. Specifically, if the minimum Ham-
ming distance (HD) between any pair of codewords is d, then up to b(d− 1)/2c
single bit errors can be corrected. A good practice in code matrix design is to
ensure large HD between codewords of different classes in order to have large
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error correction capacity and large HD between pairs of columns, in order to end
up with uncorrelated outputs of deterministic classifiers [3].

Although the tasks of the base classifiers are significantly simplified com-
pared to the overall classification problem, the sub-problems are still non-trivial
generally. While the individual base errors may be corrected by using the ECOC
approach, the encoding and the decoding of ECOC matrix are open problems.
Our aim in this paper is to optimize the original matrix so as to better match
the trained base classifiers. This is done by considering the performances of base
classifiers over the individual classes, and changing the ECOC matrix whenever
it is deemed beneficial, while taking the HD information into account.

2 Previous Work

ECOC is a powerful ensemble method for multiclass classification. For encoding
the ECOC matrix, there are some commonly used data-independent techniques
such as one-versus-all, one-versus-one, dense random and sparse random [4] in
addition to the computationally expensive exhaustive codes, which do not guar-
antee the best performance. By using data dependent ECOC designs to create
subproblems which can better fit the decision boundaries of the main problem,
the aim is to increase the overall accuracy and overcome expensive parameter op-
timizations [2]. Although problem dependent coding approaches are successful,
it has been theoretically and experimentally proven that the randomly gener-
ated long or deterministic equidistant code matrices are also close to optimum
performance when used with strong base classifiers [9,10].

As for the decoding of the ECOC matrix, apart from the usual L1 decod-
ing with the HD, weighted decoding approaches, “Centroid of Classes”, “Least
Squares” and “Inverse Hamming Distance” methods[11] can be used. Many static
and dynamic pruning methods are also applied to the ECOC so as to increase
the efficiency and accuracy.

Other than the research on encoding, there has been little work to update
the ECOC matrix, or to analyze the performance of the base classifiers. In [8]
Alpaydin et al train a multilayer perceptron to learn the new ECOC code matrix,
allowing small modifications from the original. In [7], the update of the one-
versus-one coding matrix has been carried out in a problem-dependent way and
the generalization capability of the system is shown to increase.

Our approach is applicable to any ECOC matrix design. The experiments
are carried out on random ECOC matrices of varying column sizes for systems
having NNs as base classifiers. When the number of nodes and epochs used
in NNs is small, increases up to 16% in the overall classification accuracy are
obtained through 10-fold cross validation (CV). Since long random matrices
used with strong base classifiers are proven to perform close to ideal, there is no
remarkable change under this setting.
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3 Proposed Method

Consider the ECOC matrix C, Cij as the entry of the matrix on row i and
column j, and Aij as the accuracy of the base classifier j, with regard to class
i. Aij , measured on a validation set, is the proportion of the samples in class ci

that are correctly classified by j according to the target value specified by Cij .
We propose to flip Cij entries that have corresponding Aij values lower than

0.5 so as to better match what is learned by the base classifiers; i.e. if the
decision of the base classifier does not match the target, we consider changing
the target. However, to keep the decisions of the individual base classifiers as
uncorrelated from each other as possible and avoid deterioration of the row-
wise and column-wise HDs, we have a certain criterion on the flipping process.
Without any stopping criterion, flipping can yield a decrease in the HD between
classes; which can adversely affect the small accuracy gain obtained on a single
class by flipping the decision of a single base classifier.

In our method, we first list the Cij entries in ascending order according to
their corresponding Aij values until 0.5. By using a hill climbing method, which
results in a suboptimal solution due to the greedy decisions it takes in each
iteration, the Cij entries are sequentially proposed for flipping. In each iteration,
a flip and therefore an ECOC update is accepted if the validation set accuracy
does not decrease when the updated ECOC matrix is used in the decoding
process instead of the current one. By considering the validation accuracy in
this stage, we expect the method to take care of the row and column-wise HD
information together with the error correction capacity, and therefore carry out
updates without causing any degradation. In Algorithm 1, pseudo-code for the
method can be found.

Algorithm 1 FLIP-ECOC
1: calculate A and C matrices
2: list Cij s.t Aij < 0.5 is in ascending order
3: noElements←number of elements in the list
4: current state←original ECOC matrix, C
5: for t = 1 : noElements do . start hill climbing
6: nextState←flip tth element of C
7: ∆gain ←valAccuracy[nextState]−valAccuracy[currentState]
8: if ∆gain ≥ 0 then
9: currentState←nextState . currentECOC←updatedECOC
10: end if
11: end for

We have also studied a ternary ECOC [4] extension of the proposed method,
in which the elements Cij are flipped if their corresponding Aij values are below
a threshold (e.g. 0.4) as in the Flip-ECOC method, whereas the elements be-
tween that lower and a proposed upper threshold (e.g. 0.6) are set to zero. The
use of a third label, namely zero, allows us to handle the cases where the classifier
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Table 1. Summary of the 5 UCI MLR datasets

# Training Samples # Test Samples # Attributes # Classes
Glass Identification 214 - 10 6

Dermatology 358 - 33 6
Segmentation 4435 2000 36 6

Landsat Satellite Image 210 2100 19 7
Yeast 1484 - 8 10

decisions are not strong enough to justify a labelling to either class. However,
our results with the extension have not shown remarkable improvement over
Flip-ECOC and we only present Flip-ECOC outcomes in the experiments ses-
sion. We believe that this is due to the problematic decoding of ternary ECOC
matrices [6] and aim to address this problem as a future work. Finally, we also
applied simulated annealing as a greedy search technique. As the results are
not significantly different than those of the hill climbing, hill-climbing has been
selected as the search procedure for the sake of decreased test complexity.

4 Experimental Results

Experiments have been carried out on 5 UCI MLR [5] datasets. NNs (using the
Levenberg-Marquart algorithm) are used as the base classifiers, random coding
as the coding strategy and the HD as the metric in the decoding stage (i.e. the
standard approach). In the experiments, the number of columns of the ECOC
matrix varies between 10 and 150 (namely 10,15,25,75 and 150), that of NN
nodes between 2 and 16, and the level of training between 2 and 15 epochs.

Table 2 shows the summary of the 5 datasets. For the datasets having sepa-
rate test sets, the input training samples have been randomly split into a training
and a validation set. The average results are recorded for 10 independent runs.
For the rest, 10-fold CV has been applied together with a random split of the
training samples into two as above. The size of the validation set has been se-
lected to be equal to that of the training, as it plays an important role both as
a flipping and a stopping criterion in the Flip-ECOC algorithm.

In Figure 1, the relative accuracy gain of Flip-ECOC against the standard
approach is presented. The trend in the graphs show that the power of the
method increases when simpler ensembles with fewer number of nodes and/or
epochs and/or columns are used. Figure 2 presents the actual and the updated
accuracies for some datasets. When the ECOC setup is close to optimum (i.e.
when large number of columns are used with strong base classifiers under random
coding scheme), the method starts to lose its capacity to increase the overall
accuracy as expected; however there is no significant decrease either.
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Fig. 1. Relative accucary difference between the Flip-ECOC and standard ECOC ap-
proaches vs. number of epochs. First Row: for 2 Nodes and 10 (left), 75(right) Columns
Second Row: for 16 Nodes and 10 (left), 75 (right) Columns

5 Discussion

The proposed method improves the default ECOC accuracy in almost all prob-
lems and settings. The extent of the improvement varies up to 16% in certain
cases. Significant improvements are observed when the base classifiers and the
corresponding decision boundaries are simpler; either when fewer number of
nodes are used, resulting in a less complex classifier, or when the networks are
trained using fewer epochs, resulting in a less tuned decision boundary.

The improvements are larger when the number of columns is small (e.g. <
75). When the number of columns is large, more flips are necessary to change
the overall accuracy, due to the large HD already helping with the decoding.
However, when there are too many flips the HD between certain class pairs
may decrease and counter-balance the improvements to be gained from updated
individual base classifier accuracies. Therefore, we may end up with smaller
accuracy gains compared to the ones obtained by using fewer columns.

Finally, the proposed method is less applicable when highly accurate base
classifiers and long random ECOC matrices are employed, where it is already
proven to yield results close to optimal. While theoretically interesting, the use
of ECOC approach with large number of accurate base classifiers is not practical,
due to prohibitive training time. Therefore, we believe that the reliable improve-
ments gained with very small effort in simpler ECOC ensembles are significant.

Techniques on updating the matrix can be further examined by concentrating
on the settings in which improvements were small. Future work is also aimed at
using ECOC matrices other than random ones together with different types of
base classifiers and different decoding techniques.
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Fig. 2. Accuracies of the Flip-ECOC and standard ECOC approaches vs. number of
epochs. First Row: for 2 Nodes and 10 (left), 75(right) Columns Second Row: for 16
Nodes and 10 (left), 75(right) Columns
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Abstract. The Random Neural Network (RNN) has received, since its inception 
in 1989, considerable attention and has been successfully used in a number of 
applications. In this critical review paper we focus on the feed-forward RNN 
model and its ability to solve classification problems. In particular, we paid 
special attention to the RNN literature related with learning algorithms that 
discover the RNN interconnection weights, suggested other potential algorithms 
that can be used to find the RNN interconnection weights, and compared the 
RNN model with other neural-network based and non-neural-network based 
classifier models. In review, the extensive literature review and experimentation 
with the RNN feed-forward model provided us with the necessary guidance to 
introduce six critical review comments that identify some gaps in the RNN 
related literature and suggest directions for future research.  

1   Introduction 

The random neural network (RNN) introduced by Gelenbe ([1]) has motivated a 
number of theoretical papers and application papers (see [2] and [3]). What is unique 
about the RNN compared to other neural network models in the literature (e.g., multi-
layer perceptron (MLP) in [4]), where the activity of a neuron is either a binary 
variable or a continuous variable, is that in RNN each neuron is represented by a non-
negative integer potential, resulting in a more granular representation of its state. 
Furthermore, signals in the RNN are transmitted from one neuron to another in the 
form of spikes of a certain rate, which represents more closely how signals are 
transmitted in a biophysical neural network.   

In 1993 (see [5]), Gelenbe introduced a learning algorithm for the recurrent RNN, 
which is a gradient descent learning procedure applied on an appropriately defined 
error function. The majority of the RNN papers that have appeared in the literature 
use gradient descent as the learning algorithm with a few exceptions (e.g., see [6], and 
[7]). It is a well known fact that the gradient descent (GD) procedure suffers from the 
slow convergence rate to a solution. Gradient descent learning within the context of 
an MLP neural network has been substituted by more efficient algorithms, examples 
of which are Delta-Bar-Delta [8], RPROP [9], and many others. Optimization 
problems where the objective function to be optimized is differentiable have also been 
solved by techniques that are referred to as evolutionary techniques. These techniques 
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avoid the problem of getting stuck in local minima that plagues the derivative-based 
approaches, and the problem of calculating derivatives, which at times can be a 
computationally complex task. An example of an evolutionary approach that has 
received considerable attention in the literature is the particle swarm optimization 
technique (PSO), introduced in [10].   

In this paper, we focus on the class of feed-forward RNN models and on mapping 
problems that are classification problems, so the focus is much narrower than what is 
available in the RNN literature (see [2] and [3]). Nevertheless, a thorough review of 
the RNN literature identified a good number of RNN papers dealing with the feed-
forward RNN model (e.g., [6] and [7], RNN application papers dealing with image 
and video compression, assessing video quality in packet networks, recognizing land-
mines, recognizing the onset of malicious attacks in computer networks, and others). 
It is worth noting that a significant portion of the recent RNN literature deals with 
reinforcement learning of the RNN weights in the context of computer networks, 
referred to as Cognitive Packet Networks [11], and Self-Aware Networks [12]; this 
literature is out of the scope of this paper. The purpose of this paper is to provide 
appropriate critical review comments regarding potential avenues of research related 
to feed-forward RNNs used for solving classification problems. Some of these 
research recommendations are applicable to recurrent RNNs, as well. To provide 
justification for these critical review comments, experiments with the feed-forward 
RNN were conducted (e.g. applying evolutionary learning techniques to learn the 
RNN weights) and the literature was reviewed, but only a small sample of this 
literature is reported here, due to lack of space. It is expected that the critical review 
comments will spur additional RNN research by academics and practitioners in the 
field. 

2   The RNN Model 

The random neural network model has been extensively described in the literature in a 
variety of papers such as [1], and [5], among others, and we assume that the reader is 
familiar with this model. Fig. 1 shows a feed-forward RNN model with , ,  input, 
hidden and output nodes, its representative interconnection weights, and equations to 
calculate its outputs (i.e., the steady probabilities ’s).  The type of problems that we 
focus on this paper is classification problems. In particular, we assume that a training 
collection of input/output pairs,  are available to us, 
and the objective is to map the input vector  to its corresponding desired 
output vector , for all . The parameter  corresponds to the 
number of input/output pairs in the training set. The -th input output pair from the 
training collection that is presented to the RNN is designated by . 
We assume that are vectors of dimensionality , and their -th 

component is designated as . We also assume that is an -

dimensional vector, and its corresponding -th component is designated by . 
We define an error function (for all input/output pairs), as follows: 
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                                                  (1) 

 
In [5], a learning algorithm (gradient descent procedure) has been developed to 

minimize this error function by updating (learning) the network’s weights.  

Fig. 1. A feed-forward RNN architecture, with I input nodes, H hidden nodes and O output 
nodes. All the inputs, outputs and representative interconnection weights are depicted in the 
figure. The equations to compute the RNN outputs are also provided.  

3   Critical Review Comments 

Critical Review Comment 1: Our examination of the relevant RNN literature 
showed that there is not an exhaustive investigation of the different derivative-based 
approaches to solve the associated sum of the squared error problem. Some papers 
related to this topic have appeared in the literature (e.g., [6], [7]) but all of them 
compare their learning algorithms with the gradient descent approach on a limited set 
of problems. On the other hand, the multi-layer perceptron (MLP) neural network and 
its associated back-propagation learning algorithm (gradient descent applied on the 
sum of the squared errors function defined for the MLP model) has received 
significant attention in the literature by a variety of researchers who have suggested 
improvements to its speed of convergence (e.g., [8], [9], and many others). There is a 
need for a more thorough investigation of which of the many derivative-based 
methods is most efficient with the RNN model and this investigation should be 
applied to a good number of benchmark problems. 

Critical Review Comment 2: Our examination of the relevant RNN literature 
showed that there has not been a thorough examination of the feed-forward RNN’s 
performance on classification problems, an important class of problems for a variety 
of application domains. On the other hand, for a wide variety of other classifier 
models (e.g., see [13], [14]) results pertaining to their comparative performance on a 
good number of benchmark classification problems have been provided. Therefore, a 
thorough investigation of RNN’s classification performance, size, and complexity 
needs to be conducted and contrasted against other popular classifier models, such as 
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MLP, ART (Adaptive Resonance Theory), SVMs (Support Vector Machines), 
decision trees (such as CART), and others. 

Critical Review Comment 3: Our examination of the relevant RNN literature 
showed that in finding the interconnection weights of the RNN, primarily first and 
second order derivative methods have been considered. Our limited experimentation 
(see Section 4 of the paper) has illustrated that there might be an advantage in using 
existing evolutionary approaches, such as PSO [10], as well as other evolutionary 
methods, to optimize the weights of an RNN in an effort to avoid getting trapped in 
local minima, which has been one of the problems of first and second order derivative 
based learning methods (e.g., see [15]). 

Critical Review Comment 4: Our examination of the relevant RNN literature 
showed that the majority, if not all, of the RNN papers (e.g., [5], [6], and [7]) consider 
the minimization of the frequently used sum of the squared errors function to find the 
RNN interconnection weights. Although this function is appropriate for regression 
problems, it might not be the most appropriate one for classification problems. As the 
literature is suggesting (e.g., [16], [17], and many others papers), as well as our 
limited experimentation (see Section 4 of the paper) with the RNN and the cross-
entropy error function [18], there might be advantages considering alternative error 
functions to find the weights in a neural network. Therefore, the RNN learning 
algorithm procedures (derivative based or not) should be examined with other error 
functions in addition to the frequently used squared error function, especially if RNN 
addresses classification problems. 

Critical Review Comment 5: Our examination of the relevant RNN literature 
showed that there has been no attempt to co-jointly optimize the weights and the 
structure of the RNN network using a multi-objective optimization approach. 
Considering the extensive literature on the topic of multi-objective optimization of 
classifiers and the good results obtained therein (e.g., [14], many others), it is worth 
considering a multi-objective optimization of the structure and the interconnection 
weights of an RNN model. 

Critical Review Comment 6: A review of the RNN literature revealed that a 
careful analysis of the functionality of the feed-forward RNN model has not been 
conducted, while such an analysis has been carried through for other classifier 
models, such as the MLP (e.g., see [19], many others) This research avenue will 
facilitate the future work, suggested by all critical comments 1-5, which are primarily 
of experimental nature, but whose successful implementation relies on a good 
understanding of the feed-forward RNN model, its capabilities and its limitations. 

4. Experiments with the RNN 

To justify some of the critical review comments that we provided in the previous 
section we conducted some experiments. In particular, we used 12 datasets: G05, 
G15, G25, G40, C00, C15, C25, IRIS (IR), Bupa (BU), Pima (PI) and Magic (MA). 
The first eight datasets are artificial, while the last 4 datasets are real datasets obtained 
from the UCI Machine Learning repository. The G datasets are 2-dimensional, 2-class 
Gaussian data with different amounts of overlap (5% for G05, 15% for G15, 25% for 
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G25 and 40% for G40). The C datasets are off-springs of the famous circle in the 
square dataset with different amounts of noises in the data (0% noise for C00, 15% 
noise for C15, 25% noise for C25, and 40% noise for C40).  In our experiments we 
trained an RNN feed-forward model with  a training set until a criterion of 
convergence was met (maximum number of epochs reached, or error did not change 
appreciably over a number of epochs). Then, we evaluated the performance of the 
trained RNN model on a different set of data, the test set. The results are shown in 
Table 1 and they provide justification for critical review comments 3 and 4. 

In [14] we performed an exhaustive comparison of MO-GART (an ART variant), 
SVM, and CART classifiers on a number of datasets, some of which are the datasets 
that we experimented with the RNN (see Table 1 below). In all the experiments with 
the G datasets the attained classification performance of MO-GART, SVM and 
CART was optimal, using the smallest possible size of a classifier (2). For the C00 
dataset the results were: 99.80 (2) [MO-GART], 99.67 (88) [SVM], 97.56% (28) 
[CART]. For the IRIS dataset the results were: 95.24% (2) [MO-GART], 95.06% (64) 
[SVM], 94.02% (2) [CART]. For the PIMA dataset the results were: 82.67% (2) 
[MO-GART], 73.71% (2) [SVM], and 73.70% (4) [CART]; the numbers in 
parentheses are sizes of the classifier models. Obviously, a more thorough 
experimentation with a variety of classifier models and RNN on a more extensive list 
of benchmark datasets is needed, as critical review comment 2 suggests. 

Table 1: Percentage of Correct Classification (rows 1, 3, 5), and Number of Epochs Needed for 
Training (rows 2, 4, 6) for RNN-RPROP, RNN-PSO, and RNN-PSO (e). RNN-PSO (e) 
minimizes the entropic error function instead of the more typical mean squared error function 
of equation (1). RNN has five hidden nodes. Results are averages over 20 experiments.  

Algorithm G05 G15 G25 G40 C00 C05 C15 C25 IR BU PI MA 

RNN-RPROP 91.4 82.7 73.8 61.2 72.7 66.8 64.9 62.5 89.7 61.1 75.8 73.0 
RNN-RPROP 537 1053 631 500 1274 1486 1724 1843 264 500 1908 2335 
RNN-PSO 92.1 82.8 74.5 61.4 78.5 75.0 69.7 65.7 90.2 63.2 76.0 75.4 
RNN-PSO 100 168 100 100 250 100 200 370 132 199 100 385 
RNN-PSO (e) 95.2 84.8 74.9 61.1 88.4 84.5 77.2 66.1 94.2 66.1 75.6 73.4 
RNN-PSO (e) 262 179 100 95 500 500 478 400 200 200 194 430 

5. Summary 

In this paper we focused on the feed-forward RNN model and its associated learning 
algorithms. Furthermore, we emphasized classification problems. This focus was 
intentional, so that we can narrow the breath of the RNN knowledge to a manageable 
level. We provided six critical review comments that suggested future research with 
the feed-forward RNN model within the context of solving classification problems. 
These comments were substantiated through references to the available literature and 
sometimes through limited but appropriate experimentation. 
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Abstract. Location based routing protocols are heavily dependent on location 
services which provide the position information of the desired destination node. 
Seldom location service schemes include energy efficiency metrics when 
evaluating their performance in forwarding location update and query packets. 
We propose a novel location service that aims at decreasing the distance 
traveled by the location update and query packets and, thus, at reducing the 
overall energy cost. Simulation results are presented to demonstrate that the 
new scheme achieves energy efficiency while maintaining all the other 
performance metrics comparable to the previously published algorithms. 

Keywords: Location service, mobile ad hoc networks, routing 

1   Introduction 

A critical issue for location based routing protocols is to design efficient location 
services that can track the locations of mobile nodes. The earliest of location service 
protocols were based on flooding-based approaches. Then, to restrict the resulting 
location update and query flooding, quorum-based protocols were proposed. 
Recently, hashing-based protocols have been proposed, which can further be divided 
into flat or hierarchical ones. In the first category [1-2], each node’s identifier is 
mapped to a home region consisting of one or more nodes within a fixed location. 
However, a large overhead is introduced during the location update procedure and 
frequent location queries and replies cause early death of the nodes within such home 
region. In the second category [3-5], the network area is recursively divided into a 
hierarchy of squares. For each node, one or more nodes in each square at each level of 
the hierarchy are chosen as its location servers. Thus, the location update cost is 
significantly reduced and location servers are scattered all over the network. 

However, the main goal of the hierarchical hashing-based protocols is just to find 
the location of the destination nodes. They seldom take energy efficiency issue into 
consideration during design of forwarding location update and query packets. We 
propose a novel location service scheme which attempts to decrease the distance 
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traveled by the location update and query packets and, thus, to reduce the overall 
energy cost. 

2   Energy Efficient Location Service 

2.1   Network Partition and Coordinate System 

Each node knows its own position and the positions of its neighbors. The whole 
square network area is recursively divided into a hierarchy of squares which are 
known to each node in the network. At the top level, the entire area is called a level-N 
square. Each of level-i (1 i N< ≤ ) squares is further divided into four level-(i-1) 
quadrants, until the entire region is divided into 4(N-1) level-1 squares. Given L as the 
side length of the whole network area, the side length of a level-i square is Li=L/2N-i. 
Fig. 1(left) illustrates an example of a 4-level hierarchy network.  

             
Fig. 1. An example for a 4-level hierarchy network (left) and location query procedure and 
forward table (right) 

Using the lower left point as the origin, we define the address of level-i square as a 
sequence of coordinate pairs 1 1( , )...( , )N N i i

x y x ya a a a− − ( |
i
x ya  in short) computed as: 

1

| | |
1

( ) /
N i

i i N k
x y x y N k x y i

k
a s L a L

− −
−

−
=

= − •∑ , where ( , )i i
x ys s ( |

i
x ys  in short) is the lower left 

coordinate of the level-i square. For example, the address sequence for the marked 
level-1 square in Fig. 1(left) is (1,0)(1,0)(0,1). Inversely, the lower left coordinate of 

the level-i square can be computed as follows: 
| |

1

N i
i N k
x y N k x y

k
s L a

−
−

−
=

= •∑ . Given a node’s 

coordinate (nx, ny), the address sequence 1 1( , )...( , )N N i i
x y x yna na na na− − ( |

i
x yna in short) 

of the level-i square to which this node belongs is calculated as: 
1

| | |
1

(( ) / )
N i

i N k
x y x y N k x y i

k
na floor n L na L

− −
−

−
=

= − •∑ .  

Z. Wang, E. Bulut and B.K. Szymanski164 



2.2   Location Update 

Each node selects one level-i location server in each level-i square in which it resides. 
The position of the level-i location server ( , )i i

x yls ls (referred to as location server 
point) for each node in level-i square is determined as: 
( , ) ( , ) ( , )i i i i

x y x y ils ls s s hash ID L= + , where ID is the unique identifier of the node. 
Hash is a global function known to each node that maps a node’s ID to a relative 
position in a level-i square. 

In our method, each location server maintains a list of nodes whose location 
information it stores. Each element of the list stores the following information: node 
ID (32 bits), location server level (log2N bits), location information (introduced in the 
following), and expiration time (32 bits). Please note that the destination node’s exact 
location information is only stored at level-1 location servers. At all other levels, the 
location servers only store the address sequence of the square in which the level-(i-1) 
location server resides, as shown in Fig. 1(left). Thus, 1) the memory usage is reduced; 
2) the size of the location update packet is also reduced; 3) the location information at 
level-i location server needs to be updated only when the destination node moves out 
of the corresponding level-(i-1) square, which significantly reduces the frequency of 
location updates, thereby saving a lot of energy. 

In previous methods, all the location update packets are sent to location servers 
individually. In our method, if one node needs to send a location update to more than 
one location server, it first calculates the distances traveled by the update messages 
both for sending them to each desired location server individually (referred as d-
indiv) and sending them in one packet which traverse all the desired location servers 
(referred as d-one). If d-indiv is smaller than d-one, the location update messages are 
sent to each desired location server individually. Otherwise, all the update messages 
are integrated into one packet that is forwarded according to a forward table which 
indicates the sequence of location servers to be visited. Traversing multiple points in a 
plane is a kind of Hamiltonian path problem. We use a simple greedy solution in 
which the next visited node is always the nearest one to the currently visited node. 
Any intermediate node greedily forwards location update packet to the neighbor 
nearest to the position of the next location server in the forward table. Once the 
location update packet reaches a location server at certain level, the corresponding 
location information will be stored at this server and the next entry in the forward 
table pops up. All the outdated table entries are deleted. 

2.3   Location Query 

When the source node resides within a level-s (predefined parameter, we set it to 1) 
square that is beside the boundary of any level-h (predefined parameter, we set it to 
N-1) square, the search proceeds as follows. The source node calculates all candidate 
location server points (from level-N to level-1) that fall into the adjacent level-s 
squares (we refer to them as candidate adjacent squares) located on the opposite side 
of the boundary of a level-h square. If any level-k candidate location server point is 
found in each adjacent level-s square, there is no need to find level-i (i<k) candidate 
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location server points in the same level-s square. Hence, only the highest candidate 
location servers in every adjacent square searched need to be found (we refer to them 
as extra location servers). Then, the source node follows HIGH-GRADE method [5] 
(abbreviated HGM) and calculates, from the lowest level to the highest, all candidate 
level-i location server points of squares in which source node resides until such level 
is reached that its square contains also the destination node (we refer to them as base 
location servers). Both of these two kinds of location points (if the extra location 
servers exist) are sorted into a list that can be traversed by a path starting from the 
source node, using the same greedy Hamiltonian path method as used in sending 
location update packets. If any high level base location server is in front of low level 
base location server, the lower one is deleted from the list because if the location 
query packet checks the high level base location server points first, then there is no 
need to check the low level base location server points. But for extra location servers, 
we need to check all of them in each adjacent level-s square, so we keep all of them. 

An example in which the source node resides in the level-1 square which is beside 
the boundary of level-3 square is shown in Fig. 1(right). The source node calculates 
all candidate location server points in the adjacent squares (there are at most five of 
them, as shown in Fig. 1(right)). There are two candidate location server points in 
adjacent level-1 square (1,0)(0,1)(0,1) (one is level-1, the other is level-3). Only the 
level-3 one will be kept. Then, all candidate location servers are sorted in the order 
shown in Fig. 1(right), as defined by the path traversing from the source node. Since 
the level-2 base location server is in front of level-1 base location server on this sorted 
list, the level-1 base location server will be removed from the list.  

4   Simulations 

We used NS-2.33 to evaluate our scheme and compared it with the HIGH-GRADE 
method [5]. The whole network is deployed over a 1000 m by 1000 m area partitioned 
into 4-level squares. The following metrics are evaluated: (1) the total distance 
(measured in meters and hops) traveled by all location update packets for all nodes; 
(2) the average distance traveled by location query packets; (3) the average distance  
traveled by location query packet for specific destination node (for this kind of 
location query, we select the source node that resides within a level-1 square that is 
beside the boundary of level-3 square; moreover, there is at least one location server 
for the destination node residing in the adjacent level-1 square which is also beside 
the boundary of level-3 square on the opposite side); (4) the average energy usage; 
and (5) the location query success rate. 

In static network scenario, we keep the average number of neighbor nodes constant 
and vary the number of nodes from 200 to 600. For each randomly generated 
topology, nodes send location update packets at first, then, 20 randomly location 
queries start. In the mobile network scenario, nodes move according to the random 
way-point model with no pause time. We keep the number of nodes at 400 but vary 
the maximum nodal speed Vmax from 2.5 m/s to 7.5 m/s.  

Table 1 gives the average results for metric (1) to (3). Clearly, the location update 
cost for our method is much lower than for HGM. This is mainly because the location 
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update messages in our method could be sent in one packet. It is also clear that the 
cost of a specific location query in our method is much lower than for HGM. This 
advantage is the result of its properties: quick search within the adjacent low level 
squares and visiting higher level candidate location server first. However, for 
randomly selected location queries, the costs of the two compared methods are almost 
the same. The reason is that the quick search within adjacent low level squares does 
not always find the desired location servers. In such cases, the distance traveled by the 
quick search just increases the cost without any benefit. However, our method still 
benefits from visiting higher level candidate location servers first, preventing 
unnecessary travel by a location query packet.  

Table 1.  Simulation results for the first three metrics 

Static network scenario for metric (1) 
Node Number 200 400 600 
Our method: distance (hops) 154129.1(1259.6) 302726.2(3285.0) 452976.9(5845.0) 
Compared method: distance (hops) 227285.2(1736.0) 435527.5(4495.4) 649542.7(8037.4) 

Mobile network scenario for metric (1) 
Vmax  (m/s) 2.5 5 7.5 
Our: distance (hops) 324755.9(3581.9) 352415.3(3903.1) 388754.6(4528.7) 
Compared: distance (hops) 475739.1(4946.3) 529158(5736.5) 575242.9(6327.1) 

Static network scenario for metric (2) 
Node Number 200 400 600 
Our method: distance (hops) 1288.6(9.9) 1315.5(13.9) 1317.1(16.6) 
Compared method: distance (hops) 1299.3(10.0) 1303.4(13.7) 1365.5(17.2) 

Mobile network scenario for metric (2) 
Vmax  (m/s) 2.5 5 7.5
Our method: distance (hops) 1021.6(10.7) 1017.5(11.0) 967.3(10.4) 
Compared method: distance (hops) 959.2(10.1) 1055.1(11.3) 1080.8(11.7) 

Static network scenario for metric (3) 
Node Number 200 400 600 
Our method: distance (hops) 878.6(7.2) 966.8(10.3) 1098.3(14.4) 
Compared method: distance (hops) 1443.9(11.2) 1424.8(14.5) 1497.1(18.7) 
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Fig. 2. Simulation results for metric (4), the energy usage 

The energy usage for both methods is shown in Fig. 2. The energy usage for our 
method is lower, in the range of 74% to 88% of the HGM energy use. Table 2 shows 
the location query success rate results. This rate is a little higher for our method. 
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Table 2.  Simulation results for metric (5), the location query success rate 

Node Number 200 400 600  Vmax  (m/s) 2.5 5 7.5 
Our method:  99% 96% 96%  Our method:  80% 72% 59% 
Compared method: 91% 94% 93%  Compared method: 74% 69% 56% 

5   Conclusion 

In this paper, we introduced a novel location service that aims at reducing the overall 
energy cost by decreasing the distance traveled by the location update and query 
packets. Extensive simulations are performed to demonstrate that the new scheme 
achieves energy efficiency while maintaining all the other performance metrics.  
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Abstract. The paper evaluates a simple, yet effective, application-layer
multicast algorithm (AMUCAST) targeted to medium-scale applications
with low-latency requirements. A distributed tree construction and main-
tenance mechanism combines metric measurement and link selection to
produce consistent and self-adaptable trees. The paper presents results
from an extensive simulation study that quantify the performance of the
approach and experimental data collected on a network testbed.

1 Introduction

Many interactive group communication applications need efficient data delivery
service that can adapt to changing workload and network conditions in order
to satisfy their stringent delay requirements. Network layer (IP) multicast pro-
vides a low cost bandwidth efficient mechanism for delivering data to a group of
recipients. However, ubiquitous deployment of IP multicast in the Internet has
been hindered by several practical challenges [1] which have shifted the interest
toward Application Layer Multicast (ALM). With ALM, multicast functionali-
ties such as packet replication, routing and group membership management are
implemented at the application layer on the end hosts rather than in the network
routers.

One approach to ALM is for group members to self-organize into an overlay
network and to take on the responsibility of forwarding data between them-
selves using only unicast connections. This approach conforms to the smart-host
dumb-network paradigm that has driven the internet, allowing for immediate
deployment at the cost of less efficient utilization of network resources in com-
parison to IP multicast due to duplicate packet transmissions over same physical
links.

Designing efficient ALM protocols consists mainly in constructing high qual-
ity and self-adapting overlays with minimal complexity and overhead. Building
such overlays requires knowledge of the underlying physical network and its
performance metrics which are usually estimated using measurement techniques
such as round-trip time (RTT). However, gathering measurements for all pairs of
nodes introduces a large overhead which grows with the group size. As a result,
an ALM protocol needs to achieve good trade-off between topology estimation
and measurement cost.
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2 AMUCAST Algorithm

AMUCAST delivery tree T is source-specific and it is composed of three types
of nodes: a sender s (tree root), a set of receivers M and a set of deputies D,
which may be an empty set, i.e. T = {s ∪ M ∪ D}. Each node n ∈ T maintains
two information sets: (i) the set of children Cn, which consists of n’s current
children in the distribution tree, and (ii) the set of possible successors Nn, which
contains nodes that can potentially be selected as the children of n in the next
tree construction cycle. Note that Cl = ∅ for all leaf nodes l ∈ T and members
of Cn may potentially change over time ∀n ∈ T as the tree adapts itself to
changing conditions. The set N is used to reduce the search space (i.e. the
distributed broadcast space during tree (re-)construction) when the number of
receivers (|M |) is large. Therefore, N ⊆ M .

The tree construction proceeds as follows. Sender s creates a candidate set
Zs, which consists of possible children of s in the to-be-constructed multicast
tree, and sets Cs = ∅. The possible children are selected from Ns based on their
fitness as observed from previous tree constructions. Note that Ns = {M∪D−s}
when there are no previous observations (i.e. during the first tree construction).
Sender s unicasts L copies of the Tree Build Message (TBM) to each node in Zs.
Each TBM carries a unique tree identifier assigned by s along with the sender’s
identifier and predecessor. Each node remembers the last tree identifier, so stale
(delayed) TBMs can be easily discarded.

A node that receives a TBM will immediately repeat the process described
above with its own candidate set after appending its node identifier to the Tabu
List B in the TBM. The Tabu List B in the TBM helps units to construct more
efficient candidate sets and loop-free trees by excluding previously used units
in the tree construction process (i.e. Z = N ∪ D − s − B). A node receiving
the first L TBMs from the same predecessor will send a Child Attach Message
(CAM) to the predecessor. A copy of each CAM is sent to the root to inform it
of the new attachment. A node receiving a CAM will add the sending node to its
child set C. Once s receives attachment notifications from all nodes in M , it will
start using the new tree. Data transmission proceeds by each node retransmitting
data arrivals to nodes in its C set. The tree performance is constantly monitored
and new constructions may be triggered either after detecting a node failure or
performance degradation [2].

3 Simulation Study

The study consisted in observing the performance of AMUCAST when running
over a simulated network that reflected the Autonomous System-level Internet
topology [3] as of 01 January 2009. Each AS was represented as a single node
(excluding stubs) making a total of 1679 nodes and 110620 full-duplex links.
Each link had a 500-packet output buffer and transmission rates exponentially
distributed in the range 32 Kbps to 1 Mbps with a fixed propagation latency of
1 ms.
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A root unit and 20 receivers were instantiated with each run for a 1 Kbps (64-
byte messages) UDP flow for a duration of 90 simulated seconds. Extra unicast
flows (10 Kbps with 512-byte packets) were also established from the root to
K random receivers to create obstruction to the AMUCAST traffic for added
realism. It was assumed a zero-threshold configuration for tree construction,
which implies that multicast trees are always constructed even under low traffic
conditions.

AMUCAST’s candidate set was constructed either by including all receivers
(producing results labeled with the postfix F = 1) or by fitness selection (F = 0).
Fitness was determined by historic performance. Figure 1 depicts the results
along with their 95% confidence intervals: average message latency (1a) and
leaf message latency (1b). While the interfering flows can rapidly impact the
multicast traffic flows and increase the average delay, AMUCAST was able to
substantially produce lower latency than unicasting . A similar observation can
be drawn from the delivery ratio depicted in Figure 1c.

(a) (b) (c)

Fig. 1: AMUCAST under obstructing traffic: (a) average message delay, (b) message
delay to leaf nodes and (c) message delivery ratio.

4 Implementation and Experimentation

An AMUCAST implementation was developed and integrated into the com-
munication services layer (CL) of the DIESIS middleware [4], which is a soft-
ware developed to create the basis for a European modeling and simulation
e-Infrastructure. The current AMUCAST implementation can support different
transport protocols in the substrate network. It can also expose the state of a
node as a web service, which allows convenient remote inspection and monitoring
of the protocol operation for testing and verification purposes.

A testbed consisting of 6 computers running UNIX-based OS was deployed
at various points of the department’s network as shown in Figure 2a, with the
purpose of illustrating the utility of AMUCAST for very small scale applications
with critical delay requirements such as federated simulations. The computers
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are connected to the network via Ethernet and each computer runs a number of
AMUCAST units. We used TCP so that the measured delay would be affected
by both TCP flow and congestion windows as well as losses and delays of the
substrate network. Node fed0 runs the sender (root), which transmits a test
traffic flow of 2600-byte messages on average at approximately 1 message per
second. Figures 2b and 2c depict the leaf round-trip delay over time and the long-
term average delay for a single experiment run under AMUCAST and unicast,
respectively. It can be appreciated that unicast produced roughly twice as high
delay for the same flow of messages and network setting.

(b) (c)

Fig. 2: (a) The network testbed. Measured message round trip delay to leaf units with
(b) AMUCAST and (c) multiple unicasts.

5 Conclusions

This paper has evaluated AMUCAST, an application-layer multicast protocol,
that is suitable for applications with low-delay requirements. A key property
of AMUCAST is self-adaptation, which is achieved by allowing changes in the
multicast tree in response to network conditions. To detect network changes,
AMUCAST implements a continuous but non-obtrusive monitoring of the round-
trip delay to leaf nodes. The results have shown that AMUCAST can significantly
boost the performance of multicast applications as compared to multicasting by
repeating unicasts. Finally, we have shown the utility of AMUCAST on a network
testbed.
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Abstract. In this paper a data centric, platform and hardware communication 
protocol independent, standard compliant and net enabled C4ISR Software 
Framework which is envisioned to be used for all types of mission critic 
processing and display applications in distributed command and control 
projects is presented. 

Keywords: C4ISR framework, Network enabled capability, data distribution 
service, software reuse.  

1   Introduction 

C4ISR stands for Command, Control, Communications, Computers, Intelligence, 
Surveillance and Reconnaissance. Those elements work together according to the 
principle which is called Boyd’s Observe Orient Decide and Act (OODA) Loop [1].  

In this paper, a Command and Control Software Framework (CCSF) for C4ISR 
domain is presented. Various architectural views are built using the Views and 
Beyond (V&B) approach [2] and several standards such as Data Distribution Services 
(DDS) for Real Time Systems 1.2 Specification [3] approved by Object Management 
Group (OMG), GO-1 Application Objects standard [4] by Open Geospatial 
Consortium (OGC), the tactical display military standards MIL-STD-2525B/C, 
App6A/B and Electronic Chart Display and Information System (ECDIS) standards 
are applied to CCSF. CCSF consists of two decoupled sub-frameworks; Tactical 
Display Framework (TDF) for presentation layer and Mission Processing Framework 
(MPF) for the business logic of the C4ISR systems.  

2   Background Information 

It is a common problem in C4ISR software companies to effectively utilize common 
knowledge and build reusable software components. A commonality/variability 
analysis on a set of primary functionalities that are critical for the command and 
control domain has been performed based on C4ISR projects of HAVELSAN. It is 
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observed that a framework for different C4ISR applications is highly needed to 
support systematic reuse and reduce the system development cost. CCSF must be able 
to deal with consuming and providing lots of sensor data in a real or near real time 
manner for both in-platform and inter-platform (net-enabled) usage. Packing the 
business functions into independent services and defining loosely coupled providers 
and consumers for these services were also crucial design goals of CCSF. According 
to these requirements, DDS with publish/subscribe messaging mechanism is chosen 
as the middleware of the CCSF. It is the one that covers the entire spectrum from non-
real time to extreme real time [5]. In [6], there is a real time performance analysis of 
DDS versus to other messaging schemes. 

Network Centric Warfare (NCW) is based on adopting a new way of thinking - 
network centric thinking - and applying it to military operations with information 
superiority approach. NCW is not narrowly about only technology, but broadly about 
an emerging military response to the Information Age [7]. More details about the 
NCW theory can be found in [8]. 

CCSF has requirements to support whole military operational spectrum from 
tactical to strategic command and control domains. Because of interoperability issues 
and as well as to be able to easily design, develop and deploy of services in a loosely 
coupled manner, Service Oriented Architecture (SOA) is accepted as the architectural 
concept of CCSF.  

In this study, CCSF is compared with the similar products in the market: Gizmo 
SDK [9], SAF [10], [11] and Tacticos [12]. CCSF is the only one provides pub/sub 
mechanism, platform independency, application domain independency (air, naval and 
ground) , tactical display support and net centric support at the same time.  

3   System Architecture 

CCSF consists of two basic layers. Platform Layer includes all the libraries and third 
party products which provide Operating System (OS) independency, network 
communications abstraction, graphics abstraction and DDS middleware imple-
mentations. Framework Layer provides reusable components and services for the 
domain applications, abstraction of DDS and hardware communication protocols. It 
also contains the MPF and TDF sub-frameworks.  

Fig.1 shows the deployment view of CCSF defining the allocation of the 
components over hardware nodes. An application uses the functions provided by the 
components of the CCSF and communicates with another application through the 
DDS middleware where the functions of DDS are encapsulated within Data 
Distribution and Monitoring (DDM).  

DDM consists of Tactical DDM (T-DDM) and Strategic DDM (S-DDM). T-DDM 
provides services for tactical level where real time requirements are necessary and S-
DDM provides services for the strategic level where being real-time is not necessary. 
Currently S-DDM supports web services [13]. However, if the Request For Proposal 
(RFP) in [14] is added to the OMG DDS specification, S-DDM will use Web-Enabled 
DDS. All the services are defined in xml based configuration files and the 
contract/interface of the services are created automatically. 
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Fig. 1. The deployment view of CCSF. 

In the MPF; Foundation Infrastructure (FND) provides memory management, 
concurrency, exception handling and logging etc. System Management and 
Monitoring (SYMM) manages lifecycles of the software components. Hardware 
Abstraction Layer (HAL) abstracts the applications from the underlying hardware 
communication protocols like MIL-STD-1553, ARINC-429, EIA-485, EIA-422-B 
and MIL-STD-1397c [15]. Checkpoint & Recovery (CPR) holds the minimum 
healthy data to recover a component from a failover. Recording & Playback (REC) is 
responsible for recording the mission data in order to play it for post mission analysis. 
Utilities (UTIL) provides utility libraries including geodesy functions (loading DTED 
maps or line of side analysis-los-), math and state machine implementation. Mission 
Time (MTIME) provides synchronized mission time. In the TDF; Tactical map 
(TMAP) is used for visualization of geographic data on a display area. Widget set 
(WSET) is the building blocks for GUI window components. Application manager 
(APPM) combines tactical map, application windows and DDS abstraction. 

Since reliability is one of the important concerns, an automated testing framework 
is applied. The details of this automated test framework and continous integration 
platform is given in in [16]. 

4  Application Domain Experiences 

CCSF is tested with platform, simulation and network enabled application domains. A 
naval and an air command and control software system are developed with CCSF for 
platform applications. A small scaled tactical environment simulator is developed 
with CCSF for simulation domain and a network enabled capability scenario is 
developed for network enabled applications. Requirements of all these domain 
specific applications are implemented and tested successfully.  
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5  Conclusion 

CCSF supports both tactical and strategic levels. Easy and fast application design, 
development and testing are achieved by CCSF. It also provides loose coupling and 
ease of integration because of abstraction of both hardware communication protocols 
and DDS vendors. For network centric capability, CCSF provides a framework for 
designing, creating and deploying services. In short term, CCSF will be used as a 
reference architecture for the software product line engineering transition [17].  
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Abstract. This paper presents a decentralised Admission Control (AC)
algorithm, based on the centralised proposed in [1–4]. Our algorithm is
a multiple criteria AC algorithm, where each user can specify the QoS
metrics that interest him/her, and decides whether a new call should
be allowed to enter the network based on measurements of the QoS
metrics on each link of the network before and after the transmission
of probe packets. Our algorithm will be briefly described and we will
present experimental results, conducted in a large laboratory test-bed,
under highly congested circumstances.

1 Introduction

High demand and network congestion can prevent multimedia applications and
users from obtaining the network service they require for a successful operation.
Admission control (AC) is the process that determines whether an incoming
request should be accepted or rejected. This usually requires estimation of the
level of QoS that a new user session will need and investigation of whether
there are enough resources available to service that session without affecting
the QoS of the existing users of the network. So, when a flow requests real-time
service, the network needs to be able to characterise the requirements of the new
flow and make an admission decision based on an estimation of its current and
projected state. Here we describe a decentralised AC algorithm which is based
on the centralised, multiple-criteria, measurement-based AC algorithm presented
in [1–4]. Our algorithm is targeted for self-aware networks (SAN) [5] and more
specifically for the Cognitive Packet Network (CPN) [6] used by the SANs for
two reasons. Firstly because the CPN protocol is directly related to the QoS
desired by the end user and each user can specify different QoS goals based on
which the routing decisions are being made. Secondly, CPN constantly collects
real-time QoS data, so their is no need for special monitoring mechanisms which
would work on top of the network layer, capturing packets and creating log files
at specific time intervals.
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2 Our proposed algorithm

Our AC algorithm consists of three stages. In the identification stage the network
identifies the quality criteria of a new user request and translates them into QoS
metrics. In the probing stage each input node estimates the impact that its new
flow will have to the network, based on personal link QoS information acquired
by sending probe packets to the desired destination and by receiving information
from the rest of the nodes about their finding from similar probings. Finally, in
the decision stage each node searches for a feasible path that can accommodate
the new call by considering the impact of its new flow on the network. All of
the stages are similar to those of the centralised AC described in [1, 4], the only
difference is that now, instead of collecting QoS information about all links to
a central data centre where the decision is being made, each input node collects
its personal information, about specific links, and decides independently.

2.1 Configuration of the experiments

In order to evaluate our mechanisms we conducted experiments in a real, 46-
node testbed located at Imperial College London (same as in [4]. All links have
the same capacity (10 Mbits/s). All users have the same QoS requirements:
delay ≤ 150 ms, jitter ≤ 1 ms, and packetloss ≤ 5%. There are 7 Source-
Destination (S-D) pairs that correspond to 7 users. After making a request, the
user will wait for a random time W and then make a request again. We set the
random waiting time W among requests in order to have different rate for the
arrivals. W is chosen to be uniformly distributed in the range of values [0, 15]
seconds. We set the probing rate at 40% of the user’s rate and the probing
duration at 2s. When a call is accepted, the source generates UDP traffic of
1Mbps constant bit rate that lasts for 600s. Thus, the load on the system is
constantly increasing at least until the 600th second. Since the capacity of each
link is 10Mbps, this means that the network becomes highly congested very
quickly. Each experiment, lasts for 15min (900s) and was conducted 5 times.
The results presented here are the average values of those runs.

Our experiments covered three cases: (i) The Admission Control is disabled
(NoAC), (ii) i) the centralised AC, proposed in [1], is enabled (CAC) and (iii)
the decentralised AC is enabled (DAC).

In figures 1, 2 and 3 we compare the average packet loss, delay and jitter of
a user in the network in all three cases. We observe that in both cases where the
AC algorithm is enabled, the satisfaction of the user is much higher than when
there is no AC. By satisfaction we mean the percentage of time throughout the
experiment duration that all three QoS criteria, that user D1 has specified, are
met. In the case of the centralised AC user D1 is satisfied 81.09% of the time,
contrary to the decentralised AC mechanism where the user is satisfied 18.92%
of the time. When the AC is disabled, this percentage drops even further to
8.11%. It needs to be noted that even if the percentage of the decentralised AC
is low the user’s QoS values are much closer to the requested ones than when we
don’t have AC.
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Fig. 1. Average Packet
Loss

Fig. 2. Average Delay Fig. 3. Average Jitter

Fig. 4. Average time a
user waits in the “re-
quest queue” before being
served

Fig. 5. Average Number
of Requests

Fig. 6. Average Number
of Accepted Requests

Figure 4 shows the average time a user has to wait until it is accepted into
the network, when the AC is enabled. In the case of the centralised AC the users
queue at the central point while in the decentralised version there are individual
“request queues” at each input node. Here we present the average waiting time
over all these queues. When the AC is disabled, users do not wait in a queue
but are served as quickly as possible. In our experiments, a user has to wait on
average 68.11s when the AC procedure is centralised and only 2.49s when the
AC decision is taken independently at each input node.

Figures 5, 6 report the number of requests made in the whole network and
the number of accepted requests respectively, when the AC schemes are enabled.
We observe that with the decentralised algorithm the number of requests served
and accepted into the network is much higher. This is due to the fact that the
users’s do not need to wait in a single queue at the central point and are therefore
served much faster.

3 Node coordination

In order to further improve the performance of our decentralised AC, we tried
two simple coordination mechanisms between the input nodes. The admission
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decision of our decentralised algorithm is based on the limited personal QoS
information that each input node has from the links that are affected by the
probe traffic and from the existing flows initiated by that node. In the experi-
ments presented at the previous section we observed that the satisfaction of the
accepted users in the decentralised version is worse than in the centralised one.
This is mainly because each input node has limited information and does not
know the QoS values of all the links like in the centralised version. Also, multiple
probes are in the network and the estimation of the algorithm is not accurate.

Here we test two simple coordinating mechanisms in order for all the input
nodes to have more ”global” information about the links of the network. First we
exchanging messages between all the input nodes. Every time a node measures
link information it sends those values along with the time it measured them to
all of the other input nodes. When a node wants to make a decision it bases it
on the most recent link values taken from all the nodes.

Having nodes to exchange messages every time they measure a different link
QoS value introduces additional overhead in the network. Therefore we also
implemented a lighter coordination mechanism. In this mechanism, every time
an input node has new QoS measurements instead of sending them to every
source node in the network it randomly chooses one and only sends it to it.

3.1 Experimental results

The experiments have the same configuration as in section 2.1 and cover three
cases: (i) the decentralised AC with no coordination between the input nodes
(DAC), (ii) the decentralised AC with full coordination between the input nodes
(DAC-Full) and (iii) the decentralised AC with random coordination between
the input nodes (DAC-Rand).

From figures 7, 8 and 9 we observe that the satisfaction of the user improves
when coordination is used. Same as before, in the case of the decentralised AC
user D1 is satisfied 18.92% of the time. When we apply full coordination the
user satisfaction increases to 27.03% and when we have random coordination the
satisfaction surprisingly increases further to 40.54%. Additionally, the percentage
of the satisfaction is still low mainly because of the jitter restriction. This is
maybe because we use CPN with only delay as QoS goal and therefore CPN
chooses the smallest delay paths while our AC algorithm looks at delay jitter
and loss. We believe that if you use a combinatory QoS goal the results will
improve.

Figure 10 shows that when we have coordination, the waiting time is slightly
longer due to the message exchanges. More specifically, for DAC the average
waiting time is 2.49s, while for the fully coordinated DAC it is 2.69s and for the
randomly coordinated is 2.56s.

Figure 11 shows that almost the same number of requests are being made in
all three cases while figure 12 shows that by having coordination more users are
accepted into the network. So, when coordination is used not only the satisfaction
is improved but also the number of users accepted into the network increases.
This is because with the coordination the input nodes have more information
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about the network status. Additionally, with the random coordination even more
users are accepted since fewer messages are exchanged between the input nodes.

Fig. 7. Average Packet
Loss

Fig. 8. Average Delay Fig. 9. Average Jitter

Fig. 10. Average time a
user waits in the “re-
quest queue” before being
served

Fig. 11. Average Number
of Requests

Fig. 12. Average Number
of Accepted Requests

Regardless of the fact that the QoS values experienced by the users are very
close to the requested ones, the satisfaction of the users is still quite low. This is
because the sources probe the network at the same time making the estimations
inaccurate. A way to overcome this could be by making the algorithm stricter,
for example by decreasing the requested QoS values or by putting a restriction
on the feasible path’s size. Of course making the algorithm too strict could lead
to poor use of the network resources and low utilisation. Another way would be
to use a token passing mechanism for the probing stage, but this would increase
the waiting times. Another idea is to use the distributed algorithm when the
demand is small and then serialise the admission process by an auction process
when the demand gets high. We are currently investigating the latter.
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4 Conclusions

It is obvious that having a centralised AC mechanism raises security issues, since
there is a single point and if this fails the system collapses. Also in the centralised
version users have to wait for a relatively long time in order to be served. On the
other hand, in the decentralised version each input node bases its decisions on
restricted information. Also, each source node probes the network independently
causing false estimations and additional traffic to the network. The experimental
results showed that by decentralising our AC algorithm the network does not get
over-congested and the QoS values are kept close to the required ones, but, as far
as the satisfaction of the users is concerned, it is less likely that the user-specified
QoS requirements will be met. A direction towards improving the decentralised
AC could be to look into other coordination mechanisms between the decision
(input) nodes. An idea would be to use an auctioning mechanism to supervise
the decision stage.
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Abstract. This work proposes an efficient method for solving the Distance-1 
Edge Coloring problem (D1EC) for the assignment of orthogonal channels in 
wireless networks with changing topology. The coloring algorithm is performed 
by means of the simulated annealing method, a generalization of Monte Carlo 
methods for solving combinatorial problems. We show that the simulated 
annealing-based coloring converges fast to a suboptimal coloring scheme. 
Furthermore, a stateful implementation of the D1EC scheme is proposed, in 
which network coloring is executed upon topology changes. The stateful D1EC 
reduces the algorithm’s convergence time by one order of magnitude in 
comparison to stateless algorithms.  

Keywords: Channel assignment, Edge coloring, Simulated annealing. 

1   Introduction 
Tremendous growth of 802.11 wireless networks in the last years allows adopting 
protocols that optimize the usage of the narrow available radio spectrum. In 
particular, the main problem that degrades network performance is the interference 
between concurrent transmissions, i.e., packet collisions. To avoid collisions, it is 
necessary to coordinate the transmitters within the network to access the wireless 
media through a multiple access scheme based on time, code or frequency. The 
availability of orthogonal channels (e.g., in CDMA or OFDMA systems) allows to 
assign dedicated channels to node pairs that would otherwise interfere with each 
other, so that multiple simultaneous transmissions can successfully occur. However, 
the number of available orthogonal channels is limited. Thereby, it is not always 
possible to assign a different channel to each different node pair. 

Channel assignment can be seen as a graph coloring problem [1], by using, e.g., the 
“distance-1 edge coloring” (D1EC) described in [2]. We propose a heuristic for D1EC 
which uses a centralized algorithm and exploits a global knowledge of the network 
topology and the node activity. Our channel assignment algorithm uses a 
combinatorial method called simulated annealing [3]. In particular, we propose a 
stateful approach to further improve the coloring algorithm performance by running 
the coloring scheme from an initial channel assignment whose cost is near to the 
minimum. We developed a Java simulator to validate our proposal. 

1.1   Definitions 

Here we recall the basic definitions about graph coloring and simulation annealing.  
Graph coloring. It consists in assigning a color to each edge of a graph, so that no 
two adjacent edges share the same color. A k-coloring is an assignment of edges to k 
colors. We say that a graph G is k-colorable if there exists a k-coloring for G. Given a 
k-colorable graph G, finding a k-coloring is solvable in polynomial time for k = 2, but 
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NP-hard for k ≥ 3 [4]. Since graph coloring is NP-complete, the channel assignment 
problem is also NP-complete, and therefore an optimal assignment cannot be found in 
polynomial time. Several approaches have been developed to define a channel 
assignment problem as a graph coloring problem, e.g., in cellular radio networks [5-
6], and in IEEE 802.11-based mesh networks [7-8].   
Link distance. Given a graph G, and two nodes u and v contained in G, a link luv  is 
defined as the edge contained in G that connects node u to node v. Let the distance 
d(u1, u2) between two nodes u1 and u2 in a graph G be the minimum number of hops 
in G from u1 to u2. Then the distance between two links lu1u2 and lv1v2 is the minimum 
of distances between one node in {u1, u2} and one node in {v1, v2}. 
Hence, zero-distance between two links means that the two links share a common 
node; distance one means that at least one edge connects one node of the first link to 
one node in the second link, hence simultaneous transmissions interfere. Distances 
greater than one are achieved if no edges connect a node in the first link to a node in 
the second link. So, channels can be reused over links whose distance is two or more. 
D1EC channel assignment. Given a graph G and a sub-graph A ⊆  G, “the Distance-
1 Edge Coloring (D1EC) problem seeks a mapping of colors to links in A such that 
any two links in A that are at distance one with respect to G are assigned different 
colors” [2]. The authors of [2] do not discuss the time needed for the coloring to be 
computed and show the network throughput for a colored static topology, i.e., a static 
channel assignment is calculated before starting the experiments. 
Simulated annealing. It was originally proposed by Kirkpatrick et al. [3] and Cerny 
[9]: a system has a set S of possible conformations s, each having a cost K(s) and a set 
of neighbors N(s) representing the possible state transitions from s. A transition from 
s to s’∈N(s) occurs according to the Metropolis criterion [10], i.e.: if the cost 
difference ΔK=K(s’)-K(s) is negative then the s’ becomes the new conformation; else, 
a random number R between 0 and 1 is generated according to a uniform distribution, 
and the resulting conformation is accepted if e-ΔK/C>R. The parameter C is a constant 
called control parameter. It regulates the percentage of new configurations that are 
accepted in case ΔK is positive. A cooling process, in simulated annealing 
applications, is emulated by decreasing C progressively from C0 to Cf through a 
function f(C) = uC. Note that C0 is critical in order to engage the simulating annealing 
process, while Cf allows to define a final condition for the algorithm.  

2   Dynamic channel assignment through simulated annealing 
An active network topology is a subnet that only contains nodes that are sending and 
receiving packets, and edges that connect these nodes. If the active network changes, 
also the interference map changes. Furthermore, static coloring of the entire network 
results in using an unnecessary high number of colors to assign channels to edges that 
will not really contend most of the time. In practice, with a dynamic coloring scheme, 
channel assignment could be performed for the sub-graph comprising the active nodes 
only, and online, e.g., when the set of active nodes changes or on a fixed schedule. To 
speed-up the online coloring update procedure, we further exploit the fact that, upon 
topology changes, the current coloring is likely to be close to the optimal coloring for 
the new active topology. Hence we run D1EC via simulated annealing as soon as the 
traffic matrix changes. The contention degree, i.e., the number of interfering links, 
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represents the cost in the Metropolis criterion. We developed a Java simulator to 
evaluate the coloring scheme, as well as to design and test the simulated annealing 
parameters. The details about the simulator and the Java code are omitted due to space 
constraints. Our simulations show that applying D1EC to the set of active nodes is 
efficient, and initializing D1EC with the colors in use in the previous subinterval 
converges faster than starting from a non-colored graph (stateful initial condition).   

2.1   Design of a D1EC-suitable simulated annealing  

Different perturbation methods are used for promoting 
state transitions in simulated annealing and obtain a 
fast convergence to a coloring conformation which is 
close to the optimal one. Since the algorithm tuning 
depends on the network topology, we considered 
different topologies for which we found similar results. 
Hence we only show results for the network of Fig. 1, 
which is an extraction from the Chaska’s 802.11 
network, and contains 45 vertex and 75 edges. As 
baseline, we considered an algorithm that does not use 
the Metropolis criterion, and hence accept state 
transitions only if ΔK > 0. We call this algorithm 
NOT-SA, and we compared its performance to the one of a legacy perturbation 
method (SA) in which we (i) select all edge pairs that have the same color and whose 
distance is one, (ii) assign a random color to those edge, and (iii) use the Metropolis 
criterion. Following [3] we found that the optimal values for C0 is 4, and u = 0.95. Cf 
was set such that SA effectively converges. Results-not shown here due to lack of 
space-show that SA outperforms NON-SA. In particular, SA reaches a significant cost 
reduction within little iteration, while NON-SA converges more slowly. 

3   Evaluation   
All tests reported here were repeated 10 times, and results are shown in terms of 
average statistics. We first consider a stateless version of our algorithm, and then we 
show that the stateful algorithm is ten times faster than the stateless one. In order to 
show the advantage of using the stateful initial condition, we simulate D1EC with 
simulation annealing in a network in which one node pair is activated after the other, 
following a random order. When a node pair is activated, the shortest path between 
the two nodes is computed, and all nodes and links on the path are added to the active 
network topology. This way, we simulate the impact of multihop wireless traffic. 

In Fig. 2, we report the performance of the D1EC when all computations are 
initialized with a monochromatic assignment, and 3 to 19 colors are available for 
D1EC. In the figure, the cost decreases dramatically with respect to the initial cost, 
and fifty iterations are enough to reduce the cost to less than 10% of the initial cost 
when using at least seven colors. With three colors, the network under test cannot be 
colored with zero cost. Anyway, also in that case, the minimum possible cost is 
approached in as few as fifty iterations. Further iterations do not really reduce the cost 
remarkably. The convergence time is shown in Fig. 3, which reports the number of 
iterations required to converge after a node pair is added to the active topology: the x- 

 
Fig. 1 - Graph, extracted 
from the Chaska network. 
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Fig. 4 - Convergence time 
(stateful).   

axis represents the number of node pairs already in the network when the topology 
changes, and the y-axis shows the iterations to convergence after the topology change. 
A few hundreds of iterations are needed in order to converge at each step. In the 
results of Fig. 4, D1EC uses the last active coloring scheme as initial coloring for the 
updated network graph, and newly added edges are initialized with a same random 
color. Noticeably, whatever the number of available colors, the stateful algorithm 
converges in few tens of iterations, ten times faster than the stateless algorithm. 

4   Conclusions 
We proposed a simulated annealing-based dynamic channel assignment algorithm, 
and demonstrated that it can quickly compute a good suboptimal coloring. In 
particular, we introduced a state in the algorithm, which makes the coloring ten times 
faster by using an initial channel assignment whose cost is near to the minimum. 
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Abstract. Several research efforts have focused on the topic of unified data 
models for IP traffic measurements. However, this domain is so rich in 
semantics and comprises so many challenges that a standard for sharing and 
handling datasets is difficult to achieve consensus on. This work is backed by 
the know-how coming from two projects dealing with unified, privacy-aware 
access to network data and aims to achieve an integrated model, combining the 
various concepts involved.  

Keywords: Network monitoring, privacy, ontology, semantic model, access 
control. 

1 Introduction 

Activities related to network monitoring hold an outstanding position among the ICT 
technologies threatening personal privacy. While useful and important for purposes 
such as network operation, management, planning and maintenance, security 
protection, law enforcement and scientific research based on real traffic traces, 
network monitoring not only may lead to privacy violations but it is also surrounded 
by legal implications.  

The FP7 projects PRISM [1] and MOMENT [2] have dealt with unified, privacy-
aware access to network data, proposing two different, albeit complementary, 
approaches. Both projects acknowledge the manifold advantages of using ontologies 
in the design of traffic monitoring infrastructures. This work conducts a survey of the 
similarities and differences between the two approaches, drawing from different 
backgrounds and originating from different scientific communities, in order to 
achieve possible added value in a unified view of the IP traffic measurement domain. 
This work is motivated by and contributes to the activities of the “Monitoring 
Ontology for IP traffic” (MOI) [3] ETSI ISG. 
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2 Two Perspectives on the IP Traffic Measurement Domain 

The MOMENT project has developed an approach comprising all aspects of the IP 
measurement domain. It includes four ontologies: Data, Metadata, Upper and 
Anonymization [4]. The latter (Fig. 1) serves for the definition of possible 
anonymization strategies to be applied to the data, prior to their release. The 
PolicyObject is the cornerstone class; it associates a number of UserRoles and 
UsagePurposes, applied to a number of PrivacyScopes. The PolicyObject specifies a 
well-defined AnonymizationStrategy and an associated AcceptableUsePolicy. The 
former consists of a group of AnonymizationTargets and an AnonymizationBackend to 
support and implement that strategy. The latter represents an informative structured 
document, about what the provider expects from the user regarding the use of data 
that the provider is willing to release. An innovative idea is reflected by the DataAge 
class, capturing the concept that the age of a measurement makes it less sensitive and 
a looser scheme could be enforced.   

 
Fig. 1. MOMENT Anonymization ontology.  

On the other hand, the PRISM ontology [5] (Fig. 2) has been developed in order to 
become the semantic implementation of a privacy-aware access control and 
authorization model, specifically devised for the protection of network monitoring 
data [6]. It defines access control Rules as associations of PersonalData, Purposes 
and Roles. The rules are also associated with contextual Conditions, as well as meta-
rules, reflecting concepts such as inheritance and privacy obligations. The data types 
may become members of ExclusiveCombinations, preventing their combinatorial 
disclosure, while a set of software Components enables the definition of 
DataTransformations, e.g., for adjusting precision. 
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3 Towards a Combined Approach  

Table 1 summarizes the main points of the two approaches. Each approach’s rationale 
differentiates the overall design; while MOMENT mostly targets interoperability, 
PRISM focuses on policies and reasoning. As interoperability is the bottom-line 
requirement for standardization, the MOMENT approach is the basis of unification, 
incorporating certain PRISM features; their integration point is the MOMENT 
Anonymization Ontology. 

Concerning the representation of data, monitoring purposes and roles, the 
MOMENT model already defines such entities; for becoming PRISM-enabled, the 
corresponding classes are replaced by the PRISM equivalents. For relieving the latter 
from their interoperability restrictions, they are extended by the flexible string 
matching approach of MOMENT [4]; this way, the unified approach takes advantage 
of both the detailed PRISM hierarchies and the interoperability and flexibility features 
of MOMENT.  

With respect to rules definition, PRISM lacks pre-defined anonymization patterns, 
while MOMENT does not support real-time strategies specification. The solution 
adopted is to extend MOMENT strategies with privacy obligations and to make them 
integral to the PRISM real-time decision making procedures. An interesting aspect is 
the so-called “privacy context” that should affect final decisions, where the two 
projects have followed quite different approaches. PRISM’s Conditions class is 
extended with MOMENT’s data age concept. This class becomes related with both 
the rules themselves, as well as the anonymization strategies, for their conditional 
application, while it is also supported by the MOMENT fuzzy matching mechanism 
PRISM’s ExclusiveCombinations is also adopted. 

RulesPersonalData Purposes

Roles
Conditions

DataTransformations

Components

ExclusiveCombinations
refersToData refersToPurpose

refersToRole
transformsDataFromType transformsDataToType

usesTransformationTool

Excludes

appliesUnderCondition

- Specification of read/access rights
- Specification of retention provisions
- Definition of “privacy obligations”
- Description of inheritance meta-rules

- Temporal parameters
- Spatial parameters
- History-based parameters

- Inheritance (OR-tree) hierarchy
- Composition (AND-tree) hierarchy

- Inheritance (OR-tree) hierarchy
- Composition (AND-tree) hierarchy
- Detail level hierarchy

- Inheritance (OR-tree) hierarchy
- Composition (AND-tree) hierarchy

 

Fig. 2. PRISM ontology.  
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Table 1.  Summary of the MOMENT and PRISM approaches.  

Aspect  MOMENT Perspective PRISM Perspective 
General structure 4 discrete ontologies, classes-based Integrated ontology, instances-based 
Data types 
representation 

Sub-classes of the 
AnonymizationTarget class 

Instances of the PersonalData class, 
with three different hierarchies 

Purposes 
representation 

Sub-classes of the UsagePurpose 
class 

Instances of the Purposes class, with 
two hierarchies (AND-, OR-tree) 

Roles 
representation 

Sub-classes of the UserRole class Instances of the Roles class, with two 
hierarchies (AND- and OR-tree) 

Rules definition Rules serve for the association of 
anonymization strategies to roles, 
purposes and anonymization targets 

Access control rules, with additional 
provisions regarding conditions, 
obligations 

Anonymization 
strategy 
definition 

Static; the Anonymization Ontology 
defines some pre-specified 
anonymization strategies 

Dynamic; the strategies are specified 
in real-time by means of ontological 
reasoning  

Anonymization 
implementation 

The Anonymization module calls 
external anonymization back-ends, 
with Java AAPI wrapper included 

The ontology contains “semantic 
pointers” to PRISM software 
components (including AAPI wrapper) 

Obligations N/A Per rule definition, using properties 
Exclusive data 
disclosure 

N/A Implemented by means of the 
ExclusiveCombinations class 

Additional 
“privacy context” 

Data age Temporal, spatial and history context, 
exclusive data combinations 

Management of 
measurements 

Measurements are represented as 
instances of the Measurement class 

Measurements are managed outside 
the ontology 
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Abstract. In this study, we propose dynamic prioritization of image
macro-blocks for Wireless Multimedia Sensor Networks (WMSN). An
encoding scheme is employed at the source node by labeling the blocks
as “important” or “not-important” based on the information they con-
tain. We introduce a set of novel priority measures to weigh importance
of macro-blocks using their intrinsic properties. Experimental results re-
veal that the priority encoding scheme gracefully adapts itself to the ap-
plication’s quality requirements while reducing the required bandwidth
fairly.

1 Introduction

A wide range of emerging wireless sensor network applications may benefit from
multimedia capabilities [1]. Border surveillance is such an application, where sen-
sor nodes equipped with low-power cameras can be utilized in an intrusion de-
tection scenario. Resource utilization is one of the main issues in WMSN. Trans-
mitting the informative parts of images instead of the whole scene helps to utilize
resources effectively. Although there are some work in the literature devoted to
data extraction from images, compression and transmission over WMSN, these
are still in their early stages [2]. Complex encoding techniques those require pro-
cessing of the full image data prior to its transmission may not be suitable for
sensor nodes due to memory and processing resource constraints.

Packet prioritization has been extensively studied in the literature for differ-
entiated services networks. One of the pioneering work is by Albanese et al. [3].
However, in WMSN the problem becomes more specific due to resource con-
straints and the dynamic nature of the environment. Therefore, static resource
allocation methods are not convenient for WMSN. Soro et al. [1] indicate that
multimedia packet prioritization remains an open challenge. Lecuire et al. [2] per-
formed packet prioritization of wavelet sub-bands. Their main aim is the energy
efficiency of image transmission. On the other hand, the present study focuses
on packet prioritization at the network layer which adapts itself to the appli-
cation layer requirements and environmental changes using a simple encoding
mechanism.
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In this study, we propose a priority encoding scheme that is applicable to
image partitions rather than the full image. N � M 8-bit grayscale images
are partitioned into m � m pixel macro-blocks. These macro-blocks are seri-
ally passed to the network layer for encoding. The network layer employs a
cost effective image measure to the macro-blocks and labels them as “impor-
tant” or “not-important” based on the information they contain. Then, only
the packets labeled as “important” are transmitted through fully reliable paths.
In this method, priority threshold value is the critical network parameter that
has to be set carefully for successful labeling. Determining the threshold value
should be adaptive based on the setup of the sensor nodes and the images to
be transmitted. In the border surveillance application, the image parts contain-
ing humans are valuable. Therefore, their successful transmission to the sink
node is more important than transmitting the background image. To this end,
different priority measures are considered: entropy, edge and reproducibility. To
quantitatively measure their performances, we propose a new metric called as
Object-Transmission-Rate (OTR). It reflects the object quality in the transmit-
ted images. We compare the performance of the priority encoding when different
image measures are used. Transmissions over lossy links without any encoding
case is used as the baseline for the comparisons. The implementation costs of
the proposed measures are also examined on real sensor nodes.

2 Packet Prioritization for Images

Generally, the image to be transferred in a WMSN is not homogeneous. Some of
its parts contain more information compared to others. In this section, we provide
several measures to weigh the importance of a given macro-block. Our motivation
is border surveillance with WMSN. Therefore, the measures should emphasize
objects in the image and label the ones containing objects as “important”. The
proposed measures are entropy, edge and reproducibility.

Entropy measure can be taken as the probabilistic information measure of a
given macro-block [4]. For each image macro-block, entropy is calculated by its
normalized grayscale intensity histogram. This is actually the sample probability
mass function of the macro-block.

Edge measure is based on the edge amount in the image. If there is an object
in the image, it should have edges. Therefore, if a measure can be developed
based on the edge information, then it can also be used for packet prioritization.
In this study, the simplest edge detection method based on Haar filter (with
coefficients {+1;−1}) is used without direction selectivity. The absolute values
of these edge filter responses in the image macro-block are summed and taken
as the edge measure.

Reproducibility measure is based on the well-known technique in image pro-
cessing called as image inpainting [5]. In this measure, each macro-block is rep-
resented by the mean value of its grayscale pixel values. If the mean value of
a macro-block is close to the mean values of its neighboring macro-blocks, in
general terms it resembles its neighbors. Hence, it is possible to reproduce it. If
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the mean values are different, then the macro-block differs from its neighbors
and it may not be easy to reproduce it, so it is “important”. The weight for the
macro-block p is calculated as Rp =

∑8
n=1 |µ(p)−µ(pn)| where µ(p) is the mean

value of p. pn for n = 1; ...; 8 are the eight neighbors of p.

3 Experiments

In the experiments, we assume that sensor nodes do not fail during image trans-
mission and a reliable communication path between the source and the sink is
established prior to image transmission. Each macro-block is labeled as “impor-
tant” or “not-important” in accordance with the selected priority measure and
corresponding priority threshold value. Then, the “important” macro-blocks are
transmitted in seperate data packets through the reliable channel with a trans-
mission probability p = 1. The “not-important” macro-blocks are dropped from
the network buffer. Therefore, the number of prioritized macro-blocks are equal
to the transmitted packets.

In this study, we selected test images in accordance with their suitability to
surveillance applications. For this purpose, we picked 26 images from [6]. We
first implemented the entropy, edge, and reproducibility measures under Matlab.
Applying each measure to test images, we obtain macro-block weight matrices
for each measure-image pair.

Along with the weights, a threshold value is determined to label macro-blocks
of an image for each priority measure. We determine the threshold values for
each measure by taking the medians of the macro-block measure weights of all
26 images together. By applying the thresholds to the macro-block weights, we
obtained different Prioritized-Packet-Rates (PPRs) for each measure-image pair.

We evaluate the efficiency of the proposed encoding scheme and the priority
measures by the rate of the transmitted objects which are subjects of the appli-
cation, in the image. We call this metric as Object-Transmission-Rate (OTR).

3.1 Results and Implementation Costs

We conducted a set of Monte Carlo simulations under Matlab to compare the
results of the proposed measures. As a performance criterion, we consider the
number of tests in which OTR is greater than the corresponding OTRsim. In
this way, we attain 85% success rate for entropy and edge measures, and 100%
success rate for reproducibility measure.

Another consideration is on the relation between OTR and PPR. To assess
this relation, we generate the Object Transmission Index (OTI) which is cal-
culated as OTI = OTR/PPR. This index gives us the best measure in which
maximum amount of objects are transmitted with minimum amount of pack-
ets. OTI’s of the measures are given in Table 1. As can be seen in this table,
reproducibility measure is the most successful one in terms of OTI.

We implemented each measure on Telos [7] compatible Tmote Sky sensor
nodes as summarized in Table 2. The edge based measure needs lowest memory
and fairly low CPU cycles.
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Table 1. Object transmission index values.

Measures µ(OTR) µ(PPR) µ(OTI)

Entropy 0.8164 0.5176 1.58

Edge 0.8186 0.4832 1.69

Reproducibility 0.8782 0.4845 1.81

Table 2. Implementation costs of the measures.

Measures CPU Cycles Program Memory Data Memory Network Buffer

(bytes) (bytes) (bytes)

Entropy 8270 206 454 64

Edge 2800 126 72 64

Reproducibility 1820 514 154 4480

4 Conclusions

In this study, we first introduced a set of novel packet priority measures for the
network layer. Each measure achieves high OTRs and has different advantages.
While the reproducibility measure needs the lowest processing time, edge measure
has the minimum memory requirement. Hybrid usage of these measures should
be examined as a future work. Second, the proposed encoding scheme enables
packets to be labeled as “important” or “not-important” without referencing
the full image. Experimental results indicate that the labeling can successfully
be done using adaptive group based thresholding. By using priority encoding in
this scenario approximately half of the bandwidth is saved.
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Abstract. A new energy-aware disjoint routing discovery scheme for
wireless ad-hoc networks is developed. With a novel energy per bit mea-
surement technique incorporated with a two-group allocation method,
the information bits can be allocated to each path such that the overall
amount of energy consumed is minimized.

Key words: energy-aware routing, two-group allocation, ad hoc net-
work

1 Background

The constrained energy problem in wireless ad-hoc networks renders the need
for energy-efficient routing protocols, especially when multi-path routing [1] is
considered. Instead of identifying routing paths with the smallest hop counts
and transmitting fixed-sized packets, routing paths with the smallest energy per
bit requirement can be selected using a two-group allocation scheme and a novel
energy consumption per bit measurement technique to adjust the packet sizes
on each path, hence satisfying the minimum energy requirement.

There are two main strategies of multi-path routing in literature; the best
route selection scheme and the load balancing method. The former measures
parameters such as the hop count [1] and the probability of successful transmis-
sion [5] to find the best path and the latter considers multiple routing paths [3,
4] to minimize energy utilization, improve fault tolerance and network lifetime,
alleviate traffic congestion and maximize the data rate.

In this paper a novel routing path discovery algorithm is proposed to identify
multiple routing paths by minimizing energy consumption while maximizing
data rates. To achieve this objective, the paper is organized as follows. Section
2 formulates and defines this research problem. The account of the proposed
routing path discovery scheme is given in Section 3. Section 4 presents the results
and Section 5 concludes this paper.

2 Problem Formulation

Consider a total of M bits to be transmitted over T seconds through Z paths
linking a source to a destination node in a wireless ad hoc network with N ran-
domly distributed immobile nodes, where disjoint multi-path routing is assumed.
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Each hop between two adjacent nodes, i and j, in path z allows Lz bit packet
size to be transmitted over a service time of T i,j for i, j ∈ Jz where Jz represents
a set of numbers denoting all nodes in path z for z = 1, . . . , Z. If a total of mz

bits are transmitted over T seconds using path z where M =
∑Z

z=1 mz, the
amount of energy consumed in path z over T seconds can be written as

Ez = PMAC,zT = mzPT NPGTc

∑
i∈Jz

1

ri,l

(1)

where PMAC,z = mzPT NPGTc

T

∑
i,l∈Jz

1
ri,l

is the required MAC power for path z,

PT is the transmission power, NPG is the processing gain, Tc is the chip period
and ri,l is the data rate required for transmission between node i and l, where
i, l ∈ Jz . From (1), the consumed energy per bit for path z can be expressed as

Eb,z =
Ez

mz

= PT NPGTc

∑
i,l∈Jz

1

ri,l

(2)

Hence, the main aim of this paper is to minimize the total energy ET =∑Z

z=1 mzEb,z such that the total data rate in bits per second is achieved as

M

T
=

Z∑
z=1

mz

T
=

Z∑
z=1

Lz

maxi,l∈Jz
(T i,l)

(3)

considering the maximum permissible MAC rate over each path z, RMAC,z,MAX =
Lz

maxi,l∈Jz
(T i,l)

. To minimize ET , all routing paths z = 1, . . . , Z with the least con-

sumed amounts of energy per bit, Eb,z are identified using (2), which requires
optimization of the data rate, ri,l that can be realized by the two-group resource
allocation scheme [2]. Once Eb,z is discovered, the number of bits that should be
allocated to path z can be determined as

mz =
M

Eb,z

∑Z

z=1
1

Eb,z

, (4)

where the energy consumed per path, Ez is equal for all paths. Having mz , the
packet size, Lz for path z is calculated from equation (3) as follows

Lz ≥
mz

T
max
i,l∈Jz

(T i,l), (5)

where the minimum energy utilization requirement is met with equality and
the maximum service time, maxi,l∈Jz

(T i,l) is calculated using the approach pre-
sented in [2]. In the next section, modified disjoint multi-path routing algorithms
to address this energy minimization problem are proposed.

3 Modified Disjoint Multi-path Routing Discovery

Two techniques are developed to discover the least cost disjointed routing paths,
in which none of the nodes between the source and the destination nodes are
shared, where the cost is the energy per bit calculated using (2).
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3.1 The Trellis-hop Diagram Approach

Given an N -node network topology, all possible routing paths can be identified
using a trellis-hop diagram. The N nodes are arranged in each column of an
N -column trellis diagram. All routing paths can be discovered by drawing the
links from the source node on the top-left corner of the diagram to the connected
neighbouring nodes, which are denoted in the next column until the drawn rout-
ing paths reach the destination node on the last row of the diagram. The least
cost disjointed routing path is then identified using (2). Once this path is known,
all other nodes connected to it are disconnected to reconstruct a new network
topology from which the next least cost routing path is discovered. This process
is repeated until all least cost routing paths are identified. However as N grows
larger, the required computational load increases significantly. To address this
problem, a modified Viterbi algorithm is proposed next.

3.2 The Modified Viterbi Algorithm

There are two main parts of this algorithm. The first part discovers all low cost
routing paths of the current network topology by grouping the routing paths in
different levels, Rk based on the hop count, k, where k = 1, 2, . . . , N−1. From the
lowest level, R1, the link cost is calculated using equation (2) for all uncompleted
routing paths until the highest level is reached. At each level, the routing paths
which arrive at the destination node are considered complete, hence recorded in
the completed routing path table before being removed from the uncompleted
routing path table. If more than one uncompleted routing paths pass through
the same link, the routing path with the lowest sum of the link costs is selected
before being removed from the uncompleted routing path table.

Once all low cost routing paths are found, the next part of the algorithm is
to identify the lowest cost path from these paths. After knowing this path, all
nodes along it are removed and a new network topology is formed from the rest
of the nodes to find the remaining disjointed routing paths using the first part
of this algorithm. In the next section, some simulation results are presented to
demonstrate the advantage of applying the proposed scheme.

4 Simulation Results

To measure performance of the proposed schemes, networks with 50 randomly
distributed nodes are produced and tested. Using the modified Viterbi algo-
rithm, four least cost routing paths are discovered from four different topologies
constructed from a 50-node network, as shown in Figure 1a.

Figure 1b shows the energy consumed per bit when the proposed energy-
aware disjoint single-path routing (EADSR) and the ad hoc on demand distance
vector (AODV) schemes are tested with five different network topologies, given
source-to-destination pairs under different scenarios. The lowest cost routing
paths are chosen for both cases while the two-group algorithm is compared with
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(a) Disjoint multiple routing path discovery (b) Energy consumption comparison

Fig. 1: Discovered routing paths with energy consumption measurement

the standard high speed downlink packet access (HSDPA) equal rate allocation
scheme. It clearly shows that the EADSR, which can be further enhanced by the
two-group allocation scheme, consumes the least amount of energy.

5 Conclusion

In this paper, an energy-aware disjoint routing scheme is proposed for wireless ad
hoc networks. With a novel energy per bit measurement technique equipped with
the two-group algorithm, energy consumption is minimized while maximizing the
transmission rate over the routing paths chosen.
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ProFID: Practical Frequent Item Set Discovery
in Peer-to-Peer Networks
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Abstract. This study addresses the problem of discovering frequent
items in unstructured P2P networks. We propose a fully distributed Pro-
tocol for Frequent Item set Discovery (ProFID) where the result is pro-
duced at every peer. We also propose a practical rule for convergence of
the algorithm. Finally, we evaluate the efficiency of our approach through
an extensive simulation study on PeerSim.

1 Introduction

Peer-to-Peer (P2P) systems are very dynamic and scalable, hence centralized ap-
proaches are not as functional, reliable, and robust as decentralized approaches.
Peers may need a system-wide information such as network size, query/event
counts, or mostly contacted peers for specific files in order to perform various
tasks such as load-balancing or topology optimization [1]. Database applications
[2], wireless sensor networks [3], and security applications can also make use of
frequent item discovery protocol, as well as P2P applications [1, 4]. Hence, ef-
ficient discovery of frequent items would be a valuable service for distributed
systems.

We propose a fully distributed gossip-based approach named ProFID using
pairwise averaging function and convergence rule which is novel in frequent item
discovery problem. Our approach for data aggregation in ProFID is inspired by
[3] and the main differences are that it works for multiple items and utilizes ag-
gregation for frequent item set discovery. The work of [3] presents a distributed
way of calculating aggregates such as averages, sums, and extremal values. They
use topology information while determining the termination time, which is not
practical since it may not be available at all peers. Another related study [5]
proposes a push-synopses protocol using uniform gossip for aggregate compu-
tation and analyzes the scalability, reliability and efficiency of their approach.
Algorithm converges to true average only if all peers have a knowledge about
all items in the system, which might be an inconvenient requirement for large
networks without centralized agents. In [4], gossip protocol is used for the first
time in frequent item discovery problem. In order to identify frequent elements,
a threshold mechanism is used, and by using sampling, the communication load
is decreased. However, a uniform gossip is performed, which is not a realistic
assumption for large networks.
? Research supported by TUBITAK (The Scientific and Technical Research Council

of Turkey) under CAREER Award Grant 104E064.
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2 ProFID: Protocol for Frequent Item Set Discovery

We consider a network consisting of N peers denoted as P={P1, P2, . . . , PN} and
M item types denoted as D={D1, D2, . . . , Dj , . . . , DM}, where Dj has a global
frequency gDj

i i ⊆ D
and each local item (Dj) has a local frequency fi,Dj such that

gDj
=

N∑

i=1

fi,Dj
, Dj 6∈ Si =⇒ fi,Dj

= 0

Peers form an unstructured network and communicate in rounds with a fixed
duration. A peer may leave or join the network at any time. Furthermore, peers’
local clocks do not need to be synchronized because peers use clocks just to
perform periodic operations.

We provide a gossip-based fully distributed approach with pairwise averag-
ing function in ProFID, utilizing pairwise averaging function with gossip-based

message) to a target peer and the target peer performs averaging operation using
its own state and incoming state, then replies the average of incoming items (in
a pull message) back to the sender. Then, sender updates its state. By this way,
a single push-pull based pairwise averaging operation is completed. In order to
prevent misleading calculations, this operation must be performed atomically.
For this purpose, we used buffering and timeout mechanisms. Since we aim to
find frequent items, knowing averages of items is not enough, we also need to
calculate the system size N at each peer. In order to calculate system size, an
initiator peer adds a unique item named ui in its local item set. The local fre-
quency of this item is set to 1. Since only one peer has that unique item, average
frequency of that item would converge to 1

N from which N can be extracted
by each peer. Using both estimated average frequency of items and the network
size, each peer can calculate the frequencies of items. Due to page limitation, we
refer interested reader to [6] for details of our study.

3 Simulation Results

We used PeerSim [7] simulator to build the model for ProFID. We evaluated the
behavior and performance of ProFID through extensive large-scale distributed
scenarios. Random graphs with average degree 10 is used in the experiments and
items are distributed randomly to all peers. Moreover, all the simulation data
points are the average of 50 experiments. We evaluate the effects of convergence
parameters (ε and convLimit) on the accuracy and efficiency of ProFID, as well
as the performance of pairwise averaging function.

Fig. 2a depicts the scalability of ProFID in terms of time complexity. Our
results (for number of rounds to converge) agree with the O(logN) time com-
plexity of epidemic dissemination [8]. Fig. 2b illustrates that even though the

function uses push-pull scheme meaning that a peer sends its state (in a push
aggregation and a practical convergence rule (Fig. 1). Our pairwise averaging

are unknown to all peers a priori. Each peer (P ) has a local set of items S
. Parameters N, M, and g are system-wide information, hence they
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Fig. 1: ProFID Algorithms: Active thread, passive thread, and convergence check

link drop probability is around 5%, convergence error of the pairwise averag-
ing is almost negligible. In this simulation, the message loss probability of each
link is independent and identically distributed. As depicted in Fig. 2c, algorithm
converges faster for larger values of fanout since a peer exchanges its state with
more neighbors and its state is disseminated faster to the network.

Fig. 2: (a) Number of gossip rounds needed for all peers to converge. (b)The
effect of link drop probability on the accuracy of pairwise averaging. (c) The
effect of fanout on convergence time

Fig. 3a shows that increasing ε, decreases both average number of messages
sent per peer and number of rounds to converge because convergence rule in-
crements convCounter value with more probability, which results in faster con-
vergence. Since algorithm converges faster, peers communicate less and average
number of messages sent per peer decreases. In contrast to ε parameter, increas-
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ing convLimit increases both the average number of messages sent per peer and
number of rounds to converge because convCounter needs to be incremented
more to reach convLimit. Fig. 3c illustrates the effects of convergence param-

Fig. 3: The effects of ε (a) and convLimit (b) on convergence time and average
number of messages sent per peer. (c) The effects of convergence parameters on
relative error.

eters on converge time. The fastest convergence occurs whenever ε parameter
takes its largest value and convLimit takes its smallest value, which agrees with
the convergence rule. However, there is a tradeoff between convergence time and
accuracy as depicted in Fig. 3c.

In conclusion, our results confirm the practical nature, ease of deployment
and efficiency ProFID. As future directions, we aim to evaluate ProFID in peer
churn scenarios, and investigate the effect of limited gossip message sizes. For
comparison, we are developing the well-known push-synopses protocol [5] by
adapting it to the problem of frequent item discovery and practical P2P net-
work settings. Furthermore, we aim to conduct network tests of ProFID on the
PlanetLab.
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Face Signatures Derived from the Trace
Transform
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Abstract. Face signatures computed from the Trace transform offer
alternative face representations. They may be used in tasks like face
authentication and face recognition. We demonstrate the usefulness of
the constructed features with experiments on the BANCA and FERET
databases.

1 Introduction

Problems concerned with human faces are of two types: face authentication (ver-
ification) and face recognition (identification) [1]. In the authentication task, one
of the most successful methods is based on the Trace transform [1]. However, this
method is very computationally intensive. Inspired by this method, our goal here
is to explore some other options of the Trace transform and construct signatures
from it. The produced face signatures are used in authentication tasks.

2 Methodology

The Trace transform is produced by calculating a functional, T , over parameter t
along tracing lines. Each of the tracing lines is characterized by two parameters,
which are its distance from the centre of the axes, p, and its orientation, φ. In our
implementation, instead of considering lines at various orientations, we follow [4]
and rotate the image instead, while keeping the tracing lines at fixed orientation
φ = 90◦. The tracing lines are two pixels apart, i.e., △p = 2 and each line is
sampled with points two pixels apart, i.e., △t = 2. Different Trace functionals
produce different Trace transforms [3]. In our work, we used the following 7
Trace functionals [2]:

T1 :

∣

∣

∣

∣

∣

∣

n
∑

j=1

ei5lnr1j r1jf(r1j )△t

∣
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∣

∣

∣

∣
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∑
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rjf(rj)△t
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∣

∣

∣
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T4 : median
(

{|(tk − c1)f(tk − c1)|}tk>0, {|f(tk − c1)|1/2}tk>0

)

T5 : median
(

{|f(tk − c1)|}tk>0, {|f(tk − c1)|1/2}tk>0

)

(1)
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The so called circus function is produced by applying a diametric functional to
the columns of the Trace transform, to produce a function that depends only on
φ. In this work, 6 diametric functionals were used:

P1 :

N
∑

k=1

|g(pk+1)− g(pk)| P2 : median ({g(pk)}k, {|g(pk)|}k)

P3 :

N
∑

k=1

|FourierTrans(g(pk))ωk|4△p

P4 :

∣

∣

∣

∣

∣

N
∑

k=1

ei4lnr1k (r1k)
0.5f(r1k)△p

∣

∣

∣

∣

∣

P6 :

∣

∣

∣

∣

∣

N
∑

k=1

r2kf(rk)△p

∣

∣

∣

∣

∣

P5 : median
(

{|(pk − c1)g(pk − c1)|}pk>0, {|g(pk − c1)|1/2}pk>0

)

(2)

The combination of the 7 Trace functionals and 6 diametric functionals produced
a total of 42 circus functions, denoted as h(φ). Then, following [2] we produced

the associated circus functions using ha(φ) ≡ sign(h(φ))|h(φ)|− 1
v where v is a

number characterizing the pair of functionals used [5]. The produced associated
circus functions are normalised so that they differ from each other only by ro-
tation and a positive scaling [5]. So, each face in the database is represented by
42 signatures. In an authentication task, the same signatures are computed for
the query face. Then, the system should verify whether the query face is identi-
cal with the reference face (client) or not (impostor). To perform this task, we
compare the corresponding signatures, one from a reference face and one from
the query face, by computing their normalised correlation coefficient (NCC), for
the shift that maximises it.

3 Experiments

We demonstrate our work using the BANCA and FERET databases. The BANCA
database [6] consists of 312 faces of 56 subjects (6 faces per subject captured
in three different sessions). These faces are divided into three sets: training set,
evaluation set and testing set. The subjects are randomly divided into 25 clients,
12 evaluation impostors and 15 test impostors. The training set is used to build
the client models and the evaluation set is used to select the combinations of
trace and circus functionals that best discriminate between clients and impos-
tors and to define the threshold for the score of similarity. The faces in the
testing set are used to simulate the authentication test. The FERET database
[7] consists of 450 faces of 150 subjects (3 faces per subject). The subjects from
this database are randomly divided into 50 clients, 50 training impostors and
50 testing impostors. The performance is observed using False Acceptance (FA)
and False Rejection (FR). FA and FR are measured by FA = (EI/I)× 100%
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and FR = (EC/C) × 100%. EI is the number of impostor acceptances, I is
the number of impostor claims, EC is the number of clients rejected and C
is the number of client claims. Three thresholds are chosen so that they make
the two error rates, when computed for the evaluation set, to be FAe = FRe,
FRe = 0 and FAe = 0: TFAe=FRe , TFRe=0 and TFAe=0, respectively, where letter
e indicates that these error rates refer to the evaluation dataset.

During training, we computed the normalised correlation coefficients, be-
tween face signatures of the same client, for all clients, and between signatures
that correspond to all combinations of clients and impostors. The normalised his-
tograms of these values were constructed in order to help us identify which face
signatures are good discriminators. For the BANCA database, the selected cir-
cuses are those produced by the following pairs of functionals: (T1, P1), (T2, P1),
(T4, P1), (T6, P1), (T7, P1), (T6, P4), (T7, P4), (T6, P5) and (T7, P5), while for the
FERET database, the selected circuses are those produced by: (T1, P1), (T2, P1),
(T4, P2), (T5, P2), (T4, P4), (T5, P4), (T1, P5), (T2, P5), (T3, P5) and (T5, P5). The
scores obtained from these circuses for the evaluation sets are represented by
the normalised histogram shown in Fig. 1 and 2, for the two databases, respec-
tively. From these graphs, the three thresholds, TFAe=FRe , TFRe=0 and TFAe=0

were obtained.

Fig. 1. The normalised histogram of the face scores of the BANCA database.

Fig. 2. The normalised histogram of the face scores of the FERET database.

In the testing, the scores of similarity between the impostors in the testing set
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and the clients in the training set, and the scores between clients in the testing set
and the training set were calculated. Using the BANCA database, the total num-
ber of scores for the clients-impostors is 4500 (25 clients×2 shots×15 impostors×
6 shots) and for the clients-themselves is 100 (25 clients× 4 shots), while for the
FERET database, the total number of scores for the clients-impostors is 7500
(50 clients×1 shots×50 impostors×3 shots) and for the clients-themselves is 50
(50 clients× 1 shot). The calculated error rates from the BANCA and FERET
databases are shown in Table 1.

Table 1. Error rates from (a) BANCA and (b) FERET

(a) (b)

TFAe=0 TFRe=0 TFAe=FRe TFAe=0 TFRe=0 TFAe=FRe

FA 0% 44.8% 3.9% 0.1% 90.9% 4.9%
FR 47.0% 0% 7.0% 98.0% 0% 8.0%
TER 47.0 44.8 10.9 98.1 90.0 12.9

4 Conclusions

The results presented in Table 1 show a total error rate of 10− 13%. This is too
high for an authentication system to be used in practice. However, it shows that
the face signatures we constructed can be used as features, in combination with
other features for a practical authentication system.
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Automatic and Self-adaptive Facial Expression Tracking 

Jing chi 1 
1 Department of Computer Science and Technology, Shandong Economic University, Ji’nan, China 

Abstract. We present a novel automatic and self-adaptive technique for facial 
expression tracking. The face point clouds are acquired at video rate with 3D 
scanner or reconstructed from 2D images. A single time-varying deformable 
mesh model is computed with our new metric to track these point clouds. A 
normal constraint is presented and introduced in the new metric to measure the 
direction consistency of vertex normal and vertex motion in the tracking 
process. Combined with other constraints in the new metric, it can 
automatically ensure the vertices move to optimal position. The normal 
constraint also works effectively where the model is very different from the 
point clouds in geometry. Experiment results show that the new technique can 
well track facial expression without manual aid. 

1 Introduction 

In recent years, 3D facial expression tracking with dynamic face point clouds has 
become an important and challenging problem in computer graphics. These point 
clouds are captured at video rate with 3D scanner or recovered from 2D video flow, 
which records the facial time-varying expression. Each point cloud can be 
reconstructed as a mesh to reflect the expression at a certain time. But these meshes 
have different geometry and topology, which makes it difficult to accurately reflect 
the facial expression variation and reanimate the captured expressions. So, we need to 
build a sequence of meshes with the same topology and integrally represent the mesh 
sequence as a single deformable mesh model. The mesh sequence will reflect the 
time-varying expression and the single model can support further processing such as 
expression editing, surface deformation analysis, and so on. 

Because the facial physical structure is complex, and humans are sensitive to the 
unnatural expression variation, it is necessary to track all the subtleties of expression. 
In addition, to improve the tracking efficiency, the manual aid should be decreased in 
the tracking process. Moreover, the tracking process should get suggested results no 
matter how different the facial shapes are. To address those problems, we present a 
novel more automatic and self-adaptive technique for 3D facial expression tracking in 
this paper. We use a single deformable mesh model to fit each captured mesh under 
our new metric in order to track the facial expression. The new metric extends 
iterative closest point (ICP) idea to non-rigid deformation while retaining the 
convergence properties of ICP, and introduces the normal constraint to enforce the 
directional consistency of the vertex normal and the vertex intra-frame motion, which 
can avoid the manual aid in tracking process and improve the adaptability to different 
facial shapes. 
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2 Prior Work 

[1,2] focus on accurately tracking facial features from 2D video sequences. [3,4] use a 
deformable 3D face model to track a image sequence. The model has not enough 
degrees of freedom to capture all the subtle expressions. [5-7] focus on capturing the 
subtle expressions. All these methods in [1-7] can not track facial expression 
automatically. 

[8-11] introduce non-rigid deformation to create a single deformable mesh model. 
[9] uses a multi-resolution deformable face model to fit the captured mesh sequence. 
Global rigid deformations are performed on the coarse level of the model, and local 
non-rigid deformations on the fine level. The non-rigid deformation integrates an 
implicit shape representation and the B-spline based Free Form Deformation (FFD). 
The implicit representation increases computations and FFD decrease intuitive control 
on deformation. [10] extends the ICP framework to non-rigid deformation by 
incorporating additional constraints in the closest point search. The framework can 
accurately recovers the facial expression, but work poorly when the model and the 
captured mesh have very different facial shapes. The methods in [8-11] all take 
feature correspondences as an important factor to constraint the deformation of the 
model. It requires users to select facial feature points for each captured mesh. The 
selection spends tremendous amount of skill and time. In our method, the normal 
constraint will be used to avoid manual aid in tracking process. 

[12] uses a multi-scale face model to track the facial wrinkles motion. The method 
does not need manual aid, but the wrinkles on actor’s face should be marked with 
different diffuse colors in order to automatically form the feature correspondences. 
This data acquisition is time-consuming and make actor uncomfortable. [13-15] use 
optical flow to constraint the deformation of the facial model, so as to automatically 
fit the model to the captured mesh sequence. Though almost all the correspondence 
information can be derived from images by computing optical flow, image sequence 
is not always acquired. In many cases, estimation of optical flow is not robust, which 
will result in unwanted deformation. In our method, the normal is used to guide the 
automatic tracking of the mesh sequence, which can overcome the limitation of 
optical flow.  

3 New Method 

We use a high-resolution deformable mesh model to track the facial expression in this 
paper. The expression data acquired from 3D scanner or reconstructed from 2D 
images exists in the form of a mesh sequence. A new metric is presented for 
computing optimal deformations of the model to fit each mesh. The model can be a 
user defined mesh or the first frame of the mesh sequence. If the model is a user 
defined mesh which may be very different from the captured meshes, we first fit the 
model to the first mesh of the sequence, initialized with a small amount of user 
guidance, and then automatically fit the initial deformed model to the rest meshes 
under our new metric. If the model comes from the first mesh of the sequence, we 
directly fit the model to the mesh sequence under our new metric automatically. 
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Let ( , )S V E=  be an n -vertex deformable triangle mesh, with vertex set { }iV v=  
and edge set 1 2{( , )}E i i= . We call S  source mesh. Let { | 1,2,..., },  mT m Mϒ = = be a 
captured mesh sequence with M frames. Each frame in the sequence can be represented 
as ( , )m m mT V E= , where mV  is vertex set and mE  is edge set. We call mT  target mesh. 
To fit the target mesh, we assign a displacement d  for each vertex of S , and then use 
a new metric to solve for these unknown displacements so that the deformed mesh S′  
with vertex set { }i iv d+ , optimally approximate the target mesh. The new metric 
consists of a closest-point term, a normal term, and a smoothness term. Automatic and 
self-adaptive tracking can be achieved with the new metric. 

3.1 Closest-point constraint 

The closest-point term measures the distance between the deformed source mesh and 
the target mesh. Naturally the distance should be small. This term is expressed as 

2({ }) ( )
i

a i i i i i
v V

E d w v d q
∈

= + −∑  (1) 

where, i iv d+  is the new location of iv  after being displaced, i.e., the vertex on 
the deformed mesh S′ , and its closest compatible point on target mesh T  is 
denoted by iq . ( )i i iv d q+ −  is the Euclidean distance between i iv d+  and iq . iw  
is a weight factor which is set to zero when no compatible point could be found. In 
our method, a point v  on S′  and a point q  on T  is considered to be compatible 
if the difference in orientation of normals at v  and q  is less than 90° and the 
distance between v  and q  is within a threshold. In closest compatible point search, 
normal compatibility is judged beforehand to remove large numbers of unnecessary 
distance computations, which accelerates the closest point computation. 

3.2 Normal constraint 

The computed deformation of the source mesh only with closest-point constraint is 
generally unwanted. For example, as shown in Fig.1, when the source mesh S  with 
vertices { }iv  does not completely cover the target mesh T , S  may be deformed to 
S′  with vertices { }iv′  only with closest-point constraint. Here, the vertices of S′  
bunch together in some regions of T  while still approximate T closely. In fact, it is 
more reasonable in this case to move the vertices of S  along their normal directions 
(denoted by red dashed arrow, e.g., 

1v
N  is the vertex normal on 1v ), which could 

guide S  to deform to cover the whole target mesh T  after several iterations. So, 
we introduce a normal constraint in the metric to measure the directional consistency 
of the vertex normal and the displacement vector on the vertex. Specifically 

2
1({ }) ( , )

i

i

b i v i
v V

E d angle N d
∈

= ∑  (2) 

where 
ivN  is the vertex normal on iv , ( , )

iv iangle N d is the angle between 
ivN  and 

id . Eq.(2) performs usefully when there is large difference between the source mesh 
and the target mesh. 
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The normal also plays an import role in automatic mesh fitting. In our method, the 
mesh sequence is captured at video rate, so adjacent frames of the sequence are very 
close, and the deformation between adjacent frames is small. As shown in Fig.2, the 
m-th frame Tm is very close to the (m+1)-th frame Tm+1. Here, Tm can be regarded as 
source mesh and Tm+1 as target mesh. We aims to deform the source mesh to optimally 
fit the target mesh. In ideal case, each source vertex after being displaced could map 
onto a point on the target mesh, and has the same normal direction with the target 
point. This means that the distance between the deformed source mesh and the target 
mesh should be small, and the directional difference between normals on the 
displaced source vertex and its corresponding target point should also be small. As 
shown in Fig.2, only with the closest-point constraint, Tm may be deformed to T'm. 
The vertex 6v  is displaced to 6v′  whose closest point on Tm+1  is 6q′ . However, the 
vertex normal 

6vN ′  on 6v′  is very different from the surface normal 
6qN ′  on 6q′ . 

The cases of 2v  and 3v  are similar with 6v . It means that the computed 
displacements are not optimal in this case. It may be more reasonable to deform Tm to 
T"m. Here, 6v  is displaced to 6v′′  on which the direction of vertex normal 

6vN ′′  is 
consistent with the surface normal 

6qN ′′  on 6q′′ - the closest point to 6v′′ . So, it is 
necessary to adjust the deformation considering normal consistency as well as 
distance minimization. The normal consistency constraint will ensure the directional 
consistency of vertex normal on the displaced source vertex and surface normal on the 
corresponding target point. Specifically,  

2
2 ({ }) ( , )

i i i
i

b i i v d q
v V

E d angle N Nϕ +
∈

= ∑  (3) 

where iq  is defined as Eq.(1), 
i iv dN +  is the vertex normal on the vertex i iv d+ , 

iqN  
is the surface normal on iq , and ( , )

i i iv d qangle N N+  is the angle between 
i iv dN +  and 

iqN . iϕ  is a weight factor which is set to zero where no corresponding point could be 
found.  

Fig. 1. The computed optimal deformation with 
closest-point constraint deforms source mesh S to S' 
whose vertices {vi'} bunch together in some regions 
of target mesh T. Here, qi is the closest point for vi' . 
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q4 
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Nv1 
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Fig. 2. Illustration of the normal 
constraint in automatic fitting.  
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If the source mesh is a user defined mesh which may be very different from the 
captured mesh sequence, we will use Eq.(2) as normal constraint to compute optimal 
deformation. Assuming the source mesh has been deformed to optimally fit the first 
frame of the mesh sequence and been denoted as 1S  (or the first frame can be 
directly used as 1S ), then starting from 1S , we recursively get 1mS +  that optimally fit 
the (m+1)-th frame by deforming mS  that has fitted the m-th frame. In the recursive 
fitting process, Eq.(3) is used as normal constraint. Combination of Eq.(1) and Eq.(3) 
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will ensure that the deformed mesh matches the target mesh as well as the vertex 
motion matches the normal consistency. As discussed above, the optimal deformation 
can be ensured without manual aid since the adjacent frames of the sequence are very 
close. 

3.3 Smoothness constraint 

Generally, the computed deformation with the closest-point and the normal 
constraints would still not result in a very attractive mesh, because the neighboring 
vertices on the source mesh may displace to disparate parts of the target mesh. For 
example, when the target mesh does not completely cover the source mesh, the source 
mesh may deform without penalty where there is no data. So, a smoothness term is 
introduced to enforce neighboring source vertices to undergo similar displacements. 
Specifically, 

1 2

1 2

2

( , )
({ })c i i i

i i E
E d d d

∈

= −∑  (4) 

3.4 New metric and tracking steps 

The new metric in our method is a weighted sum of Eqs. (1)-(4), specifically 

1 1 2 2({ })i a b b cE d E E E Eα β β γ= + + +  (5) 

where the weights 1 2,  ,  α β β  and γ  are tuned to guide the optimization. By 
minimizing Eq. (5), we can get the displacements that optimally fit the source mesh to 
the target mesh. We solve the minimization using L-BFGS-B algorithm [16], and 
implement our new method in two steps. 

Step 1. The source mesh is deformed to fit the first frame of the captured 
sequence. If the source mesh is automatically obtained from the first frame, this step 
can be skipped. In this step, 1bE  in Eq.(2) is used as normal constraint in minimizing 
Eq.(5) , i.e., 2 0β = . To initialize the optimization, we first select some corresponding 
feature points on both the source and target mesh, and use them to solve for an over-
constrained global affine transformations to get the initial deformation of the source 
mesh, then, based on the deformed source mesh, we use the displacements obtained in 
initial deformation as initial values of unknowns to minimize Eq.(5). In iterative 
optimization, α  will be increased to finally dominate the optimization. After this 
step, the feature correspondences are no longer used for the following fitting. 

Step 2. Let 1S  be the deformed source mesh obtained in step1, we would use it to 
automatically fit the rest meshes of the sequence. 2bE  in Eq.(3) is used as normal 
constraint in minimizing Eq.(5) to ensure the consistency of vertex normal and vertex 
intra-frame motion. So, let 1 0β =  in this step. Starting from 1S , we recursively get 

1mS +  given mS , which has fitted the m-th frame, by optimizing Eq. (5).  
Our new method could automatically fill in missing data. The weights in Eqs.(1) 

and (3) are set to zero for source vertices whose closest point is located on a boundary 
edge of the target mesh, then the displacements on these vertices are only affected by 
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the smoothness term. So, the hole on the target mesh will be filled in by seamlessly 
transformed parts of the source mesh. See Fig.3, the details not available in the 
captured meshes can be filled effectively from the source mesh. 

4 Experimental Results 

Fig.3 shows the results of tracking a captured mesh sequence. Fig.3 (a) is the source 
mesh obtained from a user defined model. Fig.3 (b) and (d) are two meshes in the 
captured sequence. The captured meshes do not scan well, so some details are lost. 
For example, the scanned face in Fig.3 (b) has a hole around the right brow, and the 
one in Fig.3 (d) has holes around the left eye and left brow. Our new method not only 
tracks the captured sequence automatically, but also fills in the holes automatically. 
Fig.3(c) is the source mesh after being deformed to fit the scanned face in (b), note 
that the hole has been filled in. Fig.3 (e) shows the result to fit the scanned face in (d). 
Likewise, the holes have been filled in. 

To measure the fit quality in the tracking process, we use two measures for 
objective estimation of the fit results. In the first measure, we average over the 
squared Euclidean distance of corresponding points of the source mesh after being 
deformed and the target mesh. In the second measure, we average over the angle 
between the normals of corresponding points on the source mesh after being 
deformed and the target mesh. Intuitively, if the source mesh has been deformed to 
optimally fit the target mesh, the normals of corresponding points should have 
approximately the same direction, that is, the average angle should be small. The 
average squared Euclidean distance and the average angle obtained from the two 
deformations in Fig.3(c) and (e) are shown in Fig.3 (f). 

(a) The source mesh (b) The target mesh (c) The result to fit mesh (b) 

(d) The target mesh (e) The result to fit mesh (d) 

(c) and (b) (e) and (d)

8.6648E-6 

0.127° 

Average distance 

Meshes 

Average angle 

2.0796E-5

0.173° 

(f) The measures for estimating fit quality 

Fig. 3. The results of tracking a mesh sequence having lost details.  
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(a) The source mesh (b) Close-up view of mesh (a) (c) The first target mesh (d) Close-up view of mesh (c) 

(e) The resulted mesh to fit (c) (f) (g) (h) 

Fig. 4. The automatic tracking results obtained by the new method. 

Automatic and Self-adaptive Facial Expression Tracking

Fig.4 shows the tracking results with a user defined source mesh. Fig.4 (a) is the 
user defined source mesh and (c) is the first frame of the captured mesh sequence. 
Fig.4 (b) and (d) are respectively the close-up view of the geometry and topology 
around the nose of (a) and (c), which are marked by red circles. It can be seen that, the 
source mesh (a) is very different from the target mesh (c) in facial shape as well as 
geometry and topology. The optimal deformation of mesh (a) is computed as 
discussed as step 1 of section 3.4, and (a) is deformed to (e) which optimally fit (c). In 
the flowing tracking process, as discussed as step 2 of section 3.4, optimal 
deformation is computed without manual aid in fitting each captured mesh. Fig.4 (f)- 
(h) are some selected meshes after tracking the source mesh through the whole 
sequence. 

5 Discussion 

In this paper, we have developed a new automatic and self-adaptive method for 3D 
facial expression tracking. The expression data are acquired at video rate with 3D 
scanner or recovered from 2D video flow. The normal constraint 1bE  in our new 
metric can ensure more reasonable deformation of the source mesh where the shape of 
source mesh is very different from the target mesh. The constraint 2bE  can enforce 
the consistency of the vertex normal and the vertex intra-frame motion, so as to 
automatically track through the captured sequence. Additionally, our method can 
automatically fill in missing data of the captured sequence. 
The presented normal constraint works effectively on automatic fitting between 
adjacent frames which are close enough, but may generate unwanted results where the 
time-space interval of two frames is large. Improving the generality of the method is 
our future work. 
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Abstract. Eye contact with virtual character can provide a realistic illusion to a 
user in an immersive virtual reality (VR) environment. This allows more 
believable eye communication between a user and a computer-generated virtual 
character. In this paper, an effective eye contact mechanism by innovatively 
combining a vision-based head tracker and an eye animation method is shown. 
Together, a robust color classification method to track the user’s face is 
developed which includes extracting the 3D information of the tracked face 
available from a stereo camera without the need for any handheld devices or 
special sensors attached on the user. Through the use of the vision-based head 
tracker, the virtual character will be aware of the user’s movements and can 
react to the user in a believable and pleasing manner by moving the head and 
the eyes to gaze at the user when the user is looking at the virtual character, or 
turning away when the user is not looking, or be in idle mode when the user is 
not around. The proposed eye contact method has been successfully applied in a 
virtual reality interactive game. 

Keywords: Virtual reality, eye contact, color classification, stereo vision and 
tracking 

1   Introduction 

Modern virtual reality (VR) is a compelling visualization tool that provides a user a 
feeling of being truly immersed in a virtual environment. With advancement of 
human action interaction (HCI) techniques, researchers have paid much attention to 
the next generation of computer tools for visualization and interaction [1-4]. The 
effectiveness of such interaction between the virtual characters and real humans will 
depend on many aspects such as tracking, action recognition and the intelligence level 
of the virtual characters etc. Among many elements to achieve those mentioned above, 
eye contact is one of the essential steps in achieving interaction with a virtual 
character in a virtual environment [3, 7]. This can let the virtual character to be aware 
of the user and react in a believable and pleasing manner by moving the head and 
eyes of the virtual character to communicate with the user.  

Some impressive progresses have been reported in this field [3-6]. State [3] 
proposed a simple yet effective method for achieving accurate, believable eye contact 
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between humans and virtual characters. In [4], Masuko and Hoshino proposed a new 
head-eye animation method, which allowed the head-eye movements of the computer 
graphics characters to be synchronized with the conversation. Chai et al. used a 
vision-based approach to track facial details in order to control the facial animation of 
a virtual character [5]. However, the method did not utilize any head tracking methods 
for eye contact.  

In literature, few works have been reported on using vision-based head tracking 
methods for eye-contact between a virtual character and a real human. The main 
advantage of the vision-based eye contact method is that no handheld device or 
special sensors are needed for the user. Head tracking is commonly used to move the 
user's point of view in the virtual world. This can greatly enhance the experience of 
interacting with a virtual character. In this paper, a solution is proposed to solve the 
eye contact problem using a computer vision-based approach. A color-based face 
tracking method is first used to track the face in 2D. This is then coupled with the 
depth information obtained from a stereo camera to estimate the 3D position of the 
center of the tracked face, i.e., the approximate position of the eye. This assumption is 
reasonable, as the distance between the virtual character and the real human is 
normally much farther compared to the distance between the center of the two eyes of 
the human and the center of the tracked faces. Through the use of the vision-based 
head tracker, a virtual character is aware of the user and react to the user in a 
believable and pleasing manner by moving the head and eyes to gaze at the user when 
the user is looking at her, or turning away when the user is not looking, and be in idle 
mode when the user is not around. 

It should be noted that similar color classification methods have been proposed in 
[11, 12]. However, these works are mainly used to track pen-like objects in 2D. We 
have expanded on that by adding depth information to enable robust 3D tracking of 
the face. In combination with an eye animation method, our solution provides a novel 
eye contact mechanism which can enhance the communication between the virtual 
character and the user, and give the user a more engaging experience in a VR 
environment. 

The remaining sections of this paper are organized as follows: Section 2 describes 
the system overview of the proposed method. Section 3 describes the details of the 
eye animation from the viewpoint of computer graphics. In Section 4, a robust color-
based head tracker is presented. Section 5 describes the implementation details and 
some examples are given to demonstrate the performance of the proposed method. 
Conclusions and future work are given in the last section. 

2   System Overview 

Fig. 1 shows the structure of the eye contact system proposed in this paper. The 
system includes two major modules: the vision-based head tracking module and 
virtual character animation module. In the vision-based head tracking module, a 
robust color classification technique is used to track the user’s face in real-time. 
Based on the tracked face, the depth information available from a stereo camera is 
applied to estimate the 3D position of center of the tracked face, which is 
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approximated as the center of the user’s two eyes for the eye animation of the virtual 
character. In the virtual animation module, we define a series of rules to model the 
eye animation. The 3D position of the head obtained from the vision module is 
transmitted to the eye animation module to drive the eye animation.  

 

       Fig. 1. System diagram of the proposed method          Fig. 2. Angles of head-eye 
movement [4]. 

In the eye animation module, the following information is used to estimate the user’s 
states: 

• 3D Position of user's head 
• 3D Position of the virtual character 
• 3D Position and orientation of the character's head 
• View radius of the virtual character’s body (i.e., half the virtual character's 

height) 
• View radius of the virtual character's head (i.e., half the height of the virtual 

character's head) 
• Gaze duration period (set to 1 second) 

In order to determine the user’s states, a set of rules is defined to model the eye 
animation: 
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3   Eye Animation 

3D position from
the head tracker
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Virtual character:

Character
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• Excited
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• 3D head position
•Head height
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Head and
eyes motion
computaion
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animation• Interested
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•Not interested

•Not interested

• Idle

•Not around



• If the user maintains a gaze around the view radius from the virtual 
character's head for a fixed Gaze duration period, then the user's state is 
considered as EXCITED. 

• If the user maintains a gaze around the view radius from the virtual 
character's body for a fixed Gaze duration period, then the user's state is 
considered as INTERESTED. 

• If the user does not maintain the gaze around the view radius of the virtual 
character's body for a fixed gaze duration period, then the user's state is 
considered as NOT INTERESTED. 

• If the head tracker outputs invalid data, then the user's state is NOT 
AROUND. 

To calculate the necessary rotational angles for the virtual character’s head and 
eyes, we adopted the rotational coordinate system in [4], as shown in Fig 2. 

If the user’s head center is at position [ ]uuu ZYX ,,  and the virtual character’s eyes 
center (the middle point of the two eyes) is at position [ ]ccc ZYX ,, , then the viewing 
angles of xV  and yV when the virtual character looks at the user’s head are calculated 
as follows: 

Vx = tan−1 Xu − Xc

Zu − Zc

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ ,

Vy = tan−1 Yu −Yc

Zu − Zc

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ .

     (1) 

Through a combination of the head and the eye rotations (H and E in Equation 2), 
the virtual character will be able to satisfy the following viewing angles: 

yyy

xxx

EHV
EHV

+=
+=                     (2) 

In this paper, an equation to depict the rotation priorities for the head and eyes is 
proposed. The first 30 degrees of the viewing angle for the virtual character are 
supplied by the eye rotation and the rest will be satisfied through the head rotation: 

Ex = sign Vx( )min(30°,Vx ),

Ey = sign Vy( )min(30°,Vy ),

Hx = Vx − Ex,
Hy = Vy − Ey .

                                                 (3) 

 
The ratio of the head and eye rotations is changed based on the following rules: 

• If the user's state is EXCITED or INTERESTED and the virtual character's 
state is EXCITED or INTERESTED, then the virtual character will turn to 
face the user directly using Equation (3) for head and eye rotations. 

• If the user's state is NOT INTERESTED and the virtual character's state is 
EXCITED or INTERESTED, then the character will turn only its eyes to 
look at the user, subject to physical constraints.  

• If the virtual character's state is NOT INTERESTED, then the character's 
eyes will follow the user, subject to physical constraints. 
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• If character's state is NOT AROUND, then the head-eye animation is turned 
off and the character goes to the IDLE mode. 

Based on these pre-defined rules and the 3D position of the head obtained from the 
head tracker, the virtual character will be aware of the user and react to the user in a 
believable and pleasing way by moving its head and eyes to gaze at the user. 

4   Color-based Head Tracker 

Face has a certain skin color distribution [8] which can be classified into a number of 
color clusters using related classification techniques. In a tracking procedure, the 
classified color clusters can be used to recognize the face in each incoming frame in 
real time. In this paper, a randomized list structure [10] with adaptive influence field 
thresholds to classify the color clusters is used. 

The randomized list classifier is applicable to dealing with pattern recognition 
problems in which data classes are represented by disjoint class distributions, linearly 
and non-linearly separable class distributions, as well as non-separable classes whose 
class distributions overlap. It is an efficient classifier since the classification is very 
fast and the data structure can be well maintained. Furthermore, using a randomized 
list classifier, the number of the clusters can be automatically determined. Each color 
cluster is characterized by five parameters: class C, weight vector ω , color cluster 
threshold λ , pattern count t and smoothing factor σ . ω  represents the set of 
weighted connections between the color clusters and each of the input signals, i.e., 
training data. λ  describes a hyper-spherical region of influence around the color 
clusters in the color space. t  indicates the number of times that a color cluster has 
responded to the input color signals submitted to the randomized list structure. σ  
represents a radial decaying coefficient of the hyper-spherical influence field. 

At the beginning, the user is required to specify one or more regions on a face to 
obtain the training data to generate a color classifier. The classifier is stored into a 
randomized data structure.  When the training procedure is completed, the training 
results will be saved automatically. Later, when the user initiates the face tracking 
algorithm, the system will automatically load the training results and execute the 
tracking procedure. This provides the advantage of automatic initialization and save 
processing time. This is necessary for natural and intuitive interaction to initialize the 
system automatically. The training data is represented in the L*a*b* color space [8]. 
In response to an input signal, i.e., an input vector of each pixel, the Euclidean 

distance, i.e., ∑
=

−=
3

1

2)(
j

jiji xd ω , between the input vector and its corresponding 

weight in each color cluster is computed. For the first input signal presented to the 
training procedure, a new color cluster 1C  is created first and this input signal is 
loaded as a weight vector of this new color cluster. The pattern count in this color 
cluster is set to 1. The color cluster is assigned a threshold λ . This assignment creates 
an influence field around the color cluster. In the case of the first color cluster to be 
created, the cluster is assignedλ , which is a use-specified parameter that defines the 
largest size of the influence fields of any color clusters. Later, new color clusters will 
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have their own threshold sets either at λ  or at some values less than λ  based on their 
positions with respect to the other clusters in the list structure. During training, an 
input signal is included in the cluster iC   if its distance to the cluster center is less 
than a pre-defined threshold. Subsequently, the pattern counter is incremented by 1. 
Otherwise, a new color cluster will be created and the current input vector is loaded as 
the weight vector of this cluster . 

In response to an input color signal X, related probability response model are 
commonly used, in which each cluster will output a probability value to determine 
which cluster will be activated for the incoming input signal. A fast  response mode is 
used, in which the classifier computes the distance between the input signal and the 
weights in the color clusters, and then directly compares whether this distance is less 
than the predefined threshold, that is  

⎩
⎨
⎧

≥
<

=
ii

ii
i dif

dif
p

λ
λ

0
1                       (4) 

If di is less than or equal to a pre-defined threshold of a color cluster, the cluster will 
become active to trigger its associated color class C. Otherwise, the cluster will not respond this 
input signal. 

The output pattern with the maximum conditional probability indicates an optimal 
identification of the input signal with that color class. Figs. 4 shows some head 
tracking results. In this example, the center of the face is marked with the symbol “◦” 
and the values of the X, Y, Z coordinates of the center are annotated.  The details on 
how to estimate the values of the X, Y, Z coordinates is given in the following sections. 
It is worth noting that in the last two examples in Fig 3, the user wears a pair of stereo 
glasses and the proposed method can still robustly track the face. This is why the 
proposed color classification technique is used to track the user’s face instead of using 
the OpenCV’s face detection method [9]. As when the user wears a pair of stereo 
glasses, the OpenCV’s face detection method will fail to track the face while the 
proposed tracking method can still do so. Another advantage is that the proposed 
tracking method can still track the face under poor lighting condition, as shown in Fig. 
5. 

 

 
Fig. 3. Some face tracking results where the user wears a pair of stereo glasses. 

In some cases, the surrounding box of the detected face may include some areas from 
the background which might have similar color distribution as the face, as shown in 
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Fig. 4(a). Thus, the tracking results should be refined. Since the depth information is 
available from a stereo camera and assuming the depth for background pixels is larger 
than the foreground pixels, the tracking results can be easily refined using the depth 
information.  

A simple but intuitive method is used in this paper. Given that the user is facing an 
interactive system, it is assumed that the closer an object is to the camera, the more 
likely the object is the user’s body, including the face. Next, the trained classified is 
used to segment the face. The initial average depth Df is first obtained with the depth 
standard deviation DfS , of the pixels belong to the user’s face by judging whether the 

depth of the pixel of the tracked area belongs to [ ]max_min_ , initinit ZZ . In the system, 

min_initZ  and max_initZ  are set to 0.5 and 2.1, respectively. Then these two variables 
are updated in consecutive frames by calculating the average and standard deviation 
of face pixels in every frame.  Hence, based on the depth information id  of each 
pixel, the equation below is used to determine whether a pixel belongs to the face:  

[ ]
⎩
⎨
⎧ +−∈

=
otherwise

SDSDdif
p DffDffi

i 0
2,21   (5) 

As can be seen in Fig. 4(b), we can effectively remove the background pixels using 
Equation (5).  
 

  
(a) (b) 

Fig. 4. Examples of the depth-based refinement: (a) an initial tracking result; (b) 
the final tracking result. 

5   Implementation 

The proposed eye contact method is implemented using Visual Studio 2005 under 
Windows XP on a 3.0GHz Xeon 2.66GHz CPU with 3GB RAM. The hardware items 

CrystalEyes shutter glasses.  

points in three dimensions are used as the face center point for interaction purposes.  
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camera of the stereo camera system. In the system, the average values of the face 

with the depth information, the face detection algorithm can output the 3D position of 

In the vision tracking module, it is assumed that the user is always facing to the 3D 

each pixel on the tracked face in 3D Cartesian coordinate system attached to the right 

display system and the stereo camera is located at the top of the display. Combining 

include a Barco Galaxy 12 HB++ projector, a BumbleBee stereo camera and a pair of 



Due to the noises of the tracked face, a low-pass filter is further applied to 
attenuate the current 3D position of the face center point using the previous one in 
order to reduce the jitters, thus making the interaction more stable and robust. The 
low-pass filter is defined as follows:  

1)1(* −−+= iii PPP αα                   (6) 
where α ( )10 << α ) is the smoothing factor to determine the output samples in 
terms of the input samples. Fig. 5(a) shows an example indicating the 3D position of 
the face center point based on Equation (6) in which α is set to 0.75.  

Normally, the users move their heads at a normal speed. However, when the users 
move their heads very fast, the face tracking results may be lost. Thus, the previous 
face center point is preserved and the users can move their faces near the position of 
the previous point to easily re-track their faces without any manual re-initialization. 
Otherwise, the new face center point will be directly considered as the current 
position (without applying the low-pass filter) after few seconds.  

Maintaining eye contact between the virtual character and the user is performed by 
sending the 3D position of the head obtained from the head tracker to the eye 
animation module in real-time. The user is required to wear a pair of CrystalEyes 
glasses to see the immersive stereo effect. Fig. 5 shows some examples of eye contact 
between the virtual character and the user, in which the virtual character will be aware of the 
user’s movements and can react to the user in a believable and pleasing manner.  

 

.  

 
(a)    (b)    (c)    (d) 

Fig. 5. Examples of eye contact between a virtual character and a user. For 
reader’s visual clarity, the display in these figures is shown in 2D format.  

6 Conclusions 

In this paper, an effective eye contact method between a virtual character and a user 
based on a robust vision-based head tracker is presented. The method enhances the 
communication between the virtual character and the user. It also provides the user a 
realistic illusion in an immersive virtual reality environment. The proposed method is 
simple and easy to use without any handheld devices or any special sensors attached 
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on the user. It can be potentially applied in wide range of applications where a real 
human interacts with a virtual character such as computer games and virtual world 
simulations. It can also be applied in education and industry training.  
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Abstract. This paper presents a combination of methods for gender 
identification and age group classification for semantic annotation of videos. 
The system has two different running modes as ‘Training Mode’ and 
‘Classification Mode’. The gender classifier achieves over 96% accuracy and 
the age group classifier achieves over 87% accuracy in age group classification 
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1   Introduction 
As the vast majority of the videos contain humans, the extraction of faces from 

videos has become a necessity. Human faces provide lots of information about the 
gender and age of that human such as facial landmarks, wrinkles, eyebrows, hair, lips. 
The prediction of gender and age group of a person requires the detection of frontal 
faces, the extraction of facial features and training classifiers with these features, and 
use of the trained classifiers for prediction. In this study we aim to decribe a robust 
method to identify genders from human face, and determine the age group under 
uncontrolled illumination or non-uniform background. The suggested algorithms are 
highly competitive with the best currently available classification methods in terms of 
both accuracy and computational cost. DCT Mod2 and LBP feature extraction 
methods are extensively used in face identification and verification. 

2   Face and Facial Landmark Detection and Normalization 
The system mainly consists of two running modes. The first mode is the ‘Training 

Mode’ and the second mode is the ‘Classification Mode’. The descriptions of the two 
modes are summarized in Fig. 1 and Fig.2. In order to detect faces in videos, a robust 
face detector is used. The main assumption of the face detection method of the system 
is that, whatever the ethnic group, the skin color is localized in a precise subset of the 
chrominance space [3,4]. Therefore, a skin-color probability model is constructed in 
the form of a bi-dimensional Gaussian function. The function’s parameters are 
determined on FERET color face image database. A threshold has to be set on the 
probability values in order to reach a binary skin/non-skin decision for each pixel. A 
LUT-type boosted cascade classifier based on the concept of Viola and Jones [2] is 
used as face detector and skin color identifier helps to eliminate false positives. The 
detected frontal faces are tracked by the condensation tracking algorithm. By this way 
every detected face is tracked as a human and we collect four different face images of  
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Fig. 1. Training Mode 

 

 
Fig. 2. Classification Mode 

that human. Eyes, mouth and nose are searched on the resized face images. Cheeks 
and forehead positions are approximated with the available positions of eyes, mouth 
and nose. Eyes, mouth and nose detectors are boosted cascade classifier similar with 
the face detector. We used the available classifiers for eyes [8], for nose and mouth 
[9]. The detected eye coordinates are used to rotate the face to equalize both eyes’ y-
coordinates. Then histogram equalization method is executed on the face images to 
equalize the brightness distribution of the image. Finally, the required rigid transforms 
are computed on images (mapping facial landmarks to defined positions; like left eye 
at 25% of image width, and right eye at 75% of image width). 

3   Gender Classification  
First, 256 bins LBP feature vectors for all images are calculated. The calculated 

feature vector is processed using Random Forest [5].  In random trees there is no need 
for any accuracy estimation procedures, such as cross-validation or bootstrap, or a 
separate test set to get an estimate of the training error, and there are fewer parameters 
than SVM to be set. In some situations, random forest outperforms SVM. When the 
training set for the current tree is drawn by sampling with replacement, some vectors 
are left out (out-of-bag data). The classification error is estimated by using this out-of-
bag data. 

Our second classifier is an adaboost classifier which is trained with the data 
extracted from comparisons of LBP values of pixels on 20x20 pixels face image. We 
used ten types of pixel comparison operators: (Let L1 is LBP value of pixel1 and L2 is 
LBP value of pixel2) L1 > L2, L1 < 5 * L2, L1 < 10 * L2, L1 < 25 * L2, L1 < 50 * L2, L2 
> L1, L2 < 5 * L1, L2 < 10 * L1, L2 < 25 * L1, L2 < 50 * L1. This algorithm is same as 
the algorithm in [1] except the comparison operators. Each comparison yields a binary 
feature. We use these binary features as weak classifiers which are only required to 
have accuracy slightly better than random chance. The output of the classifier is the 
value of the binary feature. If the value of any binary feature is 1, the output is male, 
otherwise female. In this method, we used 20x20 pixels face image and this yields to 
10x400x399 = 1596000 distinct weak classifiers. Adaboost algorithm is used to 
combine these weak classifiers together. Its primary goal is to form a single strong 
classifier with better accuracy. The computation of the accuracy in each iteration is a 
time consuming process but it only effects the training time, not the classification 
time. Randomly selecting weak classifiers in all iterations can reduce the training 
time. We select the best 1000 weak classifiers to construct a strong classifier. We 
sorted weak classifiers by their accuracy on the training images. If a training image is 
a male face image and the weak classifier gives the correct output for that image, the 
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weak classifier’s point is incremented by one. All the randomly selected weak 
classifiers are graded in this way and finally they are sorted by their total point. We 
select the best 1000 of the weak classifiers and write their pixel coordinates and their 
operators to a file which will be used to load to build strong classifier. 

Gender classification module takes two face image sets which are prepared by the 
“face, facial landmark detection and face normalization module”. In “Classification 
Mode”, if the classifier prediction on face images for a human contains more “male” 
result, the “male” outputted for random tree classifier. The second classifier, namely 
“Adaboost Classifier” takes the 20x20 pixels image set as input and, calculates the 
1000 selected (weak classifiers) binary operation results, and calculates the genders of 
the faces. Finally, if the results of these two classifications are same, the gender of the 
face is determined as the result of any classifier. 

4   Age Classification  
We divide human ages into four classes, 0–20, 20–40, 40–60 and 60–100. In order 

to classify the age group of faces, we use two distinct age classifiers. The first 
classifier is based on DCT Mod2 features and Random Forest. In this method, the set 
of face images are 40x40 pixel size, are given to DCT Mod2 feature extraction 
method. In this method the given face image is analyzed on a block by block basis 
[6,7]. In our implementation, the block size is 8x8 pixels size. Therefore, the feature 
vector of a face image has a size 1458. “Random Forest” classifier is trained with 
these features. Our second classifier is based on LBP features of selected face regions 
and “Random Forest”. In this classification, LBP features of some selected regions of 
the face are computed first. Wrinkle structures around the eyes, cheeks and forehead 
have different characteristics which can differentiate by the age.  

The calculation of LBP features yields to a 256 bin histogram. “Random Forest” 
classifier is trained with these features. In “Classification Mode” the DCT Mod2 
Features Random Forest Classifier takes the 40x40 pixels image set as input and it 
extracts its DCT Mod2 feature vectors, then it predicts the age group of the face 
images separately with the trained classifier. The output of this classifier is the 
average of the results of all predictions on the given face image set of a person. The 
Region’s LBP Features Random Forest Classifier takes the 80x80 pixels image set as 
input and it extracts its LBP feature vectors, then it predicts the age group of the face 
images separately with trained classifier. The output of this classifier is the average of 
the results of all predictions on a given face image set of a person. Finally, the final 
output is determined by averaging the results and taking floor of the average value. 

5   Experiments and Results 
We divided our experiments into two parts: Gender Classification and Age 
Classification. The captured face images from videos are grouped as males and 
females in the first experiment. Both groups contained 2500 images. The detected 
faces are stored with eyes, nose and mouth coordinates. Then face normalization 
methods are executed. Feature extraction methods are applied and feature vectors are 
stored in related files. Classifier methods are trained with stored values and classifier 
data are stored in xml files (for random forest), text file (for adaboost). In Age 
Classification, there were 750 images in all groups. Classifier methods are trained 
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with extracted features and classifier data are stored in xml files. Then, we tested the 
classifiers with 600 detected faces in testing videos. The results were satisfactory (see 
Tables 1 and 2). The running time of our method changes between 2 and 4 ms on 
Intel(R) Core(TM) 2 Duo CPU T5850 @ 2.16GHz, 2.99 GB RAM notebook. 

Table 1. Real-time Gender Classification in 
Videos 
Classifier # of 

training 
images 

Success Rate 
(%) 

LBP and RF 5000 91.5 
Pixel comp.& 
Adaboost 

5000 92.0 

Combination 5000 96.5 

Table 2. Real-time Age Group Classification 
in Videos 
Classifier # of 

training 
images 

Success Rate 
(%) 

DCT Mod2 & RF 3000 80.75 
Selected Region 
LBP and RF 

3000 83.25 

Combination  3000 87.25 

6   Conclusions and Future Work 
The accuracy of gender classification is found as 96.5% in our experiments. This 

ratio is higher than our expectations and most of the accuracy rates reported in the 
literature. This result shows the impressiveness of the proposed method on gender 
classification. “Age Group Classification” module contains two distinct age group 
classifiers as gender classification module. The combination of two classifiers has 
87.25% accuracy rates on 600 detected faces of test videos. 87.25% is a high success 
rate for a process of classification of age groups on videos. The main contribution of 
this work is adopting LBP and DCT Mod2 used mainly on face verification and 
recognition to gender and age classification from faces. Future work can be done in 
adding these methods to an ontological semantic video annotation framework. Our 
methods can be used as a personal information extractor for a semantic video 
annotation framework. 
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Abstract. Different from previous automatic but offline annotation systems, 
this paper studies automatic and online face annotation for personal 
videos/episodes of TV series considering Nearest Neighbourhood, LDA and 
SVM classification with Local Binary Patterns, Discrete Cosine Transform and 
Histogram of Oriented Gradients feature extraction methods in terms of their 
recognition accuracies and execution times. The best performing feature 
extraction method and the classifier pair is found out to be SVM classification 
with Discrete Cosine Transform features  

Keywords: Facial Feature Extraction, Classification, Support Vector Machines 
with Multiple Kernels. 

Introduction 
In order to be able to query the semantic content of multimedia data, it must be 
annotated with some metadata. An efficient approach is content-based indexing and 
retrieval which provides some degree of automation by automatically extracting 
features the data. In order to speed up the labeling process, face recognition methods 
are employed. The literature [5, 6] considers face recognition methods for mostly 
offline annotation applications.  

 For video based recognition, methods have been tested on the videos of movies, 
news and TV series which include many characters and scenes. In this way, the 
proposed methods were used for automatic naming of characters [8, 10]. The 
recognition of faces in videos is challenging because of the dynamic nature of the 
videos involving bizarre conditions which distort the faces.  Some works combined 
facial features with others such as information extracted from clothing or hair [8, 10] 
but we restrict ourselves to facial features alone because clothing or hair may show 
more variations than the appearance of the face.  

This work focuses on the evaluation of face recognition methods that can be used 
for an online and semi automatic face annotation system for personal videos. All 
combinations of the considered state-of-the-art facial-feature extraction methods and 
classification methods are evaluated and compared in terms of recognition accuracies 
and execution times. We have evaluated Nearest Neighborhood, Linear Discriminant 
Analysis and Support Vector Machines with single and multiple kernels as face 
recognition methods where various features such as DCT, LBP and HOG are used. 
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We have made our tests on datasets which are composed of face images extracted 
from an episode of “How I Met Your Mother” TV series. We have observed that 

Considered Algorithms for Face Recognition 
Three facial feature extraction algorithms, namely DCT, LBP and HOG features are 
used to extract information from face images. These features have been selected as 
they are robust state-of-the-art features and can be computed fast enough to use in an 
online learning system. For the classification Nearest Neighborhood, LDA, SVM and 
multiple kernel SVM are selected since these are also among the most popular 
algorithms and can be extended for online learning by using their sequential variants.  

Since direct pixel values are sensitive to noise and localization errors, three alternative 
feature extraction methods have been implemented to represent data. These include 
DCT Features [3], LBP Features [2] and HOG features [9]. For the DCT Features 48 
blocks are used which produces feature vectors of 480 dimensions. Basic LBP 
features with 8 neighbours are of 256 dimensions and HOG features with 35 blocks 
have 1260 dimensions.  

Nearest Neighbor (NN). NN method is widely used in annotation applications 
especially as a baseline method. We take the dot product of the two vectors and 
normalize the result with their magnitudes to calculate their similarity measure.  

Linear Discriminant Analysis (LDA). We have implemented LDA to reduce the 
dimension of input data. We retain 95% of the total energy. During classification, the 
nearest class center, which is the mean value of the projected samples for a given 
class, is used to find the nearest neighbor for the test samples. 

Support Vector Machines with Single and Multiple Kernels. “One vs. the Rest” 
method has been considered for multi-class classification. Gaussian RBF Kernel 
function  is used for the single kernel SVM and also for the Multiple Kernel SVM as 
base kernels. 

For the multiple kernel SVM, instead of using a single kernel, linear combinations 
of base kernels are used. Each base kernel corresponds to a different block of the 
feature vector. For the DCT and HOG features, these base kernels are applied for each 
of the data blocks created during the feature extraction stage. Hence the number of 
base kernels is 35 for HOG features and 48 for DCT features. are the base kernels and  
are the weights corresponding to each base kernel.  

Experiments and Results 
Recognition accuracies are plotted. The execution times are also plotted for both 
training and testing phases as the number of training and testing samples changes. All 
tests are made for two distinct face datasets. The first dataset is a collection of hand-
labeled face detection outputs. Viola-Jones face detector [1] has been run for every 
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single frame throughout an episode of “How I Met Your Mother” TV series and the 
detected faces of target people are manually clustered. The second dataset is created 
by using a face tracker algorithm on the same episode. OpenCV implementation of 
Camshift Color Based face tracker [4] is used to track faces throughout the video.  
The resulting face tracks are also manually labeled and clustered. Samples from both 
datasets are fed to an illumination compensation algorithm before recognition is 
performed. In all tests, 5-fold cross validation technique is used. 

Sample face images are converted to gray-scale and resized to have a standard size of 
64 (height) x 48 (width) pixels. Next, a basic and fast algorithm of illumination 
compensation is performed (1). 

 

 
 

 is a high-pass filter. In our application a = 10 and b = 2 and  is a binomial 
high-pass filter of size 5 x 5 pixels. 

All of the tests are performed on an Intel Core 2 Duo 2.20 GHz PC with 1 GB RAM. 
DCT and HOG feature extraction methods has been implemented in MATLAB. For 
LBP feature extraction, a MATLAB implementation available in [29] has been used. 
Nearest Neighborhood and LDA algorithms are implemented in MATLAB 
environment. For Single Kernel and Multiple Kernel SVM, a MATLAB interface for 
LIBSVM implementation [14] is used. For the calculation of the execution times, the 
number of classes is selected as 6.  
 

Nearest Neighborhood. For NN, there is no training. The execution times are shown 
for different numbers of gallery samples (Figure 1). For each method, three different 
graphs are plotted with different numbers of testing samples used.  
 
LDA. A major change in terms of execution times is observed for different features 
(Figure 1). This is expected since most of the computation is due to the construction 
of the scatter matrices and calculation of the eigenvectors where the number of feature 
vector dimensions determines the size of the scatter matrices.  3000 samples are used 
to construct an eigenspace model. 
 
SVM. SVM training times are shown on Figure 1 for 6 SVM models (6 classes) with 
a total of 3000 training samples used. Most of the computation is due to the kernel 
construction. In the testing phase, most of the computation is due to the construction 
of kernels as well; hence the number of returned support vectors is indicated for each 
method. Having returned a smaller number of support vectors, Multiple Kernel SVM 
models have smaller testing times compared to the SVM with DCT features. 
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The general trend of decreasing recognition precision in Figure 2 is due to the fact 
that while the number of samples per person increases, the diversity of the model also 
becomes more complex with different looking samples of the face. 

In all tests, LDA classification is observed to degrade and perform poorly with the 
insufficient number of training samples. SVM performs as the best classification 
method, but SVM training is a heavy process compared to NN and LDA. Single 
Kernel SVM with DCT features works best. But the testing time is higher than other 
SVM methods. This is due to the high number of returned support vectors.  

Conclusions 
Several state-of-the-art feature extraction and classification methods have been 
implemented and compared in terms of precision and execution times. Our focus is on 
determining a fast and robust face recognition method which can be used in an online 
learning application where face recognition for personal videos is to be performed. 
We have observed that single kernel SVM trained with DCT features gives the 
highest recognition accuracy. On the other hand in this method, the number of 
Support Vectors found is great and this yields relatively long testing times. SVM with 
Multiple Kernels, on the other hand, have comparable recognition accuracy to single 
kernel SVM, though training times are longer due to a more complex process of 
kernel construction. But tests show that in multiple Kernel SVM methods, fewer 
number of support vectors is sufficient to define the separating hyperplane which led 
to shorter testing times.  

There is a tradeoff between testing times and training times when we consider the 
usage of SVM with single and Multiple Kernels. If long testing times are acceptable, 
Single Kernel SVM with DCT coefficients has the highest recognition accuracy. For 
the online automatic face annotation system where encountered face tacks are to be 
classified, the number of testing samples per query is not large, residing between 
typical ranges of 10-100 samples. And training times can be considered more 
important for an online learning system as the newly encountered samples are 
sequentially learnt in data chunks, repetitive sessions of long trainings may 
discourage the user from working with the system. 

As a conclusion, we have decided to use a SVM with DCT features for our online 
automatic annotation purposes. 
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3.3 Recognition Precisions 

4



 
 

Figure 1. Training and testing times for the considered methods. 
 
 

Figure 2. Recognition accuracies for different numbers of training samples and classes. 
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Abstract. In this study, a 3D Local Discriminant Bases based algorithm is 
developed to extract the discriminative features from multispectral 
satellite/airborne data. The developed algorithm, first localizes the information 
in hyperspectral data by the trees generated both along the spectral and spatial-
frequency axis. These trees are then automatically pruned to obtain the location 
of the discriminative features in data space. The extracted features are ranked 
by feature selection algorithms to eliminate the irrelevant ones for 
classification. This combination of feature extraction and selection algorithms 
also identifies the specification of the relevant spectral bands including center 
frequency and bandwidth in imaging. The algorithm is implemented on a 
multispectral airborne data set from Tippecanoe County, Indiana for classifying 
five vegetative species and an average classification error of 8.85% is achieved 
with three extracted features.  

Keywords: Remote Sensing, Multispectral Imaging, Classification  

1   Introduction 

Hyperspectral imaging is the process of imaging the objects with various spectral 
bands providing high amount of information with rich spectral content. However, 
increasing the  data dimension  not only increases the computational complexity but 
also decreases the classification accuracy when a limited number of training data is 
available [1, 2]. The number of training samples should be increased exponentially in 
order to retain the accuracy of classifier [1] or the hyperspectral data dimension 
should be reduced by feature extraction and selection methods. Pal [3] used margin-
based feature selection methods for the classification of 8 vegetation classes in DAIS 
data of 65 spectral bands and 9 vegetation classes of AVIRIS data of 185 spectral 
bands, separately. He reduced the data dimension and classification accuracy from 65 
to 24 and 185 to 65 by reaching 92.6% and 82.4%, respectively. A similar study was 
performed on Flightline C1 (FLC1) 12 band multispectral data [4] by using two 
different extraction methods, Binary Tree Edge Sensing Demosaicking (BTES) and 
Binary Tree Bilinear Interpolation (BTBI), and achieved the classification accuracies 
of 21.57% and 22.21% with three features.  
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In this study, we propose a method which adaptively searches the data space 
along both the spectral and spatial- frequency axs to extract the relevant features in 
multispectral data. The feature extraction is followed by a filter based feature 
selection algorithm in order to optimize the feature vector dimension. The developed 
algorithm not only extracts the most discriminative features but also identifies the 
relevant optical filters of the multispectral imaging system with their properties such 
as center frequency and bandwidth. The developed method was validated on 
Flightline C1 (FLC1) 12 band multispectral data which were also used in [4].  

2   Materials and Methods 

Flightline C1 (FLC1) multispectral data [5] covering  the southern part of Tippecanoe 
County, Indiana in 12-band multispectral form with the wavelength from 400 to 1000 
nm was used to in the study.  Based on the ground truth data of FLC1, the data set 
was divided into five classes (corn, soybeans, wheat, oat and red clover).    
 A method based on Local Discriminant Bases (LDB) algorithm is developed 
for feature extraction. The LDB algorithm is extensively used in signal classification 
problems for  finding the discriminative features by decomposing the time axis into 
local cosine packets or frequency axis into wavelet packets. To adapt the algorithms 
to hyperspectral imaging the spectral axis is regarded as the time axis. Both the 
spectral and frequency information are employed in this study by extending the 
original LDB algorithm to 3D space of which the 1D is spectral and 2D for spatial-
frequency axis.   
 
 
 
 
 
 
 

Fig. 1.  Block diagram of the proposed discriminative feature extraction algorithm 

 
The developed algorithm (Fig. 1) starts with generating features trees along the 
spectral and spatial-frequency axes to localize the features in data space. These trees 
are then pruned sequentially to extract the most discriminative ones for classification. 
The extracted features are then selected by feature selection algorithm to obtain the 
highest classification accuracy with fewer numbers of features.  Two energy based 
feature trees along spectral and spatial-frequency axis are generated to localize the 
information in multispectral data. In the first tree, the reflectance energies of  spectral 
images are placed on the (lowest)   level  of the tree from left to right. The energy 
value of the mother nodes at the higher levels is assumed to be the sum of the energies 
of their child nodes. The second feature tree is generated by decomposing the spectral 
images into wavelet frequency subbands to locate and process the local patterns in 
images. Therefore, the spectral images separated into m level full wavelet subbands of 
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LL, LH, HL and HH in a quad tree formation to generate the spatial-frequency feature 
tree where the first character shows the filtering (Low or High) along the row and 
second shows the filtering through the image columns.   
 The feature extraction step (Fig. 1) starts with pruning along the spectral 
(color) axis and the pruned spectral band tree is further pruned by performing a 
pruning in the second spatial frequency tree (wavelet tree). The pruning operation is 
basically performed by comparing the mother nodes with their children. In pruning, A 
mother node is kept if its discrimination potential is higher that any of its children. 
Otherwise, the children survive and the most discriminant one is assigned as mother 
for further pruning.  The pruning operations provide a feature map along both spectral 
and spatial-frequency axes but the features in that map need to be ranked for further 
dimension reduction. Therefore, the extracted features are then sorted by feature 
selection algorithms. 
 A Linear Discriminant Analysis (LDA) classifier was used for classification 
purposes. The LDA is selected because of its linear behavior and simplicity which 
supports our focus on feature extraction rather than classification. More enhanced 
classifier could give better classification accuracies. The C-class problem was 
transform into h two class problems. The proposed algorithm provides class-specific 
feature maps for each pair of classes to obtain better classification accuracies. 
Therefore, independent hyperplanes are constructed for these h class pairs by using 
these feature maps.  At the testing phase, h number of feature vectors whose size and 
features are defined by the feature maps were obtained for each test samples and 
tested in each classifier.  The classification results were then combined to get a final 
decision by using majority voting principle. In the case of equality, the distances to 
hyperplanes are  considered for that decision.  

3. Experimental Results 

All vegetation fields in the image were divided into subfields and these subfields are 
randomly distributed to the train and test set ensuring that at least one sub-label from 
each label is included in the training set.   The 12 spectral bands constituted 4 level 
binary tree. The second tree was constructed by two levels wavelet decomposition. 
That gives us  a total of 252 spatial-frequency candidate patterns. The pruning fused 
some of the patterns and feature selection algorithm ranked these patterns which 
constructed the feature map. The following feature map (Fig.2) was obtained for oat-
red clover class pair. The darkness and also the numbers on the maps show this 
ranking. The algorithm reduced the data dimension to 33 subbands from the possible 
252 sub-bands. The fusing in both spectral and spatial-frequency axis can be observed 
in Fig.2 (left). The minimum classification accuracy of 8.85% is achieved with the 
first three most discriminative features which were extracted from three spectral 
bands.  When the classification error was considered in pixel scale, it is observed that 
1578 pixels out of 66534 pixels are misclassified. The misclassified regions in fields 
were marked in black color in Fig.2 (right).  
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Fig. 2. The feature map of oat-red clover features (left) and the overall classification 
results of FLC1 data (right) 

The developed algorithm was also applied in food safety area for two-class 
(binary) classification of fungal contaminated hazelnut kernels from the 
uncontaminated ones[6] and a classification  accuracy of 97.4% was achieved.  

4. Conclusions 

In this study, the LDB algorithm is modified to 3D search structure to develop a new 
feature extraction algorithm for hyperspectral and multispectral data. The algorithm is 
specifically implemented on multispectral airborne FLC1 data set to classify the corn, 
soybeans, red clover, wheat, and oat vegetation classes. This five class classification 
problem is transformed into 10-class pairs for pairwise solution to get a final decision 
of a test pattern.  The mean error rate of 8.85% was obtained with three most 
discriminative features which is superior to the methods in study [4] that obtained an 
error of 22.26% with the same number of features.  
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Computer Vision Research Laboratory
Department of Electrical and Electronics Engineering

Yeditepe University
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Abstract. Three dimensional range data provides useful information
for computer vision, computer graphics, and object recognition applica-
tions. For these, extracting the range data reliably is utmost important.
Therefore, various range scanners based on different operating principles
are proposed in the literature. Although these scanners can be used in
diverse applications, most of them cannot be used to scan shiny objects
under ambient light. This is a severe restriction. We propose color in-
variant based binary and ternary coded structured light range scanners
to solve this problem. We hypothesize that, by using color invariants we
can eliminate the effects of highlights and ambient light in the scanning
process. Therefore, we can extract the range data of shiny and matte
objects in a robust manner. We implemented three different range scan-
ners to test our hypothesis. We performed tests on various objects and
provided their range data.

1 Introduction

Various computer vision, computer graphics, and object recognition applications
benefit from 3D information. These require reliable range data acquisition. For
this purpose, various types of range scanners are proposed in the literature [1].
Although these scanners can be used in most applications, they cannot be used
to scan shiny objects under ambient light. This is a severe restriction, since
applications such as outdoor scanning cannot avoid this type of problem. The
mentioned problem can be clearly seen in binary coded structured light scanners.
In a previous study, we focused on the same problem in line stripe based range
scanners [2]. In this study we propose new systems based on binary and ternary
coded structured light systems to solve this problem. Our method depends on
using color information instead of black and white stripes in binary coding. In the
literature, there are several structured light methods based on color information
[3–5]. Our method differs from these studies, since we use a set of color invariants
(different from our previous study) to extract the stripe information in extracting
codewords from the camera image. To test our method, we developed prototype
range scanners using a commercial projection machine and an industrial color
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camera. In the next section, we provide the specifications of these scanners.
Then, we focus on our color invariant based stripe extraction method. Finally,

2 The Developed Structured Light based Range Scanners

To scan shiny surfaces reliably, we developed both binary and ternary coded
structured light scanners in this study. In implementation, the only difference
between the binary and ternary coded structured light scanners is in the pat-
tern codification step. In other saying, the same hardware can be used for both
scanners with a change in the pattern projection step. The hardware of our sys-
tem is as follows. We project structured light patterns onto the test object by
a Hitachi CP-RS57 Multimedia 3 LCD projection machine. The images of the
patterns projected onto the object surface is grabbed by a Sony DXC-390P 3
CCD color camera. We calibrate the camera projection machine setup by using
Bouguet’s [6] calibration toolbox. We use Matlab as our coding platform. For
the binary coded structured light scanner, we project eight patterns (having dif-
ferent widths) with either red-green or blue-green color pairs. For the ternary
coded structured light scanner, we project five patterns with red, green, and blue
colors. For both scanner systems, we use Gray coding in projecting the patterns.

3 Stripe Segmentation using Color Invariants

Color invariants are used to overcome the effects of imaging conditions on color
extraction such as, the illumination of the environment, surface properties of the
object, and the angle of view. To scan shiny object surfaces, we benefit from the
set of color invariants (c1, c2, c3) introduced by Gevers and Smeulders [7]. In this
section, we benefit from these to extract binary and ternary patterns projected
onto the test object.

3.1 Segmenting Binary Patterns

We implement the binary coded structured light scanner in two different ways
using c1 and c3 separately. To use the first color invariant, c1, we project red and
green colored patterns onto the object. For c3, we use blue and green colored
patterns. To extract these projected patterns from the grabbed camera images,
we apply thresholding after obtaining the color invariant image. We explain this
method in detail in our previous study [8]. In this study, we also benefit from
matched filtering to obtain a more reliable segmentation, hence the pattern.

3.2 Segmenting Ternary Patterns

For the ternary coded pattern, we use red, green, and blue colors. Unlike bi-
nary coding, on ternary coding the thinnest lines are not so thin. Hence, there
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is no dominant sensor cross-talk problem. Therefore, we did not use matched
filtering for ternary coding. On the other hand, the not so thin stripes cause
lower resolution compared to the binary coding. We will see the effect of this in
the experiments section. We can define a new value for stripe segmentation as
s = c1− c3. Then, for the red colored stripes, s > 0; for the green colored stripes
s ≈ 0; for the blue colored stripes s < 0. Therefore, we can use s to segment
the red, green, and blue stripes from the ternary image. In implementation, we
divided the range of the s value to three and applied segmentation based on
these.

4 Experiments

To test our scanners, we used five different objects having different colors on
them. These objects are: Polyester Atatürk with shiny acrylic paint, porcelain
teapot, porcelain dove, soft green frog, and porcelain green cat. We provide
the range data obtained by binary (using c1), and ternary pattern based range
scanners in Fig. 1.

Fig. 1. Point clouds of test objects. Column wise: Atatürk, teapot, dove, soft green
frog, green cat. Row wise: Test objects, binary scanner results, ternary scanner results.

As can be seen in Fig. 1, the binary range scanner based on c1 extracted all of
the range data from five objects reliably. If we check the range data results of the
ternary scanner, we observe that only the frog object has some missing parts.
All other objects have fairly good range data. However, the resolution of the
range data is not as good as the binary coded scanner. Please remember that,
the ternary range scanner needs five projection patterns. On the other hand,
the binary range scanners need eight projection patterns. As a benchmark we
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also implemented a black and white range scanner. Unfortunately it gives poor
results on shiny objects. It can only extract the range data of matte objects
reliably.

The range data for some test objects are not complete. There are some minor
missing parts. We should remember that, these scan results are obtained only
from one viewing direction. When the objects are scanned from more than one
direction, then these missing parts can be filled. On the other hand, if the scanner
produces extra or wrongly coded parts (as in the black and white range scanner),
they cannot be deleted easily.

5 Final Comments

In this study, we proposed a framework to solve the problem of scanning shiny
objects using color pattern projection and color invariants. We developed three
range scanners based on two binary and one ternary color patterns. The binary
range scanners need eight patterns for coding. The ternary range scanner needs
five projection patterns. In all systems, we project colored patterns onto the
object. As a benchmark, we also implemented the black and white range scanner.
We tested all range scanners on several test objects having different properties.
Although the black and white binary structured light scanner could not extract
the range data of the shiny objects, our color invariant based range scanners
were able to extract the range data in a reliable manner.
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Abstract. In this paper illumination invariant, pose and facial expression 
tolerant gender classification method is proposed. A recently introduced feature 
extraction method, namely Gradientfaces, is utilized together with Support 
Vector Machine (SVM) as a classifier. Image regions obtained from cascaded 
Adaboost based face detector is used at the feature extraction step and faster 
classification is achieved by using only 20-by-20 pixel region during feature 
extraction. For performance evaluation, two well-known face databases, 
FERET and Yale B are tested and the algorithm is compared against a pixel-
based algorithm on these datasets. The results indicate that Gradientfaces 
significantly outperform the pixel-based methods under severe illumination, 
pose and facial expression variances. 

Keywords: Gender Classification, Gradientface, Support Vector Machine 

1   Introduction 

Although face detection and consequently face recognition have been intensely 
researched in the past years, gender classification has drawn less attention. However, 
successful gender classification methods can be extremely important for various 
application areas. In surveillance systems, gender classification can improve the 
analytic capacity of the whole system, for instance by collecting information 
regarding the number of women entering a store or mall area. Furthermore, user 
experience of the human-computer interaction can be enhanced by incorporating 
gender of the user. Moreover, for visually-impaired, gender of a person can be a vital 
information. 

Gender classification methods can be categorized according to input of the system 
as gait-based [6], speech-based [12] and face-based [1] methods. In gait-based 
methods, particular walking manner of males and females are tried to be captured and 
classified whereas in speech-based methods gender models are obtained from audio 
signals. Face-based methods on the other hand identify gender from face images. 
Even though for a versatile and complete gender classification system all of the 
previously mentioned information sources should be utilized, in this paper a face-
based approach is proposed. 

Lately, many successful algorithms utilizing face images are reported in the 
literature. These methods can be classified into three categories corresponding to the 
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type of data, classification is performed on i.e.: pixel-based, global feature-based and 
local feature based. Moghaddam [1] uses Support Vector Machine (SVM) directly on 
the face images to identify gender. Classification is carried out on relatively low 
resolution face images which are 21x12 and achieved error rates as low as %3.4 
furthermore; Moghaddam reports only 1% improvement by using a larger face image 
size. In a different approach, Makinen [5] evaluates different gender classification 
methods and concludes that SVM performs best with high classification rates and 
input face image size has little effect on the performance.  

As one of the global feature-based methods, Lu [7] proposes a fusion based method 
in which multiple facial sub-regions are integrated into classification in order to make 
the gender identification facial expression tolerant. On the other hand, Hadid [9] 
employs a dynamic texture analysis approach in which facial expression movements 
together with the local binary patterns (LBP) is used. Additionally, Jain [8] proposes 
to use independent component analysis on face images along with a classifier of SVM 
and this method achieved recall rates up to 95.67%.  

As an alternative, Toews and Arbel recently utilized scale-invariant local features 
for gender classification [4]. In their work, Toews adopts object class invariant 
models in order to handle arbitrary viewpoint cases.  

It should be noted that face-based methods are influenced from many factors 
including lighting conditions, pose of the head, facial expression and possible 
occlusions. Thus, a gender classification method robust to these effects is crucial. In 
this paper, pose, illumination and facial expression invariant gender classification 
method is proposed. In this approach, a recently proposed feature extraction method 
dedicated to face recognition is utilized [2] and furthermore the performance of the 
method is compared against some pixel-based approach. In the following section, the 
approach is described in detail. In Section 3, experimental setup and corresponding 
results are provided. Finally, in the last section concluding remarks are given.  

2   Proposed Algorithm  

Basic building blocks of the proposed approach are presented in Fig 1. As the first 
step, face detection via the cascaded detector of Viola & Jones is employed [3]. In this 
face detection method, integral images are utilized and thus a very fast feature 
extraction is possible. Additionally, method employs a cascaded AdaBoost as a 
feature classifier. Due to these advantages, this method has been selected as face 
detector in our approach.  

The second stage of our approach involves the extraction of a feature vector from 
the detected face region. It should be noted that after face detection, the face region is 
further shrunk in order to decrease the cluttering effects of ears, hairs and background. 
Zhang et al. in [2] employed Gradientfaces for illumination invariant face recognition 
and showed that this method is robust for uncontrolled and natural lighting conditions. 
Furthermore, it has been reported that Gradientfaces is superior to pixel-based 
approaches [2].  
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Fig 1. Block Diagram of the Gender Classification System 

2.1   Gradientfaces 

 
Gradientfaces approach is derived from the fact that the ratio of the y-gradient of 

image  to the x-gradient of image is an illumination invariant measure, as 
shown in [2]. This said, in our approach gender classification is made on this measure 
computed as the following equation; 
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(1) 

in which  and  represent x- and y-gradients of the image, respectively. 
However, since computation of image derivatives/gradients is ill-posed due to 

noise and quantization, to compute stable image gradients and more importantly to 
extract an illumination invariant measure that is robust to noise, image is firstly 
smoothed by a Gaussian kernel function given below. 
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where  is the variance of the kernel.  
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Fig 2 Example Gradientfaces obtained from FERET face dataset images 

In Fig 2, Gradientfaces computed from male and female face images are depicted. 
At the post-processing stage images are further cropped and down sampled to 20-by-
20. Down sampling size is chosen empirically in order to both achieve fast training / 
detection and high accuracy rate.  

2.2   Gender Classification 

At the last step of the proposed method, extracted features are classified by a 
Support Vector Machine (SVM). Several kernel functions satisfying the Mercer’s 
theorem has been presented in the literature however, in this work Radial Basis 
Functions (RBF) have been employed.  

3   Experiments 

Experiments are conducted on two different face datasets; the colored FERET 
database [11] and Yale Face Database-B [12]. Performance results obtained on 
different image subsets are reported. Furthermore, in order to compare our approach, 
a pixel-based gender classification system is also incorporated in the experiments. In 
the pixel-based approach after face detection face region is downscaled and directly 
classified by an SVM without any feature extraction step. From the FERET dataset 
only frontal images that consists 874 female and 1594 male images are used 
throughout the experiments. The Yale dataset is included in the experiment because of 
the fact that it contains face images in varying lighting conditions as well as varying 
pose and expression contents. 286 female, 3466 male images are used from the Yale 
dataset. Although both datasets can be used for training, only the FERET dataset is 
incorporated for the training of SVM classifier, since FERET dataset is more 
structured compared to Yale dataset.  
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where  is the spread of the kernel. 
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Fig 3. Example face images and corresponding Gradientfaces from (a) illumination subsets (b) 
pose subsets of Yale dataset 

In the first phase of the experiments, 250 female and 250 male images are 
randomly selected from FERET dataset as test images and the rest of the face images 
from FERET are used for training the classifier. Gaussian smoothing kernel size and 
standard deviation in Gradientfaces approach are empirically chosen as 7-by-7 and 
0.75, respectively, after preliminary experiments. Moreover, it should be noted that, in 
pixel-based method, a histogram equalization step is incorporated before the 
classification with SVM in order to decrease the effect of illumination. Recall rates 
obtained in this test are given in Table 2. The performances of both algorithms are 
almost same in this setup.  

Table 1. Performance obtained on FERET dataset. 

FERET Yale Face B 
 Overall / Male / Female Overall / Male / Female 
Pixel-based 92.20 / 91.20 / 93.20 71.51 / 71.84 / 67.48 
Gradientfaces 92.40 / 90.00 / 94.80 90.94 / 91.92 / 79.02 

For tests on Yale dataset, all the chosen frontal images from FERET dataset (874 
female and 1594 male) are used in the training. The obtained recall rates are given in 
Table 2. Since Yale dataset consists of images with varying pose, expression and 
illumination; further experiments are conducted for each category. Poses in the Yale 
dataset vary between 0° and 24° whereas the illumination varies up to 130° in azimuth 
and 90° in elevation with respect to camera optical axis. According to the illumination 
direction, dataset can be categorized into 5 subsets and plus one more subset with no 
illumination (ambient illumination). The illumination direction is varied from 0° to 
12° in Subset 1, from 13° to 25° in Subset 2, from 26° to 50° in Subset 3, from 51° to 
77° in Subset 4 and from 78° to 130° in subset 5. The overall accuracy obtained for 
the varying illumination direction is given in Table 3. Furthermore, accuracy on 
different pose angles is shown in Table 4. 

Table 3. Overall Accuracy Performance Obtained from Illumination Subsets of Yale Face 
Database-B. 

 Subset 1 Subset 2 Subset 3 Subset 4 Subset 5 
Pixel based 77.28 77.38 67.65 60.98 75.85 
Gradientfaces 90.29 90.82 91.15 90.98 91.3 
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Table 4. Overall Accuracy Performance Obtained from Different Pose Angles of Yale Face 
Database-B. 

 0° 1°-12° 13°-24° 
 Male Female Male Female Male Female 
Pixel based 65.43 91.43 67.25 62.13 81.60 68.29 
Gradientfaces 97.22 85.71 93.91 74.56 86.76 85.37 

4   Conclusion 

A recently proposed illumination insensitive feature extraction method for face 
recognition, namely Gradientfaces, is used for gender classification. In this work, 
discriminative power of the approach is shown to be highly applicable for gender 
classification. The proposed algorithm is compared to a pixel based method [1] in two 
well known datasets with highly varying illumination, pose and facial. It could be 
concluded that by using Gradientfaces, much higher correct classification rates 
(90.94% overall) than the pixel based method (71.51% overall) are achieved 
especially in extreme lighting conditions; thus, making this method more appropriate 
for real life applications, where illumination varies highly. 
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Abstract. A method for adult content classification and nudity detection is 
presented. Objective of this method is to classify images into different classes, 
varying on the degree of adult content. We utilize MPEG-7 descriptors to 
represent visual information. Skin regions are detected to model adult content 
more precisely, as well as to eliminate false-positives. Proposed method is 
tested with conventional image sets. Experimental results indicate that the 
algorithm has an acceptable detection performance. 

Keywords: adult image classification, nudity detection, MPEG-7 visual 
descriptors, close-up face detection, skin color detection 

1   Introduction 

The amount of visual content available on the internet is well beyond manual 
analysis. Adult classification of images is one of the major tasks for semantic analysis 
of visual content. Modern approach to this problem is introducing rating mechanisms 
to prevent unsolicited access to this type of content. This prevention is especially 
critical for children [1]. It is an obvious fact that such a rating mechanism should 
make use of automatic analysis. One desired property of such a system is the 
opportunity to dynamically adjust the content severity level. For instance, different 

In the literature, different adult image filtering methods are presented. The 
detection of skin areas is investigated in [3] where skin color is used in combination 

on neural networks or Support Vector Machines [4] as classifiers. One of the 
pioneering works is done by Forsyth et al. [5] where they combine tightly tuned skin 
filter with smooth texture analysis. After skin detection, geometric analysis is applied 
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first filtered by skin model and outputs are classified. Rowley et al. [7] propose a 
system that includes both skin color and face detection where they utilize a face 

map. Yoo [8] suggests retrieving labeled images from a database where an image is 
labeled as adult content if most of the similar images are labeled that way. 

Previous studies on this topic show that images which contain close-up face(s) 
mislead adult content classification systems [9], since these images have the same 
characteristics with ordinary nude images regarding skin color features. These studies 
suggest the use of face detection systems to overcome this problem. 

Our aim is to rate any image as being in one of the classes defined in [10]: normal, 
swimming suit, topless, nude and sexual content. We present a system with four 
components. First component is skin color detection. Second component is close-up 
face detection. Third component is feature extraction from images by using shape, 
color and texture descriptors. The fourth component is to classification. 

2   Proposed Algorithm 

The proposed algorithm has four fundamental components: close-up face detection, 
skin color detection, feature extraction and classification. The general system 
structure is shown in Fig. 1. 

 
Fig. 1. Overall flow of adult rating classification algorithm. 

2.1   Skin Region Detection 

For the skin region detection step of this study, the method proposed by Jones and 
Rehg [3] is utilized. This method is based on inferring pixels on statistical skin and 
non-skin models, which are represented and trained with GMM. Jones and Rehg 
utilize millions of skin pixels for training. Mean and covariance results of this study 
are directly used in our method. Skin masks are obtained from skin detection and 
connected component labeling algorithms as shown in Fig. 2-a and 2-b. The skin 
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[6]. Their study is based purely on skin color detection and SVM. The images are 

detector to eliminate the effects of skin regions that belong to face area on the skin 



mask is used to determine the regions that contain human bodies or body parts in the 
original image. These regions define the bounding box, which encapsulates all the 
parts that shows the skin color characteristics. Also skin detection is used for face 
elimination phase which will be described in the next section. 

 
(a) 

 
(b)  

(c) 
Fig. 2. (a) Input image, (b) its skin mask and (c) An example for close-up face elimination. 
Rectangular box indicates the face box given by the face detector. 

2.2   Face Detection and Close-up Face Rule 

Images containing many faces or a close-up face can be classified as nude images [9] 
causing false alarms. To solve this problem, we should be able to detect and eliminate 
close-up faces. For face detection, the method of Viola and Jones [13] is utilized. 
By combining the face areas with skin masks, the ratio of total skin pixels that lie on 
the face area over the total skin pixel count of skin region can be calculated. If this 
ratio is large enough, it indicates that body parts other than the face may be found in 
the image. This means corresponding input images may contain nudity. Otherwise the 
image should be labeled as non-nude. The ratio can also be interpreted as a measure 
to determine the scale of human bodies in the image. Fig. 2-c shows an example of a 
query image, where total area of skin regions are large compared to image 
proportions. The test rule is  T = Ã - A / Ã. If T is below a certain threshold, then the 
image is labeled as non-nude. 

2.3   Feature Extraction 

In feature extraction step, visual descriptors are extracted by using four different 
methods. These four low-level feature extraction methods are chosen from MPEG-7 
descriptors [11, 12].  These are Color Structure Descriptor (CSD), Color Layout 
Descriptor (CLD), Edge Histogram Descriptor (EHD) and Homogeneous Texture 
Descriptor (HTD). These four different descriptors capture the visual information 
from different perspectives and provide compact representations.  
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2.4   Classification 

We employ pattern classification on extracted features with SVM’s due to their well 
reported potential in the literature [4]. We use multi-category SVM with a radial basis 
function (RBF) kernel. SVM are trained with the features extracted from the images 
by using the color and texture descriptors mentioned before. The OpenCV 
implementation of SVM is used [14]. 

3   Experiments 

3.1   Experimental Setup 

The system extracts four MPEG-7 descriptors for each image. The data set [10] that is 
used in the experiments has five different classes, which are normal images (class 1), 
swimming suit images (class 2), topless images (class 3), nude images (class 4) and 
sexual activity images (class 5). 

The experimental image set consists of 1702 images for each class [10].  For each 
of the five classes, 1000 images are used for training and 500 images are used for 
testing. The image dataset, which is used to measure the success rates of close-up face 
elimination rule, consists of 799 frontal female faces of the FERET dataset [15]. If 
face elimination labels as non-nude, the classification is accomplished successfully.  

3.2   Results 

The classification results of the proposed system are shown in Table 1. It should be 
emphasized that whole image area is utilized for inactive skin detection case during 
training and test phases. These results indicate that color descriptors are more suitable 
than texture descriptors to adult image classification. 

Comparing the results in Table 1 according to the use of skin color detection 
reveals that skin color detection slightly increases the performance. Compared to a 
very similar study [10], success rates of the proposed system are relatively higher, 
since Kim et al. [10] have not utilized any skin detection mechanism. Besides rating 
adult images with respect to their content, the results give an idea about nudity 
detection. It is obvious that rating images is a much more complex task than nudity 
detection. The results of nudity detection, where the classes 2, 3, 4 and 5 are 
combined into a single nude class, are represented in Table 2. In the second stage of 
the experiments, the effectiveness of the close-up face elimination rule is observed. 
Exact counts of eliminated images with respect to adult classes and the female set are 
shown in the Table 3. False eliminations on classes 1 to 5 are rare. 

The close-up face check eliminates the images that are not likely to contain nudity. 
Thus they are classified as class 1 (normal images). Remaining images are classified 
with four feature descriptors and obtained results given in Table 4. Texture 
descriptors do not contribute much to the close-up face elimination process but color 
descriptors are more successful. 

256 H. Sevimli et al.



Table 1.  Classification confusion matrices of experiments (with/without skin detection). 

Predicted Class Descriptor Query 
Class None Swimsuit Topless Nude Sexual 
None 92.4/92.8 2.8/3.8 2.6/2 1.6/1 0.6/0.4 

Swimsuit 6.8/8 51.8/51.8 7.6/7.2 27.6/27.2 6.2/5.8 
Topless 7.4/10 18/20.6 55.4/50.2 17.8/17.8 1.4/1.4 
Nude 13.615.4 22.2/29 6.4/3.8 56.8/50.8 1/1 

Color 
Structure 

Sexual 1/1 39/34 3/2.6 11.4/14.8 45.6/47.6 
None 80.2/75.4 5.4/9.4 7.6/9 1.2/0 5.6/6.2 

Swimsuit 8/8.2 22.6/27.4 15.6/22.6 12.2/2.8 41.6/39 
Topless 5.2/6.4 20.4/23 42/44.8 4.6/2.4 27.8/23.4 
Nude 14/10.6 17.2/25 18.8/23.2 12.6/10 37.4/31.2 

Color 
Layout 

Sexual 3/3.6 20/16.4 19.6/30.8 5.6/2.2 51.8/47 
None 82.2/80.8 4.8/5.6 5.5/4.6 2.2/2.6 5.6/6.4 

Swimsuit 7.8/8 41.4/34 19.8/24.4 18.2/16.8 16/16.8 
Topless 15/15.4 25.4/30.8 25.4/23.4 18.2/13.4 16/17 
Nude 12.8/14.4 20/15.4 8.4/15.2 47.4/43.8 11.4/11.2 

Edge 
Histogram 

Sexual 4.2/4.4 13/14.2 9/7.6 8.6/7.4 65.2/66.4 
None 74.4/74.2 3.4/3.8 12.8/13 4.6/4.8 4.8/4.2 

Swimsuit 10.8/11 28.8/25.2 16.2/17.8 25/28.6 19.2/17.4 
Topless 7.4/7.2 16.6/15.4 54.8/54.2 8.2/8.4 13/14.8 
Nude 4.8/4.8 19/14.4 15/15 31.6/36.8 29.6/29 

Homogeneous 
Texture 

Sexual 2.4/2.6 18/16.2 7.6/7.8 22/22.4 50/51  
 

Table 2.  Success rates of nudity 
detection   when classes 2, 3, 4 and 5 are 
combined 

Desc w. Skin 
Detection 

wo. Skin 
Detection 

CSD 92.80 91.40 
CLD 92.45 92.80 
EHD 90.05 89.45 
HTD 93.65 93.60  

Table 3. Number of images that are labeled non-
nude by face elimination rule 
 
Image Set Eliminated Percentages 
None 1 0.06(incorrect) 
Swimsuit 28 1.64(incorrect) 
Topless 33 1.94(incorrect) 
Nude 7 0.41(incorrect) 
Sexual 25 1.47(incorrect) 
FERET Female 576 72.1(correct) 

 

Table 4.  Confusion values for FERET frontal female image set. 

Descriptor Resulting Class 
 None Swimsuit Topless Nude Sexual 
Color Structure 91.61 2.13 0.13 6.13 0.0 
Color Layout 83.60 5.89 1.00 3.13 6.38 
Edge Histogram 74.34 7.13 5.63 2.38 10.51 
Homogeneous Texture 72.47 7.88 5.51 4.38 9.76  
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4   Conclusion 

In this study, a method that makes use of visual descriptors with skin detection is 
proposed for adult image classification. Additionally, we incorporate a close-up face 
elimination mechanism to get rid of false alarms. Experiments indicate that the 
proposed system can distinguish nude and non-nude cases. An important observation 
is that descriptors and decision of using skin detection or not is very crucial. 
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Abstract. This paper proposes a multiscale texture classifier which uses
features extracted from both magnitude and phase responses of subbands
at different resolutions of the dual-tree complex wavelet transform de-
composition of a texture image. The mean and entropy in the transform
domain are used to form a feature vector. The superior performance and
robustness of the proposed classifier is shown for classifying and retriev-
ing texture images from image databases.

Key words: Texture retrieval, texture classification, multiscale analy-
sis, discrete wavelet transform, dual-tree complex wavelet transform.

1 Introduction
A typical content-based image retrieval (CBIR) system involves extracting fea-
tures such as shape, texture and colour, which constitute the image signature of
the content of an image, and using image signatures and an appropriate distance
metric to measure the similarity of a query image to the images in database. The
ability to classify texture, where texture is used to represent the content of an
image, is a fundamental requirement of a CBIR system. Gabor filters, wavelet
transforms, finite impulse response filters have been widely used for this task.
The Gabor filter is appealing due to its simplicity and support from neurophys-
iological experiments [1, 2]. The DWT based methods [3, 4] employ multiscale
decomposition to extract high-frequency components from wavelet subbands for
texture representation. However, DWT is not shift invariant and lacks direc-
tion selectivity [5] for robust feature representation. Gabor wavelets have been
designed to be directionally selective. They are robust to shift since they are
non-decimated, but they are therefore overcomplete and hence computationally
expensive. The dual-tree complex wavelet transform (DT-CWT) has been shown
to be approximately shift invariant and has limited redundancy [5].

The afore-mentioned advantages of DT-CWT and its multiscale structure
make it appealing for texture classification and retrieval. Our previous multi-
scale texture classifier [6] uses the mean and standard deviation of the mag-
nitude of DT-CWT subbands in different scales. In this paper, we improve the
performance of our previous work by using both magnitude and phase of the com-
plex subbands of DT-CWT. The additional information provided by the phase
combined with the magnitude of the complex subbands results in more discrim-
inative feature vectors. We also modified the texture feature vector structure
to increase its discriminability. The new classifier is applied to both supervised
texture classification and texture retrieval problems.

© Springer Science+Business Media B.V. 2010 
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2 Proposed method

The DT-CWT decomposition of an W×H image I results in a decimated dyadic
decomposition into s = 1, 2, . . . , S scales, where each scale is of sizeW/2s×H/2s.
Each decimated scale has a set of six subbands of complex coefficients, Cs =

{®(s)
1 eiµ

(s)
1 , . . . , ®

(s)
6 eiµ

(s)
6 }, that respectively correspond to responses of the six

subbands orientated at −15∘, −45∘, −75∘, 15∘, 45∘, and 75∘. Each subband at

scale s has magnitude (®
(s)
i ) and phase (µ

(s)
i ) responses, i = 1, . . . , 6, that are

normalized as

®
(s)
i =

®
(s)
i

E(®
(s)
i )

, µ
(s)
i =

µ
(s)
i

E(µ
(s)
i )

(1)

where E(®
(s)
i ) =

∑H/2s

y=1

∑W/2s

x=1 ®
(s)
i (x, y)

2
, E(µ

(s)
i ) =

∑H/2s

y=1

∑W/2s

x=1 µ
(s)
i (x, y)

2
.

Texture features are extracted using image statistics. Unlike in [6] where the
variance and entropy are defined in terms of magnitude of the subbands, in this
paper we define a variance M1(r) and an entropy M2(r) that incorporate both

magnitude and phase responses as the features for r, r ∈ {®(s)
i , µ

(s)
i }, i.e.,

M1(r) =
22s

HW

H/2s∑
y=1

W/2s∑
x=1

(r(x, y)− ¹(r))2,

M2(r) =
−22s

HW

H/2s∑
y=1

W/2s∑
x=1

r(x, y)
2
log(r(x, y)

2
) (2)

where ¹(r) = 22s

HW

∑H/2s

y=1

∑W/2s

x=1 r(x, y). Using Mk(r), k ∈ {1, 2}, the following
feature vectors are defined for scale s using the set Cs:

FMk,®,s =
[Mk(®

(s)
1 ) . . .Mk(®

(s)
6 )]

∥[Mk(®
(s)
1 ) . . .Mk(®

(s)
6 )]∥

,FMk,µ,s =
[Mk(µ

(s)
1 ) . . .Mk(µ

(s)
6 )]

∥[Mk(µ
(s)
1 ) . . .Mk(µ

(s)
6 )]∥

,

F®,s = [FM1,®,sFM2,®,s] ,Fµ,s = [FM1,µ,sFM2,µ,s] ,Fs =

[
F®,s

∥F®,s∥
Fµ,s

∥Fµ,s∥
]
, (3)

where ∥.∥ is the second norm (i.e., the signal energy).
Given an image I, the multiscale feature vector is extracted by combining

different realizations of Eq. 3 for different values of scales s, i.e.;

FI
S =

[F1 F2 ⋅ ⋅ ⋅ FS ]

∥[F1 F2 ⋅ ⋅ ⋅ FS ]∥ =
[
f I
S,1 f I

S,2 f I
S,3 ⋅ ⋅ ⋅ f I

S,24S−2 f I
S,24S−1 f I

S,24S

]
(4)

where FI
S is a vector of 24S elements.

Assume that each training set for texture class t consists of K texture sam-
ples. To perform a supervised texture classification, we use the following learning
stage for the texture classifier based on that in [6] but modified to include phase
information and the newly defined feature vectors for each class:
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(i) Decompose kth training texture image I
(k)
t and generate feature vector

F
I
(k)
t

S for decomposed texture image according to Eq. 4.
(ii) Repeat step (i) for all sample images in the same texture class and generate

texture feature set Ft,S = {FI
(k)
t

S }, and store them in the database.

After the features have been learned for each texture class, the following
classification stage is performed to classify an unknown image Iu:

(i) Decompose an unknown texture image Iu using S levels of DT-CWT and
extract its feature vector FIu

S using Eq. 4.

(ii) Calculate the distance between FIu
S and texture feature set Ft,S of each

class t as Dt = d(FIu
S ,Ft,S), where d( ) is similarity function, and then

assign the unknown texture to texture class i if Di < Dj for all i ∕= j.

In [6], the similarity function between the query texture and texture class t
is simply the normalized Euclidian distance between the feature vectors of the
query texture and the mean feature vector of the texture class t. In this paper,
the average of the distances between a query feature vector and feature vectors
of each sample in each texture class is used, i.e.,

d(FIu
S ,Ft,S) =

1

K

K∑

k=1

√√√⎷ 1

24S

24S∑

i=1

(
f Iu
S,i − f

I
(k)
t

S,i

¾t,i
)2,

where for texture class t, ¾t,i =

√
1

(K−1)

∑K
k=1(f

I
(k)
t

S,i − ¹)2 and ¹ = 1
K

∑K
k=1 f

I
(k)
t

S,i .

Texture retrieval is viewed as a search for the best N , i.e., most similar,
images to a given query image Iq from a database of a total M images, Im,m =
1, 2, ⋅ ⋅ ⋅ ,M . For this purpose, each image is represented by a feature vector as in
Eq. 4. The similarity between two images is measured by the distance between
the corresponding feature vectors. The goal is to select among the M possible
distances images with the N smallest distances, in a ranked order, that are most
similar to Iq.

Given two images Iq and Im, and let F
Iq
S and FIm

S represent the corresponding
feature vectors extracted according to Eq. 4. We define two distance measures

between two feature vectors F
Iq
S and FIm

S as

d1(F
Iq
S ,FIm

S ) =
24S∑

i=1

∣f Iq
S,i − f Im

S,i ∣, and d2(F
Iq
S ,FIm

S ) =
24S∑

i=1

,
∣f Iq

S,i − f Im
S,i ∣

¾i
(5)

where ¾i =
√

1
(M−1)

∑M
m=1(f

Im
S,i − ¹i)2 and ¹i =

1
M

∑M
m=1 f

Im
S,i .

3 Experimental results
3.1 Data
We evaluate the performance of our overall texture classification/retrieval sys-
tem on the same database as that used in [6]. For this purpose we used 40
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Fig. 1. Performance comparisons of different schemes: (a) Texture samples from MIT
VisTex database [7] and Brodatz album [8] that are used in experiments; (b) accr
versus S; (c) afcr versus S and confusion matrices for different schemes when S = 3:
(d) DWT-based scheme; (e) the scheme in [6]; and (f) the proposed method.

texture samples from MIT VisTex database [7] and Brodatz album [8] as shown
in Figure 1(a). Each texture image has a size of 512× 512, with 256 grey levels.
Each image is divided into two non-overlapping parts of size 256× 512, one for
training and one for testing. Sets of overlapped random patches of size W ×H
are generated from the training texture images. Each set consists of K samples,
where K = 10 samples are used for each texture class. After training, randomly
selected patches of size W ×H from the testing samples are used to evaluate the
performance of the texture classifier. In this study W = H = 128. From each
testing texture image, 100 overlapping patches are selected.

Each of the 512×512 images was divided into sixteen 128×128 non-overlapping
subimages, thus creating a test database of 640 texture images for experiments
on texture retrieval.

3.2 Performance evaluation metrics

The performance of a texture classifier is measured using a confusion matrixCM
[9]. CM is a L×L matrix for L different texture classes and CM(i, j) refers to
the classification rate when samples from class i are identified as class j. Two
figure of merits are used in conjunction with CM: average correct classification
rate (accr =

∑
∀(i,j),i=j CM(i, j)/L) and average false classification rate (afcr =∑

∀(i,j),i∕=j CM(i, j)/ (L× (L− 1))).
In the experiments for texture retrieval, a query image is any one of the

640 images in our database. The relevant images for each query are defined as
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Table 1. Average retrieval rate R
(di)
Ti

of the proposed texture retrieval algorithm using
different distance measure di according to the number of best matches (Ti) considered
for different number of scales S.

S = 1 S = 2 S = 3 S = 4 S = 5

Ti R
(d1)

Ti
R

(d2)

Ti
R

(d1)

Ti
R

(d2)

Ti
R

(d1)

Ti
R

(d2)

Ti
R

(d1)

Ti
R

(d2)

Ti
R

(d1)

Ti
R

(d2)

Ti

15 68.77 68.93 83.40 83.74 88.98 89.46 89.35 90.42 88.95 90.72
20 75.84 75.85 87.52 87.83 92.11 92.34 92.50 93.28 92.75 94.10
40 87.25 87.29 93.32 93.29 96.24 96.35 96.75 97.16 97.02 97.49
60 91.27 91.30 95.51 95.70 97.79 97.82 97.91 98.32 98.28 98.51
80 93.73 93.79 96.92 97.07 98.39 98.63 98.63 98.90 98.91 99.06
100 95.21 95.30 97.77 97.96 98.86 99.04 99.00 99.18 99.18 99.26

¢ 0.00% 0.13% 0.19% 0.4255% 0.4258%

the other 15 subimages from the same image in the database. We evaluated the
performance of the proposed system in terms of the average rate of retrieving
relevant images as a function of the number of best retrieved images given a dis-

tance measure d used for comparing feature vectors, i.e., R
(d)
Ti

= 1
640

∑640
k=1

P
(k)
Ti

15 ,

where R
(d)
Ti

is the average retrieval rate of the database when the best Ti images

are retrieved from the database, and P
(k)
Ti is the number of correctly retrieved

images among the Ti retrieved images when kth image is the query image.

3.3 Evaluation of texture classification capability

The first experiment compares the proposed texture classifier with our previ-
ous classifier [6] and the DWT implementation of the structure of the proposed
classifier. The results in Figure 1(b)-(c) clearly show that the proposed classifier
outperforms the other two classifiers for different values of S. The best perfor-
mance is achieved when S = 3 where accr is 98.32% and afcr is 0.04%. The
performance of the proposed classifier, like the other classifiers, becomes worse
when S > 3. This is mainly due to insufficient number of data points when
S > 3 to extract discriminative features for the feature vector. The correspond-
ing confusion matrices for S = 3 are shown as images in Figure 1(d)-(f), where
white and black squares respectively correspond to 0 and 1, and values between
0 and 1 are denoted by squares of varying grey shades. Thus, more black squares
along the diagonal of an image indicates a better performance, i.e., the proposed
method achieves the best performance.

3.4 Evaluation of texture retrieval capability

Since the performance of the proposed texture classifier is better than our previ-
ous classifier [6], we only evaluate the texture retrieval capability of the proposed

classifier. Table 1 shows its performance in terms of R
(di)
Ti

, the average rate of
retrieving relevant images as a function of the number of best retrieved images
for different number of scales S when different similarity measures are used. It
shows that the proposed algorithm achieves best performance when S = 5 at the
expense of an increase in computational complexity for both distance measures
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(i.e., d1 (Eq. (5)) and d2 (Eq. (5)). It achieves almost the same performance
for both distance measures when S < 3 but the performance differs when S
increases, i.e., S >= 3. As a result, the mean difference of the performances

when the two distance measures are used, i.e., ¢ = 1
18

∑18
i=1(R

(d2)
Ti

− R
(d1)
Ti

) are
computed and shown in the last row of Table 1. It is clear that the performance
is better when d2 is used, but at an extra normalization by ¾i (see Eq. (5)).

The performance of the proposed algorithm is compared with the algorithms
in [3, 4] by comparing with the results tabulated in [4]. For this purpose we
used the same set of 40 texture images as used in [3, 4]. The average retrieval
rate is calculated for the best 15 (Ti = 15) images retrieved from the database
for each query texture image from the database. In the experiments, S = 5 is
used. The average retrieval rates for DWT, [3], [4] and the proposed method
are 75.62%, 80.78%, 76.57%, and 87.60%, respectively. The best performance is
achieved by the proposed algorithm. This is mainly due to the structure of the
texture classifier and the directional data representation of the DT-CWT.

4 Conclusion

In this paper, we proposed a new texture classifier structure which uses both
the magnitude and phase of DT-CWT subbands. It is shown that for texture
classification the proposed classifier outperforms our previous multiscale texture
classifier [6] both in high accr and low afcr. The capability of the proposed
classifier in retrieving texture images is empirically shown to achieve high per-
formance. The average retrieval rate of the proposed texture retrieval algorithm
increases when the number of the scales S increases. However, the increased in
performance is achieved at the expense of an increase in computational load.
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Abstract. When 3-D models of environments need to be transmitted
or stored, they should be compressed efficiently to increase the capac-
ity of the communication channel or the storage medium. We propose
a novel compression technique based on compressive sensing, applied to
sparse representations of 3-D range measurements. We develop a novel
algorithm to generate sparse innovations between consecutive range mea-
surements along the axis of the sensor’s motion, since the range measure-
ments do not have highly sparse representations in common domains.
Compared with the performances of widely used compression techniques,
the proposed method offers the smallest compression ratio and provides
a reasonable balance between reconstruction error and processing time.

1 Introduction

Many techniques have been developed for extracting 3-D models of environments,
which allow describing objects with undefined or arbitrary shapes or patterns [1].
One approach to constructing 3-D models is to use laser range finders that
measure the distance between the sensor and the objects within the field of
view. The model is acquired by using either a conventional 3-D laser scanner,
which is an expensive device, or a number of translating and/or rotating 2-D
laser scanners [2].

In this study, we consider an indoor environment scanned in 3-D with a single
2-D laser range finder, rotating around a horizontal axis above ground level. The
device used in this study is SICK LMS200 with its maximum range 80 m, field of
view 180◦, range resolution 1 mm, and angular resolution 0.5◦ [3]. Since the 3-D
model is composed of a considerable number of 2-D scans that are themselves
comprised of a large number of range measurements, the measurements need to
be compressed when they are transmitted or stored.

The compression ratio (CR), which is the ratio of the size of the compressed
output to the size of the original data, and the speed of compression are two
important criteria for measuring compression performance. The CR is between
zero and one (or zero and 100%), such that the closer the CR is to zero, the
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greater the amount of compression. In terms of the CR, a compression method
can be considered efficient when the size of the original data is reduced by more
than one half, so that the capacity of the communication channel or data storage
medium is at least doubled [4].

2 Review of Compressive Sensing

Compressive sensing is a technique that samples a signal in <N , where N is very
large, at a rate lower than the signal’s Nyquist rate, using a linear sampling
model with an optimization procedure for reconstructing the sampled signal [5].

The sampling model is composed of the sparsifying basis and the measure-
ment model that satisfy sparsity and incoherence properties, respectively. Spar-
sity requires the signals to have sparse projections onto the sparsifying basis
in which only a small number of the coefficients (K) will have large values,
whereas the majority (N −K) will be close to zero. The sparsifying basis is
an orthonormal basis denoted by Ψ = [ψ1, .., ψN ] which is spanned by {ψi}Ni=1.
Thus, the sampled signal can be represented as x =

∑N
i=1 siψi = Ψs, where

s = [s1, ..., sN ]T in which si =< x, ψi >. Notice that, x and s are different rep-
resentations of the same signal in time and Ψ domains, respectively. The mea-
surement model determines M measurements, where M � N , using a linear
operator Φ = [φT1 , ..., φ

T
M ]T composed of {φi}Mi=1, each of which is in <N . The

measurement model should be chosen so that {φi}Mi=1 cannot sparsely represent
{ψi}Ni=1, which is a requirement of the incoherence property. Baraniuk suggests
in [6] that the measurement model, in which each entry is chosen from a Gaussian
distribution with zero mean and 1

N variance, is incoherent with any sparsifying
basis with high probability. Given N and K, the lower bound on M is determined
by:

M ≥ cK ln
(
N

K

)
(1)

where c is a small positive constant [6]. Eventually, the measurement vector
denoted by y = [y1, ..., yM ]T , where yi =< x, φi >, is obtained such that y =
Φx = ΦΨs = Θs. The signal is then reconstructed by determining s, given y
and Θ. Since Θ is an M ×N matrix with M � N , there is no unique solution
to y = Θs. Therefore, the optimal solution is found by [7]:

ŝ = arg min ‖s‖1 such that y = Θs. (2)

Finally, the original signal is approximated from x̂ = Ψŝ with little distortion.

3 The Proposed Method

In compressive sensing, although determining the measurement model is straight-
forward, determining the sparsifying basis is not so simple. One of the main
objectives of this study is to obtain sufficiently sparse representations of the 2-D
scans that form the 3-D model.

The experimental data set [8] used in this study is composed of 29 3-D scans
from different indoor environments, each of which is acquired by taking 2-D
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scans as the sensor is rotated in 471 steps around a horizontal axis above ground
level. As a consequence, every 3-D scan in the data set constitutes 471 2-D scans,
sequentially acquired as vectors in <361 (i.e., N = 361).

(a) (b) (c) (d)

Fig. 1: (a) and (c): sample 3-D scans, (b) and (d): their reconstructions.

To apply the sampling model described in Sect. 2, we first consider the pro-
jections of a 3-D scan from the data set, illustrated in Fig. 1(a), onto some of
the well-known sparsifying bases. The 2-D scans forming the 3-D scan are pro-
jected one at a time onto N ×N sparsifying bases formed by using Fourier [9],
Gabor [9], and Haar [10] dictionaries. After lowering the small values to zero, the
average number of non-zero coefficients in these projections are around 270, 220,
and 320, respectively. The projections are not sufficiently sparse, so both the CR
and the distortion on the reconstruction would be high, if compressive sensing
were used with one of these sparsifying bases and the measurement model men-
tioned in Sect. 2 [7]. Therefore, we propose a novel technique to generate more
sparse innovations with approximately 40 non-zero coefficients on the average,
for the same scan data.

The proposed method involves sparsifying, measurement, and reconstruction
stages: The sparsifying model generates sparse innovations for each scan, and
then the measurement model samples the innovations with the minimum number
of samples. Finally, the reconstruction model rebuilds each scan from the samples
encoded by the measurement model. In the following subsections, these three
stages are described in more detail.

3.1 The Sparsifying Model

In the sparsifying model, we generate innovations between the currently ac-
quired scan x, and the previous scan x̃. First, x̃ is generated at the encoder by
employing the reconstruction procedure that the decoder follows, to adapt the
sparsifying parameters according to the reconstructions at the decoder. Then,
x̃ is approximated to x by shifting x̃ along the vertical and horizontal axes by
amplitude (ε) and phase (δ) shifts, respectively.

We define an error function E2 =
∑N
k=1 [x[k]− (x̃[k + δ] + ε)]2, where k is

the discrete-time index, and set its partial derivatives with respect to ε and δ to
zero, to find the optimal ε and δ. Ignoring the δ term in ∂E2

∂ε , we determine ε as:

ε =
1
N

N∑
k=1

(x[k]− x̃[k]) (3)

267 A Compression Method Based on Compressive Sensing  



which corresponds to the average amplitude difference between x and x̃. Since δ
is assumed to be very small compared to N , x̃[k+ δ] is expressed using the first
two terms of its Taylor series expansion around k. Then, we find δ as:

δ =
∑N
k=1 x̃

′[k] (x[k]− x̃[k]− ε)∑N
k=1 x̃

′[k]2
(4)

where x̃′[k] is the first-order difference of the sequence x̃ at k.
Shifting x̃ along the horizontal and vertical axes by ε and δ, respectively, we

obtain an approximation x̂ to x. Then, the innovation is defined as v = x− x̂
and is vertically shifted in either positive or negative direction by the offset ∆,
to bring its average value to the zero level. We eventually obtain a highly sparse
innovation v̂ after nulling very small variations around zero. Consequently, x
is represented with ε, δ, ∆, and v̂, respectively. When the mean square error
(MSE) between x and x̂ is very low, v̂ becomes very small, so x is represented
without v̂. When the MSE is greater than a preset threshold, v̂ becomes not as
sparse as we would like, so x is not encoded.

3.2 The Measurement Model
The measurement model gets the minimum number of samples from v̂ by using
either simple coding (SC) or compressive sensing (CS). Simple coding encodes
v̂ using the location and amplitude of the non-zero components. The measure-
ment size M is 2K, and the reconstruction error is zero. Compressive sensing
measures arbitrary linear combinations of the components in v̂. In this case, M
is determined using (1), and the reconstruction error increases with K.

When M required by SC is lower than M required by CS, using SC is advan-
tageous over using CS, in terms of the zero reconstruction error and lower M .
Therefore, we obtain the measurements m applying either SC when K ≤ K∗,
or CS, otherwise. Here, K∗ is the value of K that makes M for SC equal to
M for CS. We include a special character (i.e., π) at the beginning of m when
SC is applied to inform the decoder that we are using SC instead of CS. When
K > N

2 , v̂ cannot be considered sparse, since the reconstruction error would be
very high if v̂ were sampled using CS. In that case, x is not encoded.

At the output of the measurement model, x is represented with {ε, δ, ∆, m}
if it is encoded. Otherwise, x is left as is.

3.3 The Reconstruction Model
The reconstruction model rebuilds x from the output generated by the encoder.
When x is encoded, the output is {ε, δ,∆,m} with length (M + 3) less than N .
Otherwise, the output is x with length N . Therefore, the output is stored directly
as the reconstruction of x if its length is N . Otherwise, the reconstruction model
is applied to the output.

The reconstruction model first decomposes the output into ε, δ, ∆, and m.
After this step, to obtain x̂, x̃ is shifted along the vertical and horizontal axes
by ε and δ, respectively. Afterwards, v is rebuilt from m and ∆. In this step, if
the first value of m is π, then v̂ is rebuilt, decoding the rest of m with respect to
the SC scheme, which involves filling an empty signal in <N with the values of
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location and amplitude pairs given in the measurements. Otherwise, v̂ is rebuilt,
decoding m with respect to the CS scheme, which involves solving (2), where
Θ = Φ, by following the procedure in [7]. Then, v is acquired by shifting the
amplitude of v̂ by ∆. Eventually, x is reconstructed by adding v to x̂.

The reconstruction model is used at the decoder, as well as at the encoder,
to estimate the reconstructions generated by the decoder.

4 Comparing the Proposed Method with Some
Well-Known Compression Techniques

In this section, we compare the compression performance of the proposed method
with some well-known and widely used lossless and lossy compression techniques
that are applied to every 2-D scan independently in all of the 3-D scans in the
data set. Thus, for each technique in the comparison, we compare the CR, the
average of the root mean square error between the 2-D scans and their recon-
structions (E), and the time required for encoding (tenc) and decoding (tdec).
These values are found by averaging over the values obtained for the whole data
set, including 4, 930, 899 (= 29 3-D sets × 471 2-D scans × 361 measurements)
range measurements in total.

We first compress the scan data using four of the lossless techniques: Huff-
man [11], arithmetic [11], ZLIB [12], and GZIP [13]. Besides, we also apply two
of the lossy compression methods to the data set: JPEG [11] and 3-level wavelet
transform using the Haar dictionary [14]. The results are given in Table 1.

method CR (%) E (cm) tenc (s) tdec (s)

lo
ss

le
ss

Huffman coding 41.7 0 165.6 610.6
arithmetic coding 11.1 0 37.6 48.9
ZLIB 65.3 0 0.4 0.2
GZIP 76.7 0 0.5 0.3

lo
ss

y JPEG 25.4 184.2 0.8 0.2
wavelet transform 12.7 37.3 0.1 0.1
proposed 10.9 12.9 15.3 14.5

Table 1: Table of CR, E, tenc, and tdec for compression using different methods.

Finally, the data set is encoded using the proposed method. In this method,
since the measurement model in CS is determined arbitrarily in each trial, small
fluctuations in the compression performance are observed (±2% in CR). There-
fore, CR, E, tenc, and tdec are obtained as in Table 1, after the whole data set is
encoded 10 times, and the results are averaged. On the average, the data set is
compressed by 89% with about 13 cm distortion in the reconstructions. In this
case, 57% of the 2-D scans are encoded with ε, δ, and ∆; 24% are encoded with ε,
δ, ∆, and m obtained using SC; 16% are encoded with ε, δ, ∆, and m obtained
using CS. Only 3% are not encoded. When the 3-D scans illustrated in Fig. 1(a)
and (c) are compressed by 89% and 85%, the resulting average distortions are
12 and 16 cm, respectively. The reconstructed scans are shown in Fig. 1(b) and
(d) to allow comparison with their originals.

The proposed method compresses the experimental data more than all the
lossy and lossless techniques we have considered. In terms of speed, the proposed
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method is much faster than Huffman and arithmetic coding, but much slower
than ZLIB, GZIP, JPEG, and the wavelet transform. However, the proposed
method compresses more than the latter four. Moreover, the proposed method
provides much less reconstruction error than the latter two.

5 Conclusion

In this study, we consider 3-D modelling of indoor environments employing the
SICK LMS200 laser range finder. The 2-D range scans forming the 3-D model
are compressed so that they can be stored or transmitted efficiently. From this
perspective, we propose a novel compression technique based on compressive
sensing for sequentially acquired 2-D scans.

According to the criteria described in Sect. 1, the proposed method is fast
and efficient in terms of CR, and provides a reasonably good balance between
reconstruction accuracy and speed [11]. It is recommended for applications where
both CR and speed are crucial. However, a lossless compression technique can
be used in applications where the accuracy of the range measurements is more
important. Our future work involves improving the compression performance of
the proposed method, and extending its application to 3-D range measurements
of outdoor environments.
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8. Nüchter, A.: Osnabruck University and Jacobs University Knowledge-

based Systems Research Group Repository (2009) http://kos.informatik.uni-
osnabrueck.de/3Dscans/

9. S. S. Chen: Basis Pursuit. PhD thesis, Stanford University, Department of Statis-
tics, California, U.S.A. (1995)

10. I. Daubechies: Ten Lectures on Wavelets. Society for Industrial and Applied
Mathematics, Philadelphia, Pennsylvania (1992)

11. K. Sayood: Introduction to Data Compression. Academic Press, San Diego, U.S.A.
(2000)

12. G. Roelofs, M. Adler: The ZLIB Homepage (August 2009) http://www.zlib.net/
13. J. Gailly, M. Adler: The GZIP Homepage (July 2003) http://www.gzip.org/
14. G. Strang and T. Nguyen: Wavelets and Filterbanks. Wellesley-Cambridge Press,

Wellesley MA, U.S.A. (1997)

270 O. Dobrucali and B. Barshan

http://kos.informatik.uni-osnabrueck.de/3Dscans
http://kos.informatik.uni-osnabrueck.de/3Dscans
http://kos.informatik.uni-osnabrueck.de/3Dscans
http://www.zlib.net
http://www.gzip.org


Two-Dimensional Mellin and Mel-Cepstrum for

Image Feature Extraction
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Abstract. An image feature extraction method based on two-dimensional
(2D) Mellin cepstrum is introduced. The concept of one-dimensional (1D)
mel-cepstrum which is widely used in speech recognition is extended to
two-dimensions both using the ordinary 2D Fourier Transform and the
Mellin transform in this article. The resultant feature matrices are ap-
plied to two different classifiers (Common Matrix Approach and Support
Vector Machine) to test the performance of the mel-cepstrum and Mellin-
cepstrum based features. Experimental studies indicate that recognition
rates obtained by the 2D mel-cepstrum based method are superior to
the recognition rates obtained using 2D PCA and ordinary image ma-
trix based face recognition in both classifiers.

1 Introduction

Mel-cepstral analysis is one of the most popular feature extraction technique
in speech processing applications including speech and sound recognition and
speaker identification. Two-dimensional (2D) cepstrum is also used in image
registration and filtering applications [1, 2]. To the best of our knowledge 2-D
mel-cepstrum which is a variant of 2D cepstrum is not used in image feature
extraction, classification and recognition problems. The goal of this paper is to
define the 2-D mel-cepstrum and 2-D Mellin-cepstrum and show that they are
viable image representation tools.

Fourier-Mellin transform (FMT) is a mathematical feature extraction tool
which is used in some pattern recognition applications [3]. The FMT is gener-
ally implemented by performing a log-polar mapping followed by the Fourier
transform (FT) [3]. The main idea behind this approach is to represent rota-
tion and scaling as translations along some axes and to take advantage of the
translation invariance property of the Fourier Transform.

Ordinary 2D cepstrum of a 2D signal is defined as the inverse Fourier Trans-
form of the logarithmic spectrum of the signal and it is computed using 2D FFT.
As a result it is independent of pixel amplitude variations or gray-scale changes,
which leads to robustness against illumination variations. Since it is a FT based
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method it is also independent of translational shifts [3]. 2D mel-cepstrum which
is based on logarithmic decomposition of frequency domain grid also has the
same shift and amplitude invariance properties as the 2D cepstrum. In addition,
2D Mellin-cepstrum has rotation and amplitude invariance properties. The pro-
posed feature extraction technique is applied to the face recognition problem
that is still an active and popular area of research. It should be pointed out that
our aim is not the development of a complete face recognition system but to
illustrate the advantages of the 2-D cepstral domain features.

In 2D mel-cepstrum and Mellin-cepstrum, the logarithmic division of the 2D
DFT grid provides the dimensionality reduction. This is also an intuitively valid
representation as most natural images are low-pass in nature. Unlike the ordinary
Fourier or DCT domain features high-frequency DFT and DCT coefficients are
not discarded in an ad-hoc manner. They are combined in bins of frequency
values in a logarithmic manner during the 2D mel-cepstrum computation.

The rest of the paper is organized as follows. In Section 2, proposed 2D
cepstral domain feature extraction methods are described. In Section 3, the well-
known classification method SVM and a subspace based pattern recognition
method called Common Matrix Approach are briefly explained. In Section 4,
experimental results are presented.

2 The 2D Mel- and Mellin-Cepstrum

In the literature, the 2D cepstrum was used for shadow detection, echo removal,
automatic intensity control, enhancement of repetitive features and cepstral fil-
tering [1, 2]. In this article, 2D mel-cepstrum and Mellin-cepstrum are used for
representing images or image regions.

We first introduce the 2-D mel-cepstrum using the definition of 2D cepstrum
which is defined as follows. 2D cepstrum ŷ(p, q) of a 2D image y(n1, n2) is given
by

ŷ(p, q) = F−1
2 (log(|Y (u, v)|2)) (1)

where (p, q) denotes 2D cepstral quefrency coordinates, F−1
2 denotes 2D Inverse

Discrete-Time Fourier Transform (IDTFT) and Y (u, v) is the 2D Discrete-Time
Fourier Transform (DTFT) of the image y(n1, n2). In practice, Fast Fourier
Transform (FFT) algorithm is used to compute DTFT.

In 2D mel-cepstrum the DTFT domain data is divided into non-uniform bins
in a logarithmic manner and the energy |G(m,n)|2 of each bin is computed as
follows

|G(m,n)|2 =
∑

k,l∈B(m,n)

|Y (k, l)|2 (2)

where Y (k, l) is the Discrete Fourier Transform (DFT) of y(n1, n2), and B(m,n)
is the (m,n) − th cell of the logarithmic grid. Cell or bin sizes are smaller at
low frequencies compared to high-frequencies. This approach is similar to the
mel-cepstrum computation in speech processing. Similar to speech signals most
natural images including face images are low-pass in nature. Therefore, there is
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more signal energy at low-frequencies compared to high frequencies. Logarithmic
division of the DFT grid emphasizes high frequencies. After this step 2D mel-
frequency cepstral coefficients ŷm(p, q) are computed using either inverse DFT
or DCT as follows

ŷm(p, q) = F−1
2 (log(|G(m,n)|2)) (3)

The size of the Inverse DFT (IDFT) is smaller than the size of the forward
DFT used to compute Y (k, l) because of the logarithmic grid. It is also possible
to apply different weights to different bins to emphasize certain bands as in
speech processing. Since several DFT values are grouped together in each cell,
the resulting 2D mel-cepstrum sequence computed using the IDFT has smaller
dimensions than the original image. Steps of the 2D mel-cepstrum based feature
extraction scheme is summarized below.

– N by N 2D DFT of input images are calculated. The DFT size N should be
larger than the image size. It is better to selectN =2r> dimension(y(n1, n2))
to take advantage of the FFT algorithm during DFT computation.

– The non-uniform DTFT grid is applied to the resultant DFT matrix and the
energy |G(m,n)|2 of each cell is computed. Each cell of the grid can be also
weighted with a coefficient. The new data size is M by M where M ≤ N .
In most images, edges and important facial features generally contribute
to high frequencies. In order to extract better representative features, high
frequency component cells of the 2D DFT grid is multiplied with higher
weights compared to low frequency component bins in the grid. As a result,
high frequency components are further emphasized.

– Logarithm of cell energies |G(m,n)|2 are computed.
– 2D IDFT or 2D IDCT of the M by M data is computed to get the M by
M mel-cepstrum sequence.

It is possible to achieve illumination invariance in cepstral domain because of
the logarithm operation during cepstrum computation.

Fourier-Mellin features are rotation, scale and translation invariant [3]. The
2D Mellin cepstrum feature extraction technique is a modified version of the 2D
mel-cepstrum algorithm. It takes advantage of the Mellin transform and provides
rotation, scale and illumination invariant features. Steps of 2D-Mellin cepstrum
computation is summarized below:

– N by N 2D DFT of input images are calculated. The DFT size N should be
larger than the image size. It is better to selectN = 2r>dimension(y(n1, n2))
to take advantage of the FFT algorithm during DFT computation.

– Logarithm of magnitudes of the DFT coefficients are computed.
– Non-uniform DFT grid is applied to the resultant matrix and the mean of

each cell is computed. Each cell of the grid is represented with this mean
and the cell is weighted with a coefficient. The new data size is M by M

where M ≤ N .
– Cartesian to Log-polar conversion is performed using bilinear interpolation.

This is the key step of the Fourier-Mellin transform providing rotation and
scale invariance.
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– 2D IDFT of the M by M log-polar data is computed.
– Absolute value or the magnitude of the IDFT coefficients are calculated to

get the M by M Mellin-cepstrum sequence.

Invariance of cepstrum to the pixel amplitude changes is an important fea-
ture. In this way, it is possible to achieve robustness to illumination invariance.
Let Y (u, v) denote the 2D DTFT of a given image matrix y(n1, n2) and cy(n1, n2)
has a DTFT cY (u, V ) for any real constant c. The log spectrum of cY (u, V ) is
given as follows

log(|cY (u, v)|) = log(|c|) + log(|Y (u, v)|) (4)

and the corresponding cepstrum is given as follows

ψ(p, q) = âδ(p, q) + ŷ(p, q) (5)

where δ(p, q) = 1 for p = q = 0 and δ(p, q) = 0 otherwise. Therefore, the
cepstrum values except at (0, 0) location (DC Term) do not vary with the
amplitude changes. Since the Fourier Transform magnitudes of y(n1, n2) and
y(n1 − k1, n2 − k2) are the same, the 2D cepstrum and mel-cepstrum are shift
invariant features.

Another important characteristic of 2D cepstrum is symmetry with respect
to ŷ[n1, n2] = ŷ[−n1,−n2]. As a result only a half of the 2-D cepstrum or MxM
2-D mel-cepstrum coefficients are enough when IDFT is used.

3 Feature Classification

In this article, Common Matrix Approach (CMA) and multi-class SVM are used
in feature classification. The CMA directly uses feature matrices as input. The
Common Matrix Approach (CMA) is a 2D extension of Common Vector Ap-
proach (CVA), which is a subspace based pattern recognition method [4]. In this
article, the CMA method is implemented as given in the reference [5] and used
as a classification engine. On the other hand SVM needs a matrix to vector con-
version process to convert the 2D cepstral domain feature matrices to vectors.
SVM is a supervised machine learning method based on the statistical learning
theory. The method constructs a hyperplane or a set of hyperplanes in a high di-
mensional space that can be used in classification tasks. In this work, SVM with
a multi class classification support [6] with RBF kernel is used. The multi-class
classification method uses “one-against-one” strategy [6].

4 Experimental Results

In this paper, AR Face Image Database [7], ORL Face Database [8] and Yale Face
Database [9] are used to demonstrate the effectiveness of the proposed features.
AR face database created by Aleix Martinez and Robert Benavente contains
4000 facial images of 126 subjects. In this work, 14 non-occluded poses of 50
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subjects are used. The second database used in this work is ORL face database.
The ORL database contains 40 subject and each subject has 10 poses. In this
article 9 poses of each subject are used. The last database used in this work is
the Yale Face Database. The database contains 165 facial images belonging to
15 subjects.

In order to compare performances of various features, the proposed 2D cep-
stral domain features, 2D Fourier Mellin Transform (FMT) based features, ac-
tual image pixel matrices, and 2D PCA based features are applied to CMA and
multi-class SVM as inputs. In order to achieve robustness in recognition results,
“leave-one-out” procedure is used.

In the calculation of 2D cepstral domain features, different non-uniform grids
are used. Due to these different non-uniform grids, new M by M 2D cepstrum
based features are generated.(M = 49, 39, 35, 29). The 2D cepstrum based fea-
tures giving the best performance are used in the comparison with the FMT
based features, 2D PCA features and actual image matrices. The size of the
cepstral features given in Table 1 and Table 2 differ for that purpose.

Actual image pixel matrices, 2D PCA based feature matrices, 2D FMT and
2D cepstrum based feature matrices are applied to the CMA. These features are
also applied to SVM by converting these feature matrices to feature vectors. For
each face database, average recognition rates of both classifiers are obtained and
displayed in the Table 1 and Table 2.

Table 1. Recognition Rates (RR) of CMA classifier with different feature sets.

Features

Face Databases

AR ORL YALE

RR Feature Size RR Feature Size RR Feature Size

Original Images 97.42% 100 × 85 98.33% 112 × 92 71.52% 152 × 126

2D PCA 97.71% 100 × 12 98.33% 112 × 15 71.52% 152 × 9

2D FMT 98.28% 60 × 60 98.61% 60 × 60 73.33% 60 × 60

Proposed 2D Mel-Cepstrum 99% 20 × 39 99.44% 18 × 35 77.57% 20 × 39

Proposed 2D Mellin Cepstrum 99.28% 25 × 49 100% 15 × 29 77.57% 20 × 39

Based on the above experiments, the 2D PCA and 2D FMT based features
do not provide better results than the proposed cepstrum based features. The
Yale Face database contains face images having large illumination variations.
Since CMA can not cope with large illumination changes, the recognition rates
become significantly lower than the rates obtained by using SVM.

The computational complexity of 2D PCA and 2D FMT based features are
higher than 2D mel-cepstrum based features which are computed using FFT.
The cost of computing a 2D mel-cepstrum sequence for an N by N image is
O(N2log(N)) + M2log(M) and an additional M2/2 logarithm computations
which can be implemented using a look-up table. 2D Mellin-cepstrum requires
an additional log-polar conversion step in the Fourier domain.
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Table 2. Recognition Rates (RR) of SVM based classifier with different feature sets.

Features

Face Databases

AR ORL YALE

RR Feature Size RR Feature Size RR Feature size

Original Images 96.85% 8500 98.05% 10304 88.00% 19152

2D PCA 96.85% 1200 98.33% 1680 87.87% 1368

2D FMT 97.85% 3600 98.61% 3600 90.90% 3600

Proposed 2D mel-cepstrum 98.71% 630 98.61% 630 94.54% 780

Proposed 2D Mellin-cepstrum 98.85% 630 99.44% 435 96.96% 780

5 Conclusion

In this article, a 2D mel-cepstrum and Mellin-cepstrum based feature extraction
techniques are proposed for image representation. Illumination invariance and
invariance to translational shifts are important properties of 2D mel-cepstrum
and 2D cepstrum. In addition, 2D Mellin-cepstrum provides robustness against
rotation and scale invariance. 2D Cepstral domain features extraction techniques
provide not only better recognition rates but also dimensionality reduction in
feature matrix sizes in the face recognition problem. Our experimental studies
indicate that 2D cepstral methods are superior to classical feature extraction
baseline methods in facial image representation with lower computational com-
plexity.
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Abstract. In this paper, we present a reversible watermarking method
for 3D models with arbitrary topology based on histogram shifting. We
use similarity-transformation invariants to generate histogram such that
the proposed method is invariant to similarity transformations including
translation, rotation and uniform scaling. By adjusting the range of a
histogram adaptively, our proposed method provides a tunable capacity
and invisibility for watermarking. The computational complexity of our
proposed method is also very low. Experimental results demonstrate the
high effectiveness of our proposed algorithm.

1 Introduction

Watermarking has been proposed as part of the solution to authentication of
2D still images, audio, video clips, and 3D models. Inevitably, embedded in-
formation changes the digital content, even though the introduced distortion is
imperceptible to the human visual system. However, no distortion is tolerable
for digital contents with a high-precision requirement. Example applications are
medical diagnosis, law enforcement, and artwork preservation, where a marked
digital content must be restored to its original state. Reversible watermarking
techniques which can losslessly invert a watermarked media back to its orginal
state are explored to solve this problem.

Recent research of reversible data hiding techniques mostly works on 2D still
images, audio, and videos through lossless compression [1], difference expan-
sion [2], and histogram shifting [3]. However, due to the topological complexity
and irregularity of 3D models, there are few existing watermarking methods for
3D models which can restore watermarked models to their original ones correctly,
efficiently, and effectively. Based on a public verifiable digital signature protocol,
Dittmann and Benedens [4] proposed the first reversible authentication method
for 3D mesh models. Using Predictive Vector Quantization (PVQ), Lu and Li
in [5] proposed a reversible watermarking algorithm where obtained recovered
models are slightly different from the original ones. In [6], Wu and Dugelay pro-
posed a large capacity but low invisibility reversible watermarking method by
extending Difference Expansion (DE) as described in [2].

In this paper, we propose an adaptive reversible watermarking method for 3D
models based on histogram shifting. For each vertex in an input model, we first
calculate its associated similarity-transformation invariant ratios. Then, we map
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these ratios into an integer range to generate the histogram. After shifting the
histogram appropriately, we embed a payload into the 3D model, and simultane-
ously adjust the coordinates of vertices where watermark information is embed-
ded. By controlling the range of the integers used for length ratio mapping, we
adjust the capacity and invisibility of the proposed watermarking method flexi-
bly. Our proposed watermarking method can exactly recover an original model
with a very low computation cost, and the extracted watermark can be used for
authentication.

In section 2, we introduce the proposed similarity-transformation invariants
and describe its construction procedure for 3D models. Section 3 presents the
embedding and extraction process of our proposed method. Section 4 presents
the experimental results and conclusions of our work are presented in section 5.

2 Similarity-Transformation Invariants

Fig. 1. Projected length ratios are preserved under any similarity transformations.

Our definition of similarity-transformation invariants can be illustrated in
Fig. 1. Let a, b, c, d, ā be five points in three-dimension and ā is the projected
point from a to plane ∆bcd(Fig. 1a). Let r1 be the ratio of āo and āc and r2

be bo/bd. Then r1 and r2 are preserved under any similarity transformations.
Let a′, b′, c′, d′ and ā′ be the corresponding five points after any similarity trans-
formations of a, b, c, d, ā, let r′1 = ā′o′/ā′c′ and r′2 = b′o′/b′d′. Then ā′ is the
projection point from a′ to plane ∆b′c′d′ (as seen in Fig. 1b) and r1 = r′1 and
r2 = r′2.

Considering a 3D model with V vertices and E edges. Let vi denote the ith

vertex. We define the 1−ring neighbors of vi as N(vi) = {vj |∃(vi, vj) ∈ E∪vi}. In
our watermarking method, we employ the similarity-transformation invariants
described above to embed watermarks for 3D models. Given N(vi) consisting
of vertex indices in the input model, we define ni as the number of vertices
in N(vi). The total number of all four-point sets in N(vi) is then calculated
as C4

ni

. For a four-point set {a, b, c, d} in N(vi), there are four projection cases:
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{ā, b, c, d}, {a, b̄, c, d},{a, b, c̄, d}, and {a, b, c, d̄}, where ā, b̄, c̄, d̄ are the projection
points from a, b, c, d to planes ∆bcd, ∆acd,∆abd, and ∆abc respectively. In the
proposed method, for each vertex, we generate all these projected quadrilaterals
one by one, and choose the first convex quadrilateral as the candidate for the
similarity-transformation invariant construction.

3 Watermarking Process

3.1 Embedding Process

– Ratio Set Construction. Given a convex coplanar quadrilateral {ā, b, c, d}
as defined in Fig. 1(a), in order to unambiguously identify r1 and r2 for both
embedding and extracting, we select r1 and r2 which can satisfy the following
relationship:

0.5 ≤ r1, r2 < 1. (1)

For each vertex vi in a 3D model, we construct its r1 and r2 from a projected
coplanar quadrilateral as illustrated in section 2, and add them to the ratio
set Ω. Note that, for vertices in N(vi) that have been used in former length
ratio calculations, we discard them during the quadrilateral construction of
vi in order to ensure that ratios are calculated independently.

– Ratio Mapping. Given Ω of floating numbers, we map its values to an
integer range of (1, G], where G is a tunable parameter related with the
embedding capacity and invisibility of our proposed method. The mapping
function is given as follows:

g =

⌊

(ω − 0.5) × G

0.5

⌋

+ 1, (2)

where ω ∈ Ω, and g ∈ (1, G].
– Watermark Insertion Based on Histogram Shifting.

• We collect the distribution of each g with a histogram H . Given H , we
find the maximum point h(a) and the minimum point h(b). If h(b) > 0,
we record the indices of those vertices whose length ratios are mapped
on b. Then, we set h(b) = 0.

• Without loss of generality, let’s assume a < b. We shift the part of the
histogram within [a + 1, b − 1] to the right by one unit, while their cor-
responding similarity-transformation invariant ratios are also added by
a histogram bin width of 0.5/G. Details of invariant ratios’ modification
is illustrated in section 3.2.

• For length ratios mapped to ”a”, we scan them one after another. Mean-
while we check the watermark bit by bit. Assuming the ith bit of the
watermark is ”1”, we modify the mapping result of the ith length ra-
tio from ”a” to ”a+1”, and the corresponding length ratio is added by
0.5/G. If the ith bit is ”0”, no modification is performed.
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(a) (b) (c)

Fig. 2. Modification of invariant ratios. (a) ab̄cd is the projected quadrilateral of four–
points set a, b, c, d. (b) When r1 = ao/ac and r1 is added by 0.5/G, we move a outward
along ac. (c) When r2 = b̄o/b̄d and r2 is added by 0.5/G, we move b̄ and b outward
along the direction of b̄d.

3.2 Invariant Ratio Modification

For a selected four-point set{a, b, c, d} of vi, let’s assume the corresponding con-
vex quadrilateral is a, b̄, c, d as shown in Fig. 2a. If the vertex to be changed is
not a projection point (i.e. a, c, or d), we change its coordination as the following:

a′ =
a(1 − r1) + c(r1 − r′1)

1 − r′1
, (3)

where a moves to a′ (Fig. 2b), and r′1 is the subtraction or addition result of r1.
If the vertex to be changed is a projected point, for example b̄, the new position
b′ of b is shown in Fig. 2c and the calculation can be given by (4).

b′ = b +
(r2 − r′2)

1 − r′2
b̄d, (4)

where r′2 is the result from subtraction or addition of r2.
As described above, the coordinate of o keeps constant when we change r1,

or r2, or both. Therefore, the changes of r1 and r2 are mutually independent.

3.3 Extracting Process

In the extracting process, a watermarked 3D model undergoes three steps and
the first two steps are the same as those described in the embedding process.
The third step called watermark extraction procedure is the reverse of watermark
insertion procedure carried out in the embedding process. Note that, if overhead
information is detected in the extracted data, we retrieve the vertex indices of
those length ratios mapped to b. Due to the facts that we change length ratios
with a constant value of 0.5/G and both the embedding and extracting processes
follow the same rule for histogram shifting, an original model can be completely
recovered without any distortion.
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3.4 Computational Complexity

Considering a model with V vertices, the most computationally expensive opera-
tions of the proposed method are local neighborhood construction (O(3V )), four-
point set selection(O(KV )), and watermark embedding and extracting (O(PV )),
where K and P are both constants. Therefore, the proposed method has a com-
putational complexity of O(3V ) + O(KV ) + O(PV ) = O(V ) altogether.

4 Experiments

We conduct a series of experiments to test the embedding capacity and invisibil-
ity of our proposed watermarking algorithm using two manifold models Fandisk
(6475 vertices, 12946 faces) and Bunny (35947 vertices, 69451 faces), and one
non-manifold model, Maple-tree (45499 vertices, 43530 faces).
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Fig. 3. (a) The original bunny model. (b) The watermarked models. (c) Curves of the
relation between C and G. (d) Curves of the relation between SNR and G.

The actual data embedding capacity C can be calculated by (5).

C = h(a) − h(b) × log(V ), (5)

where log(V ) is the number of bits used for the representation of vertex indices
in a 3D model. We show the relation between C and G for the bunny model
in Fig. 3c. In the figure, we can see that when G gets smaller, C increases ac-
cordingly. However, as G gets small enough, there is a sharp decrease in C. This
is because the increase of h(a) incurred by G modification is much slower than
that of h(b)× log(V ) according to (5). Table 1 lists the values of h(a), h(b), and
the capacity for three models, given different G.

We employ the commonly used signal-to-noise ratio (SNR) as the means of
measuring the geometrical difference between the watermarked and the original
models. The invisibility of our proposed method is tunable by adjusting the
value of G as illustrated in Fig. 3d. Fig. 3d shows that as G increases, the SNR
increases accordingly. It also shows that the values of SNR have a bit fluctuation
with the increase of G. This can be explained by the fact that the geometrical
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Table 1. Embedding capacity and invisibility of the three models given different G.

Models Vertices G h(a) h(b) C[bit] SNR[db]

Fandisk 6475 40 1473 1 1460 57.83

Bunny 35947 20 10062 86 8686 58.44

Maple-tree 45499 70 3520 0 3520 56.92

distortion of watermarked models are decided not only by the number of length
ratios mapped to a, but also the distance between the maximum point a and
the minimum point b as the distance determines the amount of bits moved in
histogram shifting. Table 1 lists the SNR of the three watermarked models, and
the corresponding visual effects of bunny are shown in Fig. 3b.

5 Conclusions

In this paper, we propose a novel reversible watermarking method which em-
beds/extracts watermarks through extended histogram shifting for 3D models
with arbitrary topology. Advantages of the proposed method include the invari-
ance to similarity transformations, tuneable capacity and invisibility, and low
computational complexity (O(V )). These superior advantages enable us to ap-
ply it in a wide range of applications where authentication of 3D models and the
lossless recovering of 3D models are required.
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Abstract. In this work, a new method for the compression of the images based 
on the generation of the so called classified energy and pattern blocks is 
introduced and the initial results are presented. The initials results proved that 
the new method provides considerable image compression ratios and image 
quality even at low bit rates.  

Keywords: Image compression, image representation, image coding. 

1   Introduction 

More recently, especially in image compression area a variety of powerful and 
sophisticated WT based coding schemes have been developed and established [1]. 
The compression performance of DCT based coders (JPEG) generally degrades the 
image especially at low bit rates mainly because of underlying block based DCT 
scheme [2]. PCA has a computational complexity based on the computation of the 
covariance matrix of the training data [3]. Although able to achieve much faster 
compression than PCA, DCT leads to relatively great degradation of compression 
quality at the same compression ratio compared to PCA [4].  

In this work, a new image compression scheme is proposed based on the 
generation of the block sets so called Classified Energy Blocks (CEB) and Classified 
Pattern Blocks (CPB). The initial results of the newly proposed method promises high 
compression ratios and acceptable image quality even at low bit rates.    

2   Method 

The new method consists of two major parts; Construction of the Classified Energy 
and Pattern Blocks (CEPB) Sets and Reconstruction Algorithm [5].  
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2.1   Construction of the CEPB 

Let the image data Im(m,n) is an M×N (in our cases, M=N=512) matrix with integer 
entries in the range of 0 to 255 (or the real values in the range of 0 to 1) where m and 
n are row and column pixel indices of the whole image, respectively. The input image 
is first divided into non-overlapping image blocks, Br,c of size i×j, where the image 
block size is i=j=8,16 etc.. All the image blocks Br,c from left to the right direction are 
reshaped as column vectors and constructed a new matrix denoted as BIm.  

In the construction of the two block sets (CEPB), a certain number of image files 
are determined as a training set from the whole image database. Each image file in the 
training set are divided into the 8×8 (i=j=8) or 16×16 (i=j=16) image blocks and then 
each image block is reshaped as a column vector called image block vector (vector 
representation of the image block) which has i×j pixels. 

All the image files have the same number of pixels (512x512=262.144) and equal 
number of image blocks NB. After the blocking process the image matrix will be given 
as below,  

( ) ( )

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ⎥
⎥
⎥
⎥
⎥
⎥
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⎢
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−

−−−−−

−

−
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jNiMjNiMiMiM
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,11,12,11,1

,21,22,21,2

,11,12,11,1

Im

K

K

KKKKK

K

K

 

(1) 

Let construct a new matrix which its column vectors are the image blocks of the 
matrix, Im. 

( ) ( ) ( )[ ]jNiMjN BBBBB ,1,2,11,1Im KKK=  (2) 

The columns of the matrix BIm is called as image block vector (IBV) and the length 
of the IBV is represented by LIBV= i×j (8×8=64 or 16×16=256 etc.).  

As it is explained above, in the method that we proposed the IBVs of an image can 
be represented by a mathematical model which consists of the multiplication of the 
three quantities; scaling factor, classified energy and pattern blocks. 

In our method it is proposed that any ith IBV of length LIBV can be approximated as 
IBVi=GiPIPEIE (i=1,…,NB), where the scaling coefficient, Gi of the IBV is a real 
constant, IP∈{1,2,…,NIP}, IE∈{1,2,…,NIE} are the index number of the CPB and 
index number of the CEB where NIP and NIE are the total number of the CPB and CEB 
indices, respectively. IP, IE, NIP and NIE are all integers.  

The CEB in the vector form is represented as [ ]
IBVIELIEIE

T
IE eeeE K21=  and it 

is generated utilizing the luminance information of the images and it contains 
basically the energy characteristics of IBVi under consideration in broad sense. 
Furthermore, it will be shown that the quantity GiEIE carries almost maximum energy 
of IBVi in the least mean square (LMS) sense. In this expression the contribution of 
the Gi is to scale the luminance level of the IBVi. PIP is a diagonal matrix such that,  

 [ ]
IBVIPLIPIPIPIP ppppdiagP ...321=  (3) 

PIP acts as a pattern term on the quantity, GiEIE which also reflects the distinctive 
properties of the image block data under consideration.   
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It is well known that, each IBV can be spanned in a vector space formed by the 
orthonormal vectors { }ikφ . Let the real orthonormal vectors be the columns of a 

transposed transformation matrix ( T
iΦ ) [6]. 

 [ ]
IBViLii

T
i φφφ K21=Φ  (4) 

 i
T
ii GIBV ×Φ=  (5) 

 [ ]
IBVL

T
i gggG K21=  (6) 

From the property of 1−Φ=Φ i
T
i , the equations iiiii GIBV 1−ΦΦ=Φ  and 

iii IBVG Φ=   can be obtained respectively. 
Thus,  IBVi can be written as a weighted sum of these orthonormal vectors. 

  IBV

L

k
ikki LkgIBV

IBV

,...,3,2,1,
1

== ∑
=

φ  
(7) 

From the equation above, the coefficients of the IBVs can be obtained as 
  IBVi

T
ikk LkIBVg ,...,3,2,1, == φ  (8) 

Let ∑
=

=
t

k
ikkgitIBV

1
φ  be the truncated version of IBVi such that IBVLt ≤≤1 .  It is 

noted that, if t=LIBV then IBVi will be equal to IBVit. The approximation error (εt) is  

  ∑
+=

=−=
IBVL

tk
ikkitit gIBVIBV

1
φε  

(9) 

ikφ  are determined by minimizing the Ε[εt] with respect to ikφ  in the LMS sense. 
The above mentioned LMS process results in the following eigenvalue problem.  

  ikikikiR φλφ =  (10) 
Ri is correlation matrix. It is real, symmetric with respect to its diagonal elements, 

positive-semi definite, and toeplitz. λik and φik are the eigenvalues and eigenvectors of 
the Ri. λik are also real, distinct, and non-negative. Moreover, φik are all orthonormal. 
Let λik be sorted in descending order such that ( )

IBViLiii λλλλ ≥≥≥≥ ...321  with 

corresponding φik. The simplest form of (7) can be obtained taking φi1. The 
eigenvector ikφ  is called energy vector. That is to say, the energy vector, which has 
the highest energy in the LMS sense, may approximate each image block belonging to 
the IBVi. Thus, 

  11 ii gIBV φ≅  (11) 
In this case, one can vary the LIBV as a parameter in such way that almost all the 

energy is captured within the first term and the rest becomes negligible. That is why 
1iφ  is called the energy vector since it contains most of the useful information of the 

original IBV under consideration. Once (11) is obtained, it can be converted to an 
equality by means of a pattern term Pi which is a diagonal matrix for each IBV. Thus, 
IBVi is computed as 

   1iiii PGIBV φ=  (12) 
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In (12), diagonal entries pir of the matrix Pi are determined in terms of the entries of 
ri1φ  of the energy vector 1iφ  and the entries (pixels) IBVir of the IBVi by simple 

division. Hence, 

   
rii

ir
ir G

IBVp
1φ

= ,   ),...,2,1( IBVLr =  
(13) 

In this research, several tens of thousands of IBVs were investigated and several 
thousands of energy and pattern blocks were generated. It was observed that the 
energy and the pattern blocks exhibit repetitive similarities. In this case, one can 
eliminate the similar energy and pattern blocks and thus, constitute the so called 
classified energy and classified pattern block sets with one of a kind, or unique 
blocks. For the elimination process Pearson correlation coefficient is utilized. Hence, 
similar energy and pattern blocks are eliminated accordingly. Thus, the energy blocks 
which have unique shapes are combined under the set called classified energy block 
CEB={

ienE ; nie=1,2,3,..., NIE } set. The integer NIE designates the total number of 
elements in this set. Similarly, reduced pattern blocks are combined under the set 
called classified pattern block CPB={

ipnP ; nip=1,2,3,..., NIP } set. The NIP designates 

the total number of unique pattern sequences in CPB set.  

2.2   Reconstruction Algorithm 

Inputs: 
1) Image file {Im(m,n), M×N=512×512} to be modeled. 
2) Size of the IBV of the Im(m,n) {LIBV =i×j=8×8 or LIBV =i×j=16×16}. 
3) The CEB={EIE ; IE=1,2,…,NIE}, The CPB={PIP ; IP=1,2,…,NIP}. 
Computational Steps: 
Step1: Divide Im(m,n) into the image blocks and then BIm of column length LIBV.  
Step 2a: For each IBVi pull an appropriate EIE from CEB such that the distance or the 
total error 2

~~~ EIEIiEI EGIBV −=δ  is minimum for all IENIEEI ,...,,...,3,2,1~
= . This step yields 

the index IE of the EIE. In this case, 22
~~min IEIEiEIEIiIE EGIBVEGIBV −=

⎭⎬
⎫

⎩⎨
⎧ −=δ . 

Step2b: Store the index number IE that refers to EIE, in this case, IBVi ≈GIEEIE.  
Step3a: Pull an appropriate PIP from CPB such that the error is further minimized for 
all IPNIPPI ,...,,...,3,2,1~

= . This step yields the index IP of PIP. 
22

~min IEIPIEiIEPIIEiIP EPGIBVEPGIBV −=
⎭⎬
⎫

⎩⎨
⎧ −=δ .  

Step 3b: Store the index number IP that refers to PIP. At the end of this step, the best 
EIE and the best PIP are found by appropriate selections. Hence, the IBVi is best 
described in terms of the patterns of PIP and EIE. i.e. IBVi ≅GIEPIPEIE. 
Step 4: Having fixed PIP and EIE, one can replace GIE by computing a new block 
scaling coefficient )()()( IEIP

T
IEIPi

T
IEIPi EPEPIBVEPG =  to further minimize the 

distance between the vectors IBVi and GIEPIPEIE in the LMS sense. In this case, the 
global minimum of the error is obtained and it is given by 2

IEIPiiGlobal EPGIBV −=δ . At 
this step, IEIPiAi EPGIBV = . 
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Step 5: Repeat the above steps for each IBV to reconstruct approximated version 
( ImB̂ ) of the ImB . ( ) ( ) ( )[ ]jNiMjN BBBBB ,1,2,11,1Im

ˆˆˆˆˆ KKK=  

Step 6: Reshape ImB̂ to obtain the reconstructed version of the original image data.  

3   Experiments and Initial Results 

In our data set 67 gray-scale, 8 bit, JPEG images of size 512x512, were used. The 
experiments are implemented in two groups which correspond different sizes of 
image blocks (LIBV =i×j=8×8 and LIBV =i×j=16×16). In the 1st group of experiments, 
randomly selected 7 files and 9 files are chosen as training and test set, respectively. 
In the 2nd group of experiments, we enlarged the training set to 58 files and remained 
the test data set as used in the 1st group of experiments. In the 1st group of 
experiments the total number of bits required to represent the 8x8 blocks for each file 
is (8x8)x8bits=512bits. The size of the CEB is 31<25 and the size of the CPB is 
15.607<214. NIE and NIP are represented with 5 bits and 14 bits, respectively. For the 
representation of the block scaling coefficient 5 bits are good enough. In this case in 
order to represent the 8x8 blocks we need 24 bits in total. In the 2nd group of 
experiments the total number of bits required to represent the 16x16 blocks for each 
file is (16x16)x8bits=2.048bits. The total number of CEB is 179<28 and the size of 
the CPB is 52.229<216. NIE and NIP are represented with 8 bits and 16 bits, 
respectively. 5 bits are required to represent the coefficient. In this case, in order to 
represent the 16x16 blocks, 29 bits are required in total. In order to obtain lower bit 
rates the size of the CEB and CPB is also reduced to 64 and 16.384, respectively. In 
this case the number of bits required to represent the image block is reduced to 25bits. 
In order to reach lower bit rates we also established the same experiments using an 
efficient clustering algorithm. In this case the size of the CEB and CPB is reduced to 
31and 4096, respectively. Therefore, the number of bits required is reduced to 22bits. 

 
Table 1. The average results of the first group of experiments 

 

Group of 
experiment Clustering Block 

size 
Bit per pixel 

(bpp) 
Compression 
Ratio (CR) MSE PSNR 

(dB) 
1st no 8×8 0.3750 21.33 0.001055 30.10 
1st yes 8×8 0.3438 23.27 0.001235 29.41 
2nd no 16×16 0.1133 70.62 0.002274 26.76 
2nd yes 16×16 0.0977 81.92 0.002435 26.47 

4   Conclusion 

In this work, a new image compression algorithm based on the classified energy and 
pattern block (CEPB) sets are proposed. In the method first the CEB and CPB sets are 
constructed and an image data can be reconstructed block by block using a scaling 
coefficient and the index numbers of the classified energy and pattern blocks placed 
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in the CEB and CPB. The CEB and CPB sets are constructed for different size of 
image blocks such as 8×8 or 16×16 with respect to different compression ratios 
desired. The initial results proved that the proposed method provides high 
compression ratios while preserving the image quality at acceptable level. In our 
future works we will be focused on better designed CEB and CPB in order to increase 
the level of the PSNR while reducing the number of bits required representing the 
image blocks. Currently, we are also working on improving the quality of the images 
that we reconstructed using an efficient post processing algorithms.  

 

  

  
 

Fig 1. Original (left side) and reconstructed images; Lenna:0.375bbp, CR=21.33, 
PSNR=28.89dB, Lenna: 0.1133bbp, CR=70.62, PSNR=25.27dB. 
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Abstract. Common Matrix (CM) fails to work when there is only one image 
available in the training set. In this paper, an approach to solve this problem is 
proposed. By using singular value decomposition (SVD) null space of the 
image matrices are obtained. By projecting the image matrix onto the null 
space, common matrices are obtained for each class. After obtaining the 
common matrices, optimal projection vectors will be those that maximize the 
total scatter of the common matrices. 

Keywords: Face recognition, Common vector (CV) approach, Common Matrix 
(CM), Single training image per person, Singular value decomposition (SVD).  

1 Introduction 

     
Recognition performances of the most common recognition techniques rely on the 

size of the training set. They will suffer serious performance drop or even recognition 
failure if there are not enough samples presented. This problem is called “one sample 
per person problem”.  
    One of the methods which will fail to work in the case of one sample per person 
problem is Fisher linear discriminant analysis (FLDA) [1]. Feature extraction using 
FLDA depends on the estimation of the scatter matrices of training samples. In case 
of when there is only one training sample is available the within-class scatter matrix is 
zero and the FLDA-based algorithms fail. Gao et al. [2] presented a method to solve 
this problem by evaluating the within-class scatter matrix from the available single 
training sample. Common Vector (CV) [3] and its extension into 2 dimensional case 
that is called Common Matrix (CM) [4] approaches  are also other face recognition 
methods which will fail to work in case of one sample per person problem. In each of 
these two methods, within-class scatter matrix is used for feature extraction. So, for 
each person both of these two methods require at least two different images. 
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    In this paper, an SVD based common matrix (CM) method to solve the single 
image per person problem is proposed. This method does not requires the 
computation of a within class scatter matrix explicitly. Instead, null space of the 
single training sample is used as the within-class scatter matrix.  

2. SVD-based Common Matrix Method 

    In this section we propose an extension of an SVD-based FLDA solution which is 
proposed as a solution to one sample per person problem given in [2] to CM 
approach.  
    The vectors that span the null space of the training sample are used as the optimal 
projection vectors. Projection of the training sample onto its null space is performed.  
With this projection, common matrices are obtained for each class. Then a new set of 
optimal projection vectors, that maximize the total scatter of the common matrices in 
all classes are obtained and used for classification.  

2.1 Obtaining Common Matrix by Using the Null Space of Image Matrix 

   Given a face image mxnRX ∈  and nm ≥ , we have the following expression 
according to SVD [5 ]. 

T
ii

n

i
i vuX ∑

=

=
1
σ  

(1) 

 
where iu and iv  are the ith column of mxmRU ∈ and nxnRV ∈  which are called 

the left and the right singular matrices respectively. iσ  is the singular values of 

image matrix and given in decreasing order ( nσσσ ≥≥≥ ....21 ). 

     The rank is given as )(Xrankr = . Thus, the null space of X  (right null space) 

is spanned by the )( rn − columns of V and the null space of TX  (left null space) is 
spanned by the last )( rm − columns ofU . 
     The projections onto the null space of the image matrix do not make any 
contributions of the general appearance of the image as corresponding singular values 
are zero. That is why the null space can be considered of the within class scatter 
matrix, which reflects the common properties of the class. It is the point in the 
proposed method that the vectors which span the null space of an image matrix can be 
used as the optimal projection vectors, which minimizes the within-class scatter 
matrix.  
    The proposed method now can be summarized as follows: 
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Step 1: Using SVD find the left  null space of the single training sample in each class.  
 

Step 2: Take the projection of the image matrix iX  onto the null space and use this 
matrix as the common matrix i

comX of the ith class. 

iTTiii
com XQQQQXXX =−=  

(2) 

 
where Q  is a matrix whose columns are the left singular vectors which corresponds 
to the zero singular values that span the left null space of the image matrix and Q  is a 
matrix whose columns are the left singular vectors which corresponds to the non-zero 
singular values  that span the range space of image matrix. 

 
Step 3: After obtaining the common matrices i

comX , optimal projection vectors will 

be those that maximize the total scatter of the common matrices comS .  

T
com

i
comcom

C

i

i
comcom XXS ))((

1
Ψ−Ψ−= ∑

=

 
(3) 

 

where ∑
=

=Ψ
C

i

i
comcom X

C 1

1
, the mean of all common matrices.  

    Then common matrices are projected onto the optimal projection vectors that 
maximize the total scatter of the common matrices in all classes. Discriminative 
feature matrices are obtained for each class and are used for classification.   

 
Step 4: To recognize a test image, a remaining matrix is obtained for each class using 
Eq.2 and then remaining image is projected onto the optimal projection vectors which 
maximize the total scatter matrix given in Eq.3. A discriminative feature matrix for 
the test image is obtained and then compared with the discriminative feature matrices 
which belong to the classes. The discriminative feature matrix of a class which found 
to be the closest to the discriminative feature matrix of the test image used to identify 
the test image.  
 

3. Experimental Studies and Conclusions 

     In the experimental study, performance of the proposed method is evaluated using 
Ar-Face [6] database. This database includes frontal view of nonoccluded face images 
with changes in illumination conditions and facial expressions. 37 people are used 
from Ar-Face database. 20 of them are males and 17 of them are females. Each person 
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has 27 different images. The images are cropped with size of 50x40 without any other 
preprocessing step.  
    Three different experiments are performed in the experimental study.  
    In the first experiment 27 images including illumination condition and facial 
expression changes which belong to 37 people are used. One randomly selected image 
matrix supposed to be the training image. Remaining 26 images are used as the test 
set. This experiment is repeated 10 times and the average of the 10 experiments is 
given in Table 1.  
     In the second and in the third experiments new databases are constructed from the 
Ar-Face database. These images have the same facial expression including only 
lightning condition changes among each other. 9 images are used for 37 people and 
leave-one-out strategy is used in order to find the recognition rates. In the second 
experiment face images with normal facial expression and in the third experiment 
face images with smiling facial expression are used.   Recognition results for both 
experiments are given in Table 1.  

Table 1. Recognition rates for AR-Face face database.  

 Recognition Rate (%) 
First Experiment 77.28 
Second Experiment 99.68 
Third Experiment 99.39 

 
    Table 1 reveals that the proposed method yields satisfactory recognition results. As 
the next step, the developed algorithm will be applied to other data bases and will be 
compared to other well known algorithms. 
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Abstract. In this study, we present a new method for handling facial expression 
variations by dividing face into overlapping 3D sub-regions and extracting 
independent features by using 3D DCT from each sub-region. By the proposed 
method, 99.66% rank-one recognition rate is achieved using FRGC ver2.0 
database. 

Keywords: Face recognition, 3D DCT, shape and texture information, region 
based feature extraction. 

1   Introduction 

3D face data includes shape data which has higher descriptive information 
especially in high security scenarios in comparison to 2D data which includes only 
texture information.  

One of the challenges in face recognition is expression variation. To overcome this 
problem, it is suggested to use the least affected regions such as nose and eye [1]. 
Another method is the multi region selection approach. In this method, Chang et.al [1] 
proposed to use multiple overlapping nose regions in order to increase performance. 
ICP is used to match these regions.  

Another approach is to discard the effect of expression and to divide the face into 
separate parts extracting features from each part studied in 2D. In previous studies, 
(Cook et.al [2]) 3D data was represented as range image and was divided into 2D sub-
images.  In addition, a constant number of features from each region were used for 
matching. Unlike the previous studies, we divided 3D faces into smaller sub-voxel 
structures and applied 3D transformation to extract features from these voxels.  

The first contribution, which is the main subject, is the use of shape and texture 
information together with only one feature extraction method, 3D DCT. 3D DCT is 
applied to voxel representation of the 3D face, including both shape and texture. 
Information fusion can be applied at various levels; e.g. at feature level and at 
decision level [3].In this paper, we proposed the data level fusion method and tested it 
with the FRGC database. That is the second 4D face recognition method which fuse 
shape and texture information at  data level other than Papatheodorou’s [4] 4D face 
recognition. Second contribution of this paper is the division of the voxel structure 
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into overlapping sub-voxel structures. Sub-voxel structure increases recognition rate 
when using the whole face. Lastly the third contribution is that it has shown that 
recognition rate using only nose region is higher than the recognition rate using he 
whole face. 

This paper is an extension of our study in [5] and is organized as follows. In the 
second section the details of the method are given; alignment, registration, 
overlapping sub-voxel structure based feature extraction. Section 3 explains 
experimental results on FRGC database. Finally in Section 4 and 5, we conclude our 
investigations. 

2   3D Face Recognition 

In this study, we are investigating 3D face recognition by using shape and texture 
information. Face Recognition Grand Challenge (FRGC) ver2.0 [6] is the largest and 
most popular dataset for 3D face recognition [7]. This database contains a large 
number of recordings that comprise a challenge for most algorithms.  

2.1   Preprocessing  

Preprocessing is performed in 3 steps: alignment, cropping and registration.For the 
alignment of the 3D face data, nose tip is used because it is the most significant points 
of the 3D face. The nose tip becomes the origin of the 3D coordinate system, and all 
faces are aligned according to this point. After the nose tip is determined and set as 
the origin, several ellipsoid regions are cropped from each face. These regions of 
interest may be used as a whole. However we also investigate the case when they are 
partitioned into 3D sub-regions and observe the recognition performance in this case. 
The center and radius values of the ellipsoid regions are given in Table 1. These 
regions are also shown in Fig. 1. 

 

Fig. 1. Cropping the region of interest; different regions from whole face to nose region. 

After alignment and cropping of faces, each cropped region is registered to average 
face.  
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2.2   Feature Extraction 

In this paper, we modified the previous 3D DCT based feature extraction method 
[5]. In that method, 3D DCT coefficients from all 3D face data are used as features. 
But here, 3D DCT is applied to 3D sub-regions in order to improve the performance. 
The cropped face region (region of interest) will be divided into several 3D face sub-
regions, independent features will be extracted from different face sub-regions. The 
sub-regions are shown in Fig. 1. The partitioning of region of interest in face 
recognition is previously studied in only 2D, but here we investigate the partitioning 
in 3D voxel structure. 

Overlapping sub-region approach. Since there is scaling differences in the FRGC 
database, each sub-region may correspond to another area of the face for different 
subjects. Therefore in this study, the use of overlapping in sub-regions is also 
investigated. For this purpose, the 3D face is divided into overlapping sub-regions as 
seen in Fig. 2. 

 

Fig. 2. Partitioning of the nose region into 16 sub-regions with 80% overlapping. The cross 
signs indicate the left-bottom corner of each sub-region. 

Shape and texture information. In this study, we also proposed a new method in 
terms of information fusion. In our previous study, 3D DCT is directly applied to 
voxel structure which encodes only the shape information. Here, texture information 
is also added to the voxel structure. Instead of setting the value of “1” to voxels 
corresponding to face surface, voxels have values of gray levels. These gray levels 
come from pixels in 2D face texture data. Therefore, shape and texture information 
are fused at data level and 3D DCT coefficients convey both information. That 
method resembles Papatheodorou’s 4D ICP based algorithm. In that study, 
Papatheodorou developed a 4D (x, y, z and texture) registration which includes 
textural information in ICP method. 4D distances between points in the source and 
probe faces give similar scores. Our method and Papatheodorou’s method are very 
similar, but distinct from each other in terms of information fusion. 
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After the feature extraction, most discriminating 3D DCT coefficients are selected 
using PoV [8,9].Selected features are used for Euclidian distance based nearest 
neighbor classifier. 

3   Experimental Results 

In the experiments the FRGC ver2.0 face database was used.  
We perform five experiments for 24 different ROIs. Experiments differ in only the 

feature extraction stage. 

Table 1.  Recognition rates.  

#reg. Ellipsoid centers ROI Dimension 2D DCT Shape only Shape + Texture 
 x y z rx ry rz whole whole 4 over. 

sub-reg. 
16 over. 
sub-reg. 

16 over. sub-reg. 

1 0 15 0 72 108 52 83.96 91.23 96.60 97.42 98.79 
2 0 15 0 64 90 52 88.58 94.38 97.83 98.63 99.05 
3 0 35 0 24 48 68 93.76 96.49 98.56 99.28 99.30 
4 0 35 0 24 56 68 92.6 96.70 98.94 99.36 99.38 
5 0 35 0 24 64 68 89.92 95.95 98.27 98.97 99.18 
6 0 35 0 30 48 68 94.12 96.62 98.56 99.18 99.33 
7 0 35 0 30 56 68 92.5 96.49 98.76 99.30 99.43 
8 0 35 0 30 64 68 90.9 95.95 98.63 98.94 99.28 
9 0 35 0 36 48 68 94.23 96.31 98.50 99.20 99.33 

10 0 35 0 36 56 68 93.14 96.57 98.74 99.30 99.38 
11 0 35 0 36 64 68 90.44 95.69 98.14 98.99 99.23 
13 0 10 0 48 72 52 92.68 96.42 95.95 99.12 99.20 
14 0 35 0 36 48 60 94.77 96.91 98.71 99.38 99.33 
15 0 30 0 36 48 60 95.44 97.60 98.48 99.41 99.41 
16 0 25 0 36 48 60 96.26 98.32 98.66 99.30 99.54 
17 0 35 0 40 48 60 94.33 97.11 98.92 99.46 99.48 
18 0 30 0 40 48 60 95.02 97.71 98.79 99.48 99.48 
19 0 25 0 40 48 60 96.52 98.45 98.61 99.66 99.61 
20 0 25 0 44 48 60 96.34 98.48 98.74 99.51 99.56 
21 0 25 0 44 48 56 95.85 98.45 98.71 99.61 99.64 
22 0 25 0 44 52 52 94.79 98.12 98.27 99.25 99.43 
23 0 25 0 48 52 52   95.2 97.73 98.22 99.41 99.46 
24 0 25 0 48 56 52 94.74 97.11 97.76 99.30 99.54 

    Mean : 93.27 96.72 98.26 99.20 99.36 
    Std. :   2.89   1.55  0.77   0.44   0.19 

In the first experiment, 2D DCT is directly applied to the range image of the whole 
ROI. 

In the second experiment, 3D DCT is directly applied to the binary voxel data of 
the whole ROI including shape information. 

In the third experiment, 3D DCT is applied to 4 different 50% overlapping sub-
regions for each ROI including shape information. 

In the fourth experiment, 3D DCT is applied to 16 different 50% overlapping sub-
regions for each ROI including shape information. 

In the fifth experiment, 3D DCT is applied to 16 different 50% overlapping sub-
regions for each ROI including shape and texture information. 

Rank-one recognition results are given in Table 1 for each experiment. 
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4   Discussion 

From Table 1, we see that dividing the face into overlapping sub-regions increases 
the recognition rate. There is no significant performance increase in fusing shape and 
texture information for the nose region. However, shape and texture information 
fusion increase performance when the whole face is used for recognition 

An important debate is in the dimension that is used for face recognition; namely 
the 2D and 3D modalities. When features are extracted by using DCT coefficients as 
in our case, 3D DCT gives better results than 2D DCT (Fig. 3).  
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Fig. 3. Recognition rates of 5 experiments with the change of the sub-region number in Table I 

Another aspect is finding out which face region gives better results. Facial 
expression affects each point at different rates. Faltemier et.al [10] report that the 
mouth region does not increase the recognition rate. Our results support that as well, 
In Table 1 ,using only the nose region and eye region (reg.15-21) information gives 
better results than when the whole face (reg.1,2) is used. 

5   Results 

In this study, we present a new approach to increase performance against facial 
expression variations. We divide the face into 3D sub-regions and apply 3D DCT for 
each sub-region. Unlike previous methods, dividing is made in 3D, not in 2D, and 
each sub-region consists of voxels. It is seen that most of the discriminating features 
are extracted from the nose and eye regions. Another novelty is the application of 3D 
DCT into voxel structure including both shape and texture information. Therefore, 
features convey both shape and texture information. The proposed method is 
evaluated by using the FRGC ver2.0 face database. We achieved a 99.66% rank-one 
recognition. Sub-region structure increases recognition rate when using the whole 
face. 
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Abstract. Moving shadows constitute problems in various applications
such as image segmentation and object tracking. Main cause of these
problems is the misclassification of the shadow pixels as target pixels.
Therefore, the use of an accurate and reliable shadow detection method
is essential to realize intelligent video processing applications. In this
paper, the cepstrum based method for moving shadow detection is pre-
sented. The proposed method is tested on outdoor and indoor video
sequences using well-known benchmark test sets. To show the improve-
ments over previous approaches, quantitative metrics are introduced and
comparisons based on these metrics are made.

1 Introduction

In many computer vision applications, moving shadows may lead to inaccurate
moving object detection results. All moving points of both objects and shadows
are detected at the same time in most common video foreground object detec-
tion methods requiring inter-frame differentiation or background subtraction. In
addition, moving shadow pixels are normally adjacent to moving object pixels.
Hence, moving shadow pixels and object pixels merge in a single blob causing
distortions of the object shape and model. Thus, object shape is falsified and
the geometrical properties of the object are adversely affected by shadows. As a
result of this, some applications such as classification and assessment of moving
object position (normally given by the shape centroid) give erroneous results.
For example, shadow detection is utmost important in forest fire detection ap-
plications [1] because shadows are confused with smoke regions as shown in Fig.
1. Another problem arises when shadows of two or more close objects create
false adjacency between different moving objects resulting in detection of a sin-
gle combined moving blob. Shadow regions retain underlying texture, surface
pattern, color and edges in images. In [2] it is pointed out that Hue-Saturation-
Value (HSV) color space analysis as a shadow cast on a background does not
change significantly its hue. There have been some further studies on HSV color
space analysis for shadow detection such as [3] and [4]. In the study of Jiang
and Ward [5, 6], classification is done on the basis of an approach that shadows
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(a) Original video frame (b) Detected moving
shadow regions

Fig. 1.: The source of the shadow regions are the moving clouds

are composed of two parts: self-shadow and cast shadow. The shadow detection
approaches are classified as statistical and deterministic type and comparisons of
these approaches are made in [9], [10] and [11]. In this paper, a deterministic two-
dimensional cepstrum analysis based shadow detection method is proposed. The
method is composed of two steps. In the first step, hybrid background subtrac-
tion based moving object detection is implemented to determine the candidate
regions for further analysis. The second step involves the use of a non-linear
method based on cepstrum analysis of the candidate regions for detecting the
shadow points inside those regions.

The next section presents the proposed cepstrum based shadow detection
method. Results of the proposed method and comparisons with previous ap-
proaches are presented in Section 3.

2 Cepstrum Analysis for Moving Shadow Detection

The proposed method for moving shadow detection consists of two parts. In
the first part, a method based on hybrid background subtraction [12] is used
to determine the moving regions. After determining moving regions, cepstrum
analysis is carried out on detected moving regions for yielding the regions with
shadows.

The proposed cepstrum analysis method for shadow detection is composed
of two parts. The first part includes the separation of the moving regions into
8x8 blocks and the application of the 2D cepstrum to the blocks of interest and
their corresponding background blocks to decide whether the texture and color
properties are preserved for that moving block or not. If it is decided that the
properties are preserved for the block, the algorithm proceeds with the second
part. If not, the detection algorithm marks the block as moving object block. In
the second part, a more detailed pixel-based approach is considered. 1D cepstrum
is applied to each pixel belonging to the block to decide if the pixel is a moving
shadow pixel or object pixel. The following subsections present the parts of the
proposed cepstrum analysis method.
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Part I. Cepstral Analysis of Blocks: The cepstrum x̂[n] of a signal x is defined
as the inverse Fourier transform of the log-magnitude Fourier spectrum of x. Let
x[n] be a discrete signal, its cepstrum x̂[n] is defined as follows:

x̂[n] = F−1{ln(|F{x[n]}|)}

where F{.} represents the discrete-time Fourier Transform, |.| is the magnitude,
ln(.) is the natural logarithm and F−1{.} represents the inverse discrete-time
Fourier Transform operator. In our approach, we use both one-dimensional (1D)
and two-dimensional (2D) cepstrums for shadow detection.

Moving regions in video are divided into 8x8 moving blocks as a subset of
the whole moving region. Let the i-th moving 8x8 block be defined as Ri. Then,
2D cepstrum of Ri, R̂i is defined as follows:

R̂i = F−1
2D {ln(|F2D{Ri}|)}

where F2D{.} is the 2D discrete-time Fourier Transform and F−1
2D {.} is the inverse

discrete-time Fourier Transform operator.
Similarly, let the i-th corresponding background block for the current image

frame be defined as Bi and its 2D cepstrum as B̂i. A difference matrix Di for
the i-th block can be defined as: Di = | R̂i − B̂i|. Theoretically if the block of
interest is part of a shadow it should have the following property:

Ri = α Bi

where α is a positive real number less than 1. The effect of this on the difference
matrix in the 2D cepstral domain is: Di having only the (1,1)-indexed value
different than zero because of the scaling by constant α. Other entries of Di

should be equal to zero. So the distance metric is defined as:

mi =
∑

(a,b)6=(1,1)

Di(a,b)

Notice that this operation is done for R, G and B values of the block separately.
Therefore, the distance metric Mi is used as follows:

Mi =
√

m2
i,r + m2

i,g + m2
i,b

where mi,r, mi,g and mi,b is the R, G and B component distance metric, respec-
tively. Therefore, the decision algorithm for the first part is:

Ri :
{

moving shadow block, if Mi < κ
moving object block, otherwise

where κ is a determined threshold. After detecting possible candidate 8 by 8
shadow regions, we examine each pixel of such regions one by one to determine
the exact boundary of shadow pixels as follows.
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Part II. Cepstrum Analysis of Pixels: Red, Green and Blue values and the
estimated background values of the pixel positioned at x = (x1, x2) in the nth

frame are defined as:

vx,n = (rx,n gx,n bx,n) bx,n = (brx,n bgx,n bbx,n)

Theoretically, a shadow pixel positioned at x in nth frame should have the prop-
erty: vx,n = αbx,n , where α is a positive real number less than 1. Thus, the
shadow pixel frame value is an α scaled version of the same positioned back-
ground pixel value in the RGB-space. As a result of this, we obtain the following
cepstral relation:

v̂x,n[1] 6= b̂x,n[1] (1)

v̂x,n[i] = b̂x,n[i], i = 2, 3, ... (2)

We use a DFT of size 4 in our implementation and check the second, third and
fourth cepstral coefficients, v̂x,n[2], v̂x,n[3], v̂x,n[4] and their counterpart cepstral
coefficients of background location, b̂x,n[2], b̂x,n[3], b̂x,n[4]. They should be equal
if the pixel of interest is a shadow pixel. First cepstral coefficients, v̂x,n[1] and
b̂x,n[1] should be different due to the effect of the natural logarithm of coefficient
α. Using this fact, we define a difference vector: dx,n = |v̂x̂,n − b̂x̂,n|. Shadow
detection method for moving pixels inside the block is given as follows:

x :
{

moving shadow pixel, if dx,n[2]&dx,n[3]&dx,n[4] < τ
moving object pixel, otherwise (3)

where τ is an adaptive threshold changing its value as a function of the back-
ground pixel value for the current image frame.

3 Experimental Results and Conclusions

In this section, the outcomes of the proposed algorithm are presented and com-
parisons with some of the previous approaches are made. The benchmark test
set available in [14] is used in this paper as it is widely referenced by most of the
researchers working in the field. Each video sequence in the benchmark test set
has different sequence type, shadow strength, shadow size, object class, object
size, object speed and noise level.

The video sequences of campus raw (Fig. 2a) have very low shadow strength
as well as high noise level. In Fig. 2b, it is clearly seen that two moving objects
are detected perfectly and most of the moving shadow points on the ground
are marked with success. In order to compare the performance of the proposed
method with the others, quantitative measures are used. In this study, shadow
detection accuracy η and shadow discrimination accuracy ξ metrics introduced in
[10] are used as the quantitative measures for comparison purposes. The reason
for selecting [10] for comparison is due to the existence of detailed classifica-
tion schemes and utilization of different approaches available in the literature
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(a) Original video frame (b) Detected moving ob-
ject and shadow regions

Fig. 2.: ”Campus” video sequence

for shadow detection in its content. Table 2 and Table 3 summarizes the perfor-
mance of the proposed method and the other methods using the same benchmark
test set. In the tables, the abbreviations SNP, SP, DNM1, DNM2 and CB stands
for the statistical non-parametric approach, statistical parametric approach, de-
terministic non-model based approach using color exploitation, deterministic
non-model based approach using spatial redundancy exploitation and the pro-
posed cepstrum based approach, respectively. The ξ and η values in percentage
for the proposed approach are commonly better than the SNP, SP, DNM1 and
DNM2 approaches used by the other researchers in the literature.

Table 1.: Shadow detection accuracy (η) values in percentage

Campus Highway I Highway II Intelligent Room Laboratory

SNP 80.58 81.59 51.20 78.63 84.03
SP 72.43 59.59 46.93 78.50 64.85

DNM1 82.87 69.72 54.07 76.52 76.26
DNM2 69.10 75.49 60.24 71.68 60.34
CB 84.21 77.38 62.73 80.67 83.26

Table 2.: Shadow discrimination accuracy (ξ) values in percentage

Campus Highway I Highway II Intelligent Room Laboratory

SNP 69.37 63.76 78.92 89.92 92.35
SP 74.08 84.70 91.49 91.99 95.39

DNM1 86.65 76.93 78.93 92.32 89.87
DNM2 62.96 62.38 72.50 86.02 81.57
CB 81.35 85.34 86.88 93.56 94.90

The proposed cepstral domain method can determine shadow regions re-
taining the underlying color and texture of the background region. In bench-
mark data test sets, it is observed that proposed method gives successful results.
The shadow pixels and object pixels are segmented accurately in all video se-
quences. Finally, quantitative measures are defined for comparison with previous
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approaches. The detection and discrimination rate comparisons show that the
proposed method gives better results than other approaches available in the
literature.
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Abstract. A novel approach, involving the comparison of appearance and 
geometrical similarity of local patterns simultaneously via a combined 
description is presented. The proposed algorithm proved itself in scene logo 
retrieval domain, where significant appearance changes, especially due to affine 
transformations take place. 

Keywords: Scene logo detection, local descriptors, geometrical descriptors. 

1   Introduction 

Detecting instances of a specific logo in images and video is of great importance for 
various applications. Logos can serve as an important cue for the presence of many 
semantic concepts, such as political parties, companies and even illegal organizations. 

In the literature, many methods have been proposed for logo detection [1-5]. 
However, the research has been mostly on the detection side within some constrained 
environments[1-3]. In contrast to logo detection in constrained environments, there 
are only a few algorithms proposed for the natural scene logo detection domain. An 
important research [4], which aims at detecting scene logos in frames of sport videos, 
utilizes edges, shapes and color composition. More recent work by Joly et al. [5] 
addresses the problem by using local interest point features. In this work, SIFT [6] 
descriptors extracted from template and test images are matched using L2 distance and 
then matches are filtered by a geometric consistency checking step.  

In this paper, a novel approach involving the evaluation of appearance and 
geometry via a combined description is presented. This description utilizes quantized 
appearance descriptors of SIFT points to avoid comparing a test descriptor to all 
template descriptors in contrast with [5] and [6]. Geometrical descriptions are based 
on multiple small groups of points, namely quads, instead of a single large group. 
These advantages render the proposed algorithm robust to significant appearance 
changes, while being robust to random false matches through simultaneous utilization 
of geometrical description. The experimental results showing the robustness of the 
method by comparing it against a baseline algorithm is given in Section 3 before 
conclusions. 
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2 Utilization of Appearance and Geometry for Scene Logo 
Retrieval 

In the proposed approach, appearance is represented by a codebook generated via 
clustering of SIFT descriptions. Geometric constraints, on the other hand, are 
enforced on interest points by means of barycentric coordinates [7], scale and 
orientation. The process of systematically combining appearance and barycentric 
coordinates is illustrated in Fig 1a-d. Combined definitions of template images in 
terms of codewords, barycentric coordinates and interest point spatial properties (i.e. 
scale, orientation) are together denoted as Combined Visual Knowledge Base (CVKB) 
for clarity in further references. 

The developed system searches patterns that are automatically extracted from the 
template images and converted into a database, i.e. CVKB. Each of these patterns are 
represented in the form qi : (cwi, σi, Θi, bi). Let CVKB consist of N quads qi, i ∈ 
{1,...,N}. Each quad has four elements, i.e. interest points qij, with corresponding 
codewords cwij, scales σij, and dominant orientations Θij for j ∈ {1,...,4}. Barycentric 
Coordinates of each quad qi are represented by bik, where i ∈ {1,...,N} and k ∈ 
{1,...,3}. Let a test image quad be defined as qt: (cwt, σt, Θt, bt). Compatibility of qt 
with a CVKB quad qi is assessed as follows: 

1. If ∀j ∈ {1,...,4}, cwij = cwtj, then continue; else quads are incompatible. 
2. Compute ∆σ = (∆σ1, ∆ σ2, ∆ σ3, ∆ σ4) and ∆Θ = (∆Θ1, ∆ Θ2,∆ Θ3,∆ Θ4), 

where, 
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3. Compute barycentric coordinate distance db as in [7]. 
4. qi is compatible with qt, if and only if  

a. 
bb thrd <  

b. 
σσσ thrjj <Δ−Δ )min()max(  

c. 
Θ<ΔΘ−ΔΘ thrjj )min()max(  

∆σ is the quantized log2 scale ratio vector between two quads. Similarly ∆Θ is the 
quantized orientation difference vector, with a bin size of π/6 radians. Three 
parameters that control the geometrical consistency are: (a) thrb for overall 
geometrical consistency of two quads, (b) thrσ for heterogeneity in scale change due 
to the affine transformation, (c) thrΘ for heterogeneity in local orientation change of 
patches that construct a quad. In addition to the previously explained parameters, an 
extension, which is denoted as Artificial Template Extension (ATE) throughout the 
text, that consists of artificially applying viewpoint(6) and scale(4) changes on 
template images is applied. The performance of the proposed algorithm is also 
compared with a baseline algorithm (Fig. 2c), which is the recommended matching 
method for SIFT [6]. Sample retrieval results are given in Fig. 2d. 
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Fig. 1. (a) Neighbors of interest point 1 are 2,3,4,5,6. One of the combinations (2,3,4) is also 
illustrated, (b) Example codeword assignment, (c) barycentric coordinates of combinations, (d) 
quad representations of first and last combinations in (c). 

Fig. 2. Effect of each of the parameters, thrb, thrσ and thrΘ on performance in isolation for (a) 
single template case, (b) ATE case. (c) Comparison of the proposed algorithm with baseline for 
single template and ATE cases. (d) Two representative results of the proposed algorithm. 
Template interest points are shown in the upper row, test interest points and images are given 
below them. 
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In the proposed template-based matching approach, robustness of appearance 
representation is enhanced by using clustered local descriptors, while compensating 
the side effect of decreased individual discriminative power by the help of group-
based geometrical constraints. 

The experiments are conducted to assess the individual and combined power of the 
geometrical constraints and shown that they can limit the upsurge in false positive rate 
while true positive rate is boosted with additional template data. On the other hand, 
the baseline algorithm could not profit from the increase in the number of templates 
due to the upsurge in false positive rate. 

The proposed method provides a robust way to achieve template matching with 
large template sets and using marginally discriminative yet repeatable local features. 
After appropriate modifications, the approach can be adapted to classification and 
other high-level problems as an intermediate layer. 
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Abstract. We present a framework for image segmentation based on the ML
estimator. A common hypothesis for explaining the differences among image re-
gions is that they are generated by sampling different Likelihood Functions. We
adopt last hypothesis and, additionally, we assume that such samples are i.i.d.
Thus, the probability of a model generates the observed pixel value is estimated
by computing the likelihood of the sample composed with the surrounding pixels.

1 Introduction
Image segmentation consists in partitioning an image in regions with similar charac-
teristics: color, texture, local orientation, etc. Although there are many strategies for
segmenting images, we can classify such algorithms in hard and soft segmentation ap-
proaches. Hard segmentation methods try to directly estimate the label map, meanwhile
soft approaches compute a membership map. Given that, in a Bayesian framework, the
uncertainties can be represented by probabilities, then soft segmentation procedures are
commonly named Probabilistic Segmentation (PS) approaches.

We use the following notation: we assume that the observed image g : Ω → Rn
(n = 1 for gray scale images and n = 3 for color images) is generated by sam-
pling unknown probability density functions named models M = {Mk}Kk=1 with
parameters θ1, θ2, . . . , θK ; Ω denotes the set of all the pixels in a regular lattice and
K = {1, 2, . . . ,K} the label set such that the label field c : Ω → K indicates the source
for each pixel. Then the task is to solve the inverse problem: to segment the image g (to
estimate c) into K classes. This task may require one of estimating possible unknown
parameters θ. We denote by

vk(r)=P (g(r)|θk, c(r) = k). (1)

the likelihood of observing g(r) given the model k. This can be seen as the prefer-
ence of the data, g(r), for the model k. Thus the Maximum Likelihood (ML) estimator
(classification) is given by cML(r) = argmaxk vk(r). This Winner Takes All (WTA)
assignment is used as estimate of the true label, c(r). A disadvantage of the ML esti-
mator if its sensibility to noisy data that results in noisy segmentations. For improving
those segmentations of a noisy image one has two choices:

1. To increase the number of samples per pixel, i.e., to acquire a set of independent ob-
servations {gi(r)}Ii=1. The samples’ noise contributions are averaged and therefore
improving the ML estimator; where the likelihood is given by

vk(r) =
∏

i
P (gi(r)|θk, c(r) = k). (2)
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2. To use prior knowledge that promotes smooth solutions. If this prior is coded as
the probability P (c), then, by using the Bayes’ rule, the MAP estimator can be
computed from the posterior probability:

cMAP = argmax
c

∏
r

∏
k
vk(r)P (c). (3)

Both strategies allows one to estimate simultaneously the segmentation and the model
parameter. This joint estimation can be implemented by an EM strategy [2]. Futher-
more, note that both strategies are not mutual exclusive: the likelihood in (3) can be
improved by the use of multiple samples. However from last two options, Bayesian
regularization is the preferred strategy given that, in general, we are limited to a single
image [3,7]. In such a case, one can find a vast literature for solving the optimization
problem stated in (3). Such techniques can be classified as combinatorial optimization
approaches (the ones that try to directly estimate the cMAP ) [3,1,5,9,6] and probabilistic
approaches (the ones for estimating a hidden real variable that represents the probability
that c(r) takes a particular label, a PS) [8,11,4].

2 Spatial Sampling

We present a method for improving the likelihood in the lack of multiple observations.
Our improved likelihoods can be used for directly compute the segmentation by means
of the ML estimator or used as prime matter for a Bayesian segmentation method that
solve (3). The general idea is simple, we assume that all the pixels are i.i.d. samples
of generative models and the source is determined by the label map c. Since the image
regions are relative large (this assumption is frequently codified as a prior in Bayesian
regularization), then the pixels in a small neighborhood are very likely samples of a
unique model. Thus the small pixel neighborhood can be assumed as multiple observa-
tions of the central pixel. This simple idea is actually the underlaying idea of all spatial
filtering techniques in image processing. Inspired on that, we porpose a novel and effi-
cient framework for image probabilistic segmentation. Our approach, differently from
those frameworks that regularize (smooths) the pixel values, regularizes the likelihood
density functions.

Let Nr be a neighborhood of pixels centered at r and Gr = {g(s) : s ∈ Nr}
their corresponding pixels values. For the moment, we assume the simple neighbothood
Nr =

{
s : ‖r − s‖2 ≤ ρ

}
, —in section 3 we discuss the neighborhood selection. We

can note that Gr is a sample with mixed likelihood:

P (Gr|θ, c, π) =
∑

k
πk(r)

[∏
s∈Nr

P (g(s)|θk, c(s) = k)
]

=
(
πT ṽ

)
(r); (4)

where we define the spatial likelihood

ṽk(r)
def
=
∏

s∈Nr

vk(s) (5)

and π(r) ∈ SK is a vector whose components are unknown mixture coefficient. Where
we denote by SK the simplex with all the positive vector that sum one: z ∈ SK ⇐⇒
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z ≥ 0,
∑
k zk = 1 for k = 1, 2, . . . ,K. Thus πk(r) is the fraction of the sample Gr

generated with the kth model.
Then, the image segmentation can be estimated from an estimator of π if an appro-

priated Nr is selected, subsection 3. Next we investigate two estimators of π:

1. A hard segmentation can be computed by the maximization of (4), a Linear Pro-
gramming problem. It is easy to prove that this ML estimator is the indicator vec-
tor: p(1)(r) = ek∗ , where ek is the kth basis vector and k∗ = argmaxk ṽk(r) =
argmaxk v̂k(r); where the normalized spatial likelihood is given by

v̂k(r) = ṽk(r)
/∑

i
ṽi(r). (6)

2. A soft estimation of π can be computed by the maximization: p(2)(r) = argmaxπ
(πT v̂)(r)

/
‖π(r)‖‖v̂(r)‖; that results in p(2)(r) = v̂(r).

Therefore, in any of the last two cases, the estimation of π is reduced to the computation
of v̂k(r): spatial products of individual likelihoods, or sums of log-likelihoods:

v̂k(r) ∝
∏

s∈Nr

vk(s) = exp
(∑

s∈Nr

log vk(s)
)
. (7)

Now we extend the above introduced probabilistic segmentation to the case of mul-
tiple sources, i.e., to combine independent segmentation from different clues. After that,
we will be in the capability of presenting the neighborhood choices and their algorith-
mic implications. First, we note that (7) can be written as

v̂k(r) ∝ vk(r)v̄k(r) with v̄k(r) =
∏

s∈Nr\{r}
vk(s). (8)

Eq. (8) can be understood as the combination of two independent sources: the likelihood
estimated from the observed value, vk(r), and the likelihood, v̄k(r), estimated with the
neighbor pixels except r. We can give a further step by generalizing (8) to J independent
sources and introducing their confidence factor. Then αj is our grade of confidence in
the jth–source (the v(j) likelihood) and it holds α ∈ SJ . So that αj = 1 means that
the jth–source has the largest possible confidence and it becomes irrelevant as αj → 0.
Thus:

v̂k(r) ∝
∏J

j=1

[
v
(j)
k (r)

]αj

= exp
(∑J

s=1
αj log v(j)

k (s)
)

; (9)

this, Eq. (9), is a simple form of combining a set of likelihoods (probabilistic segmen-
tations). The different PS (sources) can result from the use of different clues as, for
instance, color and local statistical descriptors for texture.

3 On the Neighborhood Selection

An accurate segmentation depends on selecting a pixel neighborhood such that its ma-
jority belongs to the correct class. Note that the right side of (9) defines a spatial filter-
ing in the log-space of the likelihoods. Our derivation for distinct filters, both linear and
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Fig. 1. ML segmentation with a squared neighborhood (Nr = {s : ‖r− s‖∞ ≤ ρ}) for different
values of ρ. The data corresponds to a binary map (left) corrupted with Gaussian noise [N(m=
0, σ=0.7)] and the segmentations to ρ = 0, 2 and 4.

nonlinear, constructs on the assumption that each neighbor pixel s ∈ Nr is an indepen-
dent source for estimating the likelihood at the pixel of interest, r.
Homogeneous Windows (HW). The simplest neighborhood is a regular window cen-
tered at the pixel r:Nr = {s : ‖r − s‖m ≤ ρ}, where the parameter ρ controls the sam-
ple size and ‖·‖m is a given metric. For instance, the L∞ norm leads to a square–shaped
neighborhood( (7) is reduced to a box–filter in the logarithmic space). The segmenta-
tions based on the ML estimator for different values of ρ. are shown in Fig. 1. Large
ρ–values reduce the granularity but at the same time over–smoothed small details .
General Homogeneous Windows (GHW). The use of the previous HW is equivalent
to apply a box-shape linear filter in the log-domain. This result can be generalized to
any arbitrary linear filter if each neighbor pixel is considered an independent source
[10,12,7]. . Then, similar to (9), the sources (neighbor pixels) are combined with a con-
fidence factor that depends on its spatial distance to the central pixel r:

v̂k(r) ∝
∏

s∈Nr

[vk(s)]α(s) = exp
(∑

s∈Nr

α(s) log vk(s)
)
. (10)

The Gaussian filtering results of choosingα(s) ∝ exp
(
−(r − s)TΣ−1(r − s)

)
,where

Σ is a covariance matrix and the simple homogeneous membrane is implemented as [8]:

d∗ = argmin
d:Ω→RK

∑
r:C(r)=0

{
‖d(r)− log v(r)‖2 +

λ

2

∑
s∈Nr

‖d(r)− d(s)‖2
}
. (11)

Spatially Adapting Windows (SAW). The shape neighborhood can be adapted by de-
pending on the local properties of the image.

4 Experiments

We developed an interactive procedure for multiclass image segmentation based on ML
segmentation. The models are empirically initialized from user marked data (scribbles)
on the image. The purpose is to demonstrate that the final segmentation is improved by
combining multiples sources (likelihood vectors) and the source combination is natu-
rally implemented in our proposal.

In interactive image segmentation the user’s scribbles define the multimapC : Ω →
{0} ∪ K such that C(r) ∈ K indicates that the pixel r is labelled as member of class
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Fig. 2. Original image (first column). Segmentation using: just color distribution (second column)
and with multiple clues (last column).

k and C(r) = 0 if such a pixel is unlabeled and hence its label needs be estimated.
The segmentation procedure is as follows. Let g = {gi}3i=1 be the original image (in
RGB space), then we computed for each pixel and color layer the local structure tensor
Σg = {Σ1, Σ2, Σ3}; where

Σi(r) =
[
gi11(r) gi12(r)
gi12(r) gi22(r)

]
for i = 1, 2, 3. (12)

is a symmetric semi–positive definite matrix: Then we group the original data and ten-
sor’s coefficients in four feature sets that will be consider four independent segmenta-
tion sources: g = {gi}, g11 = {gi11}, g12 = {gi12}, and g22 = {gi22}; for i = 1, 2, 3.
The additional feature sets [ g11, g12 and g22] codify the local texture information. Af-
terward, we compute four Spatial Likelihoods {v(j)}4j=1. The Likelihood Functions are
estimated by histograms with 64× 64× 64 bins and the dynamic range of each feature
image is linearly mapped into the interval [1, 64].

The confidence factor of a Likelihood Function set (says the jth set) is its capability
for predict the correct pixel class. In our interactive scheme, such a confidence αj is
large if the likelihoods of the hand-labeled pixels are large for their respective models
(and small for the other ones). In particular the confidence of the jth source for of the
kth class is αjk =

∑
r v

(j)
k (r)δ(k − C(r))

/∑
r δ(k − C(r)). Figure 2 shows images

segmented with the proposed procedure. The confidence scores are shown in Table 1.
This Table shows in bold font the more confident source for each image. Note that if
the color source is the one with largest confidence, then the color based segmentation
is qualitatively as good as the one with four sources, these are the case of the Elephant
image. However, the accuracy of the single source (color) segmentation is reduced as
the confidence on such a source is reduced. Indeed, in all our experiments the best
segmentation was computed with the proposed integration of all the sources. The filter
used was the simple homogeneous membrane (11) with λ = 20.

5 Conclusions

The presented probabilistic segmentation strategy computes the uncertainty (probabil-
ity) associated to each particular label. We start our development by noting that the
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Table 1. Confidence factor to combine the probabilistic segmentations, see Fig. 2

Image g g11 g12 g22

Cheetah 0.2284 0.2714 0.2411 0.2592
Elefant 0.3280 0.2270 0.2156 0.2294

spatial sampling is an alternative to the lack of multiple pixels‘ observations. Differ-
ently from multiple observations, the pixel neighborhood is a mixed sample and the
estimated mixture coefficients can be used as the probability for the labels. We have
noted that the neighborhood selection is an important issue to obtain a good segmenta-
tion. Our strategy allows us to combine multiple sources (probabilistic segmentations)
in a natural way and is general enough to be applied in the development of algorithms
for different computer vision applications.

sabbatical stance for M. Rivera and scholarship for O. Dalmau.
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Abstract. In order to bridge the semantic gap, learning the semantics of images 
automatically using visual features alone has been an area of active research. 
Recently, visual keywords extracted from images have been shown to provide a 
useful intermediate representation for image characterization and retrieval. A 
challenging problem is to find effectively ways of extracting, representing and 
using the context of visual keyword for learning image semantic. In this paper, 
we will present a number of kernel and spectral methods which our research 
group has developed for learning the semantics of images, which can be applied 
to a variety of image annotation, categorization and retrieval tasks. To capture 
the context of visual keywords, we propose two contextual kernels, called 
spatial Markov kernel and spatial mismatch kernel, respectively. The first 
kernel is defined based on Markov models, while the second kernel is 
motivated from the concept of string kernel and derived without the use of any 
generative models. The experimental results show that the context captured by 
our kernels is very effective for learning the semantics of images. Moreover, to 
learn a semantically compact (or high level) vocabulary, we further propose a 
spectral embedding method to capture the local intrinsic geometric (i.e. 
manifold) structure of the original abundant visual keywords. This spectral 
method can also be applied to manifold learning on textual keywords for image 
annotation refinement. The experimental results show that our spectral methods 
lead to significant improvement in performance by capturing the manifold 
structure of visual or textual keywords. 

Keywords: semantic gap, contextual kernel, spectral embedding, image 
annotation, annotation refinement. 

1 Introduction 

To search the rapidly growing image archives more effectively, many content-based 
image annotation and retrieval systems have been developed. Because of the semantic 
gap between the low-level visual features and the high-level semantics of images, 
these techniques are still far from satisfactory for practical use. To reduce this 
semantic gap, methods [1, 2] have been proposed to learn the semantics of images 
directly. In this paper, we present our recent development of methods that aim to 
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in Electrical Engineering 62, DOI 10.1007/978-90-481-9794-1_60, 

315E. Gelenbe et al. (eds.), Computer and Information Sciences, Lecture Notes

mailto:cship@cityu.edu.hk


reduce the semantic gap through: (i) capturing the context within images using kernel 
methods, and (ii) learning the visual and semantic manifolds across the entire dataset 
using spectral methods. The main advantage of our kernel and spectral methods is that 
they can be readily combined and used with other machine learning techniques such 
as Relevance Model [3] and Multi-label propagation [4] for learning the semantics of 
images for the purpose of annotation and categorization. 

It is generally accepted that context provides useful cues for learning the semantics 
of images, e.g. through helping to reduce the ambiguity of visual keywords. Recently, 
methods [5-7] have been proposed to capture the context of visual keywords. Since 
kernels play the role of a similarity measure in many machine leaning techniques (e.g. 
manifold learning), we capture the context within images through defining two 
contextual kernels, called spatial Markov kernel [8] and spatial string kernel [9], 
respectively.  

In the literature, typically thousands of visual keywords are used to obtain better 
performance on a relatively large image dataset and this visual vocabulary may 
contain a large amount of information redundancy. To learn a semantically compact 
visual vocabulary, we propose a spectral embedding method which learns the local 
intrinsic geometric (i.e. manifold) structure of the original abundant visual keywords. 
It should be noted that the manifold structure of visual keywords has not been 
previously investigated. Similarly, our spectral method for learning the visual 
manifolds can be extended to learn the semantic manifold structure of textual 
keywords, which can be further used for image annotation refinement [10].  

The proposed kernel and spectral methods can be unified in a single framework for 
learning the semantics of images. Within such a framework [Fig. 1], visual manifolds 
are first learnt from the original visual vocabulary using our spectral method and 
spectral clustering is then performed in the embedding space to generate a new and 
compact visual vocabulary. Furthermore, both contextual kernels and textual 
keywords are combined for keyword propagation such that the resulting annotations 
(i.e. the output of keyword propagation) can be further refined based on the learnt 
semantic manifolds. 
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Fig. 1. A unified framework for semantic learning that integrates our kernel and spectral 
methods 
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2 Kernel Methods for Capturing the Context within Images 

To capture the context within images, we have proposed two contextual kernels based 
on the image representation using visual keywords. The first kernel is defined based 
on 2D Markov models, while the second kernel is actually derived from string kernel 
without using any generative models [9]. Due to the shortage of space, in this paper, 
we focus on our spatial string kernel (particularly spatial mismatch kernel). Detail of 
the spatial Markov kernel and its applications can be found in [6-8]. 

Given an image, to learn the associated set of visual keywords, we first divided the 
image into blocks on a regular grid, and a feature vector that describes the color and 
texture characteristics of the block is extracted for each of the blocks. Based on the 
block feature vectors, a vocabulary of M visual keywords, V = {wi: i = 1,…,M }, that 
capture the content (visual) similarities among the blocks is generated through k-
means clustering. Block feature extraction and visual keywords generation have been 
extensively covered elsewhere, e.g. [6, 11] and will not be repeated here. With this 
learnt universal vocabulary V, each block of the image is automatically assigned a 
visual keyword that best describes the visual characteristic of the block and the entire 
image can subsequently be represented compactly as a 2D sequence Q of visual 
keywords on the regular grid. The sequence of visual keywords provides a succinct 
intermediate representation of the image. 

The 2D sequence Q can be further decomposed into two parallel 1D sequences, i.e. 
a row-wise Qr and column-wise Qc. The 1D sequence Qr (or Qc) can be obtained by a 
row-wise (or column-wise) raster scan on the regular grid. In the following, we will 
give the details on the feature mapping for the row-wise sequences. The column-wise 
sequences can be mapped to a feature space similarly. 

For each k-length subsequence α in a row-wise sequence Qr (i.e. α  Qr ), the (k,m)-
neighborhood N(k,m)(α) generated by α is the set of all k-length sequences β from the 
vocabulary V (i.e. β∈  Vk) that differ from α by at most m mismatches. We then define 
the following Φ(k,m) that maps α to a Mk-dimensional feature space: 

( , ) ( ) ( ( )) ,kk m Vβ β
α δ α

∈
Φ =  (1) 

where δβ(α)=1 if β ∈  N(k,m)(α), and δβ(α)=0 otherwise. That is, a k-length subsequence 
contributes weight to all the coordinates in its mismatch neighborhood. For a row-
wise sequence Qr, we extend the above feature mapping additively by summing the 
feature vectors for all the k-length subsequences α in Qr: 

( , )
,

( ) ( ).
k r

r
k m

V Q

Q
α α

α
∈ ⊂

Φ = Φ∑  
(2) 

When k=1 and m=0, the above feature vector is equivalent to the histogram of visual 
keywords (i.e. the conventional bag-of-words representation). Similar feature 
mapping can be obtained for the column-wise sequence Qc. 

Given Q and Q% , we can define our spatial mismatch kernel that compares the 
contextual similarity between the two images using the following inner-product:  

( , ) ( ), ( ) ( ), ( ) ,r r c cK Q Q Q Q Q Q=< Φ Φ > + < Φ Φ >% % %  (3) 
Since the feature vectors given for our kernel definition are extremely sparse, it can be 
computed efficiently. 
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To the best of our knowledge, this is the first application of string kernel for 
matching 2D sequence of visual keywords. Here, it is worth noting that string kernels 
were originally developed for protein classification [12] where the number of amino 
acids (similar to visual keywords used here) used for kernel definition was very small. 
In the present work, string kernels are used to capture and compare the context of a 
large number of (e.g. thousands of) visual keywords within an image, so that the 
associated problem of (2D) sequence matching is significantly more challenging. 

The advantage of our spatial string kernel over the spatial Markov kernel approach 
is that the former does not make use of any generative models which typically require 
some prior assumptions of the data property.  

3 Spectral Methods for Learning Visual and Semantic Manifolds 

To learn a semantically compact vocabulary, we propose a spectral embedding 
method to capture the local intrinsic geometric (i.e. manifold) structure of the original 
abundant visual keywords. This spectral method can be extended to manifold learning 
on textual keywords. 

3.1 Learning Visual Manifolds 

To learn the manifolds hidden among visual keywords, we first extract and measure 
the correlation of visual keywords using the Pearson product moment (PPM) 
correlation measure [13]. Given a set of N training images and the visual vocabulary 
V = {wi: i = 1,…,M }, we collect the histogram of visual keywords as {cn(wi): n = 
1, ...,N} (i = 1, ...,M), where cn(wi) is the count of times that visual keyword wi occurs 
in image n. The PPM correlation between two visual keywords wi and wj can be 
defined by: 

1
( ( ) ( ))( ( ) ( ))

,
( 1) ( ) ( )

N
n i i n j jn

ij
i j

c w w c w w
a

N w w
μ μ
σ σ

=
− −

=
−

∑  (4) 

where ( )iwμ  and ( )iwσ  are the mean and standard deviation of {cn(wi): n = 
1, ...,N}, respectively. Similarly, we can also collect the correlation information of 
textual keywords, which is vital for subsequently learning the semantic manifolds 
hidden among them by spectral methods. 

Using the set of visual keywords as the vertex set, we construct an undirected 
weighted graph for manifold learning. We construct the affinity matrix A = {aij}M×M 
based on PPM to measure the similarity between keywords. Here, it is worth noting 
that the PPM correlation value aij will be negative if wi and wj are not positively 
correlated. In this case, we set aij = 0 to ensure that the affinity matrix A is 
nonnegative. As PPM is a parameter-less measure, the distinct advantage of using 
PPM to compute the elements of the affinity matrix A is that, unlike other similarity 
measures that are based on parameterized functions such as the Gaussian function, we 
have eliminated the need of parameter tuning for graph construction. Parameter 
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tuning can significantly affect the performance and has been noted as an inherent 
weakness of graph-based methods. 

The goal of manifold learning is to represent each vertex in the graph as a lower 
dimensional vector that preserves similarities between the vertex pairs. Such goals 
can be achieved by spectral embedding through finding the leading eigenvectors of 
the normalized graph Laplacian L = I − D−1A, where D is a diagonal matrix with its (i, 
i)-element equal to the sum of the i-th row of the affinity matrix A. Without loss of 
generality, we consider one type of normalized graph Laplacian that was proposed in 
[14]. Let {( , v ) : 1,..., }i i i Mλ =  be the set of eigenvalues and the associated 
eigenvectors of the normalized Laplacian L, where 10 ... Mλ λ≤ ≤ ≤  and v v 1T

i i = . 
The spectral embedding of the graph can be represented by 

1(v ,..., v ),sE =  (5) 
with the j-th row Ej.. being the new representation for vertex wj. Since we usually set s 
< M, the visual keywords have been represented as lower dimensional vectors. 

Based on this new low-dimensional representation, we can learn a semantically 
more compact visual vocabulary of size s by spectral clustering using k-means from 
the original set of visual keywords which has a much higher cardinality. The learnt 
compact visual vocabulary can be used to represent the semantic content of an image 
in the form of bag-of-words so that we can similarly define a histogram intersection 
kernel or our contextual kernels (see Fig. 1). 

3.2 Learning Semantic Manifolds 

The above spectral method for learning visual manifolds can be extended to manifold 
learning on textual keywords. More concretely, we first compute the affinity matrix A 
using the PPM measure between textual keywords, and then learn the semantic 
manifolds hidden among textual keywords by spectral embedding using the computed 
affinity matrix. An example of exploiting the learnt semantic manifolds for annotation 
refinement can be found in our recent work [10]. Here, it should be noted that the 
semantic manifolds hidden among textual keywords help to reduce the semantic 
ambiguity in semantic learning.  

4 Conclusions 

The experimental results reported in [8, 10] demonstrate that the proposed kernel and 
spectral methods for learning the semantics of images lead to improved performance 
and even outperform the state-of-the-art methods. For example, our spatial string 
kernel can achieve 13% gain over spatial pyramid matching (SPM) [11] on the Corel-
5K annotation dataset, and our spectral method for learning visual manifolds can 
increase the performance of SPM by an average of 5% on the Scene-8 image dataset. 
In the future work, as general machine learning techniques, our kernel and spectral 
methods will be tested in other challenging applications such as video content 
analysis and retrieval. 
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Abstract. Existing approaches for ontology mapping are known of having 
limited accuracy, as they are basically based on generic schematic relations 
(such as Isa and Part-of), and  ignore the usage context as well as the logic of 
the involved operation. To overcome this limitation, this paper proposes a novel 
approach for ontology mapping that uses concepts substitution semantics to 
resolve concepts incompatibilities in a context-sensitive manner. Experiments 
results show that the proposed approach is more accurate than existing generic 
ontology mapping approaches. 

Keywords: Ontology Mapping, Substitution Semantics, Context-Sensitive 

1   Introduction 

in order to standardize their models and to facilitate systems interaction, integration, 
evolution and development. This is because application domain ontologies provide a 
common shared understanding of application domains that can be communicated 
across people, applications, and systems. An ontology can range from a simple 
taxonomy, to a thesaurus (words and synonyms), to a conceptual model (where more 
complex relations are defined), to a logical theory (formal axioms, rules, theorems, 
and theories are defined).   Ontologies incompatibilities result due to many reasons. 
For example, two different concepts could be used to describe the same entity. An 
entity could appear as an attribute in a given ontology and appear as a concept in 
other ontology. Two different operations could be used to describe the same 
transaction, etc. Hence, when two systems adopt different ontologies and need to 
interact with each other, ontology mapping becomes mandatory to perform such 
interactions. However, ontology mapping is a very complex process as it requires 
identification of semantically related entities, and then resolving their appearing 
differences according to application domain semantics and the usage contexts. 

Business systems use application domain ontologies in their modeling and design 
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There are many research efforts have been proposed to provide systematic 
straightforward approaches for ontology mapping such as [1] [2] [3] [4] [5]. For 
example, work in [1] determines the mapping between different models without 
translating the models into a common language. Such mapping defined as a set of 
relationships between expressions over the given model, where syntactical inferences 
are used to find matching elements. Work in [2] proposed a metric for determining 
objects similarity using hierarchical domain structure (i.e. Isa relations) in order to 
produce more intuitive similarity scores. Work in [3] provides an ontology mapping 
approach based on tree structure grammar. They try to combine between internal 
concept structure information and rules provided by similarity languages. Work in [4] 
developed a translation system for symbolic knowledge. It provides a language to 
represent complex syntactic transformations and uses syntactic rewriting (via pattern-
directed rewrite rules) and semantic rewriting (via partial semantic models and some 
supported logical inferences) to translate different statements. Its inferences are based 
on generic taxonomic relationships. Work in [5] proposed a language for specifying 
correspondence rules between data elements adopting a general structure consisting of 
general ordered labeled trees. A good survey about existing ontology mapping 
approaches could be found in [6].   

As we can see, existing ontology mapping approaches try to provide a general 
translation model that can fit in all contexts using generic schematic relations (such as 
Isa and Part-of relations), which definitely cannot guarantee to achieve high accuracy 
mapping results in all contexts [7] [8]. We argue that in order to guarantee having the 
correct mapping results, ontology mappings should be determined in a customized 
manner according to the usage context as well as the logic of the involved application 
domain operation (i.e. the transaction needs to be accomplished by interacting 
systems or users). Therefore, in this paper, we propose an approach for ontology 
mapping that is able to resolve appearing entities incompatibilities in a context-
sensitive manner. The proposed approach uses conditional aggregate substitution 
semantics of application domain concepts to resolve appearing incompatibilities 
between application domain entities.  Such semantics are captured by the proposed 
Concepts Substitutability Enhanced Graph (CSEG) in a context-sensitive manner and 
with respect to every application domain operation.  The proposed approach adopts a 
meta-ontology approach for modeling application domain ontologies to ensure having 
CSEG semantics captured in different application domain ontologies.  Experiments 
results show that the proposed approach is more accurate than generic ontology 
mapping approaches. 

The rest of the paper is organized as follows. In section 2, we discuss the proposed 
meta-ontology for capturing concepts substitution semantics in a machine-
understandable format, and show how concepts incompatibilities are resolved in a 
context sensitive-manner. In section 3, we provide some comparative simulation 
experiments for the proposed approach and comment on the obtained results, and 
finally we conclude the paper. 

 
2 A meta-ontology for application domains 

 
Adopting a meta-ontology approach for application domain conceptualization 

provides users with the flexibility to use different ontologies provided that these 
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ontologies follow a common structure indicating the entities and the types of 
semantics to be captured. A meta-ontology should consist of two layers: a schematic 
layer and a semantic layer. The schematic layer defines which application domain 
entities need to be captured in the ontology, which will be used to define the systems 
models and their interaction messages. The semantic layer defines which entities 
semantics need to be captured in the ontology such that they can be used to resolve 
appearing entities incompatibilities. In the meta-ontology schematic layer, we propose 
to capture the application domain concepts and operations. An application domain 
concept is represented as a set of features defined in an attribute-value format. An 
application domain operation is represented as a set of features defined in an attribute-
value format. In addition it has a set of input concepts, a set of output concepts, a set 
of pre-conditions and a set of post-conditions. We also represent the usage context as 
a set of conditions formulated based on the attributes of application domain concepts 
and operations.  In the meta-ontology semantic layer, we propose to use a graph data 
structure, known as the Concepts Substitutability Enhanced Graph (CSEG).  This 
graph extends the concept substitutability graph previously proposed in [7] [8] to 
capture the aggregate concept substitution semantics in a context-sensitive manner 
with respect to every application domain operation, as the old version was only 
capturing  bilateral substitution semantics between application domain concepts.  

 
CSEG consists of a collection of segments, where each segment is corresponding 

to one of the application domain operations. Each segment consists of a collection of 
substitution patterns corresponding to the operation input and output concepts. Each 
substitution pattern consists of a scope, a set of substitution conditions, and a 
conversion function. A substitution pattern scope is a set of concept that contains at 
least one application domain concept. A substitution condition is a condition that must 
be satisfied by the usage context in order to consider such substitution as valid.  A 
conversion function indicates the logic needed to convert the scope into the 
corresponding operation concepts or vice versa. A substitution pattern for an input 
concept represents the collection of concepts that can substitute the input concept, 
while a substitution pattern for an output concept represent the collection of concepts 
that can be substituted by the output concept. A substitution pattern could correspond 
to a subset of concepts. For example, a substitution pattern for a subset of input 
concepts represents the set of concepts (i.e. the pattern scope) that can substitute such 
subset of input concepts, while a substitution pattern for a subset of output concepts 
represents the set of concepts that can be substituted by such subset of output 
concepts. Figure 1 provides a graphical representation for a CSG segment.  The figure 
indicates the substitution patterns corresponding to a given operation input and output 
concepts. For example, the input concept C1 has three substitution patterns. The first 
pattern indicates that the concepts C5, C6, and C7 can substitute the concept. Table 1 
indicates an example of an input and an output substitution patterns for Payonline 
operation. The input pattern indicates that a CreditCard, Amount, and Currency 
concepts can be replaced by the Payment concept only if credit card details and the 
currency are not null, and the amount is greater than zero. The output pattern indicates 
we can substitute the concept Confirmation by the concept Receipt only when 
conformation is not null. As we can see, substitution patterns are valid only in the 
contexts satisfying their substitution conditions. CSG systemizes the ontology 
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mapping process, as all what need to be done is to add the suitable substitution 
patterns between the ontologies concepts with respect to every domain operation.  

 
 

Figure 1: CSEG Segment 
 
Table 1: An example for an input and an output substitution patterns 

Operation Concepts Scope Conversion 
Function 

Substitution 
Condition 

PayOnline Input: CreditCard 
Input: Amount 
Input: Currency 

Payment Payment.Method= 
Credit 
 
Payment.Details = 
CreditCard.Details 
 
Payment.Currency 
= Currency 
Payment.CreditAmt
= Amount 

 
CreditCard.Details 
≠ NULL 

 
Amount >0 

 
Currency ≠ NULL 

 

 Output:  Receipt Confirmation Receipt= 
Confirmation 

Confirmation ≠ 
NULL 

 
Concepts mapping is determined by checking if there exists a sequence of 
transformations (i.e. substitution patterns) that can carried out to transform a given 
concept or a group of concepts into another concept or group of concepts. This is 
done by checking if there exists a path between the different concepts in the CSG 
segment corresponding to the involved application domain operation. Having no path 
indicates there is no mapping between such concepts according to the logic of the 
involved operation.  We identify the concepts as reachable if such path is found. 
However, in order to consider reachable concepts as substitutable, we have to make 
sure that the usage context is not violated by such transformations. This is done by 
checking if the conditions of the usage context satisfy the substitution conditions 
defined along the identified path between the concepts. More details about this 
concept mapping approach as well as the adopted condition satisfiability approach 
could be found in [8].   
 
 
3. Experiments 

 
To verify the proposed approach, we use a simulation approach to compare 

between the proposed approach and the generic mapping approach that adopts only 

326 I. Elgedawy 

Operation Input
C1

C2

C5

C8

C11

C12

C2

CF

SC: Substitution Conditions

Substitution Pattern

Scope

CF: Conversion Function

CFSC

SC

SC

SC

SC

CF

CF

CF

C9

C6 C7

C9

C10

Concepts

Operation Output
Concepts



Isa relations to match concepts.  The used comparison metric is the F-measure metric. 
F-measure metric combines between the retrieval precision and recall metrics and is 
used as an indicator for accuracy, that approaches with higher values means that they 
are more accurate. F-measure is computed as (2 × Precision × Recall) / (Recall + 
Precision).  

The experiment starts by generating two random sets of independent concepts 
(representing two different ontologies). One set will be used as the original dataset, 
and the second one will be used as a query set.  For each concept in the query set, we 
randomly generate an Isa relation to a corresponding concept in the original dataset 
(i.e. mapping using Isa relation).  For each pair of concepts having an Isa relation, we 
generate a corresponding substitution pattern in the CSEG. For simplicity, the 
substitution pattern is generated as follows. The scope is equal to the original dataset 
concept. The substitution condition is generated as greater than condition with a 
randomly generated integer number (e.g. C1 >10). The conversion function is just an 
equality function (e.g. C1=C2). For each concept in the query set, we generate a 
corresponding context. For simplicity, the context will consist of one equality 
condition with a randomly generated integer number (e.g. C1=20). Hence, not all the 
substitution pattern defined in the CSEG will be valid according to the generated 
contexts. We submit the query set to the two approaches, to find matches in the 
original dataset, and based on the retrieved concepts the F-measure is computed.  
Figure 2, depicts the results. As we can see, the generic approach ignores the contexts 
and retrieves the whole original dataset as answers, which results in low F-measure 
values, while the proposed approach succeed to reach 100%.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Experiments Results 
 
     However, this result could be misleading, as the experiment is done with complete 
CSEG patterns. In practice, an ontology designer may skip some substitution patterns 
when defining CSEG patterns. Therefore, the proposed approach will not be able to 
resolve the cases with missing patterns. In other words, the accuracy of the proposed 
approach mainly depends on the quality of the defined ontology mappings. To show 
such effect, we repeated the experiment except that we store only a portion of the 
generated substitution patterns. A high-quality ontology mappings means up to 25% 
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of the generated patterns are missing. A low-quality ontology mappings means from 
50% to 80% of the generated patterns are missing. Then we compute the F-measure 
values for each case. Results are depicted in Figure 2. As we can see, when low-
quality mappings are used, the proposed approach accuracy does not differ much from 
the generic approach, however when high-quality mappings are used the proposed 
approach provides a much higher accuracy values. 

 
4. Conclusion 

 
In this paper we proposed a context-sensitive approach for ontology mapping. The 

approach resolves concepts incompatibilities based on the conditional substitutability 
semantics of application domain concepts. Such semantics are captured in the 
proposed concepts substitutability graph using a meta-ontology approach. The graph 
consists of as a set of concepts substitution patterns, which are defined for each 
application domain operation. Identified concept substitution patterns are considered 
valid only when the usage context satisfies the required substitution conditions. 
Finally, we presented some simulation experiments for comparing our approach 
against generic ontology mapping approaches. Experiments results have shown that 
our approach succeeds to provide more accurate results when complete or nearly 
complete substitution patterns are provided. 
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Abstract. This paper describes an automatic web service composition and 
execution system which provides a practical significance with its scalability, i.e. 
the ability to operate on large service sets in reasonable time. In addition, the 
service storage mechanism utilized in this system presents an effective method 
to maintain large service sets. Our system implements some pre-processing to 
extract information from service descriptions. This information is then used to 
filter potentially useful services for a composition problem. Only filtered 
services are used during the AI planning phase which actually generates the 
composition and execution of web services.  

Keywords: Semantic web services, automated service composition and 
execution, scalability, service filtering. 

1   Introduction 

 Since the emergence of semantic web services and service desription standards 
like OWL-S [5] and WSDL [6], automated web service composition problem has 
attracted high attention. In [1], an interleaved web service composition and invocation 
framework is described, which uses semantic service descriptions annotated with 
OWL-S and utilizes a novel AI planner called Simplanner [2]. The resiliency of 
Simplanner to dynamic environments makes replanning possible in case a service 
fails to execute. The framework also employs some recovery mechanisms to 
compansate the world altering effects of failed services before initiating replanning. 
However, this framework fails to be scalable and it is time inefficient in case of data 
sets containing thousands of services. A promising solution to find the composition is 
applying some filtering to the available web service domain before running the 
planner. With the help of filtering, the planner runs on a smaller set of candidate 
services and returns the plan fastly. Since filtering algorithms deal with large service 
sets, it becomes mandatory to do some pre-processing which is independent of the 
given problem.  

 In this paper, we describe a system which enhances the framework in [1] with 
scalability and service domain maintenance. Scalability is provided by adapting the 
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pre-processing and filtering steps in [5] to PDDL domain and providing some 
improvements to these steps. In order to provide domain maintenance, our system 
uses an in-memory relational database to store the information about available 
services, which provides a significant improvement to the overall system 
performance.  Our system consists of two modules. The pre-processing module takes 
a set of OWL-S service descriptions with their WSDL representations and converts 
them to PDDL [12]. These PDDL and WSDL descriptions are stored in a domain 
database to be used by the User Request Handling module. 

2   Pre-processing of available services 

The main purpose of this module is to decrease the time required for the filtering 
process by exploiting and storing the service information that can be used by this 
process. Furthermore, this module enables maintaining large service sets with the help 
of an in-memory relational domain database. Figure 1 presents the general 
architecture of the Pre-processing module. 

 

 
Fig. 1. Pre-processing module and the data flow between its two components 

 
The service conversion component converts the service domain represented in 

OWL-S to PDDL. The domain evaluation component evaluates some properties of 
the actions defined in PDDL domain and stores this information in the domain 
database. The stored information includes PDDL types and predicates with their 
ontological relationships, PDDL actions and possible chains between actions. 
Supertypes and subtypes are used to create super-predicates and sub-predicates of 
PDDL predicates and these are stored in the domain database with the corresponding 
types and predicates. Possible chains (i.e. whether an action effect can be matched 
with a precondition predicate so that it can be used by the actions having that 
precondition) are created by considering the ontological relationships of actions’ 
precondition and effect predicates. Furthermore, user data dependencies of actions are 
stored. This is done by adapting the term “user data-dependent service” in [5] to 
PDDL domain: An action with a precondition predicate p, is called an initial state 
dependent action if there is no action in the domain, one of whose effects can be 
chained with p. In this case, the action can be invoked only if the initial state of the 
problem provided by the user contains p or one of its sub-predicates. Furthermore, we 
define an action as dependent action if an initial state dependent action is the only 
action that provides one of the preconditions of this action. This dependent action is 
also recorded as the initial state dependent action and this process continues in a 
recursive manner. We also extend the definition in [5] to cover the actions being 
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dependent on the user goal in a similar manner. In addition to PDDL information, 
WSDL descriptions of the services corresponding to the PDDL actions are also stored 
in domain database to be used for real service execution. Initial state dependent 
actions and the goal state dependent actions are together named user data dependent 
actions. These actions are checked during filtering to determine whether they can be 
used to solve the composition problem. 

3   Handling the User Request  

In this module, the OWL problem specification provided by user is converted to a 
PDDL problem and passed to the Filtering component for action selection. After this 
step, the Composition-Execution component uses the selected actions to find a 
composition and execute it. Figure 2 shows the overall architecture of this module. 

 

 
Fig. 2. User Request Handling module and the data flow between its two components: Filtering 

and Composition-Execution 

3.1   Filtering web services 

This component is used to filter the services stored in the domain database and 
eliminate the ones that cannot be used in the composition. The filtering is done based 
on the user problem in PDDL format. In this component, three different processes run 
in parallel: 1. Finding unusable actions from the initial state, 2. Finding unusable 
actions from the goal state, 3. Forward chaining. The first two processes check the 
initial state and goal state dependent actions which are determined and recorded 
during pre-processing. Initially all actions in the domain are assumed to be usable. If 
the initial state does not provide the predicates required by an initial state dependent 
action, that action is marked as unusable in the domain database. Similarly, the goal 
state of the problem description is checked for goal state dependent actions. A 
forward chaining algorithm is used to determine the actions that will be passed to the 
Composition-Execution module. Firstly, this algorithm retrieves the predicates 
provided in the problem initial state and finds the actions that can be invoked with the 
given initial state. Then, the effects of these actions are added to the available 
predicates and the new actions that can be invoked with the new available predicate 
set are retrieved from domain database. Ontological hierarchies of predicates are 
considered in this process. The available predicates are updated again and the 
algorithm continues to retrieve new usable actions and update the available predicates 
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until the predicates required by the problem goal are satisfied or no more actions can 
be chained. The algorithm considers the usability of actions while retrieving the 
actions from the domain database which is determined by the previous two processes 
concurrently. Filtering module creates a new PDDL domain including the filtered 
actions only. In addition, WSDL descriptions corresponding to these actions are 
retrieved from domain database. These two descriptions are passed to the 
Composition-Execution module with problem PDDL description. 

3.2   Composition and Execution  

This component retrieves the problem PDDL, filtered domain PDDL and WSDL 
descriptions of the services from the Filtering module and uses this data to find and 
execute the composition. The composition and execution processes are executed in an 
interleaved manner with the help of Simplanner and some service invocation 
mechanisms. The details of Composition-Execution module are explained in [1].   

4   Conclusion 

We have described a system that provides two important practical aspects to the 
web service composition and execution framework described in [1] which are 
scalability and the ability to maintain large service sets. In the future, we plan to 
enable parallel execution of Filtering and Composition-Execution components to 
execute faster composition. This will be achieved by making changes in Simplanner 
so that it runs with dynamic action domains. With the help of this, Composition-
Execution component will run in parallel with Filtering module and the possible 
actions selected by Filtering module in each level will be added to the dynamic 
domain of Composition-Execution component.  
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Abstract. In this study, an online movie recommendation engine that
serves on Facebook is developed in order to evaluate social circle effects
on user preferences in a trust-based environment. Instead of using single-
user profiles, virtual group profiles that present common tastes of the
social environments are used.

1 Introduction

Recommender systems aim serving more personalized way of information filter-
ing considering the preferences of people. As a recommendation methodology,
Collaborative Filtering emphasizes the importance of user profiles’ similarities
on the recommendation generations [1]. In this study, the virtual representa-
tions of users’ social circles are tried to be analyzed based on their linked friend
information on social network Facebook.

The strategy of seeing a group of people as a single person and building a
single memory structure on these groups has been already studied in the organi-
zational area [3]. Since it has been identified that the recommendations of friends
are always preferable to the recommendations of the recommender engines [2],
in this study the suggestions are generated considering users’ social circles.

1.1 Motivation and Problem Description

Through this paper, the social circle effects on the user preferences are tried to
be identified in the recommendation area on a trustful social network platform,
Facebook. The aim is generating more innovative suggestions in a more trustable
way.

Fig. 1. Similar Users Algorithm
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Fig. 2. Similar Social Circles Algorithm

As the first algorithm, the success of the recommendations that are gener-
ated based on the common preferences of the social circles of similar users is
tried to be indicated (Figure 1). As the second algorithm, the similarity be-
tween social circles are considered regardless from personal similarity and the
recommendations are generated based on the similar social circles (Figure 2).

In the social circle identification phase, with the aim of increasing virtual
social profile trust, instead of the usage of the entire Facebook friend list, inclu-
sion of close related friends is performed by the users themselves by referring the
owner of their memorized movie critics. Moreover, the studies showed that what
the users really want is understanding the reason of the suggested recommenda-
tions [4]. Regarding to this, the generation methodology of the recommendations
are shared with the users.

The movie recommendation application, ’Suggest me a Movie’ (http://apps.
facebook.com/suggestmeamovie) is published on Facebook platform with the
intention of gathering data from the users. It is asked to users to comment
on movie related questions based on personal experiences and their memorized
critics. In the application, personal specific comments include ’I liked it’, ’I didn’t
like it’, ’I like to watch’ and ’I don’t like to watch’. Whereas social environment
specific comments include ’My friend, XXX suggested it’, ’My friend, YYY says
it is bad’ with or without personal referring and ’I have never heard it before’.

2 Solution Approach

2.1 Recommendation Generation Based on Social Circles of Similar
Users

In Social Circles of Similar Users algorithm, the idea is generating suggestions
based on the social circle information of the most similar users.

Here is a representation of idea behind the Social Circles of Similar Users
Algorithm (Figure 3). In the diagram the current user bobble symbolizes the user
for who suggestions are generated whereas the bobble Candidate User symbolizes
any random user that share the same movie taste with the current user. For the
current user, suggestions are generated based on the data of social circle of
candidate user instead of the data of the candidate user directly.
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Fig. 3. Usage of User Similarity

The steps of the algorithm are as follows;

1. Retrieve user profile vector of current user. Calculate PCC value between
current user profile vector and all user profile vectors in the application.

2. Order the PCC values, select the highest 15 PCC values and add the owner
users of corresponding vector to the similar users array.

3. Add all the users that are referred in the application to the similar users
array. Find the social circle vectors of the users in the similar user array.

4. Predict a rate for the included items in the selected social circle vectors.
Predict for the ones that are not rated by the current user.

5.
rated item to the lowest one.

In the suggestions phase, the virtual social circle profiles of the selected simi-
lar users are evaluated irrelevantly from their personal profiles. The movies with
higher predicted ratings that are not rated by the current user are selected and
suggested to the user [5].

2.2 Recommendation Generation Based on Similar Social Circles

In Similar Social Circles algorithm, the idea is generating suggestions based on
the similar social circle information of the users.

In the figure 4, the idea behind the algorithm is stated. The current user
bobble indicates the user for who recommendations are generated whereas the
candidate user bobble is a random user whose social circle shares the similar

Order the items based on predicted rates. Start suggesting from the highest
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Fig. 4. Usage of Social Circle Similarity

common movie preferences with the social circle of the current user. The sugges-
tions are generated based on the information of social circle of candidate user
and candidate user itself to the current user.

The steps of the algorithm are as follows;

1. Retrieve social circle profile vector of current user. Calculate PCC value
between current social circle profile vector and all other social circle profile
vectors in the application.

2. Order the PCC values and select the highest 15 PCC values and add these
groups to the similar group array. Add the owner user profile vectors of the
selected groups in the similar group array.

3. Predict a rate for the included items in the selected social circle and user
vectors in the similar group array. Predict for the ones that are not rated by
the current user.

4. Order the items based on their predicted rates. Start suggesting from the
highest rated item to the lowest one.

2.3 Similarity Rank and Predicted Ratings Evaluation

Pearson Correlation Coefficient factor is calculated with the aim of evaluating
the similarity rank between two selected vectors [6].

PCCxy =
∑n′

h=1(rux,ih
− rux

)− (ruy,ih
− ruy

)√∑n′
h=1(rux,ih

− rux
)2

√∑n′
h=1(ruy,ih

− ruy
)2

(1)

Where, ux and uy are the vectors of x user/group and y user/group. n′ is
the total number of the items that are rated in ux and/or uy. rux,ih

is the rating
that x gives to item ih. rux is the average rating of x for all the rated items.
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The predicted ratings for the items that are included in the recommendation
data profile vectors are evaluated linearly with the given equation [5].

ûij = Ui +

∑k
j=1 PCCmi(umj − Um)

∑k
j=1 |PCCmi|

(2)

Where, ûij is the predicted rating that user i gives to the item j. umj is the
rating that is included in any vector m. Ui is the average of user i’s ratings.

3 Evaluation

User specific recommended item sets are shared with the users in order to retrieve
their real ideas about the suggested movies. The user similarity based recom-
mendations and the social circle similarity based recommendations are served to
the users separately indicating their generation algorithms.

Statistical accuracy metrics, mean absolute error (MAE) and root mean
squared error (RMSE) are used for the determination of accuracy of the rec-
ommendation algorithms [7]. MAE is defined as the average absolute difference
between the predicted ratings and the actual user ratings. On the other hand,
RMSE is a quadratic equation in which sample set ratings are squared and av-
eraged.

3.1 Evaluation Results

At the end of the cold start phase, the number of the users that commented
more than 40 movies is 52. The average number of movies that are commented
by these 52 users is 44. However, only 44 of the 52 users have evaluated the
recommended data until now. The estimations are performed on those 44 users.

For the ’Recommendation Generation Based on Social Circles of the Similar
Users’ algorithm, MAE value is estimated as 3.73 and RMSE value is calculated
as 0.36. On the other hand, for the algorithm ’Recommendation Generation
Based on Similar Social Circle’, MAE value is estimated as 2.84 where RMSE
value is calculated as 0.26. Considering these results, it is concluded that similar
social circle algorithm generates more successful suggestions compared to the
social circles of similar users algorithm. Also regarding to the small RMSE values,
it is accurate to say that the predictions are very close to the real ranks that are
supplied by the users.

Based on the user comments, it is identified that the recommendations that
are generated through ’Social Circles of Similar Users’ algorithm generates more
correct suggestions comparing to the ’Similar Social Circles’algorithm. 38 of
44 users says correct for the recommendations of social circle of similar user
algorithm where 35 users says correct for the recommendations of the similar
social circle algorithm.

On the other hand, it is identified that users find ’Similar Social Circles’
algorithm more innovative comparing to the ’Social Circles of Similar Users’
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algorithm. All of the users state similar social circle algorithm recommendations
as innovative where 41 of 44 users says that the recommendations of social circles
of similar users algorithm recommendations are innovative.

Although, the methodology is not exactly the same, for comparison the study
of Jung can be declared [8]. Jung applied Friend of Friend methodology on
MovieLens data set. The experimental studies show that MAE value range is
2.5-1.75. Although it was better from the current study results, it is necessary
to remark that the huge data set of Jung’s study is an advantage for generating
more accurate suggestions.

4 Conclusions and Future Work

In this paper, a new recommendation algorithm that considers users with their
social circles is analyzed through a Facebook application. Two different recom-
mendation algorithms, which are ’Social circles of similar users’ and ’Similar
social circles’, are implemented. The evaluation shows that social circles of sim-
ilar users algorithm generates more accurate suggestions whereas similar social
circles algorithm generates more innovative ones. As future work, grouping of
the friends based on different parameters can be applied in order to compare the
impact of social groups.
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Abstract. Optimization of web content presentation poses a key challenge for 
e-commerce applications. Whether considering web pages, advertising banners 
or any other content presentation media on the web, the choice of the 
appropriate structure and appearance with respect to the given audience can 
obtain a more effective and successful impact on users, such as gathering more 
readers to web sites or customers to online shops. Here, the collective 
optimization of web content presentation based on the online discrete Particle 
Swarm Optimization (PSO) model is presented. The idea behind online PSO is 
to evaluate the collective user feedback as the PSO objective function which 
drives particles’ velocities in the hybrid continuous-discrete space of web 
content features.   The PSO coordinates the process of sampling collective user 
behaviour in order to optimize a given user-based metric. Experiments in the 
online banner optimization scenario show that the method converges faster than 
other methods and avoid some common drawbacks such as local optima and 
hybrid discrete/continuous features management. The proposed online 
optimization method is sufficiently general and may be applied to other web 
marketing or business intelligence contexts.  

Keywords: Web marketing optimization, collective behaviour mining, 
collaborative intelligence. 

1   Introduction and Related Work 

In Web-based information systems adopting an appropriate structure and appearance 
with respect to the given user community can raise its impact and effectiveness 
[11][12].  This is particularly true for e-commerce applications and social networking 
sites whose aims are to attract more customers or increase the rate of participation. 
Online advertising is a key enabler of e-commerce and in an advertising banner 
scenarios, a designer has to compose a web banner by considering a variety of options 
such as different background colours, available pictures of the product, presentation 
phrases, font types, and sizes. Typically, the banner designer employs his own skills 
and his model of the target customer in order to design what he consider the best eye 
catching or attention catching advertising. The only way for the designer to know if the 
banner is effective is to submit it to the web and consider users reactions. Managing 
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this interactive process for a large number of users is nearly impossible for a banner 
designer, on the other hand an automatic optimization [13] of the content presentation 
can exploit the feedback of a large number of online users. Some applications [1][13] 
has been proposed which try to select the optimal presentation using a voting 
mechanism (i.e. user feedback, such as number of clicks) among a fixed set of 
candidate ones, e.g. a set of candidate banners, or by tuning some features parameters 
by randomly generating candidates to vote [2]. The limit in the first case is that the 
optimal solution could not be in the fixed set of candidates, while a purely random 
strategy can hardly find an optimal solution because of combinatorial explosion, 
especially in presence of features with nearly continuous values, such as colours or 
image sizes. Particle swarm optimization (PSO) [3][4] technique has recently emerged 
as an effective strategy for a variety of multidimensional optimization problems. PSO 
uses the algorithmic metaphor of the dynamic of swarm behaviour in order to 
coordinate a set of particles, i.e. computational units, which move through a given 
features domain space. Evolutionary approaches to adaptive web content selection has 
been previously used in the field of web newspapers and multimedia information 
retrieval in [5][6] [7]. 

In this paper, we formulate a strategy based on PSO for generating candidate 
presentation instances, which eventually converge to the optimal content presentation. 
A single particle has a current position in the features space, i.e. it represents a content 
presentation instance. Each particle in the swarm sends a candidate presentation to a 
set of online users which provide a feedback. Particle positions are updated according 
to PSO strategy based on the user feedback. Experiments show that the PSO strategy 
for web content presentation is effective and converges very fast, minimizing the 
number of sampled candidate presentations, i.e. minimizing the number of non-optimal 
presentations delivered.  

2   PSO for Web Marketing 

The principle underlying PSO has been introduced in [3]. The metaphor receives its 
inspiration from particles models of objects and simulation of collective behaviour of 
flocks of birds. In PSO, a swarm is composed of a set of particles P={p1,p2,…,pk}. The 
position of a particle in the n-dimensional space ℜ 

n corresponds to a candidate 
solution of a given optimization problem represented by an objective function f: 
Θ→ℜ, with Θ⊆ℜ 

n, to be maximized (or minimized). 
At any step t, each particle pi has associated a position xi,t, a velocity vi,t, where 

position and velocity are n-dimensional vectors, and bi,t the particle personal best, i.e. 
the best position of pi has ever visited until time step t. Moreover, particles are 
interconnected in a network and can communicate only with their neighbors li; in this 
way each particle can maintains the best position ever found among his li’s neighbors 
denoted by li,t. 
   Each particle in the swarm moves according to its velocity. Position is updated by the 
vector expression xi,t+1 = xi,t + vi,t+1,while velocity is updated by vi,t+1 = ωvi,t +ϕ1β1,t(bi,t 
− xi,t) +ϕ2β2,t(li,t − xi,t), where the weights respectively represent the inertia ω, the 
acceleration factors ϕ1, ϕ2 and the random factors β1,t, β2,t which are distributed in 
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[0,1]. The contribution (bi,t - xi,t), the distance from the personal best, has been 
interpreted as a cognitive component, while (li,t - xi,t) is a social component. 

A number of variations to PSO has been proposed for velocity updating or other 
aspects. A very common one assumes that particles are connected by a complete 
network and in this case li,t are substituted by a global l which can be maintained more 
efficiently. This simple variation is the one used in our approach. 

As pointed out in [10] and [3] PSO seems to benefit from the local monotony of 
objective function f in continuous search spaces, but the same property does not hold in 
the discrete feature spaces generated by combinatorial problems. Solutions have been 
proposed for discrete PSO since [8] and more recently [9], while a distinction should 
be made between ordered discrete features, for which a discrete approximation of local 
monotony hold, and pure combinatorial feature for which it does not. Let consider the 
discrete feature temperature T, whose domain DT , is the finite set of ordered values 
DT={veryCold, cold, cool, mild, warm, veryWarm, hot, veryHot}, if the best value so 
far for f has been found in position T=veryWarm then is likely that f does not differ 
much for values close to veryWarm. On the other hand a pure combinatorial feature 
domain has a finite number of values  which cannot be ordered according to some 
notion of distance for which an approximation of continuity properties of objective 
function f hold. For instance the feature  product name DPN={WeatherPlus, 
allWeatherInfo, EveryWeather, FastForecasting, Sun&Rain}, containing candidate 
names for a weather forecasting web site, is  pure combinatorial  since it contains 
values which have no significant ordering relationship inducing local monotony in 
objective function f. Moreover the distinction among continuous, discrete ordered and 
pure combinatorial domains is not so sharp: discrete ordered domains of very large size 
can be easily managed by continuous approximation, while discrete ordered domain of 
small cardinality are better regarded as pure combinatorial. 

3   An Online PSO Model for Web Marketing Content Presentation 

The search space here consists of admissible content presentations. The content 
presentation search space is described by a feature vector C=[c1,…,cn] with ci∈Di, 
where Di are possible alternatives provided by the content presentation designer. In 
content presentation problems, the domains Di are, in general, a mix of continuous, 
discrete and pure combinatorial domains. The particle swarm algorithm proposed here 
uses a fully connected particle swarm. At each iteration each particle generates a new 
candidate presentation configuration by moving to a new position xi,t in the search 
space D. The evaluation of the objective function f(xi,t) is realized by submitting the 
candidate presentation to web users and measuring their feedback. 

The users feedback is used in order to determine the personal best, absolute best 
and in order to perform velocity update. The algorithm aims at maximizing the 
feedback function. A scheme of the online algorithm is shown in Fig. 1. The set P of 
particles is initially distributed in a random way in the search space. If the content 
designer has his own preferred or best candidate it is directly assigned to one particle. 
Personal best and global best are initially assigned to zero for all particles (i.e. no 
feedback observed). Velocity updating has an important role in the proposed 
algorithm. Since it is supposed to have a hybrid continuous/discrete features space, 
different update functions are used for different classes of dimensional domains. The 
purpose is to exploit the local continuity for continuous and discrete domains and 
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emphasize the exploration for pure combinatorial domains. In the following is 
described the update phase of velocity and position which varies, as mentioned above, 
depending on the domain to which the feature belongs. 

 

    
Fig. 1. (a) Online PSO scheme for content presentation and   (b) Experimental results  

Continuous Features 
 

Position and velocity of continuous features are updated according to the updating 
functions given above. Features with many discrete values, like pictureSize, are 
considered discrete approximation of continuous position and velocity. Out of bound 
exceptions are managed by randomly restarting the particle dimension. 
 
Pure Combinatorial Features 
The domain of a pure combinatorial feature consists of a discrete set of values for 
which an ordering is not defined. In this case a random extraction which combines 
both domain exploration and the behaviour of classical PSO approach is used. 
For each particle p and for each pure combinatorial feature domain Dc, an appropriate 
probability distribution PDc,p over the values of Dc is built. Let db , dp, dl the values of 
feature Dc respectively  for the global best position, the current particle position and 
the particle local best position, then the distribution is defined as 
 

PDc,p (dp)= (1+ω) /n ⋅ 1/NDc         PDc,p (db)= (1+ϕ1)/n ⋅ 1/NDc  
PDc,p (dl)= (1+ϕ2)/n  ⋅ 1/NDc        PDc,p (d)= 1/n ⋅ 1/NDc    ∀ d∈ Dc  d∉{ db , dp, dl } 

 
where n= |Dc| and NDc,p is a normalization factor: NDc = 1+(ω+ϕ1+ϕ2)/n. The 
probability distribution used to extract the next particle value can be interpreted as 
considering all the values equiprobable, except db , dp, dl, whereas the amplification  
factors ω, ϕ1 and ϕ2 gives a greater probability to db , dp and dl . In other words the 
amplification factors respectively express, the tendency to remain in the current 
position (inertial factor ω), and the tendency to move toward the global best (social 
factor ϕ1) or the local best positions (cognitive factor ϕ2). 
 
Discrete Ordered Features 
Discrete ordered features are content features for which a total order exists.  Let 
Dd={d1 ,…, dn} the values of a discrete ordered domain Dj  then a probability 
distribution PDd,p  is built similarly to the case of pure combinatorial features, but 
reflecting the additional property that “close feature values have close probabilities”. 
The probability distribution is obtained by smoothing the probabilities in the contour of 
the “centers” dp db and dl . Initially a quantity 1/n is assigned to each value di and then 

xi,t 

Content Presentation Features 
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optimal 
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vi,t xi,t 

 update                           
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xi,t      vi,t     l bi,t 

feedbacusers   new presentation 
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the values in the centers and in the points to their left and to their right are 
incrementally amplified. Let α∈{1+ω, 1+ϕ1, 1+ϕ2} the amplification factor for a 
center dk and let β= α/(λ+1) where is 2λ is the amount of values centered in dk whose 
probability will be amplified with smoothness β. All the λ values dk-j (dk+j) at the left 
(right) of index k will be amplified with parameter αj = β* |λ +1-j|, process is iterated 
for every center dp db and dl  and the final quantities are then normalized to obtain the 
probability distribution PDd,p . The parameter λ determines the interval of features 
values where the (1+αj) amplification is applied, it is easy to see that values near the 
global optimum, local optimum, and current particle values tend to be preferred, while 
the initial distribution 1/n ensures that each domain value has a non null probability of 
being selected.  

4   Experiments and Discussion 

Experiments have been carried out using the hidden values technique developed in [1] 
where the PSO algorithm make external call to different online user feedback 
functions. Three different user feedback functions has been experimented: (1) the 
Euclidean feedback  feucl,  which returns the Euclidean distance from the optimal 
solution, (2) fschw a relaxed version of the Schwefel’s double sum function [2] and  (3) 
the Ackley function fack [2]. 
 ( ) 2
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f x x
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[1]. Feedback function feucl and fschw are unimodal functions, while fack is a multimodal 
function, in order to investigate the behaviour of online PSO approach both with single 
optimal value and multiple local optima. For each of the three benchmark user 
feedback functions, nine different types of domain combinations with homogeneous 
and hybrid features have been tested: the hybrid features mix (Mixed Banner Real), an 
hybrid artificial case (Mixed Banner Artificial) and six cases of homogeneous features 
of different type and size which has been used for performance comparison 
(Continuous, Discrete1-3, Purely Combinatorial 1-3).  

The results shows that the performance of convergence probability drops with purely 
combinatorial domains, or with an increasing number of discrete ordered features (fschw 
and fack do not converge with 10 discrete ordered features of size 128) with respect to 
continuous domains. On the other hand the algorithm always determines the optimal 
content design in all hybrid cases, Mixed Banner Real and Mixed Banner Artificial, it 
also converge (62%) with “difficult” user models like the  Ackley function fack where 
multiple local minima are present. 

The convergence speed for the hybrid cases is also quite encouraging: the Cbest value 
of NFE in all the user feedback models lies within a range of one to six thousands 
fitness evaluations, i.e. user contacts, which appears to be a realistic size for many 
online applications. 
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5  Conclusions 

A method based on online PSO has been introduced and experimented in order to 
model the process of optimizing the design of content presentations by evaluating the 
collective feedback of online users, which is regarded as PSO fitness.  

The PSO particles moves in the features space of the presentation objects, each new 
position correspond to a new content presentation, the PSO dynamics guided by user 
feedback guarantees convergence toward the optimal content presentation. 

A novel method to manage purely combinatorial and discrete ordered feature 
domains has been introduces. The method is based on building probabilities 
distributions biased toward the global optimal, the local optimal and the current 
particle feature values. The biased probabilities reflect the typical PSO inertial, local 
and global search strategies. Experiments shows that the online PSO method converges 
for a realistic hybrid feature mix after a realistic number of user feedback evaluation. 
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Abstract. With the rapid development of multimedia technology, digital music 
has become increasingly available and it constitutes a significant component of 
multimedia contents on the Internet. Since digital music can be represented in 
various forms, formats, and dimensions, searching such information is far more 
challenging than text-based search. While some basic forms of music retrieval 
is available on the Internet, these tend to be inflexible and have significant 
limitations. Currently, most of these music retrieval systems only rely on 
shallow music information (e.g., metadata, album title, lyrics, etc). Here, we 
present an approach for deep content-based music information retrieval, which 
focuses on high-level human perception, incorporating subtle nuances and 
emotional impression on the music (e.g., music styles, tempo, genre, mood, 
instrumental combinations etc.). We also provide a critical evaluation of the 
most common current Music Information Retrieval (MIR) approaches and 
propose an innovative adaptive method for music information search that 
overcomes the current limitations. The main focus of our approach is concerned 
with music discovery and recovery by collaborative semantic indexing and user 
relevance feedback analysis. Through successive usage of our indexing model, 
novel music content indexing can be built from deep user knowledge 
incrementally and collectively by accumulating users’ judgment and 
intelligence.  

Keywords: Collaborative filtering, multimedia indexing, music information 
retrieval. 

1   Introduction and Related Work 

Digital music has become increasingly prevalent and it constitutes a significant 
component of multimedia contents on the Internet. Since digital music can be 
represented in various forms, formats, and dimensions, searching such information is 
far more challenging than text-based search. While some basic forms of music 
retrieval is available on the Internet, these tend to be inflexible and have significant 
limitations. Currently, most of these music retrieval systems only rely on shallow 
music information (e.g., metadata, album title, lyrics, etc). Here, we present an 
approach for deep content-based music information retrieval, which focuses on high-
level human perception, incorporating subtle nuances and emotional impression on 
the music (e.g., music styles, tempo, genre, mood, instrumental combinations etc.).  
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   The chief objective of effective music information retrieval is the accurate transfer 
of musical information from a database to a user [1], [4], [6], [11], [12]. Since music 
can have different characteristics and its content can be represented in various ways 
and formats, effectively retrieving music from a large music database can be very 
challenging. In an effective “concept-based” music retrieval system, efficient and 
meaningful indexing is necessary [7], [8]. Due to current technological limitations, it 
is impossible to extract the semantic content of music data objects automatically [13], 
[14].  
   Present music information retrieval approaches are mainly focused on shallow 
music content, such as melody search from users entering via a piano keyboard 
interface [10], query by humming QBH [3], contour-based parsons code search [10], 
rhythm-based tapping search [10], and collaborative social tagging [2]. However, 
these approaches only support limited music elements in the search domain and do 
not provide high-level semantic concept search (e.g. human perceptions of the music). 
In [9], a music search engine based on the automatic derived descriptions by making 
use of methods from Web Retrieval and Music Information Retrieval (MIR) is 
proposed. Their method makes use of the information found in the ID3 tags, such as 
the values of the fields “artist”, “album” and “title”, of the music files. However, this 
approach only focuses on the metadata (e.g., title, album, track number, etc.) of the 
music files. While this kind of information is easily extracted, semantic music 
information extraction is far more difficult (e.g., music style, musical arrangements, 
chord progressions, etc.). In [15], a creative MIR approach based on personal emotion 
is suggested, which is closer to our proposed method. However, our proposed method 
is not just exclusively concerned with the human personal subjective perception, but 
also the general human perception of the community since we collect their 
perceptions through analyzing their search history and behviour. Here, we base our 
innovative concept-based approach on music search by adaptive collaborative 
indexing. 

2   System Structure 

Our system consists of different levels for supporting music search. It includes the 
user level, the interface level, and the database level. The database level contains two 
sublevels, query level and index level.  

2.1   The User and System Interface Levels  

The users are the ones who interact with the search system via the system interface. 
They can search music objects by submitting query with keywords. After the system 
has processed a query, they can receive search results from the system interface and 
proceed to provide feedback through the system interface. The system interface acts 
as a bridge between users and ultimately the system database. It captures user query 
input with search criteria, search result feedback and selection from the user, and 
employ the information to update the index. 
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Fig. 1. The System Database Level 

2.2   The System Database Level  

The system database level is the core part of the system. It consists of a query level 
and an index level (Fig. 1).  The query level consists of stored procedures that are 
responsible for all database related processes, such as index insertion, index score 
updating, object ranking and retrieval for the entire system. The index level is an 
index table organized as a hierarchy, which links music objects and index terms with 
the corresponding index score. The index score indicates the importance of the index 
term that is related to the music object. The following sections will focus on 
discussing the system database level. 
   We consider a set of music objects {Oj}, where the characteristics or semantic 
contents of each object Oj cannot be extracted automatically. Typically, a music 
object would be a song, represented in digital formats such as mp3, midi, or wave. 
More generally, it may be a computer-generated music score or manually produced 
manuscript. For every Oj, it links with an index set Ij that consists of a number of 
elements: Ij = {ej1, ej2, …, ejMj}. Each index element e is a triple, such that  ejk = (tjk, sjk, 
oj), where tjk is an index term ID, sjk is the score associated with tjk, and Oj is the object 
ID. The higher the score sjk, the more important is the index term tjk to the object Oj. 
The relationship of tjk, sjk, and Oj can be represented as: 
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IndexTerm (index_id, index_term) 
MusicObject (object_id, object_name, object_description, …) 
IndexTable (index_id, object_id, score, …) 
 

Each index term is uniquely identified by the primary key, index_id. Similarly, each 
object is uniquely identified by the primary key, object_id. In the index table, each 
item is uniquely identified by the composite key, index_id and object_id. 

3   Index Evolution and Growth 

From the index score values, an index hierarchy may be established, which consists of 
the index sets of all the objects stored in the database. By partitioning the value of 
score sjk, it can be divided into N levels L1, L2, …, LN using a set of parameters P1, P2, 
…, PN. For example, for P1 =0, P2 =10, P3 = 20, and P4 = 30, there would be four 
levels of the index set. The index score is directly affected by user search behaviour, 
such as result selection and relevance feedback. By the continuous use of the search 
system, user search behaviour can be collected and analyzed.    
   Consider the situation of a user input search query Q(T1, T2), and suppose N 
multimedia objects O1, O2,…,On are returned in the query result and ordered by the 
corresponding score S1, S2, …., Sn in descending order. The related index scores on T1 
and T2 for the desired object Ox would be increased when the user selects Ox in the 
query result list, or when the user provides positive feedback on Ox. These two cases 
would increase the related index scores on T1 and T2 for the desired object Ox by a 
predefined value. In contrast, the related index scores on T1 and T2 for the desired 
object Ox would be decreased when the user provides negative feedback on Ox. 
Furthermore, the related index scores on T1 and T2 for all objects O1, O2,…,On in the 
query result would be decreased when the user does not select any object on the query 
result list. These two cases would decrease the related index scores by a predefined 
value. 
   In the index growth approach, consider an object K that is indexed with a term T1. K 
can be searched by a user query which contains T1 and many objects may be returned 
in the query result since many objects are indexed with T1. Among these returned 
objects, a user can distinguish objects by adding another index term T2 to K. Thus, the 
user can search the desired object by entering both index terms in the search query. 
Consider the searching of the song “Clair de Lune”, composed by Debussy, and we 
assume that the music object is indexed with the term “Debussy” initially. Users can 
search this song by the term “Debussy”, but sometimes, some user query would be 
more specific, with both search terms “Debussy” and “Clair de Lune” used. The same 
objects would be returned in the result when searching by the term “Debussy”, since 
the term “Clair de Lune” is not indexed yet. Eventually, the user would select the 
object “Clair de Lune” and this suggests that a new index term, “Clair de Lune”, may 
be useful for indexing this data object. Thus, the new index term would be included in 
the lowest level of the index hierarchy for this object. For every query that specifies 
both terms, “Debussy” and “Clair de Lune”, the user on selecting this music object 
will cause an increase in the score of the index terms for that object. Thus, the score of 
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the index would be gradually increased and the new index term would be properly 
installed. Through progressive usage, the indexing of music objects would be 
enriched, and such attributes as “Slow Bossa”, “Oistrakh”, “Tremelo Strings” 
“Arpeggios” or “Stradivarius” may be indexed for a music object. 
   To ensure that newly added music objects have a reasonable chance of being 
discovered and processed, our system incorporates a degree of variation in the return 
of search results. After considerable usage, the high scored multimedia objects always 
rank near the top of the search results. Generally, users tend to be interested in the 
highly ranked objects. Consequently, the high scored objects always have greater 
chance of increasing the score while the chance for the newly added objects appearing 
in the result list would be reduced. Thus, the newly added objects would be ranked 
very low and nearly “hidden”. In order to optimize the search results, our search 
system would introduce small degrees of perturbations so as to allow constructive 
variations in the result. When considering a large number of objects returned by a 
query result, the users may not reach their desired object since the target object always 
rank very low and nearly hidden. By exploiting the random variations introduced 
through Genetic Algorithms, those “hidden” objects would have a chance of being 
promoted to a higher ranking position and discovered eventually. 

4 Conclusions 

Digital music has been increasing at an accelerated pace, and a mismatch of creation 
and indexing rates necessitates a radically new approach to solve the music object 
retrieval problem. Individual indexing of music objects is labour intensive and has a 
number of disadvantages. In the context of ROC analysis [5], these are (i) false 
positives – i.e. wrongly adding an index term through personal subjectivity which is 
not shared by the wider community, and (ii) false negatives – i.e. the omission of 
relevant properties due to the inability to cover and capture all the nuances and deep 
semantics of the music.  
   Our system is able to overcome (i) by having a resilient, community validated 
structure which allows personal subjectivity to be filtered off through a robust scoring 
system, and (ii) by exploiting collective assessment and perception of music objects 
through continuous usage by the community. By capturing, analyzing and interpreting 
user response and query behaviour, the patterns of searching and finding music 
objects may be established. Within the present paradigm, the semantic index may be 
dynamically constructed, validated, and built-up, and the performance of the system 
will tend to increase as time progresses. Our system also incorporates a high degree of 
robustness and fault-tolerance whereby inappropriate index terms will be gradually 
eliminated from the index, while appropriate ones will be reinforced. By incorporating 
genetic variations into the design, our system will allow music objects which may 
otherwise be hidden to be discovered.  
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1 Introduction

Data mining. By rapid progress of high-speed networks and large-scale storage
technologies in 1990s, a huge amount of electronic data has been available on
computers and databases distributed over the Internet. Knowledge Discovery
in Databases or Data Mining [2] is a formal study on efficient methods for
discovering interesting rules or patterns in these massive electronic data. The
study of data mining started since the early 1990s, quickly expanded in thoery
and practice in the late 1990s, and became one of the major branches of computer
science and data engineering. Although data mining has its roots in machine
learning, statistics, the current data mining technologies focus on efficiency and
scalability of mining algorithms as well as identificaition of unknown rules and
patterns.

Semi-structured data. Massive electronic data of new types, called semi-
structured data, have been emerged in the late 1990s [1]. The largest example of
semi-structured data is the World Wide Web (WWW), which is the collection
of Web pages and XML documents on the Internet, which is sometimes reffered
to as the largest collection of knowledge that the human being ever had. Hence,
there exist demands for efficient algorithms to extract useful knowledge from
these semi-structured data.

Traditionally, data mining mainly deals with well-structured data, e.g., trans-
action databases or relational databases, which have table-like structures. On the

© Springer Science+Business Media B.V. 2010 
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Abstract. In this paper, we review recent advances in efficient algo-
rithms for semi-structured data mining , that is, discovery of rules and
patterns from structured data such as sets, sequences, trees, and graphs.
After introducing basic definitions and problems, We present efficent al-
gorithms for frequent and maximal pattern mining for classes of sets,
sequences, and trees. In particular, we explain general techniques, called
the rightmost expansion and PPC-extension, which are powerful tools
for designing efficient algorithms. We also give examples of applications
of semi-structured data mining to real world data.
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Fig. 1. A data tree D and a pattern tree

T on the set L = {A, B} of labels ordered trees

other hand, these semi-structured data are (i) huge, (ii) heterogeneous collections
of (iii) weakly-structured data that do not have rigid structures. Thus, we can-
not directly apply these traditional data mining technologies to semi-structured
data. For this reason, semi-structured data mining has been extensively studied
since 2000.

In this paper, we present efficient semistuructured data mining algorithms
for discovering rules and patterns from structured data such as sequence, trees,
and graphs. Especially, we describe basic techniques, called rightmost expansion
and PPC-extension, for designing efficient algorithms for frequent and maximal
pattern discovery from such semi-structured data.

2

2.1 Frequent Ordered Tree Mining

of times in a given tree-structured data. We presented an efficient algorithm
Freqt [3] that finds all frequent ordered tree paterns in a given tree database.
The key is efficient enumeration of labeled ordered trees [3, 25].

In tree mining, data and patterns are modeled by labeled ordered trees as
shown in Fig. 1. An ordered tree over a label alphabet Σ = {A,B, . . .} is a
rooted tree T where each node x is labeled with a symbol labT (x) from Σ, and
the order of siblings matters. We denote by VT and rootT the node set and the
root of T , respectively. We denote by OT and UT the classes of labeled ordered
trees and unordered trees. For ordered trees P and T , we say P matches Q
(P ⊑ Q) if there exists a matching function ϕ : VP → VT from P to T that
satisfies the following conditions (i) – (iv): (i) ϕ is one-to-one; (ii) ϕ preserves
the parent-child relation; (iii) ϕ preserves the sibling relation; (iv) ϕ preserves
the node label. Intuitively, P matches T if P is a substructure of T . Then, the
node y = ϕ(rootP ) is called an occurrence of P in T . We denote by Φ(P, T ) the
set of all matching functions from P to T .

Fig. 2. A search graph for (unlabeled)

Tree mining is to find all subtrees appearing more than a specified number
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Fig. 3. Examples of subclasses of episodes

Problem. (frequent tree mining) Given an input collection T = {T1, . . . , Tm} ⊆
OT of ordered trees and a nonnegative integers 0 ≤ σ ≤ |T | called a minimum
frequency threshold , find all frequent ordered trees P ∈ OT appearing in T with
frequency freq(P, T ) = |{ ϕ(rootP ) : ϕ ∈ Φ(P, T ) }| ≥ σ.

A basic idea of the algorithm is to build a spanning tree on the search space
of frequent ordered tree patterns, called an enumeration tree E (Fig. 2). By
using E , we can systematically enumerate all the distinct ordered tree patterns
without duplicates by starting from the empty tree ⊥ of size 0 and by expanding
(or growing) an already generated tree of size k − 1 (a parent tree) by attaching
a new node to yield a larger tree of size k (a child tree) for every k ≥ 1.

However, a straightforward implementation of this idea leads exponential
number of the duplication for one tree. To avoid duplicates, we developed a
technique called the rightmost expansion ([3, 25]), where attachment of a new
node is restricted to only the rightward positions on the rightmost branch of the
parent tree. We extended Freqt for frequent unordered tree mining by canonical
tree technique [4].

2.2 Frequent Sequence Episode Mining

It is one of the important tasks in data mining to discover frequent patterns
from time-related data. Mannila et al. [21] introduced the episode mining to
discover frequent episodes in an event sequence. An episode is an acyclic labeled
digraphs (DAGs) as shown in Fig. 3, where labels correspond to events and arcs
represent a temporal precedent-subsequent relation in an event sequence. Classes
of episodes are rich representation of temporal relationship in time-series data.
Furthermore, we can use additional constraints formulated by a sliding window
of a fixed time width.

Mannila et al. [21] presented efficient algorithms for mining classes of parallel
and serial episodes, which are sets and linear chains of events, respectively. They
also considered a mining of general episodes that have DAG structures. Unfortu-
nately, its complexity is rather high due to the inherent computational hardness
of subgraph matching. To overcome this difficulty, we presented efficent episode
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mining algorithms for subclasses of episodes such as sectoria, diamond , elliptic,
and bipartite episodes [19, 18]. (Fig. 3). All of these algorithms have polyno-
mial delay and space complexities, and thus they find all frequent episodes in
polynomial time per episode with small memory footprint.

3

Maximal Pattern Discovery. Maximal pattern discovery (or closed pattern
discovery) is one of the most important topics in recent studies of data min-
ing. Assuming a class of patterns and associated partial ordering over patterns
indicating a generalization or subsumption order, a maximal pattern is such a
pattern that is maximal with respect to the subsumption ordering (or the gen-
eralization relation) among an equivalence class of patterns having the same set
of occurrences in a database.

For some known classes of patterns, such as itemsets and sequence motifs [2],
maximal patterns enjoy a nice property that maximal patterns are uniquely de-
termined in each equivalence class of patterns w.r.t. a given database. Also, it
is known that the number of frequent maximal patterns is much smaller than
that of frequent patterns on most realworld datasets, while the frequent maximal
patterns still contain the complete information of the frequency of all frequent
patterns. Thus, the complete set of maximal patterns give a compact represen-
tation for all frequent patterns. Maximal pattern discovery is useful to increase
the performance and the comprehensivity of data mining.

Depth-first Maximal Pattern Discovery algorithms. For maximal
pattern discovery, we have developed the following efficient algorithms for finding
all maximal patterns from a given collection of data.

– LCM (Linear-time Closed Itemset Miner) for maximal sets [24]. (Fig. 4)
– MaxMotif (Maximal Motif Miner) for mining maximal sequences [5].
– CloAtt (Closed Atribute Tree Miner) for mining maximal trees [6].
– MaxGeo (Maximal Geometric Subgraph Miner) for mining maximal geo-

metric graphs [9].
– MaxPicture for mining maximal 2-dimensional subpictures [7].

All algorithms adopt depth-first search strategy unlike the previous maximal
pattern algorithms, and are light-weight high-speed mining algorithms that op-
erate in polynomial time per pattern and in polynomial space with respect to
the input size only and in dependent of the number of output maximal patterns.
For the purpose, we developed as a basic technique for maximal pattern discov-
ery, the PPC-extension (prefix-preserving extension) technique. Fig 4 shows the
search structure of PPC-extension in LCM algorithm. For details, see [24].

Recently, we succeeded to give a uniform algorithmic framework [11] for
constructing polynomial delay polynomial space algorithms for maximal pat-
tern mining by generalizing the above results including mining closed sequences,
graphs, and pictures.
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Fig. 4. A transaction database T on items Σ = {1, 2, 3, 4, 5, 6} (left), where each row
represents a record. All maximal (closed) item sets generated (right), where each arrow
indicates a generation of a child from a parent by the PPC-extension.

4

In this talk, we reviewed efficient mining algorithms for large semi-structured
data. Finally, we mention applications of semi-structured data mining. Frequent
tree miners and optimized tree miners, such as Freqt and Optt are used to
apply standard statistical machine learning techniques, such as support vector
machines (SVM) and statistical modeling to tree and graph structured data [23,
22]. They are also used for the tree/graph boosting by extending Boosting algo-
rithms, such as AdaBoost [15], to tree data. We also applied a set of sequential
episode mining algorithms to bio-medical data mining, e.g. [19, 20], to extract a
collection of episodes representing interaction patterns among a set of antibiotics
and bacteria, such as replacements of bacteria, in bacterial culture data obtained
in the real clinical record data. Further applications will be an interesting future
problem.

Acknowledgment. The results presented in this talk are obtained in the
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measured by a Linux PC, 
Core2Duo E6600, 2.4GHz, 2GB memory.
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Abstract. Recent results supporting the usefulness of the normalized
compression distance for the task to classify genome sequences of virus
data are reported. Specifically, the problem to cluster the hemagglutinin
(HA) sequences of influenza virus data for the HA gene in dependence
on the host and subtype of the virus, and the classification of dengue
virus genome data with respect to their four serotypes are studied.
A comparison is made with respect to hierarchical and spectral clustering
via the kLine algorithm by Fischer and Poland (2004), respectively, and
with respect to the standard compressors bzlip, ppmd, and zlib.
Our results are very promising and show that one can obtain an (almost)
perfect clustering for all the problems studied.

1 Introduction

In many data mining applications the similarity between objects is of fundamen-
tal importance. Quite frequently, domain knowledge is used to define a suitable
domain-specific distance measure. As a consequence, many of the resulting algo-
rithms tend to have many parameters which have to be tuned. This is not only
difficult but also including the risk of being biased. Furthermore, it may make
it hard to verify the results obtained.

Recently, as a radically different approach, the paradigm of parameter-free
data mining has emerged (cf. Keogh et al. [12]). The main idea of parameter-free
data mining is the design of algorithms that have no parameters and that are
universally applicable in all areas. At first glance this may seem impossible. How
can an algorithm perform well if it is not based on extracting the important
features of the data and if we are not allowed to adjust these parameters? As
pointed out by Vitányi et al. [17], parameter free data mining is aiming at
scenarios where we are not interested in a certain similarity measure but in the
similarity between the objects themselves.

? Supported by MEXT Grant-in-Aid for Scientific Research on Priority Areas under
Grant No. 21013001.
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The most promising approach to this paradigm uses Kolmogorov complexity
theory [14] as its basis. The key ingredient is the so-called normalized information
distance (NID) which was developed by various researchers during the past
decade in a series of steps (cf., e.g., [2, 13, 8]). The intuitive idea behind it is
as follows. If two objects are similar then there should be a simple description
of how to transform each one of them into the other one. And conversely, if all
descriptions for transforming each one of them into the other one are complex,
then the objects should be dissimilar. Then, the normalized information distance
between two strings x and y is defined as

NID(x,y) =
max{K(x|y), K(y|x)}

max{K(x), K(y)}
, (1)

where K(x|y) is the length of the shortest program that outputs x on input y, and
K(x) is the length of the shortest program that outputs x on the empty input.
For the technical details of the NID, we refer the reader to Vitányi et al. [17].

To apply this idea to data mining tasks, standard compression algorithms
have to be invoked to approximate the Kolmogorov complexity K. This yields
the normalized compression distance (NCD) as approximation of the NID (cf.
Definition 1). The NCD has been successfully applied to a variety of data mining
problems (cf., e.g., [8, 12, 5, 6, 1]).

In this paper, we report the usefulness of the NCD for three classification
problems for virus data. One task is to cluster the hemagglutinin (HA) sequences
of influenza virus data for the HA gene in dependence on the subtype, where all
data originate from the same host. The second task is the same classification but
in dependence on the subtype and host of the virus. The third problem deals
with the classification of dengue virus genome data with respect to their four
serotypes.

2 Background and Theory

The definition of the NID depends on the function K which is uncomputable.
Thus, the NID is uncomputable, too. Using a real-word compressor, one can
approximate the NID by the NCD (cf. Definition 1). Again, we omit details and
refer the reader to [17].

Definition 1. The normalized compression distance between two strings x and y
is defined as

NCD(x,y) =
C(xy) − min{C(x), C(y)}

max{C(x), C(y)}
,

where C is any given data compressor.

Common data compressors are bzlib, ppmd, zlib, etc3. Note that the com-
pressor C has to be computable and normal in order to make the NCD a useful
approximation. This can be stated as follows.
3 We use here the same naming convention as in the CompLearn Toolkit [4]. Essen-

tially, these compressors coincide with bzip2, ppmz, and gzip.
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Definition 2 ([17]). A compressor C is said to be normal if it satisfies the
following axioms for all strings x, y, z and the empty string λ.

(1) C(xx) = C(x) and C(λ) = 0; (identity)
(2) C(xy) > C(x); (monotonicity)
(3) C(xy) = C(yx); (symmetry)
(4) C(xy) + C(z) 6 C(xz) + C(yz); (distributivity)

up to an additive O(logn) term, with n the maximal binary length of a string
involved in the (in)equality concerned.

Good real-world compressors like bzlib, ppmd, and zlib turned out to be
normal for our data, and we used these compressors for our experiments. We used
the ncd function from the CompLearn Toolkit (cf. [4]) to compute the distance
matrix D =

(
dncd(x,y)

)
x,y∈X

, where X = (x1, . . . , xn) is the relevant data list.
To cluster the data we used hierarchical clustering and spectral clustering via

kLines (cf. Fischer and Poland [9]). For a detailed description of the algorithms
applied, we refer the reader to our paper [11].

3 Clustering Virus Data – Experiments and Results

The first paper using the NCD to analyze virus data was Cilibrasi and Vitányi [7].
In this paper the authors used the SARS TOR2 draft genome assembly 120403
from Canada’s Michael Smith Genome Sciences Centre and compared it to other
viruses by using the NCDand the bzlib compressor. After applying their quartet
tree heuristic for hierarchical clustering, they obtained a ternary tree showing
relations very similar to those shown in the definitive tree based on medical-
macrobiological genomics analysis which was obtained later (see [7] for details).

Our first group of experiments dealt with influenza viruses, too. We have been
interested in learning whether or not specific gene data for the hemagglutinin
of influenza viruses are correctly classifiable by using the concept of the NCD.
For any relevant background concerning the biological aspects of the influenza
viruses we refer the reader to Palese and Shaw [16] and Wright et al. [18].

The family of Orthomyxoviridae is defined by viruses that have a negative-
sense, single-stranded, and segmented RNA genome. There are five different
genera in the family of Orthomyxoviridae: the influenza viruses A, B and C;
Thogotovirus; and Isavirus. Influenza A viruses have a complex structure and
possess a lipid membrane derived from the host cell.

We were only interested in their HA gene, since HA is the major target of
antibodies that neutralize viral infectivity, and responsible for binding the virus
to the cell it infects. In [11] we considered all 16 subtypes of the HA and collected
a data set from the National Center for Biotechnology Information (NCBI) [15]
containing a total of 106 sequences (all taken from viruses hosted by their the
natural host) which could be (almost) successfully clustered into the relevant 16
subtypes of the HA. So, the HA subtype is the similarity between the different
sequences.
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Next, we shortly describe experiments dealing with influenza viruses hosted
by duck and human. Note that H1N1 is a subtype of influenza A and the most
common cause of influenza in humans. In June 2009, the World Health Orga-
nization declared that a new strain of swine origin H1N1 was responsible for
the 2009 flu pandemic. Usually birds can pass avian influenza viruses to swines,
where the viruses have to mutate so that they can circulate in the swine popu-
lation. Then a new strain emerges which can be passed to humans or to other
hosts. Of course, in order to become pandemic, the viruses may mutate again.

If one considers sequences for the HA gene originating from different hosts, it
is only natural to ask which property is more “similar,” the host or the subtype.
For answering this question we chose 32 sequences having different HA subtypes
that originated from both the duck and human host (again from NCBI). For a
complete list of the data description we refer the reader to

http://www-alg.ist.hokudai.ac.jp/nhuman vs duck.html .
For the ease of presentation, below we use the following abbreviation for the

data entries. Instead of giving the full description, e.g.,

>gi|218664152|gb|CY036815| /Human/4 (HA)/H2N2/South Korea/1968/// In-
fluenza A virus (A/Korea/426/1968(H2N2)) segment 4, complete sequence

we refer to this datum as hH2N2CY036815 for short. The h stands for human
here, and we use d if the host is the duck.

Each datum consists of a sequence of roughly 1800 letters from the alphabet
{A, T , G, C}, e.g., looking such as
AAAAGCAGGGGAATTTCACAATTAAA . . . TGTATATAATTAGCAAA.
The results obtained by using the zlib and bzlib compressor and then

applying hierarchical clustering are shown in Figure 1 and 2, respectively.
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Fig. 1. Classification of HA sequences
hosted by human and duck; compr.: zlib
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Fig. 2. Classification of HA sequences
hosted by human and duck; compr.: bzip
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As these clustering results show, for this data set the similarity between
subtypes is stronger than the similarity between the hosts. We could confirm
this outcome by using spectral clustering, where we used two clusters.

3.1 Clustering the NCD for Dengue Virus Data

Dengue virus is an RNA virus that causes dengue fever, one of the most impor-
tant emerging diseases, infecting 100 million people annually in more than one
hundred countries around the world [3]. The genome of dengue virus consists of
nucleotides approximately 11 KB long, and 10 viral proteins are encoded in the
genome. Dengue virus exhibits extensive genetic diversity, and there exist four
antigenically distinct serologic types (1 through 4). It is known that severe cases,
called dengue hemorrhagic fever / dengue shock syndrome, occur in patients who
have secondary infections by a different serotype from previous infections [10].
Around 250,000 cases of dengue hemorrhagic fever / dengue shock syndrome
are annually reported. Nucleotide sequences of all four dengue virus groups have
been determined, and the rapid development of molecular biology over the last
two decades is accelerating the accumulation of genomic data on the pathogen.

So, it is only natural to ask whether or not we can correctly cluster dengue
virus genome data with respect to their four serotypes. To answer this question,
we used 80 sequences (20 for each serotype) from NCBI ([15]). For a complete
description of the data used, please see

http://www-alg.ist.hokudai.ac.jp/Dengue-Data.html .
Then, we computed the distance matrix as described above by applying the

standard compressors bzlib, ppmd, and zlib. It should be noted that the dengue
virus genome data are much larger than the influenza virus data, i.e., 10.6 KB
versus 1.7 KB. Our hierarchical clustering was perfect for the compressors ppmd,
and zlib (see Figure 3 for an example), but not for bzlib. Hierarchically clus-
tering the distance matrix computed via the bzlib compressor gave 11 errors.
On the other hand, spectral clustering delivered correct results in all three cases.

Moreover, we repeated these experiments with a non-balanced data set, see
http://www-alg.ist.hokudai.ac.jp/imbalanced-dengue.html ,

where we used 44 sequences of type 1 and 20 sequences of type 2, 3, and 4.
The results have been almost the same, i.e., hierarchical clustering and spec-

tral clustering have been correct for the compressors ppmd, and zlib.
Using the bzlib compressor and spectral clustering as described in [11] pro-

duced two errors. However, by using a different kernel width for transforming
the distance matrix in a similarity matrix (i.e., 1.23), the clustering was again
perfect. Moreover, in contrast to the experiments performed with the influenza
virus data, the kernel width was much less influential.

To summarize, our results are very promising and show that one can obtain
an (almost) perfect clustering for all the problems studied. Note that we do not
have reported the running time here, since it was in the range of several seconds.
The clustering algorithms used in our experiments will nicely scale up to the
amount of data for for which we can efficiently compute the distance matrix.
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Abstract. Large amount of relational data is stored in databases. There-
fore, working directly on the data stored in database is an important
feature for multi-relational concept discovery systems. In addition to
concept rule quality, time efficiency is an important performance dimen-
sion for concept discovery since dealing with large amount of data is a
must. In this work, we present a dynamic programming based approach
for improving the time efficiency on an ILP-based concept discovery sys-
tem, namely CRIS (Concept Rule Induction System), which combines
ILP and Apriori and directly works on databases.

Key words: Concept Discovery, ILP, MRDM, Dynamic Programming

1 Introduction

Concept discovery in relational databases is a predictive multi-relational learning
task[1]. The learning systems, which induce logical patterns valid for given back-
ground knowledge, have been investigated under a research area, called Inductive

that employs relational association rule mining concepts and techniques to find
frequent and strong concept definitions for the given target relation under the
background knowledge [6, 7]. The system is integrated with relational database
and information necessary during concept discovery process is obtained through
SQL calls.

The size of the relational data is very large for most of the cases and the
concept definition is expected to be discovered in a feasible amount of time.
Searching the hypothesis space for repeating rules and calculating support, con-
fidence values of the candidate rules constitute a significant part of the running
time. In order to improve the time efficiency for concept discovery on relational
databases, we adopted dynamic programming approach for reducing the time
spent during these tasks. Dynamic programming conventionally divides a com-
plex problem into subparts and uses the previously calculated results of the

© Springer Science+Business Media B.V. 2010 
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subparts of the problem. It is basically a tabular approach in which sub-results
are kept in a table for later look-ups. In a similar fashion, we employed hash-
ing techniques, which provide efficient searching by transforming keys into table

spent in these steps.

2 CRIS: Concept Rule Induction System

CRIS is a concept discovery system that uses first-order logic as the concept
definition language and generates a set of definite clauses having the target
concept in the head.

Two criteria are important in the evaluation of a candidate concept rule:
how many of the concept instances are captured by the rule (coverage) and
the proportions of the objects which truly belong to the target concept among
all those that show the pattern of the rule (accuracy); support and confidence,
respectively. Therefore, the system should assign a score to each candidate con-
cept rule according to its support and confidence value. Support and confidence
values can be obtained by the SQL queries given in [7].

Generalization step of the algorithm constructs the most general two-literal
rules by considering all target instances together. By this way, the quality of
the rule induction does not depend on the order of target instances. For a given
target relation, t(a, b), the induced rule has a head including either a constant or
a variable for each argument of t. Each argument can be handled independently
in order to find the feasible head relations for the hypothesis set. Support and
confidence values for each clause are calculated and the infrequent clauses are
eliminated. CRIS refines the two-literal concept descriptions with an Apriori-
based [4] specialization operator that searches the definite clause space in a
top-down manner. After the best clause is selected, based on f-score [3],concept
instances covered by this clause are removed from the concept instances set.
The main iteration continues until all concept instances are covered or no more
feasible candidate clause can be found for the uncovered concept instances 3.

3 Using Dynamic Programming Approach in CRIS

The algorithm presented in Section 2 is modified by using the dynamic pro-
gramming approach at two steps: specialization and filtering. The modification
in specialization step is on the the search of repeating rules. In CRIS, a newly
generated rule is added to the search lattice if it has not been already added.
Although every rule is unique at level Ci, merging rules to generate level Ci+1

rules may produce repeating rules, due to renamings of variables that have the
same literals with different substitutions. Checking for repeating rules with the
original implementation is of O(n2) compexity, while it is of linear complexity,
O(n), with the dynamic programming based approach.

3 For the details of the algorithm, readers may refer to [7]
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Experiment SQL hits/All SQL queries Repeating rules/ All Rules

Dunur 2002/3777 25/1850

Elti 946/3571 75/1832

Eastbound 9623/21868 0/7294

Mesh 141300/154015 323/57100

Mutagenesis 716/13500 25/6081

PTE (No Aggr.) 9328/25570 346/11008

PTE (5 Aggr.) 19684/131719 1843/61292

Same Gen. 400/996 9/397
Table 1. Hits on hash table

The modification in the filtering step involves the support and confidence
value calculations. CRIS assigns a confidence and a support value for every rule
and uses these values for pruning the infrequent and unstrong rules. However,
different rules may have common queries, and this generally occurs when literals
are substituted with different variables of the same type.

With the proposod modification, the results of queries are stored and used
for common queries of different rules. To this aim, another hash table is built for
storing the <SQL query, result> pairs. Before a query is sent to the database
management system, it is first searched in the hash table. If the hash value of the
query exists in the table, its results is returned and used without need for access
to DBMS. Otherwise the query is sent to the query server and together with its
result, the query is inserted into the hash table. On the basis of the number of
common queries, this approach drops the execution time considerably.

In order to observe the improvement in execution time, we have conducted
experiments on eight datasets4.

Table 1 shows the hit ratio of SQL queries in the hash table over all SQL
queries generated, and the number of repeating rules over the number of all rules
generated. As seen in the results, the number of common queries (the number
of hits) vary. However, even the smallest number of hits (716 for mutagenesis
data set) provides an important gain. As seen on the second column of the same
table, the number of repeating rules vary with the data sets, as well. However,
the efficiency gain in finding repeating rules is more in this task, since the search
complexity is improved even for small number of hits.

Table 2 summarizes the execution times of the original implementation and
implementation with hash tables on the data tests. As shown in the table, the
proposed approach decreases the execution times in important amounts. The
highest gain appears on Mesh data set, where the number of query hits is 92%.
The last column of the table presents the storage needed for hash tables. Hash
tables constructed for repeating rule checking store only hash-key values. For the
common queries, together with the hash-key, the query result, which is a single
numeric value, is stored. For this reason the space requirement is quite limited.

4 Readers may refer to [7], for more information on the datasets
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Experiment
Original Dynamic Prog Memory Used for

Implementation Implementation Hash Tables
hh:mm:ss hh:mm:ss ≈ in KB

Dunur 00:00:26 00:00:01 28

Elti 00:00:35 00:00:02 41

Eastbound 00:11:36 00:00:01 2

Mesh 02:39:34 00:00:32 75

Mutagenesis 00:03:42 00:00:13 166

PTE (No Aggr.) 00:21:25 00:08:35 184

PTE (5 Aggr.) 05:17:00 01:37:16 1163

Same Gen. 00:00:12 00:00:01 8
Table 2. Running times and memory usage

4 Conclusion

In this work, we present the use of tabling for improving the execution time
for concept discovery on relational databases. The approach is implemented on
an ILP-based concept discovery system, CRIS, on two basic steps of the con-
cept discovery process: detecting repeating rules in specialization and repeating
queries in support and confidence value calculation in rule pruning. In both of
these steps, hashing techniques are employed to construct look-up tables. Exper-
imental results show that the proposed approach is effective and the execution
time drops considerable. Independent of the nature of the data set and appli-
cation, use of hash table improves the complexity of detecting repeating rules
from polynomial time to linear time.
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Abstract. In this paper, we propose a novel behavioral model which
builds analytical maps to control agents’ behavior adaptively with agent-
crowd interaction formulations. We introduce information theoretical
concepts to construct analytical maps automatically. Our model can be
integrated into crowd simulators and enhance their behavioral complex-
ity.

1 Introduction

In this paper, we are proposing an analytical agent-based behavioral model
that integrates global knowledge about crowd formation into local, agent-based
behavior control. We use analytical representations of crowd’s activities, called
behavior maps which are constructed with a statistical framework based on in-
formation theory. Our model proposes an agent definition responsive to behavior
map values and agent-crowd interaction formulations. Agents behaving in real-
istic, variable and complex manners can be achieved with our behavioral model
without the need for low-level scripting.

In our model, we utilize the notion of place-centered maps in crowd simula-
tions and propose behavior maps. Behavior maps are automatically generated
statistical analysis maps which record and represent both spatial and temporal
dynamics of agents. Methods to construct behavior maps are derived from scene
analysis methods introduced in [1]. Agents access behavior maps and modify
their intrinsic properties. How agents respond and behave according to their in-
trinsic properties and behavior maps are defined with agent-crowd interaction
formulations. Beneath all this high level structure, we utilize a multi-agent nav-
igation system to solve agent-agent and agent-environment interactions through
collision detection and path planning algorithms. Our model can extend any
existing agent-based crowd simulator.

2 Related Work

There have been many studies on agent-based crowd models to create human-like
behaviors. In [2], Pelechano et.al. assigned psychological roles and communica-
tion skills to agents to produce diverse and realistic behaviors. There are studies

© Springer Science+Business Media B.V. 2010 
in Electrical Engineering 62, DOI 10.1007/978-90-481-9794-1_70, 

379E. Gelenbe et al. (eds.), Computer and Information Sciences, Lecture Notes

mailto:Turkay@ii.uib.no
mailto:emrekoc@su.sabanciuniv.edu
mailto:balcisoy@sabanciuniv.edu


which model the virtual environment as maps to guide agents’ behaviors. [3] used
adaptive roadmaps, which evolve with the dynamic nature of the environment.
In [4], Sung et.al. assign situations and behaviors directly to environment rather
than the agents themselves. In our calculations, we employed quantities from
information theory. In a recent study, Turkay et.al. [1] used information theory
based formulations to automatically control the virtual camera in a crowded
environment. In [5], they extended their information theory based model to con-
trol how agents behave in a crowd simulation. We improve the behavioral model
proposed in [5] and develop concrete formulations and methods to use this be-
havioral model to extend any crowd simulator’s variability and realism.

3 Analytical Behavioral Model

Our model provides global knowledge on crowd’s activities and enables the crowd
simulator to incorporate agent-crowd interactions to modify agents’ behavior.
Behavior maps constitute the foundation of our model. They record and analyt-
ically represent crowd’s activities. The second element of our model is a generic
agent representation to access behavior maps. The final element in our model is
a set of formulations to link the underlying crowd simulator with behavior maps.

3.1 Crowd Representation With Behavior Maps

Behavior maps are analytical representations of the crowd which span over the
whole virtual environment and monitor agents’ locomotion during the simula-
tion. A behavior map, B, is the convex combination of the values of entropy and
expectance maps. Both of these maps address different aspects in the locomotion
of crowd and each map has certain effects on agent’s behavior. Readers can refer
to [1] for technical details. In an entropy map, locations with smaller entropy
values denote where agents move with similar velocities. Conversely, locations
with higher entropy values represent disorder in agents’ locomotion. In an ex-
pectance map, cells with high KL values denote surprising activities taking place
at those locations. At cells with lower KL values the state of the crowd remain
as expected. Behavior map can be formulated by;

Bt = {w1e
t
i,j + w2klti,j : 0 ≤ wn < 1, w1 + w2 = 1, 0 ≤ i < w, 0 ≤ j < h} (1)

, where each wi represents user-defined weight values to determine the contribu-
tion of each map. These user-defined weights provides a mechanism to control
how a behavior map is constructed according to the simulation scenario. e and
kl values are entropy and expectance map values respectively.

3.2 Agent Representation

In our behavioral model, we need a generic agent representation to fit into any
type of agent based crowd engine. Our agent representation includes two prop-
erties, i) behavior state which enables interaction between agents and behavior

C. Turkay, E. Koc and S. Balcisoy380 



maps and ii) behavior constants to determine agents’ behaviors in combination
with behavior state.

Behavior state, β, is the behavior map cell value assigned to an agent. Be-
havior constants, f , are agent specific values which are evaluated as personality
attributes. The agent representation is extended to include these properties, in
addition to physical properties, which are position, u, and velocity, v:

ai = {u,v, β, 〈f0, p0〉 , .., 〈fn, pn〉 : β, fn ∈ [0, 1]∀ n} (2)

pn is a symbolic representation to indicate a feature associated with ai. A single
〈fn, pn〉 pair represents pn is controlled by fn.

3.3 Extending a Crowd Simulator

Any crowd simulator can be extended with our behavioral model. Our model
introduces agent-crowd interactions into agent based crowd simulators. In order
to integrate our model, we first need to customize the agent definition given in
Equation 2 according to the capabilities of the crowd simulator. This representa-
tion is then accompanied with formulations to define how agents handle behavior
map values. In this study, we use extended Reciprocal Velocity Obstacles (RVO)
multi-agent navigation system incorporating composite agents introduced in [6].
The agent representation proposed in Equation 2 is customized with respect to
the features of the underlying simulator. For each feature an f value is associ-
ated. The next step is developing the formulations to include behavior state, β,
and behavior constants, f , values to represent agent-crowd interactions for agent
ai.

4 Results & Test Case

In our test environment, agents can have aggressiveness and/or carefulness
properties. To create certain agents which are aggressive and careful, we relate
features of agents and formulations with f and β values. The interpretations of
behavior maps are used to define how agents respond to them.

We perform a test to prove the validity of our approach by a comparison with
a real world scenario. We used room evacuation videos and data produced in
Research Center Jülich, Germany. These videos measure the flow of students
while evacuating a room with a variable exit width. As the video incorporates
students evacuating the room calmly, we set low aggressiveness to our agents.
We observe that our results are consistent with the real world case (Figure 1).
We made further studies with this scenario setting and instead of adding calm
agents, we add aggressive agents into the room. Agents are competing more to
get out quickly in this case, as a result clogging occurs through the exit.
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Fig. 1. a) Flow vs. width of exit b) Real-world scenario c) Our test environment with
less aggressive agents d) Clogging occurs when agents are more aggressive

5 Conclusion

In this paper, we presented a novel analytical behavioral model which automat-
ically builds behavior maps to control agents’ behavior adaptively with agent-
crowd interaction formulations. Probabilistic methods incorporating information
theory quantities have been used to produce these behavior maps. The presented
behavioral model can be integrated into existing agent-based crowd simulators
and improve the complexity of resulting crowd behavior. In most of the crowd
simulators, low-level scripts are developed to drive complex agent behaviors. The
analytical maps produced in our model are utilized to control these behaviors
automatically.
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Abstract. Frequent itemset mining (FIM) is one of the most deeply
studied data mining task. A number of algorithms, employing different
approaches and advanced data structures, have already been proposed
to solve the task efficiently. Even the fastest serial FIM algorithms fail
to scale up with the rapid growth of database sizes. Hence, parallel FIM
algorithms are the only viable solutions in many domains as serial so-
lutions have almost reached the physical barriers. To this end, parallel
versions of a few serial FIM algorithms, including FP-Growth, have al-
ready been developed. In this study, we develop three different parallel
FP-Growth implementations for cluster computers. They, all MPI based,
are (i) Static Parallel FP-Growth, (ii) Dynamic Parallel FP-Growth, and
(iii) (Tree-Sharing) Dynamic Parallel FP-Growth. All the three variants
are task-parallel, i.e., not based on horizontal or vertical partitioning
of database. The algorithms are experimentally evaluated on a 16-node
cluster computer. Our results demonstrate the utility of the algorithms.

1 Introduction

Frequent itemset mining (FIM) is an established task in data mining, and a
number of algorithms exploiting different approaches have been proposed as
solutions [2, 8]. Apriori [2] is one of the earliest and also the most well known
of them. Apriori algorithm, in essence, exploits the anti-monotonic property of
support and requires multiple database scans. Since the database scanning is the
main source of inefficiency, the performance of Apriori degrades considerably.
Unlike Apriori, FP-Growth [3] scans the database twice, regardless of support
threshold and database size. The success of FP-Growth lies in the compact
representation of database in a specialized data structure called FP-tree.

With the rapid growth in database sizes and complexities, even the perfor-
mance of fastest FIM algorithms are unacceptable. Not surprisingly, one promis-
ing direction in such cases is the parallel FIM algorithms. With a proper design,
parallel FIM algorithms can scale up to very large databases. Regarding FP-
Growth, different parallel approaches have been proposed in literature [7, 4, 9].
The approach taken by [7] is based on horizontal database partitioning. The
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database is divided horizontally and distributed to a set nodes for local FP-
Growth execution. A parallel FP-tree construction algorithm, called PFPTC, is
proposed in [4]. The algorithm produces the frequent pattern trees simultane-
ously on compute nodes. Then, these trees are combined into a single FP-tree
with an algorithm called FP-merge. The same work has also developed an algo-
rithm called QFP-Growth, to shrink the large amount of results of FP-Growth.
Multiple local frequent pattern tree, MLFPT for short, algorithm is proposed
in [9]. Like others, that work also generates the local frequent pattern trees too.
Recently, a parallel FP-Growth algorithm working on distributed systems has
been proposed in [5]. The objective with that study is to ease the significant
communication overhead, previously confirmed by [9, 7]. Their method, called
Map-Reduce, is more scalable and useful for web data mining.

In this study, three different approaches for parallel FP-Growth have been
proposed: (i) Static Parallel (SP) FP-Growth, (ii) Dynamic Parallel (DP) FP-
Growth, and (iii) (Tree-Sharing) Dynamic Parallel (TSDP) FP-Growth. In SP
FP-Growth, every node has a copy of database, and performs the first scan.
Frequent 1-items are statically partitioned and each partition is assigned to one
node. So, the global task is divided into a number of local tasks, hence a task
parallel processing. In DP FP-Growth, there is a copy of database on each node
too. But, unlike SP FP-Growth, task parallelism is implemented dynamically.
In TSDP FP-Growth, only one node owns the database, and others do not have
their copy. The owner creates sub databases to be processed by next idle worker
node. The sub database is sent online to worker nodes, and they run FP-Growth
on the received sub database. The results are sent back to the owner for merging.
The task parallelism is implemented dynamically like the second method. TSDP
FP-Growth is designed in case the data owner does not want to disclose the
whole database to worker nodes, e.g., due to some privacy policy.

2 FP-Growth Algorithm

Let the set of items (itemset) be I = {i1, i2, . . . , id}, and the transaction database
be D = {t1, t2, . . . , tn}, where each ti is a transaction. Each transaction consists
of a subset of items from the itemset, i.e., ti ⊆ I,∀i. An itemset X is called a
k-itemset if |X| = k. Given the database D, the support of an itemset X is:

supD(X) = |{ti : X ⊆ ti, ti ∈ D}|/|D| (1)

For a support threshold σ, the frequent itemsets are defined as given next.

FD(σ) = {< X, supD(X) >: X ⊆ I, supD(X) ≥ σ} (2)

The FIM problem [1] then is to compute the set FD(σ) given D and σ.
A number of algorithms have been proposed to FIM problem, where the main
concern is the efficiency. To this end, FP-Growth is one of the prominent solutions
[3]. It is an efficient algorithm since it scans the database only twice and uses
compact data structures.
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FP-Growth algorithm works as explained next. First, the support of each
single item is calculated by scanning the database once. Frequent single items
are sorted in descending order of support, and then they are put in a list L.
On the other hand, all transactions in the database is sorted in the same order,
and infrequent items are deleted from all transactions. Then, from the sorted
transactions, the database is put in a specialized compact data structure called
FP-tree, a special prefix tree. The construction of FP-tree (frequent pattern tree)
starts with creating a root node, and then inserting each modified transaction
into the tree by scanning the database second time. Each tree node also counts
the absolute support of the prefix. The FP-tree is then input to the FP-Growth
algorithm. The algorithm starts with the least frequent item in L, and identifies
all the paths, originated from the root and ending in the respective node in
the FP-tree. These paths create the conditional pattern base which are used to
create conditional FP-tree on which FP-Growth algorithm recurses. Finally, the
process is repeated for all items in L in turn.

3 Parallel FP-Growth

As discussed in the introduction section, there are a few parallel FP-Growth
proposals. They mainly leverage data parallelism for parallel processing [6]. In
this study, we take a task parallel approach, and propose three variants, (i)
Static Parallel (SP) FP-Growth, (ii) Dynamic Parallel (DP) FP-Growth, and
(iii) (Tree-Sharing) Dynamic Parallel (TSDP) FP-Growth. The former two are
applicable when all the participating nodes have the same database (replica)
to be mined. Since the database is replicated, the nodes only communicate to
coordinate the mining process. Since no data is exchanged but only coordination
information, the communication overhead is too small. The third algorithm is
mainly developed for setting where privacy is a concern. Suppose the scenario
that one of the nodes has a database to be mined, but sharing it with other nodes
as a whole violates its privacy policy. So, it may decide to partially share the
database with other nodes to exploit the parallelism. Since the database is not
replicated, the communication requires both coordination information and data
(conditional FP-tree) exchanges. Hence, the communication overhead is higher.

3.1 Static Parallel FP-Growth

In this method, every participating node finds the frequent itemsets from the
database using the support threshold, and creates FP-tree independently. Since,
all the nodes use the same database and the same support threshold, they all find
the same FP-tree. During this stage, there is no message passing between the
nodes. The parallelism is obtained by dividing the task into subtasks. Each sub-
task is mining conditional FP-tree of a frequent single item. To do so, each com-
pute node is assigned a number, and using a modulo operator it easily identifies
its subtasks and computes the local output. Each and every subtask is processed
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exclusively by one node. The global result is obtained by simply concatenating all
the local results, since the subtasks are independent and collectively exhaustive.

An important feature of this method is the static distribution of subtasks. In
doing so, something that must be taken into consideration is the load balancing.
Our heuristic to this end is to assign frequent items to nodes in a circular fashion.

3.2 Dynamic Parallel FP-Growth

DP FP-Growth is essentially the same as SP FP-Growth except the subtask
distribution is done in a dynamic manner for better load balancing. This way,
the objective that every node finishes at the same time is targeted. To implement,
we identify a node as the master which coordinates the subtask assignment. Its
job is to generate subtasks and assign the next subtask to the next idle node. The
worker node gets the subtask identifier from the master, and generates frequent
itemsets from the respective subtask and saves the local result. On termination
of the assigned subtask, the worker node notifies the master node about its
availability for another subtask. Like SP FP-Growth algorithm, each subtask
is finding frequent itemsets from a conditional FP-tree. Hence, on termination,
simply merging the local patterns give the global frequent itemsets. Besides the
role of coordinator, the master node also runs a worker thread to contribute
subtask processing.

3.3 (Tree-sharing) Dynamic Parallel FP-Growth

In this method, unlike the other two, only one node (master) has access to the
database, and the FP-tree construction is done by that node. The worker nodes
are there to receive subtasks, process them and return its results to the master.
Since the worker nodes have no access to the database, the subtask itself must be
received from the master. The subtasks are the same as before, i.e., each subtask
is a conditional FP-tree mining. To send subtasks, the master nodes serializes
the tree into a stream, and sends it to a designated worker. The receiving worker
node deserializes the stream to construct the respective FP-tree. The FP-tree is
then input to FP-Growth and the patters are locally saved. On termination, the
local patterns are concatenated as before.

4 Experimental Evaluation

The algorithms are developed in C using MPI library. Our test platform is a
cluster computer having 16 compute nodes, each of which is equipped with 16
GB of memory, Intel Core Quad 2.83 GHz processors and fast Ethernet com-
munication interface. Each node runs 64-bit Linux operating system, equipped
with OpenMP.

We present experimental results on two databases: a real market-basket
database Retail 1, and a synthetic database T20.I5.500K. Figures 1, 2, and
1 http://fimi.cs.helsinki.fi/data
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Fig. 1. Efficiency on Retail. Runtime vs. processor number at support 0.20% (left),
and 0.40% (right).

Fig. 2. Efficiency on T20.I5.500K. Runtime vs. processor number at support 0.20%
(left), and 0.40% (right). The legends are the same as Fig. 1.

3 present the results. From Fig. 1 and 2, DP FP-Growth is better than SP
FP-Growth for both databases. On the other hand, TSDP FP-Growth performs
better than the others on Retail only. As another result, its relative perfor-
mance on relatively larger T20.I5.500K suffers from too much communication
overhead as anticipated. However, it should be kept in mind that this is the price
paid for protecting the considered privacy. Nevertheless, it still has runtime im-
provements compared to the serial execution.

5 Conclusion

In this study, we developed a task parallel approach for parallel FP-Growth
to run on cluster computers. To this end we developed three algorithms, SP
FP-Growth, DP FP-Growth, and TSDP FP-Growth. The first two of them are
designed for the cases where all the nodes have access to the database, while the
third one is for the cases where only one node has access to the database. Due
to the design, the first two has negligible communication cost, while the third

Task-Parallel FP-Growth on Cluster Computers 387 



Fig. 3. Scalability: SP FP-Growth (left), and DP FP-Growth (right).

one may have considerable communication cost especially for large databases.
Our experimental results show that all the three algorithms are scalable on
cluster computers and achieve considerable speed up to make the mining process
practical on relatively large databases.
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Abstract. In this paper we propose the use of a system that provides
movement decision support to evacuees. We first present a fully dis-
tributed system, which takes into account the spatial characteristics of
hazard propagation. We also design and evaluate a system that is based
on a decentralised architecture. We use a multi-agent simulation plat-
form for building evacuation that we developed, in order to evaluate our
proposed systems.

1 Introduction

There are various approaches regarding the problem of movement decision sup-
port during emergency situations. In [1] the authors propose a distributed algo-
rithm for robot navigation using a sensor network and evaluate their approach
using a robot and a sensor network composed of nine nodes. The authors in [2]
propose an algorithm inspired by sensor network routing, in order to guide a
flying robot. The evaluation scenario included only one human and twelve sen-
sors positioned inside a building. In [3] a system based on sensor networks is
proposed, for navigating the user to a goal location by avoiding hazardous areas.
The path calculation algorithm is based on artificial potential fields.

Our goal is to design a system that operates during an emergency situation
inside a building. The system should adapt to the changes of the environment
and provide directions to the evacuees regarding the best available exit, in real
time. We present a fully distributed system and a decentralised system that we
have designed and compare their performance in various evacuation scenarios
and different buildings architectures.

2 The Decision Support System

Our system is composed of a number of Decision Nodes(DNs) positioned in
specific locations inside the building, whose role is to compute the best direction

This research was undertaken as part of the ALADDIN (Autonomous Learning
Agents for Decentralised Data and Information Networks) project and is jointly
funded by a BAE Systems and EPSRC (UK Engineering and Physical Research
Council) strategic partnership (EP/C548051/1).
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towards an exit. This is communicated to the evacuees via a dynamic panel
or via a wireless device, such as a PDA, which is carried by the evacuees and
receives the direction information from the DNs. We also assume that there is a
network of sensor nodes installed in the building. Their role is to provide real-
time information to the DNs regarding the conditions inside the building, such as
the presence of fire or smoke. The known building layout is used to create a graph
G. Each vertex of G represents a location where people can congregate, while a
link between two vertices corresponds to a physical path that can be followed
by the evacuees. The length l(i, j) of a link (i, j) is the actual distance of the
path between two neighbouring DNs. Each of the wireless sensors is associated
to a link (i, j) and measures the intensity of the hazard H(i, j) along the link.
When there is not a hazard present, H(i, j) = 1 and its value increases along
with the value of the observed hazard. We define the effective length of a link
as: L(i, j) = l(i, j) · H(i, j). This metric expresses how hazardous a link is for a
civilian that will traverse it. A DN is positioned at each of the vertices of the
graph G, while a sensor node monitors the hazard intensity along a link between
two DNs.

This paper extends the work that was presented in [4]. We let each sensor
communicate with its neighbours and incorporate their readings into the ”spa-
tial” hazard value Hsp it reports. The number of neighbours with which a sensor
can communicate is defined by a radius R. Let m be a sensor measuring the
hazard level Hm on link (i, j). A sensor n measuring the hazard level Hn on a
link (i′, j′), belongs to the neighbours set N(m) of m, if: d(m,n) ≤ R, where
d(m,n) is the Euclidean distance of the sensors locations and R defines the
radius of the neighbourhood area. The effective length Lsp(i, j) that includes
the spatial hazard information is given by Lsp(i, j) = l(i, j) · Hsp(i, j), where

Hsp(i, j) = H(i, j) +
1

|N(m)|

∑

k∈N(m)

Hk.

The distributed decision support algorithm that our system uses, is inspired
by adaptive routing techniques such as the Cognitive Packet Network [5]. When
the decision support system is in operation, each DN at u periodically executes
Algorithm 1 and provides a suggestion to the evacuees that are in its vicinity.
The suggestion is of the form “go to v”, where v is a neighbour of u.

Let us now present an algorithm that is based on a decentralised architecture.
It uses a replicated data structure (i.e. the area graph), initially distributed to all
the DNs. When a change in the environment occurs, due to the spreading of the
fire, the DN that is close to the respective location detects this event. In order to
inform the rest of the DNs regarding this change, the system must propagate this
information to all the DNs. This process of updating the DNs can be achieved
via flooding. Each DN compares the current value of the effective length L(u, n),
for each of its incident links, with the previous value Lold(u, n). If a change is
detected, it initiates the process of flooding so that the rest of the DNs can be
informed. A message containing updated information information regarding the
effective lengths is created and propagated inside the network. Such a message
does not depend on the size of the area. Moreover, when a DN receives a metric
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Algorithm 1 Distributed calculation for the effective length Lsp(u, e)

Send to every neighbour n of u, the effective length of the path from u to the exit
e : Lsp(u, e)
for each sensor node monitoring a link incident to u do

Request hazard intensity Hsp from sensor node
Calculate the effective length Lsp(u, n) ,where n is a neighbour of u

end for

Update the effective length Lsp(u, e) of the shortest path to the exit:
Lsp(u, e) = min {Lsp(u, n)+Lsp(n, e): ∀ neighbours n of u}
Set the next suggested Decision Node v:
v = argmin {Lsp(u, n) + Lsp(n, e): ∀ neighbours n of u}

update message, it only needs to update its local copy of the graph and forward
the message to its neighbours (except the one from which it received it).No
further processing of the message is necessary. Thus, in the implementation of
the decentralised system we have made the assumption that the update in the
graph of each DN, as a result of flooding, is performed rapidly. This way, each
DN is able to have an up to date representation of the conditions inside the
building when it locally executes the algorithm that calculates the safest path
towards an exit. Each DN has locally available a global graph G(V,E) of the
area, where V is the set of DNs deployed in the building and E is the set of
links between the DNs. Using the graph of the building, each DN executes a
centralised version of the previous algorithm in order to provide a suggestion
regarding the best direction towards an exit.

3 Simulation Results

We have implemented the proposed decision support system inside the Dis-
tributed Building Evacuation Simulator (DBES) [6]. When we use the decision
support system during the evacuation procedure, the civilians move according
to the directions of the DNs. When the evacuation procedure takes place with-
out the use of the decision support system, each evacuee has full knowledge of
the building’s graph and decides his next destination by the use of Dijkstra’s
algorithm. When an evacuee reaches a hazardous area, he updates his repre-
sentation of the building’s graph and recalculates the shortest path. Between
successive simulation runs, the civilians’ initial locations and the spreading rate
of the hazard are randomly chosen. The evacuation scenario takes place in a
three storey building with three stair cases which provide access to the different
floors and four exits located on the ground floor. A fire starts spreading on the
ground floor of the building. The occupancy of the building is 60 civilians. The
value of the radius of the sensor neighbourhood area is set to R = 2m. For each
of these cases, we executed one hundred simulation runs. Figure 1 shows that
when the system is in use, the civilians evacuate the building faster, avoiding
exposure to the hazard. The decentralised system in some cases outperforms the
fully distributed one, at the cost of limited scalability and increased memory
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requirements. Moreover, the use of spatial hazard information further improves
the performance of the distributed algorithm.
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Fig. 1. Simulation results comparing the performance of the different algorithms

4 Conclusions

We designed and evaluated two algorithms used by a movement decision support
system during an evacuation. The first is based on a fully distributed architec-
ture while the second relies on a decentralised approach. We also compared our
results against the case where a decision support system is not used. The overall
evacuation outcome is improved by the use of the decision support system, since
the civilians are able to reach an exit faster, by avoiding exposure to the hazard.
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Abstract. Spanning trees are fundamental topological structures in distributed 
environments which ease many applications that require frequent 
communication between nodes. In this paper, we examine and compare two 
spanning tree construction algorithms which rely on classical and self 
stabilization approach. Then, we propose a new self-stabilizing spanning tree 
construction algorithm which uses maximum degree heuristic while choosing 
the root node. We show experimentally that our new algorithm provides smaller 
tree diameters than the two existing approaches with favorable run-times. 

1. Introduction 

Spanning tree algorithms are widely used in many distributed applications. A 
spanning tree is a subset S of a graph G which contains every node in G without any 
cycles. Many algorithms have been developed to build different types of spanning 
trees [2,3]. Moreover, to cope up with the dynamicity of systems, self-stabilizing 
spanning tree algorithms have received attention recently [2]. Self-stabilizing 
paradigm ensures the validity of spanning tree structure without having the need to 
regenerate the spanning tree every time dynamicity occurs in the network. In this 
paper, we aim to show how self stabilization property affects the performance of a 
spanning tree construction algorithm. For this purpose, we select two spanning tree 
construction algorithms which do not consider any complex spanning tree property, a 
classical [3] and a self-stabilizing spanning tree construction algorithm [1]. We 
analyze, implement and test these two algorithms, and compare the test results in 
terms of runtime of the algorithms and resulting spanning tree diameters. We then 
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propose a new self-stabilizing spanning tree construction algorithm based on [1] 
which considers degrees of nodes in determining the root node of the resulting 
spanning tree. The rest of this paper is organized as follows: Section 2 examines the 
two selected spanning tree algorithms by giving detailed analysis. The new self-
stabilizing spanning tree algorithm is described in Section 3 and the implementation 
details of the three algorithms is given in Section 4. Finally in Conclusion, the 
tradeoffs and comparisons and advantages of the new algorithm are examined. 

2. Main Algorithms 

Classical distributed spanning tree construction approaches are excessively studied 
and many of them become the de facto standards in spanning tree construction such as 
Kshemkalyani and Singhal [3]. Besides classical approaches, there are also many 
studies which focus on self-stabilizing spanning tree construction [1,2]. In this 
section, we analyze, implement and compare the two spanning tree construction 
algorithms: memory-efficient self-stabilizing spanning tree algorithm (MEST) [1] and 
asynchronous concurrent initiator spanning tree algorithm (CIST) [3] and show the 
influence of the self stabilization on the performance of spanning tree construction 
algorithms. 

2.1. Memory-efficient self-stabilizing spanning tree algorithm (MEST) 

In [1], authors assume that nodes have unique identifiers and every node knows its 
neighbors. They also assume that nodes are aware of their neighbors’ failures. In this 
model, every node runs the same algorithm. Each node i has local variables indicating 
its neighborhood (Ni), its parent node (Pi), its root node (Ri) and its distance to the 
root node (Di). In the global legal state, each node has the same root with the biggest 
node id in the graph, parents of nodes are within their neighborhood and distance of 
each node is 1 bigger than its parent’s distance (Di = Dparent + 1). The root node has 
distance 0, and points to itself as its root and its parent. To achieve self stabilization, 
each node compares its neighbors’ roots with its root node. If any neighbor has a 
bigger id root, then the node joins this tree. 

2.2 Asynchronous Concurrent Initiator Spanning Tree Algorithm (CIST) 

In the asynchronous concurrent initiator spanning tree algorithm [3], nodes only 
need to know their neighborhood information. The algorithm uses flooding in order to 
disseminate tree information to neighbors. Each node starts to build its own tree at the 
beginning. When a node wants to initiate the algorithm as a root, it sends a query 
message to its neighborhood indicating that it is a root node. When a node receives a 
query message it compares the id of the sender with the id of its root, if new root has a 
bigger id then the node changes its root to the new root, else sends a reject message. 
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3.  Maximum Degree Self-Stabilizing Spanning Tree (MDST) 
Algorithm 

We propose an extended version of memory-efficient self-stabilizing spanning tree 
algorithm which considers degrees of nodes while selecting the root node. In [1], the 
algorithm constructs the spanning tree according to the id of the nodes by choosing 
the biggest id node as the root node. This heuristic may have some disadvantages in 
complex networks because it does not consider the suitability of the chosen node as a 
root node. For these reasons, we propose to modify the MEST algorithm so that it 
constructs a spanning tree rooted at the highest degree node. The assumption here is 
that the highest id node in the graph is a better candidate to be a root node than a 
randomly chosen root, because this choice may decrease the diameter of the resulting 
spanning tree by decreasing its height. To realize this, we first propose to use a simple 
hash function which combines degrees of nodes with their node ids. By using this 
function, each node generates a unique tag value which is sorted by nodes’ degrees. 
The algorithm considers tag values in determining root of the spanning tree. At the 
end of the execution of the MDST algorithm, a spanning tree rooted at the highest 
degree node is constructed. 

4. Implementation and Experiments 

We implemented the three algorithms in the network simulator ns2. We generated 
8 experiment scenarios by using randomly chosen wired network topologies ranging 
from 100 to 800 nodes. The runtime results of the algorithms can be seen in Fig.1.a. 
The difference between classical distributed approach and self-stabilizing approach is 
mainly caused by periodical updates in self-stabilizing algorithms. The effect of self 
stabilization property is magnified as the number of nodes is increased. While the 
runtime of asynchronous concurrent initiator spanning tree algorithm remains nearly 
constant, runtimes of self-stabilizing algorithms increase. But it is also seen that this 
increase is sub-linear with respect to the increase in the number of nodes which 
ensures the scalability of these algorithms. It can be observed that MDST performs 
much better than the original self-stabilizing spanning tree algorithm. The difference 
is more evident for greater number of nodes. Fig.1.b depicts the variation of diameters 
of resulting spanning trees by using three different algorithms. It may be seen that 
both MEST and CIST algorithms have resulted in similar results in terms of tree 
diameters, while MDST algorithm has resulted in smaller diameter spanning trees. 
This difference is caused by the heuristic which is used in choosing the root node.   
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Fig.1 Results of spanning tree construction algorithms 

5. Conclusions 

In this paper, we described, implemented and compared simulation results of two 
basic existing spanning tree construction algorithms which rely on different 
paradigms and proposed a new self-stabilizing spanning tree algorithm which relies 
on choosing the maximum degree node as the root. We showed the differences and 
similarities between self-stabilizing and classical approaches and the new algorithm in 
terms of experiment results. According to the implementation results, we can say that 
both classical and self-stabilizing spanning tree algorithms behave similarly in terms 
of resulting spanning tree’s degrees if the constraints are similar. In MDST algorithm, 
with the use of maximum degree heuristic, the diameter of the resulting spanning tree 
is decreased. According to the runtime results, we can say that self-stabilizing 
spanning tree algorithms are more sensible to the number of nodes than the classical 
approach. This difference is mainly caused by self stabilization property. Although 
runtime of the self-stabilizing spanning tree algorithms increase when the size of the 
network grows, this increase is sub-linear. This sub-linear increase proves the 
scalability of the self-stabilizing algorithms as investigated in this study. The benefit 
is the self stabilization property which can drastically decrease the maintenance costs 
of spanning trees in large networks.  
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Abstract. High defect densities in self-assembled nanotechnology require 
defect tolerant design strategies. This article presents a heuristic that addresses 
the problem of mapping logic functions onto defective nanocrossbar structures. 
The heuristic is defect-aware, thus uses a defect map during the logic mapping 
process.  The proposed algorithm involves a two-dimensional sort (2D-Sort) 
and is significantly faster than the previous works with defect-aware design 
flow approaches. This is mostly due to the fact that the search space in our case 
becomes smaller when a 2D-Sort is applied on both the logic function and 
crossbar tables.  

1 Introduction 

Nanoelectronic [4, 5] devices such as carbon nanotubes and silicon nanowires can be 
chemically self-assembled on a molecule-by-molecule basis due to their very regular 
structures. Since the regular and chemically self-assembled nature of these devices 
can support implementation of regular arrays similar to FPGAs, reprogrammable 
nanoarchitectures such as crossbars are currently being investigated.  

Nanocrossbars consist of several perpendicular nanowires and two molecular 
diodes at the crosspoints. The horizontal nanowires are the inputs whereas the vertical 
nanowires are the outputs. The molecular diodes at the crosspoints act like 
programmable switches and contain only a few tens of atoms. Obviously, these 
devices exhibit higher defect rates, since with such small contact areas they can get 
damaged very easily and random breaks can occur during manufacturing. In the 
presence of defects, some nanowires or switches become unusable. Therefore, as 
opposed to a CMOS Programmable Logic Array (PLA), a nanocrossbar structure 
cannot offer full connectivity between every pair of perpendicular wires. Due to such 
topological constraints in nanocrossbars, logic synthesis process in a nanocrossbar-
used-system becomes more difficult than that of a traditional PLA-based system. 
CMOS PLA based logic synthesis involves two steps: i) logic minimization and ii) 
logic mapping on to the underlying physical structure. On the other hand, for 
nanocrossbar based logic synthesis, two approaches have been proposed by 
researchers — defect-unaware [6] and defect-aware [2, 3, 7] design flows. 
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Defect-aware design flow is the main focus of this paper and involves three steps: 
i) logic minimization (same as CMOS PLA-based), ii) identification of defect 
locations, and iii) logic mapping on to underlying physical structure by considering 
the defect map to avoid mapping logic variables and product terms on to the breaks.   

In this paper, we represent a defect-aware logic mapping heuristic. Logic function 
(given in sum-of-products (product-of-sums) form) and the crossbar as tables of 
variables and product terms. 2D-Sort is applied on both the logic function and 
crossbar tables that are constructed from logic/crossbar variables and logic/crossbar 
products. Then a mapping from logic function table to crossbar table is performed 
afterwards. The intuition here is that 2D-Sort can make the tables look alike so that 
matching them row by row becomes trivial.  

2 Preliminaries 

In this paper, the process of embedding a logic function in a topologically constrained 
nanocrossbar is modeled by mapping the process to the problem of matching two 
tables. A table consists of an ordered arrangement of rows and columns. 

Consider a two-level logic function in a sum-of-products form. The relationship 
between the logic variable set and the product set can be represented by a table 

( , , )T I P m , with the logic variable set I  representing the rows, the product set P  
representing the columns, and the intersection of a row and a column, so-called a cell, 
is filled by the function ( , ) : Om i p I P V× →  where {0,1}OV = . The function ( , )m i p , 
where i I∈  and  p P∈  is defined as 

1 if   contains 
( , )

0 otherwise        
p i

m i p ⎧
= ⎨
⎩

 
(1) 

 
Both the logic function and crossbar can be represented as a table of products and 

variables. Each cell of the table is denoted as a “1” when the corresponding product 
term contains the corresponding variable; otherwise it is denoted as a “0”.  

Using a simple crosspoint defect model [10], a “0” assigned cell in a crossbar table 
corresponds to a non-programmable crosspoint, whereas a “1” assigned cell in a 
crossbar table corresponds to a programmable crosspoint.  A programmable 
crosspoint can be in two states: open and closed.  A nonprogrammable crosspoint 
cannot be programmed into closed state, but can be set into an open state. A “0” cell 
in a logic function table corresponds to a crosspoint required to be programmed into 
open state, whereas a “1” cell in a logic function table corresponds to a crosspoint 
required to be programmed into closed state.  Note that every cell in a defect-free 
crossbar table is a “1” cell.   

We define the problem of table matching as follows. Given a logic function table 
( , , )L L L LT I P m  and a crossbar table ( , , )X X X XT I P m , find a subtable ( , , )C C C XT I P m  in 

XT  where ,C LI I=  C LP P= , ,C XI I⊆  and C XP P⊆  such that 
(  and )L L L Li I p P∀ ∈ ∈ , C Ci I∈ , and C Cp P∈  ( , ) ( , )L L L X C Cm i p m i p≅  hold.  
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Compatibility is denoted as “ ≅ ” and defined as follows: 

( , ) ( , ) if  ( ( , ) ( , ) or ( , ) 1)L L L X X X L L L x X X x X Xm i p m i p m i p m i p m i p≅ == ==  (2) 

 
The degree of a variable is defined as the total number of product terms which 

contain the variable. In other words, the degree of a variable is the sum of cells of the 
corresponding variable column. The degree of a product term is defined as the 
number of variables that the product term contains. Variable and product degrees are 
used to prune impossible mappings. A crossbar variable with degree k  can only be 
mapped to a logic variable with degree less than or equal to .k  Similarly, a crossbar 
product term with degree k  can only be mapped to a logic product term with degree 
less than or equal to .k   

Another property is that shuffling rows or columns of a table does not change the 
relationship between the variable and product sets. We apply this property during the 
process of matching the logic and crossbar tables.  

In this paper, we define 2D-Sort as ordering rows and columns of a table such that 
the numeric value of both the rows and columns are arranged in the binary array 
configuration: MSB and LSB of a row are taken as the left and right entries and rows 
are sorted in ascending order from top to bottom, whereas MSB and LSB of a column 
are taken as the top and bottom entries of the table and columns are sorted in 
ascending order from left to right. 2D-Sort is basically sorting rows first, after that 
sorting columns of the table which has its rows sorted recently and repeat this process 
– one after the other until the table is sorted in both directions. Note that each row of 
the logic function table is a LI -digit binary number whereas each column is a LP -
digit binary number. To sort a d -digit number, radix sort algorithm is chosen. A d -
digit number occupies a field of  d  columns.  Radix sort solves the sorting problem 
by sorting on the least significant digit first, then on the second-least significant digit, 
and so on. The process continues until the “deck” of numbers has been sorted on all 
d  digits.  

We define sorting by variable and product term degrees (sort by VD and PD) as 
the ordering of rows and columns of a table in ascending variable and product 
degrees.  

3 Logic Mapping Heuristic 

Pseudocode of the logic mapping heuristic is presented in Fig. 1.  In Fig. 1, the logic 
function table LT  and the crossbar table XT  are given as the inputs. In lines 1-2 of 
Fig. 1, the degrees of variables and product terms of the logic function table are 
calculated. In line 3 of Fig. 1, LT  is sorted by LVD and .LPD  After that, LT  is 2D-
sorted (line 4 in Fig. 1) as described in the previous section.  Next step (shown in line 
6) is to generate a subtable ( , , )C C C XT I P m  that has the same number of logic 
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variables and product terms ( C LI I=  and C LP P= )  as .LT   Sets CI  and CP  are 
randomly constructed from the crossbar variable and product sets XI  and .XP   After 
choosing subtable ,CT  the degrees of variables and product terms are calculated in 
lines 7 and 8. As we described in the previous section before, the degrees of CT  are 
checked against the degrees of .LT  If any variable degree of CT  is lower than the 
minimum variable degree of ,LT  then the corresponding column is replaced by 
another variable from XI and a new CT  is built. Similarly, if any product term degree 
of CT  is lower than the minimum product term degree of LT , then the corresponding 
row is replaced by another product term. This process is shown in lines 9 and 10.  
After pruning and checking degrees, CT  is sorted by CVD  and .CPD  After that, CT  is 
2D-sorted (lines 12 and 13). 

Fig. 1. Pseudocode of the proposed algorithm. 
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Once CT  is 2D-sorted, exact row match (shown in line 14 of Fig. 1) is performed 
by considering each row of LT  and looking for an exactly matching row in .CT  After 
this step, compatible row match is performed considering the rest of the unmatched 
rows of LT  and looking for compatible rows in .CT  Compatible rows are found using 
the “ ≅ ” relation defined in Table 1. If all the rows of  LT  are mapped to rows of ,CT  
then the algorithm returns success, otherwise CT   is re-sorted by CVD  and .CPD   In 
lines 19-20 of the algorithm, the unmatched rows are replaced by the rows from XT  
that have not been tried.  Then, if all unmatched rows are replaced, the algorithm 
returns success.  Note that if the unmatched row count is zero, then the all of the 
variables have to be replaced so a new CT  is constructed by using the variables that 
have not been tried, the while loop (in line 5) is repeated. If the timeout limit is 
reached, the algorithm decides that there is no solution for the given crossbar table.  
 

3 Experimental Results 

We have implemented the proposed heuristic in C, and the experiments have been 
performed on a laptop computer with an Intel Pentium 1.73GHz CPU and 1GB 
memory running Linux using LGSynth93 logic synthesis benchmarks [1]. 

 

Table 1. LGSynth93 Benchmarks Results 

5% 7% 10% 

Circuit / /I O P  
Time (s) 

Row 
Match 

% 
Time (s) 

Row 
Match 

% 
Time (s) 

Row 
Match 

% 
rd53 10/3/32 0.036 100 0.038 100 0.040 100 
inc 14/9/34 0.158 100 0.168 100 0.160 100 

misex2 50/18/29 0.088 100 0.088 100 0.094 100 
sao2 20/4/58 0.262 100 0.304 100 0.298 100 
bw 10/28/65 0.052 100 0.052 100 0.066 100 

5xp1 14/10/75 0.104 100 0.106 100 0.112 100 
9sym 18/1/87 1.038 100 1.106 100 1.180 100 
rd73 14/3/141 0.598 100 0.686 100 0.708 100 

table5 34/15/158 9.305 98 12.78 94 16.181 88 
clip 18/5/167 0.838 100 0.961 99 0.989 99 
t481 32/1/481 59.160 100 63.160 100 64.82 100 

 

Same size crossbars are generated at various defect rates; 5%, 7%, and 10%. The 
results for LGSynth93 benchmarks are shown in Table 1. Except the benchmarks, 
table5 (at 5%, 7%, and 10% cases) and clip (7% and 10% cases), the algorithm was 
able to match 100% of rows for all the defect rates in all of the experiments. The 
proposed technique is also compared to SAT-based technique [7] using larger 
crossbars with defect-rates 10%, 15% show as in Table 2. 
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Defect-free (0%) 10% 15% 

Circuit / /I O P  Time 
(s) 

[16] 

Time 
(s) 

Ours 

Time 
(s) 

[16] 

Time 
(s) 

Ours 

Time 
(s) 

[16] 

Time 
(s) 

Ours 
rd53 10/3/32 0.017 0.020 0.046 0.020 0.039 0.020 
inc 14/9/34 0.018 0.048 0.054 0.080 0.063 0.090 

misex2 50/18/29 0.068 0.046 0.146 0.047 0.483 0.046 
sao2 20/4/58 0.087 0.116 0.176 0.164 0.214 0.165 
bw 10/28/65 0.131 0.025 0.331 0.027 0.724 0.027 

5xp1 14/10/75 0.179 0.052 0.411 0.056 0.488 0.058 
9sym 18/1/87 0.297 0.157 0.738 0.590 0.630 0.576 
rd73 14/3/141 1.463 0.198 2.219 0.354 2.288 0.364 

table5 34/15/158 2.120 0.537 188.8 7.695 >1200 7.847 
clip 18/5/167 2.380 0.301 4.107 0.499 6.582 0.526 
t481 32/1/481 NA 1.539 NA 32.26 NA 35.092 
 

4 Conclusion 

In this paper, we have presented a heuristic for logic mapping on nanocrossbars based 
on 2D-Sort. This technique has a defect-aware design flow where it uses a defect map 
during the logic mapping process. The intuition behind the technique is that ordering 
rows and columns of two same size tables in the same way will make them look alike 
so that they can be compared row by row. The proposed algorithm has polynomial 
time complexity; it can efficiently solve large logic mapping problems.  
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Faster Montgomery Modular Multiplication
without Pre-computational Phase For Some

Classes of Finite Fields
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Abstract. In this paper, we give faster versions of Montgomery modular
multiplication algorithm without pre-computational phase for GF (p) and
GF (2m) which can be considered as a generalization of [3], [4] and [5].
We propose sets of moduli different than [3], [4] and [5] which can be used
in PKC applications. We show that one can obtain efficient Montgomery
modular multiplication architecture in view of the number of AND gates
and XOR gates by choosing proposed sets of moduli. We eliminate pre-
computational phase with proposed sets of moduli. These methods are
easy to implement for hardware.

Keywords: Montgomery modular multiplication, elliptic curve cryptog-
raphy, public key cryptography, VLSI implementation

1 Introduction

Finite field arithmetic operations in GF (p) or GF (2m) have many applications
in coding theory, digital signal processing, pseudorandom number generation
and cryptography [2], [7], [9]. It is important to have an efficient implementation
of the underlying field arithmetic and this corresponds to the field arithmetic
for GF (p) or GF (2m). Scalar multiplication and modular exponentiation are the
core operations of ECDSA and RSA, respectively. Montgomery modular mul-
tiplication algorithm is one of the most commonly used algorithm in hardware
applications [1].

This note is organized as follows: Section 2 describes Montgomery modular
multiplication algorithm for prime fields and presents the idea for prime case.
In Section 3, we illustrate our method for certain finite fields of characteristic
2 and compare the complexities of original and our method. We conclude the
paper in Section 4.
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2 Faster Montgomery Modular Multiplication Algorithm
without Pre-computational Phase For Prime Fields

Let w = 2w1 be the word-size, where w1 > 2 is an integer and nw =
⌈

n
w

⌉
be the

number of words of n-bit moduli. Montgomery modular multiplication method
proposed in 1985 in [8] is shown in Algorithm 1 for prime fields in short.

Algorithm 1 Montgomery Modular Multiplication Algorithm in GF (p) [8]
Input: A =

∑n−1
i=0 air

i, B =
∑n−1

i=0 bir
i, M =

∑n−1
i=0 mir

i, with mn−1 6= 0, 0 ≤ A, B <

M , gcd(r, M) = 1, r = 2w, M
′
≡ −M−1 (mod r) and nw =

⌈
n
w

⌉
.

Output: C = A ·B · r−nw (mod M)
1: C ← 0
2: for i = 0 to nw − 1 do
3: C ← C + A · bi

4: q ← (C (mod r))M
′

(mod r)
5: C ← (C + q ·M)/r
6: end for
7: if C ≥M then
8: C ← C −M
9: end if

Knezevic et.al. proposed two sets of moduli for speeding up Montgomery
modular multiplication in [3] and [5]. The main idea presented in [3] and [5]
is the following: Let M be the moduli, M

′ ≡ −M−1 (mod 2w) and ∆ be an
integer with 1 ≤ ∆ < 2n−w. If M is of the form ∆2w + 1, then M

′
= −1 and

similarly, if M is of the form ∆2w − 1, then M
′

= 1. By using these sets of
moduli, one can eliminate multiplication by M

′
in Algorithm 1 in Step 4.

Now, we propose new sets of moduli for which pre-computational phase is
eliminated and Step 4 of Algorithm 1 is simplified. Our starting point to obtain
faster Montgomery modular multiplication without pre-computational phase is
the following observation that extends the idea defined in [3] and [5]. We explain
our contribution in Proposition 1 and Proposition 2 for prime fields.

Proposition 1. Let M be an n-bit prime number, k = 2w1−i, where 0 < i ≤ w1,
M

′ ≡ −M−1 (mod 2w) and ∆ be an integer with 0 ≤ ∆ < 2n−w.

i) If M = 2n + ∆ · 2w + (2k + 1), M
′
= 2w−1

2k+1
.

ii) If M = 2n + ∆ · 2w + (2k − 1), M
′
= 2w−1

2k−1
.

iii) If M = 2n + ∆ · 2w − (2k + 1), M
′
= −2w−1

2k+1
.

iv) If M = 2n + ∆ · 2w − (2k − 1), M
′
= −2w−1

2k−1
.

Proof. We give the sketch of the proof of i). Other cases can be proved similarly.

2w − 1 = (22w1−1
− 1)(22w1−1

+ 1) = (22w1−2
− 1)(22w1−2

+ 1)(22w1−1
+ 1)

= (220
− 1)(220

+ 1) · · · (22w1−3
+ 1)(22w1−2

+ 1)(22w1−1
+ 1)
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Since k = 2w1−i, 2k + 1 is a factor of 2w − 1. Therefore, one can obtain M
′
=

(2w−1)
(2k+1)

. ut

Since the sets of moduli explained in Proposition 1 causes relatively small
M

′
’s, the multiplication with M

′
can be considered as a constant multiplication.

Pre-computational phase and multiplication can be omitted. For example, let
w = 23 and M = 2285 +24 +1. Then, M

′
= 28−1

17 = 15 and one can consider M
′

as a constant. One can obtain different sets of moduli by changing the range of
k. This observation is given as a Proposition 2.

Proposition 2. Let M be an n-bit prime number, w
2 ≤ k < w, M

′ ≡ −M−1

(mod 2w) and ∆ be an integer with 0 ≤ ∆ < 2n−w.

i) If M = 2n + ∆ · 2w + (2k + 1), M
′
= 2k − 1.

ii) If M = 2n + ∆ · 2w + (2k − 1), M
′
= 2k + 1.

iii) If M = 2n + ∆ · 2w − (2k + 1), M
′
= −2k + 1.

iv) If M = 2n + ∆ · 2w − (2k − 1), M
′
= −2k − 1.

By using Proposition 1 and Proposition 2, one can define new sets of mod-
uli for efficient Montgomery modular multiplication without pre-computational
phase. These helps us to simplify Step 4 of the Algorithm 1. If one uses the sets
of moduli defined in Proposition 1 and Proposition 2, the multiplication with
M

′
is just shifting and addition operation. For example, if M

′
= 2k + 1, then,

multiplication with 2k is k-times shifting. Therefore, Step 4 in Algorithm 1 can
be considered as q ← (C + C << k) (mod r).

3 Faster Montgomery Modular Multiplication Algorithm
without Pre-computational Phase For Binary Fields

Let A(x) and B(x) be the elements in GF (2n) ∼= GF (2)[x]/M(x) generated
by an irreducible polynomial M(x) of degree n. Let {1, x, x2, ..., xn−1} be a
polynomial basis for GF (2n). Montgomery modular multiplication method for
binary fields is proposed in [6]. Now, we propose new sets of moduli for which pre-
computational phase is eliminated. We explain our contribution in Proposition
3 that extends the idea defined in [4] for binary fields.

Proposition 3. Let GF (2n) ∼= GF (2)[x]/M(x) and M(x) = xn + xw ·∆(x) +
xk + 1 such that ∆(x) =

∑n−w−1
i=0 mix

i, where 1 ≤ w < n, mi ∈ GF (2) and
k ≥ 1. Let M

′
(x) ≡M(x)−1 (mod xw). Then,

i) If k = 1, then M
′
(x) = xw−1 + xw−2 + · · ·+ x + 1.

ii) If w
2 ≤ k < w, then M

′
(x) = xk + 1.

iii) If k ≥ w, then M
′
(x) = 1. The idea of this case is stated in [4].

Table 1 compares the original method with the method given in this study
for binary fields in view of #AND gates, #XOR gates and pre-computational
phase. According to Table 1, the proposed method gives better results in view
of #AND gates and #XOR gates with the proposed sets of moduli.
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Table 1. Comparison of Modular Multiplication Algorithms

#AND #XOR Pre-computation

[6] 3n2 (n− 1)(3n + 5) Yes

Our Results 2n2 (n− 1)(2n + 5) No

4 Conclusion

In this paper, we extend the sets of moduli defined in [3], [4] and [5]. We give
faster versions of Montgomery modular multiplication algorithm without pre-
computational phase for GF (p) and GF (2m) which can be considered as a gen-
eralization of [3], [4] and [5]. We eliminate pre-computational phase with the
proposed sets of moduli which can be used in PKC applications. We show that
one can obtain efficient Montgomery modular multiplication architecture in view
of the number of AND gates and XOR gates by choosing proposed set of moduli.
We show that these methods are easy to implement for hardware.
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Abstract. In this paper, we propose new hybrid heuristics for memory
management which outperform the best known existing heuristic (BEH ).
In fact, nearly from 76% up to 98% less energy consumption is recorded.
Contrary to BEH, our hybrid heuristics do not require list sorting.

1 Introduction

Reducing memory energy consumption of embedded systems is crucial. To do so,
various options exist. In this paper, we will focus on software techniques work-
ing on the memory management. Most authors rely on Scratch-Pad Memories
(SPMs) rather than caches [6]. Although cache memory helps a lot with pro-
gram speed, it is not the most appropriate for embedded systems. In fact, cache
increases the system size and its energy cost (cache area plus managing logic).
Like cache, SPM consists of small, fast SRAM. The main difference is that SPM
is directly and explicitly managed at the software level, either by the developer
or by the compiler which makes it more predictable. SPM requires up to 40% less
energy and 34% less area than cache [1]. Additionally, manufacturing SPM cost
is lower. In this paper, we will therefore use an SPM in our memory architecture.
The rest of the paper is organized as follows. Section 2 describes BEH. Section
3 gives the energy model we used. Section 4 describes our optimization prob-
lem. Section 5 presents our hybrid heuristics. Section 6 shows the experimental
results obtained. Finally, Section 7 concludes and gives some perspectives.

2 Best Known Existing Heuristic: BEH

BEH consists in allocating data memory into SPM by number of accesses and
size. Data are sorted according to their ratio (access number/size) in descending
order. The data with the highest ratio is allocated first into SPM as there is space
available. Else it is allocated in DRAM. This heuristic uses a sorting method
which can be computationally expensive for a large amount of data. Additionally,
this sorting method will not work very well in a dynamic perspective where the
SPM maximum capacity is not known in advance.
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3 Memory Energy Estimation Model

We consider a memory architecture composed by an SPM, an instruction cache
and a DRAM. Equation 1 gives the energy model where the terms refer to the
total energy consumed respectively in SPM, in instruction cache and in DRAM.

E = Etspm + Etic + Etdram (1)

We distinguish between Write-Through (WT ) and Write-Back (WB) cache
policies [8]. Our aim is to minimize Equation 2 (terms are explained in Table 1).

E = Nspmr ∗ Espmr + Nspmw ∗ Espmw

+

Nicr∑
k=1

[hik ∗ Eicr + (1 − hik) ∗ [Edramr + Eicw

+(1 −WPi) ∗DBik ∗ (Eicr + Edramw)]]

+

Nicw∑
k=1

[WPi ∗ Edramw + hik ∗ Eicw + (1 −WPi) ∗

(1 − hik) ∗ [Eicw + DBik ∗ (Eicr + Edramw)]]

+ Ndramr ∗ Edramr + Ndramw ∗ Edramw (2)

Table 1. List of terms.

Term Meaning

Espmr Energy consumed during a reading from SPM.

Espmw Energy consumed during a writing into SPM.

Nspmr Reading access number to SPM.

Nspmw Writing access number to SPM.

Eicr Energy consumed during a reading from instruction cache.

Eicw Energy consumed during a writing into instruction cache.

Nicr Reading access number to instruction cache.

Nicw Writing access number to instruction cache.

Edramr Energy consumed during a reading from DRAM.

Edramw Energy consumed during a writing into DRAM.

Ndramr Reading access number to DRAM.

Ndramw Writing access number to DRAM.

WPi The considered cache write policy: WT or WB.
In case of WT, WPi = 1 else, in case of WB then WPi = 0.

DBik Dirty Bit used in case of WB to indicate during the access
k if the instruction cache line has been modified before
(DBi = 1) or not (DBi = 0).

hik Type of the access k to the instruction cache.
In case of cache hit, hik = 1. In case of cache miss, hik = 0.
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4 Optimization Problem

Our problem is a combinatorial optimization problem. It is a kind of knapsack
problem. We want to fill SPM that can hold a maximum capacity of C with
some combination of data from a list of N possible data each with sizei and
access numberi so that the access number of the data allocated into SPM is
maximized. if N is the total number of data, then a solution is just a finite
sequence s of N terms such that s[n] is either 0 or the size of the nth data.
s[n] = 0 iff the nth data is not selected in the solution. This solution must satisfy

the constraint of not exceeding the maximum SPM capacity (i.e.
∑N

i=1 s[i] ≤ C).

5 Hybrid Heuristics

We have implemented Tabu Search (TS ) [3] and Genetic algorithms (GAs) [7]
as below:

TS: An initial solution is generated randomly. Initially, the optimal solution
equals the initial solution, the optimal access number is the access number of the
initial solution and the tabu list is empty. The eth neighborhood of the current
solution is generated and a new matrix containing the neighboring vectors is
computed. Based on this matrix, a vector of corresponding current size values
and a vector of corresponding current access number values are calculated. Best
solutions are kept from neighborhood. The tabu list is updated to make a tran-
sition back to the old solution impossible for a period. We update if this new
access number is better than the existing optimal one. We repeat this, as long
as the number of iterations is not exceeded.

GA: The initial population is chosen randomly. At each generation, the solu-
tion points are evaluated for fitness (according to how much of the SPM capacity
they fill). Depending on a Crossover Probability (Pc), the best solution mates
with a random (non-extreme) solution, and the offspring replaces the worst one.
We used both the Single and the Two Points Crossover techniques [7]. To prevent
the algorithm to be trapped in local optima, we set a Mutation Probability (Pm)
where we turn a term to 0 if it is currently nonzero, and to the corresponding
data size if it is currently zero. GA stops when a specified maximum number of
generations is reached.

Each of our new hybrid heuristics is explained below:

TS - GA: We apply TS, then GA. For GA, we consider the best solution
found by TS as the solution to improve.

GA - TS: We apply GA, then TS. For TS, we take the best solution found
by GA as the initial solution of TS and then we try to improve it.

GA Hybrid: We consider the GA approach where we replace the mutation
operator by TS. This heuristic is more elaborate than the two previous ones, in
the sense that it does not implement a simple combination.
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6 Experimental Results

Our energy model is based on OTAWA [2] to collect information about number
of accesses and on CACTI [9] to collect information about energy per access.
Due to the lack of space, only results concerning the WB mode are given. Our
hybrid heuristics and BEH have been implemented with the C language on a
PC Intel Core 2 Duo, with a 2.66 GHz processor and 3 Gbytes of memory
running under Mandriva Linux 2008. We used benchmarks presented in Table
2. As these benchmarks contain uniform data leading to a big number of local
minima, and in order to put some trouble in BEH we decided to modify slightly
our benchmarks. Concretely, this modification consists in adding one variable
to each benchmark. This variable performs an output (so did not change the
benchmarks features) and is big enough to provide energy savings if it is chosen
for an SPM allocation. We referred to a modified benchmark as benchmarkCE.

Table 2. List of Benchmarks.

Benchmark Suite Description

Sha MiBench The secure hash algorithm that produces a 160-bit
message digest for a given input.

Bitcount MiBench Tests the bit manipulation abilities of a processor by
counting the number of bits in an array of integers.

Fir SNU-RT Finite impulse response filter (signal processing
algorithms) over a 700 items long sample.

Jfdctint SNU-RT Discrete-cosine transformation on 8x8 pixel block.

Adpcm Mälardalen Adaptive pulse code modulation algorithm.

Cnt Mälardalen Counts non-negative numbers in a matrix.

Compress Mälardalen Data compression using lzw.

Djpeg Mediabenchs JPEG decoding.

Gzip Spec 2000 Compression.

Nsichneu Wcet Benchs Simulate an extended Petri net. Automatically
generated code with more than 250 if-statements.

Statemate Wcet Benchs Automatically generated code.

In [4], we have shown that TS alone, performs as well as BEH on the standard
benchmarks. But, with the modified benchmarks, both TS and BEH did not give
the optimal solution. In contrast, in [5], we have shown that GA alone, outper-
forms BEH in terms of energy savings with the modified benchmarks but did not
do as well as BEH with the standard benchmarks. With our hybrid heuristics,
we look for optimizing energy nevertheless we are considering the standard and
the modified benchmarks. In all experiments, 30 different executions for each
heuristic are generated. Heuristic Mean refers to the average results obtained
on 30 executions of the considered heuristic. In contrast, Heuristic Best refers
to the best solution obtained from the 30 executions performed. For BEH, the
solution found does not change from an execution to another one.
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Standard Benchmarks: Due to the lack of space, we only give results ob-
tained, figures will be plotted in the full version of this paper. TSGA1, GATS3
and GA Hybrid5 represent the results obtained for Pm = 0.1, Pc = 0.5 and for
a single point crossover. TSGA2, GATS4 and GA Hybrid6 represent the results
obtained for Pm = 0.1, Pc = 0.5 and for a two points crossover. GA Hybrid5 and
GA Hybrid6 give similar results. We therefore call GA Hybrid (5,6) the common
value of their executions. On most of standard benchmarks, all methods achieve
the same energy performance as BEH. In addition, results show that when we
are looking for the optimization of the average results obtained through all the
executions, it is better to consider the GATS Heuristic. In fact, at worst, TSGA1
Mean and TSGA2 Mean consume respectively 6,65% and 8,60% (Djpeg) more
energy than BEH. When at worst, GATS3 Mean and GATS4 Mean consume
respectively only 3,81% and 3,68% (Gzip) more energy than BEH. In contrast,
when we are looking for a best solution it is better to consider the TSGA Heuris-
tic. In fact, GATS3 Best and GATS4 Best consume respectively 2,20% and
2,07% (Gzip) more energy than BEH. When TSGA1 Best and TSGA2 Best
consume respectively only 1,03% (Gzip) and 2,40% (Djpeg) more energy than
BEH. GA Hybrid (5,6) consumes, at worst, 7,67% (Djpeg) more energy than
BEH which is worst than GATS and TSGA heuristics.

Fig. 1. Energy consumed by modified benchmarks with WB mode.

Modified Benchmarks: In this case, TSGA1 and TSGA2, GATS3 and
GATS4 give similar results. We therefore call respectively TSGA (1,2) and
GATS (3,4) the common value of their executions. Figure 1 presents the re-
sults obtained. We see that all three methods achieve better energy savings than
BEH on the modified benchmarks. In fact, these results show that TSGA (1,2),
GATS (3,4) and GA Hybrid (5,6) consume from 76.23% (StatemateCE) up to
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98.92% (ShaCE) less energy than BEH. However, the GA Hybrid is the faster
approach as we reduce the number of generations. For BEH, although we used
the modified benchmarks, we still obtain the same energy savings as before. The
fact that BEH did not give the optimal solution for the modified benchmarks
anymore is normal. This is due to the fact that BEH is a sort of access num-
ber/size of data. The variable we add in each benchmark has a given access
number/size (this ratio depends on the data profiling of each benchmark) so
that this variable is not a priority in the sorting made by BEH. This is done on
purpose so that when it will be the turn of this variable to be treated by BEH,
the SPM remaining space will not be enough to take this variable and hence
it will be allocated in DRAM. In contrast, all our hybrid heuristics are robust
enough to overcome this problem and find the optimal solution.

7 Conclusion and Perspectives

In this paper, nearly from 76% up to 98% less memory energy consumption is
recorded with our hybrid heuristics when compared to BEH. In future work, we
plan to investigate the same problem with relaxing the memory constraints by
considering random memory sizes on one hand. On the other hand, we plan to
explore other evolutionary heuristics.
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Abstract. Derivation mechanism of a non-autonomous cross-coupled
chaotic circuit is presented. In order to guarantee robust chaotic behav-
ior of the circuit against parameter variations, ideal set of parameters
are determined by constructing bifurcation diagrams. A random num-
ber generator (RNG) based on this chaotic circuit is also introduced
which relies on generating non-invertible binary sequences according to
regional distributions of underlying chaotic signal. Experimental results
verifying the feasibility of the circuit are given. Presented RNG features
much higher and constant throughput rates, allows for offset compen-
sation and fulfills the NIST-800-22 statistical test suite without further
post-processing.

1 Introduction

In the last decade, the increasing demand of electronic official & financial trans-
actions, the use of digital signature applications and the requirements of infor-
mation secrecy have made the random number generators (RNGs) more popular.
With this respect, RNGs, which have been generally used for military crypto-
graphic applications in the past, have now an important role in the design of a
typical digital communication equipment.

In spite of the fact that, the use of discrete-time chaotic maps in the real-
ization of RNG is well-known for some time [1, 2], it was only recently shown
that continuous-time chaotic oscillators can be used to realize RNGs also [3–5].
In particular, preliminary results of RNGs using a novel continuous-time chaotic
oscillator have been reported in [4]. Although many chaotic oscillators exist in
the literature, only a few of them are designed concerning high-performance inte-
grated circuit (IC) design issues, such as low power consumption, high-frequency
operation, operation capability at low voltage levels [6].

In this work we recall our previous paper [4] and further explain the deriva-
tion mechanism of the chaotic oscillator which is suitable for high-performance
IC realization. Moreover, we further introduce the design of a RNG, which relies
on generating non-invertible random binary bits according to regional distribu-
tions from one of the waveform of the chaotic oscillator. Presented RNG offers
some considerable advantages over the existing ones [3, 4]. To guarantee robust
chaotic behavior of the introduced design against parameter variations, ideal
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set of parameters are further determined in which the system is chaotic. For
this purpose, bifurcation diagrams against all parameters are constructed. In
comparison with the previous design [4], RNG introduced in this paper offers
approximately sixfold rate expansion and constant output rate.

Furthermore, presented RNG have some other technical advantages. For in-
stance, although the design is capable of passing randomness tests without com-
pensation circuits [5], it allows for offset compensation for bias removal thus
provide more robustness against external interference. Experimental results ver-
ifying the feasibility and the correct operation of the introduced RNG are pre-
sented such that numerically generated binary sequences fulfill FIPS-140-2 test
suite [7] while RNG circuit fulfill the NIST-800-22 statistical test suite [8] with-
out any further post-processing.

2 Chaotic Oscillator

Although many autonomous chaotic oscillators, which self-sustain chaos with-
out need to excite, have been reported in the literature [9], there are relatively
few non-autonomous chaotic oscillators [10]. In [10], a novel non-autonomous
chaotic oscillator was reported and it was shown that an active second-order LC
resonator can also exhibit chaos when excited by a periodic pulse-train.

In the reported chaotic oscillator [10], a comparator is employed to provide
required nonlinearity and self feedback to the excited node where a bipolar peri-
odic pulse-train voltage-source VP (t) is used to provide excitation. Pulse-excited
LC resonator is activated through a linear negative resistor −r, which can be
actively implemented using Op-Amp. Bipolar-transistor cross-coupled chaotic
oscillator [4], which is used as the core of the RNG, is derived from pulse-excited
LC resonator [10] by integrating two of them symmetrically and employing a
differential-pair stage in order to realize two comparators.

The chaotic oscillator offers some considerable advantages over the existing
one [10]. The circuit employs a differential pair to realize the required nonlin-
earity, which is the most widely used basic analog building block due to its
high IC performance. The resistors employed in the circuit have very small val-
ues, so they can be effectively realized on IC. Moreover, the proposed chaotic
oscillator is balanced; hence it offers better power supply rejection and noise
immunity. Chaotic circuit is simple due to the absence of large blocks such as
negative-resistor or comparator stages. Finally, the external source used to drive
the circuit is a periodical pulse train, which can be very accurately and easily
realized using the clock signal already available on chip.

When giving parameters for which the system is chaotic, appropriate inter-
vals should be given rather than a single parameter set as it was reported in
[4]. A practical circuit will always show parameter deviations and one should be
sure that there is enough clearance for the latter. To guarantee robust chaotic
behavior of the chaotic oscillator against parameter variations, ideal set of pa-
rameters are determined as the centers of the widest parameter intervals. For
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this purpose, bifurcation diagrams [11] against all parameters are constructed
using a 4th-order Runge-Kutta algorithm with an adaptive step size.

(a) (b)

Fig. 1. Bifurcation diagram of y against a) α and b) β.

For example, bifurcation diagram of y against α and β are shown in Fig. 1. As
a consequence, the ideal set of parameters are determined as α = 4, β = 12.85,
ω = 0.91, c0 = 24.1 and ϵ = 0.34 which are the centers of the widest parameter
intervals, in which the system is chaotic.

3 Random Number Generator Design

Due to having a positive Lyapunov exponent and a noise-like power spectrum,
being extremely sensitive to initial conditions which make them unpredictable
[12], chaotic systems lend themselves to be exploited for random number gener-
ation. In this paper, we further present a method for generating binary random
bits which receives a chaotic waveform from the continuous time chaotic oscilla-
tor and which relies on generating non-invertible random binary bits according
to regional distributions from the one of the state which corresponds to one of
the waveform of the chaotic oscillator. It should be noted that non-invertibility
is a key feature for generating random numbers [13].

In order to obtain a non-invertible map only the x variables of the Poincaré
section was used. The voltage v1, which corresponds to the variable x, was con-
verted into binary sequences by using the circuit shown in Fig. 2a. In this circuit,
the comparators were implemented from LM311 chips and the voltage levels Vtop,
Vmiddle and Vbottom were used to realize the thresholds in the equation given be-
low:

S(top)i = sgn(v1i − Vtop) when v1i ≥ Vmiddle

S(bottom)i = sgn(v1i − Vbottom) when v1i < Vmiddle

S(xor)i = S(top)i

⊗

S(bottom)i

(1)

An FPGA based hardware, which has a PCI interface was designed to up-
load the binary data to the computer. At an adjusted time inside a period of
the external periodical pulse train, vp(t), output bit stream of the comparators
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was sampled and stored in binary format. Von Neumann processing (VNP) for
Stop and Sbottom sequences and exclusive-or operation (XOR) for Sxor sequence
were also implemented inside the FPGA. After Von Neumann processing and
exclusive-or operation, the candidate random numbers were uploaded to the
computer through the PCI interface. Maximum data storage rate of our FPGA
based hardware is 62 Mbps.

We initially examined the distribution of v1 along one period of vp(t). As a
result, distribution of v1 obtained 46µsec after the rising edges of vp(t) is shown
in Fig. 2b.

(a) (b)

Fig. 2. a) Regional random number generation using pulse-excited cross-coupled
chaotic oscillator b) Histogram of v1 obtained 46µsec after the rising edges of vp(t).

To be able to determine the thresholds appropriately, we examined top and
bottom distributions of the chaotic waveform. Then, Vtop and Vbottom were de-
termined as the medians of the top and bottom distributions which were 103mV
and −287mV , respectively while Vmiddle was determined as −107mV . Then,
Stop, Sbottom and Sxor bit streams of length 50MBytes were acquired for the
given appropriate threshold values. The obtained bits were subjected to full
NIST test suite.

As a result, we have experimentally verified that, bit sequences Stop and
Sbottom thus obtained passed the tests of full NIST-800-22 test suite after Von
Neumann processing and that bit sequence Sxor generated by Stop and Sbottom

passed the tests of full NIST-800-22 test suite without any further post process-
ing. Test results, which correspond to the uniformity of p-values and the propor-
tion of passing sequences showing the correct operation of the RNG circuit are
given in the Table 1. It is reported that, for a sample size of 419× 100000Bits,
the minimum pass rate for each statistical test with the exception of the random
excursion (variant) test is approximately 0.975418.

Assuming that, top and bottom distributions have approximately the same
density, bit rates of Stop and Sbottom are equal to the half of external period-
ical pulse train; hence throughput of Sxor is reduced by a factor of two and
effectively becomes 14480

2 = 7240bit/s when the frequency of vp(t) is 14.48 KHz.

Maximum throughput data rate of RNG can be generalized as fxor = f0ω
2 , where
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STATISTICAL Sxor Bit Sequence
TESTS P − V alue Proportion

Frequency 0.561393 0.9857
Block Frequency 0.013779 0.9881
Cumulative Sums 0.289321 0.9857

Runs 0.556410 0.9809
Longest Run 0.095035 0.9833

Rank 0.502536 0.9905
FFT 0.663130 1.0000

Nonperiodic Templates 0.647276 1.0000
Overlapping Templates 0.632041 0.9928

Universal 0.227773 1.0000
Apen 0.051058 0.9905

Random Excursions 0.714660 1.0000
Random Excursions Variant 0.894201 1.0000

Serial 0.536606 0.9905
Linear Complexity 0.348514 0.9833

Table 1. Results of the NIST-800-22 test suite for Sxor Sequence.

f0 = 1
2π

√
LC

. In our previous work [4], throughput rate of raw bit sequences which

could not pass the randomness tests without Von Neumann post-processing de-
creased to f0ω

3 . Considering that throughput rate of processed sequences after

the Von Neumann post-processing approximately becomes f0ω
12 , RNG introduced

in this paper offers sixfold rate expansion in comparison with the previous design
[4].

However note that, chaotic circuits operating at much higher frequencies are
reported in the literature. For instance, simulation results of a non-autonomous
chaotic circuit operating in the GHz range is presented in [14] which offers a
throughput in the order of a few hundred Mbps. We can deduce that, such data
rates which are substantially higher than the throughput of RNGs available
in the literature, may render presented RNG exploiting continuous-time chaos
attractive.

It should be noted that, since the chaotic oscillator utilized in this paper
is non-autonomous, the available external clock signal was used to generate bit
sequences. As a consequence of this clocking nature and fulfilling the randomness
tests without post-processing, the introduced RNG is able to offer much higher
and constant data rates in comparison with the previous designs [3, 4]. Moreover,
on the contrary to [3, 4], the presented design allows for offset compensation [5]
using the mono-bit test for bias removal thus provides more robustness against
external interference, parameter variations and tampering and fulfills the NIST-
800-22 statistical test suite without any further post-processing.

4 Conclusions

Derivation mechanism of a non-autonomous cross-coupled chaotic oscillator is
presented along with ideal set of parameters. Several continuous-time chaotic
oscillators may be designed by using the derivation mechanism described in this
paper. A RNG based on this chaotic oscillator is also introduced which offers
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much higher and constant throughput rates, allows for offset compensation and
fulfills the NIST-800-22 statistical test suite without any further post-processing.
Experimental results presented in this paper not only verify the feasibility of the
presented design, but also encourage its use as a high-performance IC RNG as
well. In comparison with previous RNG designs available in the literature, it
is seen that RNGs based on continuous-time chaotic oscillators can offer much
higher and constant data rates without post-processing.
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