
Chapter 6
Formulating Representative Features
with Respect to Genre Classification

Yunhyong Kim and Seamus Ross

6.1 Introduction

Document classification is one of the most fundamental steps in enabling the search,
selection, and ranking of digital material according to its relevance in answering a
predefined search. As such it is a valuable means of knowledge discovery and an
essential part of the effective and efficient management of digital documents in a
repository, library, or archive. Document classification has previously been dom-
inated by the classification of documents according to topic. Recently, however,
there has been a growing interest in the classification of documents with respect
to factors other than topic (e.g. classification into forms of dissemination such as
scientific papers, emails, blogs, and news reports). This type of classification has
been labelled in many different ways, including the phrase genre classification. The
vast number of different contexts in which genres have emerged across classification
attempts illustrate that genre is a high-level, context-dependent concept (cf. litera-
ture review [24]). Genre has been referred to as aspects of the text described by
level of information or degree of elaboration, persuasion and abstraction (cf. [5]),
as well as, to common document forms such as FAQ, Job Description, Editorial or
Reportage (e.g. [9, 14, 16]). In some cases, genre has been used to describe the
classification of a document according to whether or not it is a narrative and the
target level of audience (e.g. [16]), and whether it is fact or opinion, and, in the case
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of opinion, whether it is positive or negative (e.g. [10]). On occasion it has been
used to describe membership to selected journals and brochures (e.g. [1]), and, to
denote similar feature cluster groups (e.g. [2, 21].

Despite the elusive nature of genre, it is undoubtedly true that being able to bind
together tools trained to retrieve information within selected genre domains would
be invaluable to automating the ingest, management and preservation of material
in digital repositories (cf. [23]). This is especially true where metadata describing
the technical characteristics, function, source and content of digital material play
a core role in the efficient and effective management and re-use of the same. The
manual collection of metadata is labour-intensive, costly and susceptible to variation
in quality and precision across different actors; automating the process of semantic
metadata extraction is, therefore, essential. Past efforts (e.g. [3, 7, 11, 12, 15, 25])
to extract metadata automatically from digital documents have relied heavily on the
structure that characterises the genre class to which the document under consid-
eration belongs. The reliance of these methods on document structure emphasises
the benefits of constructing a tool that enables automated genre classification. An
effective automated genre classifier would function as an overarching tool for inte-
grating genre-specific tools and, in any case, provide a first-level classification of
documents into those of a similar structure, which would facilitate the extraction of
further information.

The interest in forms of documents classification other than that of topic is also
growing in the area of information retrieval and reflects the limitations of rele-
vance measurements defined on the basis of topical similarity. Topic alone does
not provide insight into whether or not a retrieved document is relevant to your
purpose; a document with the same topic may be created with different objec-
tives resulting in different levels of usefulness as a source of information (e.g.
compare an advertisement about a camera to a product review of the same cam-
era). These objectives of document creation seems to be at the centre of what
characterises document genre. On the other hand, these objectives define the func-
tional requirements imposed on the document (e.g. to narrate, to argue against, to
argue for, to present research results, to record) and the structures found within
the document are designed to meet these functional requirements. In this chap-
ter we do not claim a deep understanding of the nature of genre, but merely are
driven by the observation that the structural classification of documents is a fun-
damental component in understanding a document with respect to its purpose and
function.

Classical models of document classification largely depend on term frequency
weighting and counting instances of specified linguistic constructs. The former does
not reflect much conceptual structure and the latter results in a highly language
dependent model that incorporates some local conceptual structure but largely dis-
regards the global structure of the document and its components. In this chapter
we examine the role of word distribution pattern in classifying documents. More
specifically,
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• we describe an approach to document representation that incorporates more doc-
ument structure by considering how strings are distributed throughout the docu-
ment (Section 6.2.2), and,

• give evidence that this approach is better than the bag-of-words approach by
comparing it against the rainbow classifier developed by McCallum (see [20]
and Section 6.6.2).

It is not the purpose of this chapter to advocate the structural classification of
documents as a definition for genre classification, but to show by experimental evi-
dence that our model may be more appropriate in dealing with high level concepts
(such as genre). We are not disputing the fact that genre is a social construct (cf.
the Chapter 2 by Karlgren, this volume) and that it is the social context that defines
genre. We wish to merely state that, just as the phenotype of a group of genetically
distinct organisms (e.g. whales and fish) may lead to the extinction or survival of
the entire group (e.g. if the water should become contaminated), the structure of a
document is likely mirror the social objectives related to the document creation and
provide a key to gauging the usefulness of a document and extracting further infor-
mation. In particular, we report evidence that some of the previously established
genre schemas and collections are better distinguishable by our distribution model
than previously reported results.

The importance of structure has also been discussed elsewhere (e.g. the
Chapter 1, by Lindemann and Littig, this volume) but, while others have introduce
structure as the measurements of structural entities within the document distinct
from topical terms or content , we will be discussing structure as an organisation
of terms (regardless of topicality) throughout the document (Section 6.2.2) akin to
burstiness of terms discussed in [6] and again in [8].

The combined representation of content and structure that we are attempting to
establish in this chapter is also intended to raise questions about a prevailing notion
in earlier analyses that genre classification is a task orthogonal to topic classifica-
tion (e.g. the Chapter 8 by Stein et al., this volume). While this may be true on a
conceptual level, there is reason to believe that this may not be a statistically sound
approach. For example, the topic of algebraic variety, a well-known subject area in
higher mathematics, would not be expected to appear as frequently in the genre class
Reportage as it would in the genre class Research Article. In fact, preliminary results
from a recent experiment, classifying documents belonging to 10 genre classes into
twenty newsgroup topic classes, shows that, while there are genre classes whose
documents are randomly distributed across the 20 topics (e.g. Poem), there are also
genres 95% of whose documents are classified into only four newsgroup topics (e.g.
Minutes). Given these examples where genre is interactively intertwined with topic,
it would seem beneficial to build a general classification model that encompasses
both tasks. With this in mind, we would like to introduce genre classification, not as
a classification task distinct from topic classification, but as a point in a continuum
of classifications, emphasising both genre classification and topic classification as a
special case of a general abstract classification model.
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6.2 Defining Genre Classification

6.2.1 Document Representation in Conventional Text Classification

The conventional method of text classification can be contracted to a formula for the
weight of a term T within a document expressed by:

TF × IDF × N (6.1)

where TF denotes the frequency of the term in the document, IDF denotes the
inverse of the number of documents in the collection containing the term, and N
denotes a normalisation factor dependent on the length of the document. The calcu-
lation method of each of these terms differs according to the research or application
in question. This model is based on the notion that:

• if a term appears frequently in a document, it is likely to be a characterising
feature of the document;

• if a term appears across several documents, then it is not likely to be a strong
feature in distinguishing any one of those documents from the others; and

• if the same term appears in equal numbers within a short document and a long
one, then it is likely to be a stronger feature of the short document.

While it may be considered a gross simplification to represent all the various
classification methods by this one description, it still seems true that the basic prin-
ciples that drive various text classification methods are closely related to this model.
In a subject classification task, the term may surface as words or N -grams (N con-
secutive words or characters), while in other classification tasks term may manifest
itself also as functional groups of words (e.g. verb) or combinations of such words
and phrases and groups. Nevertheless, the mechanism driving the classification is
largely dependent on counting patterns, and weighing the number against the pat-
tern count throughout the collection being examined. The location of patterns, the
relationship between instances of the patterns, and the interplay between different
types of patterns are largely by-passed and only represented implicitly through the
pattern of the expression being counted.

6.2.2 Harmonic Descriptor Representation (HDR) of Documents

A document can be described as a sequence of symbols. Symbols should not be
confused with the alphabet of a natural language, although they may take the form
of alpha-numeric characters in some instances. In the present terminology, each
symbol may form any group of these characters or a much larger set of characters
(e.g. white space, %, + and ?) and could also refer to the functional category of a
group of characters (e.g. the part-of-speech).
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Because of its static appearance, a document is often misunderstood to be time
independent, but the interpretation of each symbol is possible only as a consequence
of its temporal relationship to other symbols. In this light, document classification
can be considered to be a subtask of signal processing. Viewed in this way, an
accurate measure of term frequency is expressed by how many times a symbol
occurs with respect to time. The term weight calculated in Section 6.2.1 presents
no awareness of the role of temporal progression in the semantic analysis of the
document. That is, if the word “clock” were to appear in two documents 10 times,
then the weight of this word would be equal with respect to both documents: the
fact that the word appears only in the first half of the document with respect to one
of the documents in contrast to being evenly distributed throughout the document
(which may be the case with respect to the other document) would be disregarded.
A proper consideration of the time dimension would suggest “clock” in the first
document as a signal having twice the frequency of that of the second document,
but lasting only half the length of time. Time should not be taken to be the length of
the text. Although the two are closely related, the length of the text is not equivalent
to the tempo of the piece of writing, beginning with an introduction and ending
with a conclusion. To understand the notion of time, we will compare a document
to a string of a musical instrument. An occurrence of a symbol within the document
partitions the document into two parts. If the two partitions are equal in length, then
the phase division is akin to a harmonic with twice the frequency of the fundamental
of the string (the document with zero occurrence of the symbol). If the division is
not equal, then the frequency can not be considered to be uniform throughout the
document.

In the case of topic detection, a loose application of time (e.g. taking the fre-
quency to be uniform throughout the document) may be sufficient to capture salient
vocabulary, but in other types of classification, where the main interest lies in the
physical or conceptual structure of the object, the lack of temporal and relational
placement of symbols contributes to a considerable loss of information. To fill this
gap, we propose incorporating the symbol’s range and period as an effective means
of characterising the symbols in the document. We will refer to this characterisation
as the Harmonic Descriptor Representation (HDR) of the document (inspired by the
musical analogy given above). We define range as the interval between the initial
and ultimate occurrence of the symbol, and period as the time duration between two
consecutive occurrences of the symbol. When the symbol occurs at regular intervals,
the resulting signal in the document is akin to a harmonic of the document as a wave.
Brookstein et al. [6] observed that content-bearing words would clump together
and therefore result in non-harmonic behaviour. In contrast to the content-bearing
words that they discuss, our research focuses on words that may be indicative of
style and structure. We observe that document structure is captured by words dis-
playing both harmonic and non-harmonic behaviour; harmonic words define the
physical structure of the document, while non-harmonic words define conceptual
landmarks or structure. In our description, we attempt to capture the degree of non-
harmonic behaviour using three quantities derived from the range and period of each
symbol:



134 Y. Kim and S. Ross

1. The time duration before the first occurrence within the document of the symbol
(F P), measured by the number of characters (including white space) before the
symbol, divided by the number of characters in the entire document.

2. The time duration after the last occurrence of the symbol to the end of the docu-
ment (L P), measured by the number of characters after the last symbol divided
by the number of characters in the entire document.

3. The average period ratio (AP), defined as 1 if the maximum number of charac-
ters between two occurrences is zero, and, otherwise, as T/(N × M P), where:

• N is the total number of occurrences of the symbol plus one;
• M P is the maximum number of characters found between two consecutive

occurrences of the symbol; and,
• T is the total number of characters in the document minus N .

The average period ratio is an average ratio of the distance between two occur-
rence over the maximum distance. It is intended to measure how regular the occur-
rences are, regardless of how far apart the actual occurrences are, as. The more
harmonic the behaviour of a symbol, the closer AP will be to 1. The other two
measures F P and L P , on the other, hand are intended to measure when the term is
first introduced and how focused the occurrences are against the entire document.
In Fig. 6.1, we display an example of six documents (D1–D6) of different lengths,
portrayed as light-coloured strips where the top of the strip is the beginning of the
document. Occurrences of symbols in the documents (s1–s7) have been represented
as horizontal lines across the strips. The period between two consecutive occur-
rences have been indicated to be x. This example will be used in Figs. 6.2, 6.3, and
6.4 to demonstrate how FP, LP, and AP change under different conditions.

Fig. 6.1 Example of symbol occurrence in six documents of different lengths
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Fig. 6.2 F P , L P , and AP with respect to the position (X-axis) of a single occurrence of a symbol
in D1

We present in Fig. 6.2, a graph illustrating how F P, L P and AP change as the
position of a symbol occurring once in D1 (see Fig. 6.1) changes from s1–s7. In
Fig. 6.3, we show how F P, L P and AP for a symbol occurring twice in D1 change
with respect to the period between the two instances, as the second occurrence of the
symbol moves away from the first occurrence. Finally, the graph in Fig. 6.4 presents
how F P, L P and AP , for a symbol occurring once halfway between s1 and s2,
change as the document length varies.

Given a document, each word or symbol in the document is associated to their
F P , L P and AP values. By taking all the words in a collection or by using a
pre-compiled list of indicative words (say, in either case, the resulting word list is

Fig. 6.3 F P , L P , and AP for a symbol occurring twice in D1 as the period between the two
instances become larger
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Fig. 6.4 F P , L P , and AP for a symbol occurring once in the same position relative to the begin-
ning of different length documents

of size N ), each document can be represented as a vector of dimension 3N , where
each term in the vector is the F P , L P , or AP value of each word. In our model we
pre-compiled a list of words from a sample dataset (which is discarded from the test
dataset after the words are collected) by aggregating a list of words that appear in
75% of all the documents in at least one genre class in the sample dataset.

The relevance of term distribution has been mentioned by others including Man-
ning et al. (see [19]), and, more recently, by De Roeck et al. (e.g. [8]) who carried
out a study of profiling datasets to determine the degree of homogeneity or het-
erogeneity in the distribution of frequent terms. However, there have only been
few explicit implementations of the measurement for the purpose of automated
classification, and most of these previous analyses have been based on a count of
words in selected chunks of the texts. Term dispersion measured using Juilland’s D
coefficient (formula to be found in [22]) also depends on examining selected texts
within a larger collection, for variations of standard deviation in word frequency.
The model presented here, on the other hand, compares relative distances between
term instances, viewing the entire document as a time dependent whole, and does
not involve arbitrary choices of text chunk sizes.

6.2.3 Defining Genre

While the definition of genre may not be easily pinned down, there is a shallow
agreement that genre is a concept that can be used to categorise documents by
structure and function. In fact, the structural properties (e.g. the existence of a title
page, chapter, section, the number of columns, use of diagrams, and font variations)
evolve in ways that are designed to optimise the document’s capability to fulfil its
functional intention(s) (e.g. to describe, to inform and to argue, to advertise) within
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its target environment (e.g. the user community, publisher and creator), much the
same as the structure of an organism evolves to optimise its survival function in the
natural environment (cf. Kim and Ross [18]). As a consequence, genre reflects one
or more of the following:

• the intention of the creator (e.g. to inform, to argue, to instruct);
• the interpretation of the user community (e.g. as a collection of facts, an expres-

sion of opinion, a piece of research);
• the prescription of a process (e.g. article for journal publication, job description

for recruitment, minutes of a meeting); and
• the type of data structure (e.g. table, graph, chart, list).

The model described in Section 6.2.1, while effective in distinguishing some
intentional and interpretive aspects of genre, seems insufficient to capture distin-
guishing features in the case of prescriptive, conceptual or physical structure. Such
structure can be characterised even by low frequency terms of the class (e.g. single
occurrence of “minutes” in the title of meeting minutes, or paragraph headings in a
curriculum vitae), and the distributional pattern of words throughout the document
(variation of density) is often bound to its class (e.g. the even distribution of wh-
words in a FAQ sheet). The last observation is a generalisation of the observation by
Brookstein et al. [6], who noted the clumping properties of content-bearing words
and their role in text classification. In contrast to the content-bearing words that
they discuss, we are interested also in words indicative of style and structure. These
words can exhibit both clumping and uniform distributional properties. We present
evidence that documents of each genre class display distinctive distributional char-
acteristics and these can be more effectively captured using the HDR of documents
introduced in Section 6.2.2.

A genre schema of seventy classes (KRYS I corpus) was introduced in Kim and
Ross [17, 18]. The schema was constructed and populated to represent the diverse
range of intentional and structural aspects of genre listed above. At the time of build-
ing the corpus, we were focusing on document genres and, therefore, did not include
webpage genres. In the experiments described in this chapter, We have compensated
for the deficiency by further augmenting the schema with 7 webpage genres identi-
fied within the 7-webgenre collection introduced by Santini [24]. The inclusion of
the 7-webgenre collection also enables us to compare our method to other results
that have been achieved on the same dataset.

6.3 Classifiers

In Section 6.6, we will compare support vector machine (SVM) classification using
the harmonic descriptor representation of documents modelled using Weka machine
learning software [27] against the SVM classification performed using the Bow
Toolkit rainbow text classifier developed by MacCallum [20], and the classifica-
tion attempts of Santini [24], to show that the performance is consistently better
when using the new description. The reason we have selected SVM as the classi-
fication method is that it showed the best results for rainbow when compared with



138 Y. Kim and S. Ross

Rocchio/TFIDF and Naive Bayes. Also it has been evidenced to be effective in other
text classification tasks as demonstrated by Yang et al. [26]. The rainbow text classi-
fier, included in the BOW toolkit [20], indexes the alpha-numeric content of the text
as a bag-of-words for an analysis of significant term frequencies, while Santini’s
method employs a combination of linguistically motivated features. The three way
comparison was motivated by a desire to make a comparison of term distribution
models (e.g. HDR), term frequency models (e.g. BOW) and linguistically motivated
models (e.g. [24]).

6.4 Dataset

The dataset in our experiment consists of 24 classes from KRYS I and the seven
classes from the 7-webgenre collection, altogether consisting of 3,452 documents
in 31 genres (see Table 6.1). The test was initially confined to 31 genres, partly, due

Table 6.1 Scope of genres

Creative Book of Fiction(29)
Poem(90)

Determined by user context Email(90)
Exam/Worksheet (90)
Form (90)
Handbook (90)
Letter (91)
Minutes (99)
Resumé/CV (96)
Sheet music (90)
Speech transcript (91)
Technical manual (90)

Determined by organisational
prescription

Abstract (89)
Academic monograph (99)
Advertisement (90)
Business report (100)
Magazine article (90)
Scientific article (90)
Memo (90)
Periodicals (67)
Poster (90)
Slides (90)
Technical report (91)
Thesis (100)

Webpage genres Blog (190)
Eshop (190)
FAQ (190)
Front page (190)
List (190)
Personal home page (190)
Search page (190)
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to some computing problems. Although clever distributed computing might have
circumvented the problem observed, it was not uncommon for the support vector
machine on Weka to crash due to lack of memory. This problem seemed to arise
especially when many classes or number of features are introduced into the classi-
fication. Increasing the number of documents did not seem to affect the system as
badly as long as the number of classes and features are moderate (e.g. experiments
on a newsgroup data consisting of nearly 20,000 samples in 20 classes represented
by less than 300 features did not seem to cause the same difficulty). The 24 classes
from KRYS I were selected to reflect a proportion of classes from each of the ten
genre groups presented in Kim and Ross [18].

A comparison of automated classification methods on a dataset that has not
been tested for human agreement can give misleading information as human agree-
ment analysis conveys to us how clean the dataset is and the nature of the genre
class schema of the dataset. The experiments reported here were carried out on
a collection consisting of the genres in Table 6.1 (numbers of documents in each
genre, excluding those used to construct the word list in the previous section, are
indicated in parentheses). The dataset for the twenty-four document genres were
collected by:

1. assigning genres to collectors (in this case students) who retrieved from the Inter-
net as many PDF files as they could find in English; and

2. having two classifiers (in this case secretaries) reclassify the PDF documents
using the initial schema but without the knowledge of the initial label for each
document.

None of the labellers were given a definition for the genres in the schema.
This was partly to establish whether there was already a well understood genre
vocabulary. The human performance was examined by taking the number of labels
given by a single labeller in agreement with the other two labellers over the total
number of documents on which the other two labellers agreed. The three numbers
obtained in this way are 0.675, 0.73 and 0.829. Although the difference between
the lowest and the highest recall is a noticeable 14%, this should be viewed with the
knowledge that the highest recall is the result of student classification while the low-
est recall is that of secretary classification. The human classification agreement on
the KRYS I corpus has been further analysed in the research presented in Berninger
et al. [4]. User studies that have been presented here and Berninger et al. [4] are
speculative and far from conclusive. The results that have been presented here have
been provided mainly to give context to the dataset being used in the experiments.
User studies with respect to the 7 webgenre collection is found in [24].

Other human labelling analyses of genre classification from the bottom up
approach (i.e. giving the users the freedom to assign and define the genres) have
been carried out in Chapter 3 by Rosso and Haas (this book). Note, however, that
the numbers in their work are slightly different from the numbers that have been
presented here, and, in [4]: while they examine overall agreement (e.g. number
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of labels in agreement per document regardless of the labeller), [4] examine the
agreement of selected labellers as well as overall agreement on a document.

6.5 Features

For the HDR SVM experiments reported in Section 6.6, we set aside a sample
dataset consisting of ten random documents from each of the genres classes in the
whole collection, and compiled all the symbols that appear in more than 75% of the
documents in each genre. The symbols examined with respect to SVM HDR in the
experiments reported here are simply white space delimited words in the document
text,1 inclusive of any HTML (Hyper Text Markup Language) tags. These tags are
part of the vocabulary that indicates document structure and relations between enti-
ties in the HTML hybrid language, just as functional words (e.g. auxiliary verbs)
might do in natural language. The compiled word list, in the current experiment,
consisted of 2,477 words. Each of these words/symbols represent three features
FP, LP, and AP (see Section 6.2.2) in our HDR of documents (i.e. each document
is represented by a vector of dimension 7,431). The words/symbols compiled are
expected to represent symbols that are prolific within at least one of the genre classes
being examined (but not necessarily prolific within any one document). The list is
expected to include stop words as well as HTML tags. As an illustration of the
varying characteristics of vocabulary with respect to genre, we present (in Table 6.2)
the number of selected word types (the range of types are indicated in the column
labelled “WT”, in the table) found to be prolific (based on ten random documents
from each genre) within the classes Poem, Letter and Thesis. The numbers were
estimated manually by the author.

Most of the numbers in Table 6.2 are not very illuminating by itself in that the
median lengths of documents belonging to Poem, Letter and Thesis are 1,718, 4,265,
and 132,994, respectively (in bytes), that is, we expect the numbers to be increasing
in that order for each type of word. However, we immediately notice an exception in
this pattern with respect to subject pronouns, and, closer examination of the actual
words show that at least one of the two subject pronouns found to be prolific in
poems (i.e. “you” and “I”) is not found to be as prolific in letters (i.e. “it”) and
theses (i.e. “I”, “we”, “they”, “it”). Further, the word “Dear” is only found to be
prolific within letters.

To illustrate how the FP, LP and AP of the HDR description varies across doc-
uments of the same genre we present a snapshot of these values with respect to
the word “whose” across 90 poems, 100 theses, 91 letters and 91 technical reports
in Fig. 6.5. The segments corresponding to the documents belonging each genre
are indicated at the bottom of the figure. The figure shows that FP, LP, and AP are
similar for documents belonging to the same genre but diverge as we move across
documents belonging to different genres.

1 Text was extracted from the PDF using the XPDF pdftotext tool (http://www.foolabs.com/xpdf/)

http://www.foolabs.com/xpdf/
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Table 6.2 Number of words found in seven out of ten documents belonging to three genres (top
row) with respect to word type (left column). Median length of documents in each genre are
expressed in the parentheses next to the genre label as number of bytes

Poem
(1,718)

Letter
(4,265)

Thesis
(132,993)

Article 2 2 3
Wh-word 0 0 6
Modal 0 1 9
Have verb 0 1 3
Be verb 1 3 7
Verb 0 0 29
Noun 0 0 46
Subject pronoun 2 1 4
Object pronoun 0 0 1
Possessive pronoun 0 0 0
Possessive adjective 0 0 2
Adjective 1 1 43
Adverb 0 1 29
Quantifier 0 1 9
Demonstrative 1 2 6
Conjunction 1 3 9
Preposition 5 8 20
Punctuation 2 3 4
Other 1 1 12

Fig. 6.5 Example of FP (top), LP (middle), and AP (bottom) values with respect to the word
“whose” across documents belonging to four distinct genres (the documents corresponding to each
of these genres are noted by segmentation indicated at the bottom of the figure)
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6.6 Results

The performance will be evaluated using one or more of three conventional metrics:
accuracy, precision and recall. To re-visit the definition for these terms, let N be the
total number of documents in the test data, Nc the number of documents in the class
C , T P(C) the number of documents correctly predicted to be a member of class C ,
and F P(C) the number of documents incorrectly predicted as belonging to class C .
Accuracy, A, is defined to be:

A =
∑

T P(C)

N
, (6.2)

precision, P(C), of class C is defined to be:

P(C) = T P(C)

T P(C) + F P(C)
, (6.3)

and recall, R(C), of class C is defined to be:

R(C) = T P(C)

Nc
. (6.4)

In addition we also examine the average of P(C) and R(C) expressed as the
F-measure F(C) defined as F(C) = 2∗ (P(C)∗ R(C))/(P(C)+ R(C)). Although
some debate surrounds the suitability of accuracy, precision and recall as a measure-
ment of information retrieval tasks, for classification tasks they are still deemed to
be a reasonable indicator of classifier performance.

It should also be mentioned here that all the results reported in this section are
based on the average taken on ten-fold cross validation.

6.6.1 Overall Accuracy

The figures in Table 6.3 are the overall accuracies of the support vector machine
rainbow classifier (SVM rainbow), the support vector HDR classifier (SVM HDR),
and the average human agreement estimated by assuming that human agreement
on the 7-webgenre collection is perfect. The classifier we are considering to be a
baseline classifier in this comparison is the SVM rainbow classifier. The human
agreement is included to indicate the cleanliness level of the dataset being used.

Table 6.3 Overall accuracy across all 31 genre classes

Classifier SVM rainbow SVM HDR Human avg

Overall accuracy 0.73 0.80 0.84a

aEstimated assuming agreement is perfect on the 7-webgenre collection.
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The numbers in Table 6.3 suggest that the performance level of the SVM rainbow
classifier is already comparable to the average performance of three human labellers,
and shows that the SVM HDR improves on the SVM rainbow classifier by 7%.

To test the limits on a cleaner dataset, we analysed the classification results with
respect to the 7-webgenre collection. This is the overall accuracy of the classifica-
tion when the recall of the documents belonging to the webpage genre classes is
calculated upon the classification of the entire dataset into 31 classes. There is a
slight increase of 0.002 when the webpage classes are classified on their own. The
results are shown in Table 6.4: the numbers suggest that SVM HDR is a strong
contender in webpage genre classification.

Table 6.4 Overall accuracy of classifiers across webpage genres (Blog, Personal Home Page, FAQ,
List, Search Page, EShop, Front Page)

Classifier SVM rainbow Santini’s result SVM HDR

Accuracy 0.92 0.89 0.96

6.6.2 Precision and Recall

The challenge in document classification is to improve the overall accuracy of the
classification without compromising the performance with respect to any one class
in the schema. In this section we will show that SVM HDR meets this challenge.

In Figs. 6.6 and 6.7, we present the recall and precision of SVM rainbow and
SVM HDR with respect to each of our classes. The graphs show that SVM HDR
outperforms SVM rainbow with respect to most of the classes in both recall and
precision. The recall of SVM rainbow with respect to Academic Monograph, Book
of Fiction, Front Page (of a website), Minutes, periodicals, Technical Manual and
Thesis is Marginally higher than SVM HDR and the precision of SVM rainbow with
respect to Abstract, Exam/Worksheet, Home Page, Poem, and Slides is somewhat
higher than that of SVM HDR. However, with respect to the majority of the classes,
SVM HDR outperforms SVM rainbow.

The graphs also demonstrates that SVM rainbow’s performance varies widely
across different genres, while the deviation of performance is much more confined
in the case of SVM HDR. The recall (resp. precision) of SVM rainbow ranges from
0.08 to 1 (resp. 0.24–0.99), while recall (resp. precision) of SVM HDR ranges from
0.42 to 1 (resp. 0.38–0.99). The difference between precision and recall with respect
to each class is also notable: the maximum absolute difference between precision
and recall across the genre classes for SVM HDR is observed at approximately
0.24, while the same for SVM rainbow is observed at 0.46. The small deviation
of performance across classes and the comparability of precision and recall with
respect to each class seems to suggest that HDR is more successful in characterising
the genre classes.

The graph in Fig. 6.8 presents the F-measures of SVM rainbow and SVM HDR
with respect to each class. This graph shows that the F-measures of SVM HDR
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Fig. 6.6 Recall: a comparison, SVM rainbow and SVM HDR

Fig. 6.7 Precision: a comparison, SVM rainbow and SVM HDR

are greater than those of SVM rainbow with respect to every class except the class
Memo. With respect to Memo, the difference is 0.02 in favour of SVM rainbow.
Latest experiments using HDR to analyse a newsgroup dataset of 19,597 documents
in 20 topical classes (obtained from McCallum’s website1), show that the same
SVM HDR model is also promising in topic classification, with an overall accuracy
of over 95% (detailed report of this experiment available shortly). A list of 82 words
was compiled from 400 documents (20 documents from each genre) set aside from
the original 19,997 documents for this experiment. We have also calculated the F-
measures of SVM HDR with respect to the classes in this dataset to find them all
greater than the best results (overall accuracy 93.7%) of the rainbow classifier. The
details of this experiment will be published shortly.
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Fig. 6.8 F-measure: a comparison, SVM rainbow and SVM HDR

In the HDR of documents we have presented here, we have measured FP, LP and
APR with respect to the length of the whole document. Just as performing discrete
Fourier transform to obtain the harmonics of waves in signal processes involves
sampling the signal, documents can also be examined at different resolutions by
varying the range in which harmonic behaviour is examined (e.g. when examining
the string “axbxcxdefghixjklmn”, and examining the occurrences of “x” throughout
the string, it does not seem to exhibit harmonic behaviour but, if you select the first
seven letters “axbxcxd”, it is perfectly harmonic). It is likely that shorter windows
of examination will produce interesting comparisons.

6.7 Conclusions

The results of automated experiments described in this chapter provide evidence that
the overall accuracy of the support vector machine rainbow text classifier is already
comparable to that of an average human classifier in genre classification. Here we
have shown that the SVM HDR, which uses the layout of words in the document,
outperforms the SVM rainbow text classifier. This makes it a promising candidate
for further study. In particular, a comparison of the SVM HDR classifier against
classifiers other than SVM rainbow is required for fuller analysis. It would also be
desirable to make direct comparisons of LP, FP and AP across genre classes.

The results with respect to the 7-webgenre collection suggest SVM HDR as a
promising candidate for comparison to classifiers that rely on counts of terms or
patterns. There have been reports of high accuracy levels of classification on the
same dataset carried out by Kanaris and Stamatatos [13]. Although their numbers
are similar to ours, it must be noted that the accuracy presented by them is from
classifications of the set carried out in isolation while, the accuracy reported in
this chapter is obtained from a classification of the seven webpage genres when
accompanied by a classification of 24 additional document genres.
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Previous text classification methods actively integrate mathematical methods in
feature selection, statistical modelling and error analysis, but the concept we are
trying to capture is still only described through examples in the domain. This leads
to a semantic gap (especially with high-level concepts such as those represented by
genre classes) not dissimilar to that encountered in image retrieval.

A more rigorous study of genre is required to reflect two considerations: first,
we need to scope different communities for potentially useful genre classes that can
support other applications and, second, we need to incorporate basic mathematical
concepts into the actual description of the identified genres. Hence, future efforts
in this field should not only study the implication of term distribution versus term
frequency further by:

• examining the resolution mentioned at the end of Section 6.6.2;
• looking at, and comparing, other forms of symbols apart from words; and
• considering ways in which the two approaches might be integrated

but also include user studies of genres to identify the possible applications to guide
genre classification work, and isolate base mathematical concepts that can be used
to build the concepts gradually to describe higher-level concepts of genre.
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