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Preface

The major goal of “A Handbook of Transcription Factors” is to provide a resource
encompassing major facets of the molecular biology of TFs. As a Handbook, this
volume is intended to provide a broad overview of this increasingly complex field,
and is aimed at providing general context rather than fine details of specific exam-
ples. After decades of study of TFs at the molecular level, over 100,000 TF-related
publications on Medline, hundreds of genome sequences, and continuous technolog-
ical advances, a comprehensive review on TFs is not possible, even in book format.
And since most reviews focus on specific topics, it can be difficult to get a per-
spective on what is known, what is not known, and what the global problems are.
Topics in this book include the TF repertoire in both prokaryotes and eukaryotes,
TF targeting and specificity, the properties of regulatory sequence, the interaction
of TFs with chromatin, and mechanisms of TF action. The chapters are written by a
team of experts, and highlight the current state of knowledge and research, as well
as numerous challenges. I hope that this book will serve as a guide and reference for
readers of all levels.

Toronto, ON T.R. Hughes
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Chapter 1
Introduction to “A Handbook
of Transcription Factors”

T.R. Hughes

Abstract This chapter briefly summarizes the topics in this volume.

1.1 Overview

Transcription factors (TFs) are conventionally defined by their ability to bind spe-
cific DNA sequences and regulate transcription. They can perform these functions
in many ways. The repertory of known DNA-binding domains, interactions with
other TFs and chromatin proteins, and means of influencing transcription continue
to grow. TFs have long fascinated molecular biologists, as they are often identi-
fied as key metabolic or developmental regulators, and at least initially provided an
easily understood scheme for the orchestration of gene expression, cell differenti-
ation, and homeostasis. Genome sequencing and genomic analyses, however, have
abundantly confirmed early suspicions that cells interpret genomic information by
mechanisms that are both complicated and varied. The ever-increasing amount of
data presents new challenges and opens new horizons in the analysis of TFs and
their functions. This book is intended to provide a broad overview of this increas-
ingly complex field. This introductory chapter gives an overview of the material
contained in the book, which includes catalogues of TFs, reviews of specific promi-
nent families, methods for analysis of DNA-binding, interactions with chromatin,
and modes in which transcriptional output is controlled.

1.2 Families of DNA-Binding Domains

Transcription factors are typically defined on the basis of containing one or more
DNA-binding domains (DBDs) which encode a sequence-specific DNA-binding
module, and TFs are often classified by the type of DNA-binding domain they

T.R. Hughes (B)
Banting and Best Department of Medical Research, Donnelly Centre for Cellular and Biomolecular
Research, University of Toronto, Toronto, ON, Canada M5S 3E1
e-mail: t.hughes@utoronto.ca

1T.R. Hughes (ed.), A Handbook of Transcription Factors, Subcellular Biochemistry 52,
DOI 10.1007/978-90-481-9069-0_1, C© Springer Science+Business Media B.V. 2011



2 T.R. Hughes

contain. Other parts of the protein can contribute to and influence the intrinsic
DNA-binding activity, including sequences that flank the DBD and that medi-
ate dimerization (e.g. [1]). There are also proteins that possess sequence-specific
DNA-binding activity but no known DBD [2, 3], and there are undoubtedly
additional DBDs remaining to be discovered among the many orphan domain
types. Nonetheless, the known DBDs are already prevalent in most genomes, so
it is reasonable to use currently-known DBDs as a baseline to catalogue TFs
in sequenced genomes. Chapter 2 (Seshasayee, Sivaraman, and Luscombe) and
Chapter 3 (Weirauch and Hughes) take this approach to survey TFs in prokaryotes
and eukaryotes, respectively, and briefly describe the character and distribution of
prominent classes of TFs. There are remarkable differences between these two cat-
alogues: for example, there are very few DBD classes shared between prokaryotes
and eukaryotes. Chapter 2 – the only chapter in this book about prokaryotic TFs –
also outlines the global properties and architectures of transcriptional networks in
model bacteria.

Most DBD types are found in many species and lineages, and in multiple pro-
teins within the same genome. Expansion of TF families is thought to occur by
evolutionary mechanisms including duplication and divergence, domain accretion,
and in some cases, diversifying selection on the DNA-contacting residues, which
presumably indicates a selection for novel DNA-binding activities. Every DBD (and
indeed every TF) has its own story, but a handful of DBD classes are particularly
prevalent in both numbers and in the biomedical literature. Chapter 4 (Stubbs, Sun,
and Caetano-Anolles), Chapter 5 (Bürglin), and Chapter 6 (Pardee, Necakov, and
Krause) address three that are of particular interest due to their recent expansion in
metazoans and large numbers in human. The C2H2 zinc finger (Chapter 4) is the
largest class of putative TFs in human, and the homeodomain (Chapter 5) is the
second-largest. Both classes are found in virtually all eukaryotes and presumably
date to the origin of eukarya or earlier, but have undergone extensive expansion and
diversification; Chapters 4 and 5 describe both the evolutionary mechanisms and
likely functional consequences. Nuclear receptors (Chapter 6) have a less certain
origin, and are found almost entirely in metazoans. These proteins are of specific
interest because they are characterized by the presence of both a DNA-binding
domain and a ligand-binding domain which controls the activity of the TF. The
ligands include hormones, metabolites, and other physiological regulators, making
them especially relevant to human health.

1.3 DNA-Binding Activity, TF Targeting,
and the Influence of Chromatin

Since the defining feature of TFs is their sequence-specific DNA-binding activity, it
is of interest to characterize their intrinsic sequence specificity. Chapter 7 (Jolma
and Taipale) reviews methods for determining the sequence preferences of TFs
in vitro. The data from these experiments are useful because many lines of inves-
tigation involve scanning sequences for potential binding sites. Given the central
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importance of this task in building models of transcriptional regulation, it is remark-
able that there is currently no generally-accepted gold standard for either models
or scanning. DNA-binding specificities are represented variously by consensus
sequences (e.g. using IUPAC codes), Position Weight Matrices (or PWMs) (which
are visualized as “sequence logos”), or by a table of affinities (or relative affinities)
to individual sequences. There is ongoing controversy about how well conventional
motif models represent the actual sequence preferences of the TFs [4–6], how motifs
should be derived [7], and what is the best approach for scoring genomic sequences
using motif models [8]. The newer methods described in Chapter 7 should enable
the relative merits of different models to be examined in greater detail than has
previously been possible.

The intrinsic DNA-binding activity of an individual TF is only one of sev-
eral parameters that can determine the sites it binds in the genome. It has long
been recognized that site occupancy can also be influenced by accessibility of
sites within chromatin, by cooperation or competition with other sequence-specific
DNA-binding proteins, and by interactions with chromatin proteins and chromatin
modifications. In addition, while the in vivo binding landscape is sparse, it is
not binary; some binding sites will be bound more strongly/frequently than oth-
ers. Chapter 8 (Odom) gives an overview of methods for studying DNA–protein
interactions in vivo.

Chapter 8 also raises intriguing questions regarding the function and evolution
of in vivo-bound sites. Indeed, many of the outstanding questions in gene regulation
and TF function in eukaryotes relate to our incomplete understanding of how regu-
latory sites (i.e. TF binding sites) are specified, particularly in large genomes, and
how the regulatory output of these sites is determined. A variety of models have been
proposed (e.g. [9–13]), with a common assumption being that TFs or ensembles of
TFs must compete with other factors, and that the specific arrangement of the DNA
sequences must somehow specify both the regulatory site locations and the regula-
tory consequences of TF binding. Elucidating the full details of how these processes
are enacted in living cells is a very active research area. Understanding how the
chromatin state is established, what different chromatin configurations signify, and
how combinations of factors influence the recruitment and productive elongation of
RNA polymerase is critical to understanding how TFs work, how transcription is
regulated, and to a significant extent the constraints under which genomes evolve.
These questions are also critical to the burgeoning field of epigenetics: TFs are not
only affected by chromatin; they are also the prime candidate as the mechanism that
underlies the establishment of the chromatin landscape, since by definition they are
the major class of molecules that can distinguish among different DNA sequences.

Given the importance of these topics, several chapters are dedicated to pre-
senting different perspectives on the interactions of TFs with chromatin and other
nuclear factors, and how combinations of factors can determine regulatory sites
and activities. Chapter 9 (Field, Sharon, and Segal) considers how regulatory sites
are specified, with an emphasis on the accessibility of sites in chromatin, the role
of DNA sequence in facilitating accessibility, and competition and cooperation
among factors for DNA-binding. Chapter 10 (Vinson, Chatterjee, and Fitzgerald)
specifically examines the occurrence of TF binding sites at specific positions in
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metazoan promoters, and presents evidence that the fundamental architecture of
promoters is remarkably flexible over evolutionary time. Chapter 11 (van Bakel)
gives an overview of the interactions of TFs with chromatin. Together, these chap-
ters highlight the complexity of TF targeting and regulatory sequence definition,
but also underscore the fact that there are many experimental and computational
approaches that can be applied, and that a remarkable amount of progress has
been made.

1.4 Transcriptional Regulatory Activity

The name “Transcription Factor” comes from the ability of TFs to modulate tran-
scription. Traditionally, TFs have been classified as activators or repressors, often
depending on the response of heterologous reporter constructs and/or specific genes
to perturbation of the TF activity [3]. However, this classification may be an over-
simplification; as noted above, it is a long-standing observation that the specific
influence of a TF on transcription depends on where it is, and what other factors
it is working with. Chapter 12 (Frietze and Farnham) reviews effector domains in
eukaryotic TFs, and how they control transcription. Consistent with the growing
importance of chromatin in gene regulation, many of the mechanisms are based on
influencing local chromatin, rather than directly interacting with RNA polymerase.
For example, many TFs interact with coactivators and/or corepressors, which in turn
influence local chromatin state, often by catalyzing or otherwise controlling histone
modifications, which can in turn recruit additional factors, regulate DNA accessibil-
ity, and promote or prevent transcription. In addition, while DNA-binding domains
typically have easily-recognized conserved structural motifs with ancient origins,
at least some effector domains appear to be inherently physically unstructured.
Moreover, individual TF effector domains can interact with a multitude of different
partners, providing a mechanistic basis for context specific regulatory activity.

Finally, Chapter 13 (Vaquerizas, Akhtar, and Luscombe) discusses one role of
TFs that is rapidly gaining increasing attention: their influence on the large-scale
3-dimensional arrangement of DNA. Such a role is widely accepted as a func-
tion of for prokaryotic Nucleoid-Associated Proteins (as described in Chapter 2),
and is also implicit in traditional models of eukaryotic regulatory site action.
The action of enhancers, repressors, and insulators – three major classes of reg-
ulatory sequences – must depend in some way upon the coordination of DNA
topology and/or communication between loci along the DNA, since they are
all capable of acting at a distance. Until recently, it has been difficult to make
measurements of large-scale DNA topology, and global approaches are still lim-
ited in resolution; however, technologies for both single-locus measurements and
genome-wide surveys are developing rapidly and will likely represent a corner
piece in solving some of the more puzzling aspects of gene regulation and TF
activity.
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1.5 Conclusion and Perspective

The molecular biology of TFs encompasses a vast literature, and is intertwined
with many disciplines. As a handbook, this volume is intended to provide a starting
point, overall picture, and ready reference. Relevant topics that are treated here only
peripherally include the evolution of genomes, the biochemistry of protein–DNA
interactions and protein-protein interactions, the myriad chromatin and histone mod-
ifications, functional genomics and systems biology, biological networks, and the
biochemistry of RNA polymerases and their many accessory factors. The roles of
noncoding RNA in chromatin and transcriptional regulation, the entire branch of
archaebacteria, and the signalling pathways that regulate TFs are also, in general,
not considered here. Many excellent texts and review papers are available on these
subjects (e.g. [14–23]). Readers may also wish to consult other texts that specifically
consider TFs (e.g. [24–26]).

An additional highly-relevant topic is the recognition “codes” that relate DBD
amino-acid sequence to DNA sequence preferences of TFs [27]. Despite difficulty
in deriving such codes, the concept has endured (and been extended to other aspects
of TF function, such as the encoding of regulatory information in genome sequence
[28]). Indeed, there is evidence that with sufficient processing power these types of
problems are computationally approachable [29], although perhaps not in exactly
the ways originally intended – for both TF-DNA recognition codes and regulatory
codes, it is possible that biophysical models may fare better than logical models. On
the whole, this Handbook contains relatively little on computational biology, despite
the fact that research in transcriptional regulation is becoming increasingly an enter-
prise in data analysis. Indeed, a long-standing objective is to create a computer
program that can predict the transcriptional output of a cell, given the biochemi-
cal activities of its myriad components (e.g. the sequence specificities of TFs [30,
31]). I hope this book will provide both information and motivation for readers who
are exploring these and other problems in the biology of TFs.
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Chapter 2
An Overview of Prokaryotic Transcription
Factors

A Summary of Function and Occurrence
in Bacterial Genomes

Aswin Sai Narain Seshasayee, Karthikeyan Sivaraman,
and Nicholas M. Luscombe

Abstract Transcriptional initiation is arguably the most important control point
for gene expression. It is regulated by a combination of factors, including DNA
sequence and its three-dimensional topology, proteins and small molecules. In
this chapter, we focus on the trans-acting factors of bacterial regulation. Initiation
begins with the recruitment of the RNA polymerase holoenzyme to a specific locus
upstream of the gene known as its promoter. The sigma factor, which is a component
of the holoenzyme, provides the most fundamental mechanisms for orchestrating
broad changes in gene expression state. It is responsible for promoter recognition as
well as recruiting the holoenzyme to the promoter. Distinct sigma factors compete
with for binding to a common pool of RNA polymerases, thus achieving condition-
dependent differential expression. Another important class of bacterial regulators is
transcription factors, which activate or repress transcription of target genes typically
in response to an environmental or cellular trigger. These factors may be global or
local depending on the number of genes and range of cellular functions that they
target. The activities of both global and local transcription factors may be regulated
either at a post-transcriptional level via signal-sensing protein domains or at the
level of their own expression. In addition to modulating polymerase recruitment to
promoters, several global factors are considered as “nucleoid-associated proteins”
that impose structural constraints on the chromosome by altering the conformation
of the bound DNA, thus influencing other processes involving DNA such as replica-
tion and recombination. This chapter concludes with a discussion of how regulatory
interactions between transcription factors and their target genes can be represented
as a network.

N.M. Luscombe (B)
EMBL-European Bioinformatics Institute, CB10 1SD, Cambridge, UK; Genome Biology
Unit, European Molecular Biology Laboratory, 69117 Heidelberg, Germany; EMBL-Heidelberg
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2.1 Introduction: Regulation of Transcription
Initiation in Bacteria

Flow of genetic information from DNA to proteins via transcription and transla-
tion is a tightly regulated process in bacteria, enabling optimal use of valuable
nutritional resources and ensuring survival in rapidly changing environments.
The initiation of transcription is arguably the most important control point for
regulating gene expression. It is controlled by a wide range of molecule types: cis-
acting DNA sequence and structural elements, and trans-acting proteins and small
molecules.

Transcription initiation begins with the recruitment of the RNA polymerase
(RNAP) holoenzyme – a complex of the catalytically capable RNAP apoenzyme
and a “σ-factor” – to a specific locus upstream of the gene known as its “promoter”.
The σ-factor is responsible for promoter recognition as well as recruiting the holoen-
zyme to the promoter. The complex of RNAP holoenzyme and DNA (promoter) thus
formed is called the “closed complex” [1]. In many cases, the σ-factor also facilitates
the formation of the transcription bubble, i.e. the “open complex”, by stabilising the
unwound DNA around 10 bp upstream of the transcription start site. Amidst exten-
sive abortive initiation events, where the RNAP holoenzyme dissociates from the
DNA after synthesising <15nt of RNA [2], processive elongation ensues followed
by termination.

Successful transcription initiation requires several key components such
as (a) DNA sequence and topology that permit promoter recognition, (b)
σ-factors that can recognise promoters, (c) free RNAP for recruitment to the
promoter concerned, and (d) trans-acting transcriptional regulators and their
small molecule modulators, that enable condition-dependent differential gene
expression.

In this chapter, we primarily discuss trans-acting protein factors that deter-
mine RNAP recruitment to promoters: namely σ-factors and transcription factors.
The different categories of trans-acting protein factors are illustrated in Fig. 2.1.
Other determinants like promoter architecture and the activity of RNAP apoen-
zyme have been extensively reviewed elsewhere, and will not be discussed
here. First, we introduce the different families of σ-factors and highlight certain
genome-scale investigations of their function. We then discuss transcription fac-
tors by focusing on their computational identification and occurrence in bacterial
genomes. We will also discuss functional examples of transcription factors that
regulate gene expression. Third, we highlight examples of functional interpreta-
tions derived from genome-scale analyses of transcriptional regulatory network
structure. Fourth, we briefly discuss the architecture and evolution of transcrip-
tion regulatory networks in Escherichia coli. Finally, we conclude the chapter
with specific open questions that need to be addressed. Most of our discussion
will pertain to the bacterium E. coli, for which there is extensive genomic scale
experimental data.
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Fig. 2.1 Different groups of transcription factors based on their activity. Here we illustrate the
different groups of transcription factors that are discussed in the text. Panel A depicts sigma fac-
tors that are an integral part of the transcription machinery (RNA polymerase holoenzyme). Panel
B shows Nucleoid Associated Proteins (NAPs), which bind to chromosomal DNA and assist the
formation of 3-dimensional nucleoid structure. Panel C depicts the classical TFs that aid the RNA
polymerase holoenzyme in regulating transcription. These can be functionally divided into activa-
tors (panel D) or repressors (panel E) depending on their binding site relative to the transcriptional
start site

2.2 Core Regulatory Members of the RNA Polymerase:
The σ-Factors

σ-factors determine promoter specificity and are an integral part of the transcrip-
tional machinery and the closed complex. These proteins provide most, if not all, of
the determinants for promoter recognition and open complex formation, but only in
complex with the rest of the RNAP [3].

There are two evolutionarily distinct families of σ-factors: σ70 and σ54. Typically,
most transcription in rapidly growing cells is mediated by what is called the major
σ-factor, which belongs to the σ70 family. Many bacterial genomes also code for
several alternative σ-factors, which regulate specific sets of genes under different
stresses and growth transformations, thus representing the most fundamental means
of achieving major changes in transcription. Most alternative σ-factors also belong
to different subgroups of the σ70 family. Whereas members of this family carry
out open complex stabilisation on their own (as part of the RNAP holoenzyme),
members of the second family, named σ54, require additional activators belonging to
the AAA+ ATPase family to unwind the DNA. The σ70 family is almost ubiquitous
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in bacteria, and is mostly represented by multiple members. On the other hand,
the σ54 family is found only in ∼65% of sequenced bacterial genomes, and where
present comprises a single member [3, 4]. For example, E. coli K12 encodes six
members of the σ70 family (the major sigma factor RpoD, RpoH, RpoS, RpoE, FliA
and FecI) but only one σ54 protein (RpoN).

Different σ-factors in bacterial cell compete for a limited number of RNAP
apoenzyme molecules, and the outcome of this competition determines the cellu-
lar gene expression state. The dynamics of this competition depend on (i) relative
concentrations of various sigma factors [5–8], (ii) presence of σ-factor sequester-
ing anti-σ-factor proteins (Rsd in E. coli) [9], (iii) presence of modulating small
molecule second-messengers such as (p)ppGpp [10], (iv) small non-coding RNA
such as 6S RNA [11], (v) presence of other players such as H-NS [12], and (vi)
finally, the ability of the sigma factor to recognize evolutionarily divergent promoter
sites [13].

All these factors play a role in determining the outcome of stress σ-factor (RpoS)
regulation in E. coli. During the stationary phase, RpoS is highly expressed, albeit
at a third of the RpoD expression levels. However, the major σ-factor itself is
sequestered by its anti-σ-factor Rsd. Also, the presence of (p)ppGpp during star-
vation conditions reduces transcription from the RpoD promoters, as does the 6S
RNA. The presence of H-NS on chromosomal DNA also negatively impacts tran-
scriptional initiation by RpoD. Also, molecular level studies have shown that RpoS
is more tolerant to mutations in its promoters, and hence is more robust at initiat-
ing transcription from mutant promoters. All these factors facilitate transcription by
RpoS at the promoters. Further, the activity of RpoS is also enhanced by the pres-
ence of A/T rich tracts upstream, and sometimes downstream, of the promoter [14].

Thus, a combination of dynamic (small molecules/proteins) and static proper-
ties (promoter sequence/architecture) determines the condition specific dominance
of various sigma factors. However, it is not known how much the target gene reper-
toires (regulons) of different σ-factors in an organism overlap with one another. Even
though a recent study reports a significant overlap between the regulons of two dis-
tinct σ-factors (RpoD and RpoH) in E. coli [15], these conclusions are controversial
and await further clarification [16].

The role of σ-factors in initiating transcription, coupled with results of earlier
molecular studies [17–19], suggested that the σ-factor dissociates after a successful
initiation. However, later studies have shown that as much as 90% of early elonga-
tion complexes contain the σ-factor [20, 21] and provide evidence for some σ-factor
retention well inside gene bodies [22]. These studies, in concert with earlier results,
suggest that σ-factors play a complex role by regulating expression during initiation
and controlling RNAP pausing in the elongation phases [23, 24].

2.3 Transcription Factors

Transcription factors (TFs) are proteins that bind to specific sequences on the DNA
near their target genes, thus modulating transcription initiation. TFs can activate or
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repress transcription depending where they bind relative to the transcription start
site of the target gene [1]. Each TF regulates a set of genes, in response to specific
environmental and/or intracellular triggers. A complete transcriptional regulatory
interaction between a TF and its target gene-(s) encompasses (1) signal sensing,
(2) signal transduction, (3) the TF; and (4) the target gene-(s) [25]. In the following
sections, we will focus primarily on identification of the TFs and transcriptional
regulation by these TFs.

2.3.1 Identification and Genomic Distribution
of Transcription Factors

Both prokaryotic and eukaryotic TFs are generally identified by the presence of
a DNA-binding domain using sequence searches against protein family databases
such as PFAM [26], and by BLAST-based [27] detection of homologs of
experimentally-verified TFs. Several databases of computationally identified tran-
scription factors are publicly available; most are specific to certain phylogenetic
groups such as the FlyTF [28], and RegulonDB [29]. On the other hand, DBD
(which in this chapter refers to “DNA-Binding Domain Database”) includes many
completely sequenced genomes [30]. This database contains TF predictions for
about 480 of >1,000 bacterial genomes that have been completely sequenced.

Transcription factors in the above-mentioned DBD contain one of 131 distinct
protein families or domains, of which 61 are found in bacteria. Such studies showed
that the number of TFs scales in a nearly quadratic fashion with genome size
[31–33]. For bacteria with comparatively large genomes such as E. coli and Bacillus
subtilis, TFs account for ∼6% of their total gene count. These organisms may
require a large proportion of transcription factors in order to regulate function-
ally specialised groups of genes or they might make use of more complex, and
longer cascades of regulatory interactions [34]. On the other hand, organisms in
host-associated symbiosis or parasitism have an extremely poor TF gene content
consistent with their lack of need for sensing and responding to changing envi-
ronments. Examples include Mycobacterium leprae [35] which encodes only 42
TFs (2.4% of gene count), and Rickettsia prowazekii [36] which has only nine TFs
(<1%).

The E. coli genome is predicted to code for around 270 TFs, which accounts for
6% of protein-coding genes in this organism [33]. Based on the hierarchical clas-
sification of protein structures in the SCOP database, it was found that these TFs
all belong to one of 11 different families, of which 10 contain the helix-turn-helix
structural motif. Over 75% of all predicted TFs in E. coli contain an additional
domain, belonging to a wider range of 46 different protein families. These domains
are largely involved in sensing signals. Significantly, 40–50% of all TFs contain a
second domain that can potentially bind to small-molecules [33, 37] and more than
a third of these have been experimentally verified according to the Ecocyc database
[38]. Such a high percentage of TFs with small-molecule-binding capability is not
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known in eukaryotes [39]. Another 10% of TFs are part of two-component sig-
nalling cascades where they are phosphorylated by an upstream histidine kinase,
which in almost every case is the top-level signal sensor. Overall, these patterns
of domain coupling suggest extensive and immediate interactions between signals
and the transcriptional machinery, which in eukaryotes takes place through longer
cascades of signal-transduction events.

2.3.2 Classification of Transcription Factors Based on Their
Regulatory Scope: Global and Local Regulators

TFs in bacteria can have either a broad or a narrow regulatory scope. The scope
of regulation of various TFs can be studied for the E. coli genome using the
RegulonDB database. This is a collection of experimentally validated and compu-
tationally predicted TF–target interactions for majority of TFs in E. coli genome.
Despite not representing many TFs, this database is useful for analyzing trends of
TF–target interactions in the genome.

A cursory analysis of RegulonDB reveals that ten TFs in E. coli are responsible
for more than 61% of regulatory interactions in this bacterium. Thus, a small pro-
portion of TFs in E. coli have a global scope (global TFs), while most others target
specific gene (s) and/or operon (s) (local TFs). This leaves an open question of clas-
sifying a TF as “global” or “local”, which was addressed by Martinez-Antonio and
Collado-Vides [40].

Martinez-Antonio and Collado-Vides have defined a set of characteristics that
distinguish global TFs from “local” players that go beyond the number of genes it
regulates [40]. These characteristics include (1) number and nature of co-regulating
TFs, (2) ability to regulate genes which belong to target-groups of different σ-
factors, (3) capacity to regulate genes belonging to diverse functional categories,
and (4) potential to respond to a wide range of environmental conditions. Besides
these characteristics, global TFs have been recently shown to bind extensively
to the chromosomal DNA, not necessarily causing expression changes in proxi-
mal genes [41]. Only seven TFs in E. coli satisfy all the above criteria to be a
global TF: the catabolite-responsive CRP, anaerobiosis regulators FNR and ArcA,
the feast or famine LRP, and three other DNA structuring proteins FIS, IHF and
H-NS. Based on an analysis of target genes involved in small molecule metabolism,
we have shown that six of the seven above TFs regulate multiple functional cate-
gories, but show a statistical enrichment for targeting a single function. On the other
hand, most of the remaining TFs regulate genes from a single metabolic pathway or
a broader functional grouping of pathways [42].

Moreover, at least five of the above seven global TFs have been classified as
“nucleoid-associated proteins” (NAP) (Fig. 2.1b), primarily based on their ability to
bind extensively to the DNA and to alter the topology of the bound DNA by bending,
bridging or wrapping it. However, such classification is unlikely to be definite in the
absence of further data; for example, there is evidence that one of the global TFs
not usually considered as a NAP – FNR – can bend DNA. Finally, some global
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TFs have signal sensing or phosphorylation-receiving domains, which regulate their
DNA binding activity; the activities of other global TFs may be regulated primarily
at the level of their expression levels and/or competition or interaction with other
proteins. Different NAPs show distinct patterns of gene expression during batch
growth and also differ from each other in the degree of sequence specificity (see
below); for instance H-NS displays preferential binding to A/T-rich sequences, and
the [A/G]ATA[A/T][T/A] motif in particular, whereas others such as Hu have not
been associated with any motifs so far. The properties of global TFs are illustrated
with examples below.

2.3.3 Signal Dependent Activity of Global Regulators:
CRP and LRP

2.3.3.1 Lrp: The Feast or Famine Global Transcription Factor

Lrp was first identified as a regulator of branched amino acid transport [43]. It
was also observed in many cases that in turn its own activity is modulated by the
amino acid leucine, which acts as a nutritional indicator [44, 45]. In E. coli, the
TF regulates genes involved in amino acid metabolism and transport, and non-
metabolic functions such as pili biosynthesis. A recent study interrogating the
genome-wide binding of Lrp to the DNA identified sequence-specific interactions
with ∼140 chromosomal sites with an identifiable sequence motif, thus expanding
the catalogue of known Lrp targets by a factor of five [46, 47]. The authors showed
that absence of leucine and stationary phase increase the number of Lrp-binding
regions by 3 to 4-fold, the latter effect in agreement with the inverse relationship
between Lrp expression and growth rate.

Lrp and its signal, leucine, can interact in three distinct ways: (a) independent
response where leucine has no effect on Lrp action; (b) concerted response in which
leucine enhances the effect of Lrp; and (c) reciprocal response in which leucine
antagonises the effect of Lrp. Lrp exists largely in two forms: octameric (Lrp8)
and hexadecameric (Lrp16). Leucine binding favours the dissociation of Lrp to the
octameric form (Lrp8-leu) [48]. Differences among promoters in their affinities to
the different oligomeric forms of Lrp might explain the manner in which they are
regulated by leucine [48].

Lrp can also bend and wrap the DNA [49], and its ortholog in Bacillus subtilis
can, in addition, help form DNA bridges [50, 51]. These results, combined with
its global scope of binding, imply that Lrp can influence the 3D topology of the
chromosome. For these reasons, Lrp is considered as a NAP.

2.3.3.2 Crp and Transcriptional Responses to Carbon-Source Nutrition

Crp is the most prolific global transcription factor in E. coli, based on the infor-
mation available in RegulonDB [29]. It is activated by the binding of the second
messenger cyclic-AMP (cAMP) in response to glucose starvation and other stresses.
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Though commonly described in the context of catabolite repression (utilization
of an alternative carbon source in the absence of glucose), a microarray study
investigating gene expression changes in a Δcrp strain revealed a much broader
regulatory scope for CRP [52], including regulation of motility in E. coli [53].
Another study investigating differential expression of genes following a change of
carbon source from glucose to another (of poorer quality) highlighted that most tar-
gets of CRP are likely to be regulated indirectly [54]. Genome-wide binding studies
on Crp in E. coli revealed fewer strong binding sites (∼70) than expected, with a
relative high background generated by many weak binding events at low-affinity
sites [55]. The study also noted that only a minority of binding events directly
affected target gene transcription. Based on these results and the ability of CRP to
bend DNA [56, 57], the authors of this study [55] propose that CRP is too a NAP.

2.3.4 Expression and Protein–Protein Interaction Dependent
Activity of Global Regulators: FIS and H-NS

2.3.4.1 Fis: An Enigmatic Transcriptional Regulator

Fis is a versatile DNA binding protein that can affect multiple processes including
transcription. In E. coli, it is thought to be a major regulator of growth transitions
[58]. Fis is expressed in a growth phase dependent fashion, showing high expression
during logarithmic growth [59]. It activates more genes than it represses [41], though
it represses several non-essential genes during exponential growth [60–62]. At least
two independent genomic studies in E. coli have demonstrated that Fis mediates
global changes in gene expression with over 20% of all genes being affected by
Fis [41, 63, 64]. �fis mutants of E. coli show unnaturally high negative supercoil-
ing during stationary phase growth [58], which might lead to a general increase in
transcription during this phase of growth.

Though certain FIS-binding characteristics such as localisation to gene-upstream
regions may be associated with gene expression, it is being realised that, as with
CRP [55], a majority of Fis binding events do not lead to proximal gene expression
changes [41]. This might be because Fis has complex effects on the 3D topology of
chromosomal DNA [65, 66] that go beyond just proximity binding effects.

2.3.4.2 H-NS: “The Genome Sentinel”

H-NS is a global repressor of gene expression in enterobacteria and is one of the
best-studied NAPs. It is expressed throughout all the growth phases in E. coli
and simultaneously affects DNA structure and transcription by forming DNA–H-
NS–DNA bridges and reinforcing plectonemically supercoiled structures [67–71].
Genome-scale analysis [41, 72] showed that H-NS binds to tracts of DNA [72] and it
spreads linearly from high affinity sites to flanking lower affinity regions [41]. This
analysis further provided genome-scale evidence for the existence of two modes
of H-NS-mediated gene regulation. Short binding regions provide mild modulation,
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typically repression, of the expression of proximal genes whereas long binding tracts
lead to total transcriptional silencing [41].

Genome-scale investigations of H-NS-binding in Salmonella revealed a surpris-
ing mechanism for bacterial defence against foreign DNA: the protein selectively
silences the transcription of large numbers of horizontally acquired genes, including
those within its major pathogenicity islands [73, 74]. This arises because the pro-
tein preferentially binds A/T-rich DNA, and these acquired genomic regions tend to
display high AT-content. Removal of H-NS leads to uncontrolled expression of sev-
eral pathogenicity islands, which has deleterious consequences for bacterial fitness.
The mechanism appears to be general for other enterobacteria, since introduction of
non-native plasmids into �hns cells can cause severe growth and infectivity defects
[74–76]. Although the acquired genes are silenced during log growth, the combina-
tion of H-NS interactions with other regulatory factors and promoter-binding by the
stress-associated RpoS σ-factor enables expression under stress conditions [77–79].
Thus, H-NS enables DNA to be acquired from exogenous sources, while avoiding
their unregulated expression.

Thus, global regulators such as Lrp, CRP, Fis and H-NS modulate gene expres-
sion on a genome wide scale, in response to various stresses. Their responses are
characterized by a global scope combined with a specific focus, such as repression
of horizontally acquired genes by H-NS.

2.3.5 Local Transcription Factors and Specific Responses

The global TFs set the generic response mode such as stress, starvation and uti-
lization of alternative carbon sources. However, in many cases, they are aided by
many other TFs that make up the bulk of TF repertoire in the bacterial genome.
These specific TFs, also known as local TFs, usually have a restricted regulatory
scope comprising a few genes or operons. These are nonetheless responsible and
necessary for regulation of their respective targets. In many known cases these
TFs also act as signal sensing modules by sensing the environmental concentra-
tion of their small molecule “trigger”. We will discuss two specific examples of
local TFs, both of which bind to a small molecule metabolite that modulates their
activity.

LacI is a canonical local TF, which regulates the expression of the lac operon, in
response to a combination of glucose starvation (CRP/c-AMP) and presence of allo-
lactose inside the cell (LacI). The regulation of the lac operon also presents a classic
case of combinatorial regulation by CRP. When the cell senses the absence of glu-
cose, and the presence of alternative carbon source in the form of lactose/allolactose,
the lac operon is activated and lactose catabolism ensues. So far, the only known
target of LacI in E. coli is the lac operon.

Another example of specific local regulation involves the tryptophan synthesis
operon (trp), which is regulated by the TrpR (trp Repressor). TrpR senses the levels
of free tryptophan, which is the end-product of the trp operon, inside the cell by
binding it. When levels of tryptophan increase inside the cell, the repressor binds
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to the amino acid, which stabilizes its active conformation [80], allowing it to bind
upstream of the trp operon. Upon depletion of intracellular tryptophan, this process
is reversed and the repression is relieved.

There are many such examples of specific repression/activation of genes and
pathways by local TFs in bacteria.

2.4 Structure and Evolution of Bacterial Transcriptional
Regulatory Networks

The ensemble of TF-target gene interactions in a bacterium determines its gene
expression profile, and subsequently, its temporary phenotype. Such interactions can
be analyzed in the form of networks, in order to gain a deeper understanding of bac-
terial biology. In this section, we will introduce bacterial gene regulatory networks
and discuss their implications.

2.4.1 Modular Architecture of the Transcriptional
Regulatory Network

A functional module is defined as a discrete entity whose function is separable from
those of other modules [81]. Although there are numerous algorithms for identify-
ing modules based on network topologies [82–85], perhaps the best characterised
types of modules are network motifs that were originally described by Alon and
colleagues [86]. Network motifs can be thought of as recurring circuits of regula-
tory interactions between TFs and target genes. Such motifs were originally defined
in E. coli, in which they were detected as patterns of connections that occurred in
the transcriptional network more often than would be expected in random networks.

One of the most important motifs is called the Feed Forward Loop (FFL), in
which TF A regulates TF B and both A and B regulate a target gene C (Fig. 2.2a).
The top-level TF in many FFLs is a global regulator: this is particularly exemplified
by the classical catabolite repression which involves CRP as the top-level regulator
and one of various sugar-responsive local TFs as the second regulator. Removal of
global TFs from the dataset led to loss of many FFLs within the network [82, 84, 86],
highlighting their importance in establishing this motif.

In addition to describing topological relationships between TFs and targets,
different types of network motifs have been shown to carry out specific information-
processing functions that are particularly suited to the biological requirements of the
involved genes. For instance, FFLs filter out transient or rapidly varying input sig-
nals, thus enforcing the requirement of persistent signals for activation [86]. Thus
an interesting question that can be addressed using network-based approaches is
whether different types of cellular functions are regulated by distinct network archi-
tectures. For instance, the use of FFLs in controlling sugar metabolism ensures that
catabolic enzymes are not expressed unless there are steady levels of the correct
nutrients in the environment.
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Fig. 2.2 Two prominent architectures found in E. coli gene regulatory networks. Two sub-network
architectures are prominently found in E. coli gene regulatory networks. They are the feed forward
loop (FFL – Panel A), and the cascade (Panel B). In a FFL, a primary TF (tfA in figure) regulates a
secondary TF (tfB) and both tfA and tfB regulate the expression of the target gene (TG in figure).
Such combinatorial regulation is observed in the regulation of catabolic genes by the global regu-
lator CRP. The second architecture, the cascade, occurs in regulation of developmental processes
such as flagellar biosynthesis. In this mode of regulation, a primary TF (tfA) regulates a secondary
TF (tfB), which in turn regulates the target genes

2.4.2 Subnetwork Architectures for Different Gene Functions

An important question is how these network motifs combine to form the whole
regulatory system. Using symbols for different types of motifs can help depict
an entire regulatory system in a compact way. In E. coli, it becomes immediately
clear that FFLs feed into a layer of densely interconnected TFs, an arrangement
commonly known as multi-input motifs (MIMs). Here, each TF regulates many
target genes, and in turn each target is controlled by many TFs; thus a MIM
can be conceptualised as a gate-array that translates multiple inputs into multiple
outputs. E. coli has several discrete MIMs with hundreds of output genes, each
responsible for a broad biological function, such as anaerobic growth and stress
response.

Long regulatory cascades are rare in E. coli: thus most FFLs connect directly into
a MIM, and in most cases, each MIM produces a final output. A possible reason
for this shallow architecture is that single-celled organisms need to respond rapidly
to changing environmental conditions. An exception is the relatively long cascade
controlling flagella assembly: the temporal ordering afforded by multiple TFs is
thought to be useful in processes requiring several stages to complete. This type of
mechanism also helps explain the experimentally observed temporal programme in
the expression of flagella biosynthesis genes [87].
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Despite the discrete network organisation of different cellular functions (such as
sugar metabolism and flagella assembly above), there is also a great deal of inter-
connection between them. In particular, glucose is a positive regulator of biofilm
formation [88], thus linking sugar metabolism/carbon nutrition with long-term cel-
lular decisions. This is potentially due to CRP, which is indirectly controlled by
glucose availability and is a top-level regulator of both sugar metabolism and these
developmental processes. A second control point integrating these two functions
operates at a post-transcriptional level [89].

Architectural features of regulatory sub-networks can vary even within a single
functional group. For instance, the three broad functions within metabolism, viz.
catabolism, anabolism and central metabolism, differ from each other in the number
and types of their regulators [42]. The genes involved in catabolism undergo combi-
natorial regulation, with a global regulator such as CRP and a local TF. On the other
hand, anabolic pathways are often regulated by a single specific TF, and the central
metabolism is regulated by multiple global TFs [42]. Further, despite the similarity
in network architectures of catabolic genes, different sugar operons display distinct
output patterns in response to input signals [90].

2.4.3 Evolution of Transcription Networks: Implications
for Regulatory Networks

TFs and their networks are dynamic evolving entities. In fact, TFs are less conserved
that other protein types such as enzymes [34, 91]. Such evolution is often directed
by the environment of the bacterium and, in some cases, its interaction with a higher
eukaryotic host. Interaction of bacteria with higher eukaryotes, often as pathogens,
means that certain transcriptional response networks in phylogenetically distinct
organisms may undergo convergent evolution. The outcome of such evolution is that
phylogenetically unrelated networks might assume similar functional architectures,
where related ones will differ. The evolution of transcriptional regulatory networks
between phylogenetically related organisms, and its driving forces, pose some of
the important questions to be addressed in this field.

2.5 Conclusions

Transcriptional regulation is essential for ensuring that the correct genes are
expressed at the right amounts at the appropriate time. It is controlled by a combina-
tion of cis-effects such as DNA sequence and topology, and trans-acting factors, the
focus of this chapter. Sigma factors, a component of the RNA polymerase holoen-
zyme, are responsible for promoter-recognition and recruitment of the holoenzyme
to specific promoters; therefore they provide the most fundamental level of control
for the expression of large numbers of genes. Among DNA-binding TFs, global
regulators target a disproportionately large numbers of genes, and exert their con-
trol over diverse functional categories. In E. coli, five out of seven global TFs are
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also nucleoid-associated proteins, “histone-like” proteins that bind extensively to
the genome, and alter the topology of the bound DNA. The role of such proteins
appear to extend well beyond the traditional confines of transcriptional regulation,
since a large proportion of binding sites do not appear to cause expression changes
in proximal genes. Finally, local TFs comprise most of the regulatory repertoire in
bacterial genomes, and usually have a narrow regulatory scope restricted to specific
gene functions.

A crucial point to consider in bacterial gene regulation is that RNA polymerase
is in very short supply: in E. coli there are estimated ∼1,500 to ∼11,500 polymerase
molecules per cell depending on growth condition. In combination, the above fac-
tors ensure that the RNA polymerase holoenzyme is correctly distributed among
the 2,000 or so competing promoters in the genome. Molecular and biophysical
studies over the past 50 years have elucidated distinct mechanisms for modulat-
ing the expression of individual genes: some mechanisms allow for fine tuning of
expression levels, whereas others define much sharper transitions between active
and inactive transcriptional states. In contrast, genome-scale studies during the last
decade have generated unprecedented quantities of information describing the loca-
tion of binding sites; however, our understanding of how all these binding events
lead to transcriptional regulation is still very preliminary. A major challenge over
the next decade will be to bridge the gap between the detailed molecular descrip-
tions and genome-scale overviews so that we can understand how every gene in a
bacterial genome is transcriptionally regulated.
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Chapter 3
A Catalogue of Eukaryotic Transcription
Factor Types, Their Evolutionary Origin,
and Species Distribution

Matthew T. Weirauch and T.R. Hughes

Abstract Transcription factors (TFs) play key roles in the regulation of gene
expression by binding in a sequence-specific manner to genomic DNA. In eukary-
otes, DNA binding is achieved by a wide range of structural forms and motifs. TFs
are typically classified by their DNA-binding domain (DBD) type. In this chapter,
we catalogue and survey 91 different TF DBD types in metazoa, plants, fungi, and
protists. We briefly discuss well-characterized TF families representing the major
DBD superclasses. We also examine the species distributions and inferred evolu-
tionary histories of the various families, and the potential roles played by TF family
expansion and dimerization.

3.1 Introduction

Eukaryotic genomes display remarkable diversity in their transcription factor (TF)
repertoires, in terms of both presence and prevalence of different TF families in
different lineages. It is estimated that TFs constitute between 0.5 and 8% of the
gene content of eukaryotic genomes, with both the absolute number and propor-
tion of TFs in a genome roughly scaling with the complexity of the organism [1].
Most eukaryotic TFs tend to recognize short, degenerate DNA sequence motifs, in
contrast to the larger motifs preferred by prokaryotic TFs [2]. Cooperation among
TFs, rather than highly-specific sequence preferences, is believed to be a pervasive
feature of eukaryotic transcriptional regulation [3].

The distinguishing feature of TFs, relative to other transcriptional regulatory pro-
teins, is that they interact with DNA in a sequence-specific manner [4, 5]. In the vast
majority of well-studied cases, these interactions are mediated by DNA binding
domains (DBDs) [6], and TF families are typically defined on the basis of sequence
similarity of their DBDs. Eukaryotic DBDs display a wide range of structural forms
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spanning a diverse array of protein folds (Fig. 3.1), each of which represents a differ-
ent solution to the problem of recognizing DNA sequences. Most strategies involve
interactions with the major groove, although minor groove and/or phosphate and
sugar backbone interactions also appear frequently.

TFs have traditionally been classified into superclasses based on broad structural
similarities of their DBDs [6]. Such distinctions are somewhat arbitrary (e.g. MADS
box and CSL are both members of the β-scaffold superfamily, despite sharing little
structural similarity), and are not equivalent to phylogenetic classifications, since the
different domain types presumably arose independently. However, they are useful
for grouping TFs based on distinctive structural features. Here, we adopt the use
of four major superclasses of TFs: basic, zinc-coordinating, helix-turn-helix, and β-
scaffold. In addition to these four major superfamilies, a wide range of TFs employ
less conventional strategies for recognizing DNA sequences, including the AT hook,
which recognizes sequences in the minor groove utilizing fewer than a dozen amino
acids [7], and the strongly twisted antiparallel β-sheet and four α-helices comprising
the SAND domain [8]. These are grouped as other.

Several excellent reviews have previously covered the topic of eukaryotic TFs [6,
9–11]. In this chapter, we give an overview of the major classes of eukaryotic TFs,
including the types, evolutionary history, and distribution of their DBDs. We restrict
our attention to sequence-specific TFs with defined DBDs, so non-sequence specific
families such as HMG box (excluding the Sox subfamily), and TFs with undefined
DBDs (e.g. many possible candidates from [12] and [13]) are not covered here. It is
likely that this overview is incomplete: most eukaryotic lineages are much less well-
studied than yeasts, metazoans, and plants, and their genomes may encode novel
sequence-specific DNA-binding proteins; in addition, novel DNA-binding activi-
ties presumably arise de novo at some frequency in all lineages, in the same way
that novel protein-protein interactions arise. It is also possible that some of the pro-
teins enumerated here are not bona fide TFs: outside of major experimental model
organisms, most individual proteins have not been examined experimentally.

3.2 A Catalogue of Eukaryotic Transcription Factor Families

The repertoire of TFs carried by individual genomes varies drastically across the
eukaryotic kingdom [14]. For example, whereas the majority of metazoan TFs are
members of the C2H2 zinc finger, homeodomain, and bHLH families, the genomes
of plants are predominantly populated by the AP2, MADS box, WRKY, and B3
families, and the largest family of fungal TFs is the zinc cluster (C6 zinc fin-
ger). Figure 3.2 depicts the size of each family across a representative collection
of eukaryotic organisms with sequenced genomes. Due to space limitations, we
only briefly discuss some of the major families of TFs here, focusing on those
that are most prevalent, or have been the subject of intense research. Several
of the largest and most well-studied metazoan classes are discussed in separate
chapters in this volume (see Chapters 4, 5, and 6, which encompass C2H2 zinc
fingers, homeodomains, and nuclear receptors). A survey of known eukaryotic TF
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bZIP  (C/EBPalpha)
1NWQ [152]

bHLH (MyoD)
1MDY [150]

Homeodomain (VND/NK-2) 
1NK3 [356]

Myb/SANT (c-Myb)
1MSF [92]

Forkhead (Genesis) 
2HDC [231]

ARID (Dead ringer)
1KQQ [214]

IRF (IRF-1)
1IF1 [243]

E2F + DP (E2F4 + DP2)
1CF7 [223]

Ets (SAP-1)
1BC8 [224]

RFX (RFX1)
1DP7 [264]

Paired Box (prd)
1PDN [253]

POU (Oct-1)
1E3O [357]

IBD (IBP39)
1PP7 [108]

LFY (LFY)
2VY1 [245]
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Fig. 3.1 (continued)
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C2H2 Zinc Finger (Zif268)
1A1L [321]

Nuclear Receptor (RXR+RAR)
1DSZ [358]

GATA (GATA-1)
1GAT [326]

GCM (GCMa)
1ODH [332]

THAP (THAP)
3KDE [348]

Zinc cluster (GAL4)
1D66 [351]

p53 (p53)
1TSR [48]

MADS box (SRF)
1SRS [183] T-box (Bracyury/T)

1XBR [205]

RHD (NFκB)
1VKX [192]

STAT (STAT1)
1BF5 [198]

SMAD (Smad3)
1OZJ [346]

CSL (CSL)
1TTU [175]

Ndt80/PhoG (NDT80)
1MNN [359] TBP (TBP)

1CDW [201]

Fig. 3.1 (continued)
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families is provided in Table 3.1, which provides specific examples, references,
and other information for each family, including Pfam and Interpro identifiers. For
inclusion in Table 3.1, a family must have experimental evidence demonstrating
sequence-specific DNA binding, along with demonstration of transcriptional regu-
latory activity in vivo. As such, several families of putative TFs are not included,
such as NiN/RWP-RK [15] and Nozzle/SPL [16].

3.2.1 Metazoan Transcription Factor Families

The diversity of forms and lifestyles displayed by members of the metazoan
kingdom is thought to at least partially be a result of differences in genomic tran-
scriptional control elements [17]. Despite a prevalence of cis differences [18, 19],
most metazoans possess a similar basic repertoire of trans acting factors (i.e. TFs)
(Fig. 3.2), with the largest classes including C2H2 zinc fingers, homeodomains, and
bHLH (which together constitute over 80% of all known and predicted human TFs
[20]). In this section, we briefly introduce the major metazoan families, many of
which are also present in the other eukaryotic branches (Fig. 3.2).

3.2.1.1 Metazoan Basic Superfamily Transcription Factors

The basic superfamily, which includes the leucine zipper (bZIP) and helix-loop-
helix (bHLH) families, is largely comprised of TFs that dimerize and bind DNA
in a scissor-type grip [21]. Members of this superfamily are composed of a basic
α-helical DNA-contacting region, and a dimerization interface containing a leucine
zipper, HLH, or Helix-Span-Helix (HSH) (Table 3.1). Often, the expression or avail-
ability of one dimerization subunit is controlled, while the other is constitutively
expressed, a strategy which allows for further fine-tuning of regulatory control [22].
Due to their dimerization upon binding DNA, most members of this superfamily
recognize palindromic binding sequences (Table 3.1).

The bZIP and bHLH classes are among the largest in vertebrates, with 53 and
110 members being present in the human genome, respectively. Each class presum-
ably arose from a single common ancestral protein, which subsequently underwent
multiple periods of duplication and divergence. This series of evolutionary events
resulted in the dozens of subfamilies present in extant species, with each subfam-
ily possessing distinctive dimerization and DNA sequence preferences [23–28].
Among many other well-studied proteins in these classes, the bHLH family includes

�
Fig. 3.1 Gallery of DNA binding domains. Cartoon representations of transcription factor DNA
binding domain interactions with DNA. Structures were obtained from the Protein Data Bank
(PDB, http://www.pdb.org/; [360]). TF family name is indicated below each structure, along with
the name of the protein, its PDB accession number, and the corresponding reference. DNA is
colored blue, with α-helices in red, β-sheets in yellow, and loop regions in green. Binding domains
are organized by superfamily, indicated by font color: black, basic; green, helix-turn-helix; orange,
zinc-coordinating; red, other; purple, β-scaffold
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MyoD TFs, which control skeletal muscle development [29], and the bZIP family
includes the Jun and Fos proteins, which are well known for their roles in cancer
progression [30].

3.2.1.2 Metazoan Zinc-Coordinating Transcription Factors

Zinc-coordinating TFs have structures that are stabilized by the tetrahedral coordi-
nation of a zinc atom (Zn++) by histidine and cysteine residues. This superfamily
includes a wide range of TF classes, including C2H2 zinc fingers, nuclear receptors
(C4 zinc fingers), and the mostly fungal-specific zinc cluster family. C2H2 zinc fin-
gers (see Chapter 4) represent the largest family of eukaryotic TFs, with metazoan
genomes housing upwards of 600 members of this family. Most C2H2-containing
TFs possess multiple zinc fingers (and sometimes dozens), each of which recog-
nizes three (or more) specific base pairs [31]. C2H2 zinc fingers have been the
focus of intense study due to their potential to be engineered to recognize specific
sequences [32].

Members of the metazoan-specific nuclear receptor family (see Chapter 6) con-
trol a wide range of physiological processes. In particular, nuclear receptors act
as hormone and environmental sensors, responding to lipophilic molecules such as
fatty acids, vitamins and steroids [33]. Nuclear receptors originally were thought to
have originated in metazoans, but a recent study suggests they might have emerged
early during eukaryotic evolution [34].

GATA family TFs, which contain two adjacent zinc fingers, are named after
their consensus recognition sequence (WGATAR) [35, 36]. GATA binding sites
have been extensively studied in the regulatory regions of the human β-globin gene
cluster, using a combination of comparative genomic and experimental techniques
[37]. Members of the GATA family play important regulatory roles in hematopoietic
stem cells, as well as in mesoderm and endoderm-derived tissues [38]. Mutations in
GATA TFs have been implicated in numerous human diseases, including cancer,
congenital heart defects, and down syndrome [38, 39].

�
Fig. 3.2 Species distribution of transcription factor families. Heatmap depicting abundance of
transcription factor families across a representative sampling of sequenced eukaryotic genomes.
Phylogenetic relationships at the top are borrowed from [98] (branches not to scale). Each entry
indicates the number of proteins with a match to the corresponding Pfam domain (using the Hmmer
program [361] with recommended similarity thresholds of 0.01 for both the sequence e-value and
the domain conditional e-value). Color key is depicted at the bottom (note logarithmic scale).
DBD families were hierarchically clustered using average linkage clustering. Brief definition of
clades: Fungi: yeasts, molds, mushrooms, etc.; Microsporidia: spore-forming unicellular parasitic
fungi; Metazoa: animals; Mycetozoa: slime molds; Viridiplantae: green algae and land plants;
Rhodophyta: red algae (including many seaweeds); Heterokonta: mostly diatomic algae (includ-
ing plankton) and kelp; Ciliophora: protists with cilia; Apicomplexa: unicellular, spore-forming
parasitic protists; Euglenozoa: flagellate unicellular protists; Heterolobosea: colorless unicellular
protists, many of which can transform between multiple forms; Diplomonadida: mostly double-
celled parasitic flagellate protists; Parabasalia: flagellate protists, most of which are symbiotic with
animals. DBDs without a pfam model are not shown, nor are Sox domains, which share a Pfam
model with the non-sequence-specific HMG class
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3.2.1.3 Metazoan Helix-Turn-Helix Transcription Factors

The helix-turn-helix (HTH) superfamily is composed of proteins that bind the
major groove of DNA using an open tri-helical bundle [40]. In addition to their
widespread prevalence in nearly all eukaryotic genomes, members of the HTH
superfamily constitute the majority of TFs in both the archaeal and bacterial super-
kingdoms, although almost no eukaryotic TF shares strong sequence similarity
with a prokaryotic counterpart [40]. In eukaryotes, homeodomains represent the
largest family of TFs that bind DNA utilizing a HTH structure (see Chapter 5). The
homeodomain family consists of dozens of subfamilies, including (among many
others) Hox proteins, which are well-known for their control of developmental pro-
cesses in metazoan genomes [41], and POU proteins (such as Oct4, the classical
marker of Embryonic Stem cells and one of the four “Yamanaka factors” [42]),
which contain a separate, structurally homologous POU HTH domain along with a
homeodomain [43].

In addition to the basic tri-helical core, a wide variety of modifications and
additions to the HTH structural motif have arisen, most notably the winged helix-
turn-helix (wHTH) motif, which adds a β-strand hairpin unit [44]. TF families that
utilize the wHTH motif for DNA binding include Forkhead box (Fox), Ets, IRF,
RFX, Heat shock factor (HSF), and E2F (Table 3.1). Fox TFs, which originated in
unicellular eukaryotes and subsequently expanded in the mammalian lineage, play
important roles in a wide range of developmental processes, including organogene-
sis and speech acquisition [45]. Mutations in Fox genes have also been implicated in
a wide range of human diseases, including cancer, glaucoma, and various language
disorders [45].

3.2.1.4 Metazoan β-Scaffold Transcription Factors

TFs that bind DNA utilizing a β-scaffold-like structure include the p53 tumor sup-
pressor, which has been referred to as “the guardian of the genome” due to its
important mutation prevention role in eukaryotic genomes [46]. p53 is activated
by DNA damage or hypoxia, and controls genes involved in cell cycle arrest, DNA
repair and programmed cell death [47]. Mutation or inactivation of p53 results in
a range of cancer-favoring scenarios, including errors in cell-cycle checkpoints and
apoptosis [47]. p53 binds DNA with a 200 amino acid DBD consisting of a zinc-
coordinating β-sandwich [48]. p53 is structurally related to several major eukaryotic
TF families, including the Rel Homology Region (RHR) family, which includes
the immune-responsive NFκB complex [49], and the STAT family, whose members
control a variety of cellular events upon their activation by a series of extracellular
signaling proteins [50].

The cold shock domain (CSD) is found in all three superkingdoms, and is thus
thought to represent one of the most ancient TF families [51]. In addition to the
transcriptional regulation roles played by CSD Y-box TFs such as YB1 [52] and
FRGY2 [53], CSD-containing proteins are involved in a wide range of other pro-
cesses, including translation initiation, RNA degradation, and pre-mRNA splicing
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[54]. Members of the Y-box family are capable of a variety of functions beyond
DNA binding, including DNA and RNA melting, annealing, and strand exchange
activities [55].

3.2.1.5 Other Metazoan Transcription Factor Families

CBF/NF-Y binds DNA as a complex that is minimally composed of the CBF-A
(NFY-B/HAP3), CBF-B (NFY-A/HAP2), and CBF-C (NF-YC/HAP5) subunits [56,
57]. The resulting complex recognizes the CCAAT box, which is located within 100
bases of the transcription start site in an estimated 30% of eukaryotic promoters [58,
59] (see Chapter 10, which provides an overview of sequences commonly found in
human and Drosophila promoters). Subunits of CBF/NF-Y are subject to a variety
of regulatory control methods, including transcriptional, post-transcriptional, and
post-translational means [60].

Sox family TFs may have played a role in the development of eukaryotic
multicellularity, due to their importance in the control of genes involved in the extra-
cellular matrix, cell adhesion, and signaling [61]. A typical mammalian genome
contains ∼20 Sox TFs, each of which participates in multiple developmental pro-
cesses [62]. A well-known member of the Sox family, SRY, initiates male sex
determination in mammals [63]. Unlike other HMG-containing proteins, most
Sox TFs bind to specific DNA sequences (WWCAAWG), with the various Sox
proteins recognizing different flanking sequences [64]. Recent data indicate that
some Sox proteins prefer alternative sequences, including TGAATG (Hbp and Bbx
subfamilies), and TCAAAG (Tcf and Lef subfamilies) [65].

3.2.2 Plant Transcription Factor Families

The plant kingdom is comprised of the Viridiplantae (green plants), Rhodophyta
(red algae) and Glaucophyta (simple glaucophyte algae). Viridiplantae include both
non-vascular and vascular plants, with vascular plants including the seed plants,
of which flowering plants are a subgroup. In general, between 3 and 6% of green
plant genes encode TFs, while the genes of algae are comprised of only between
0.5 and 2% [66], although the smaller proportion of algae TFs may be exaggerated
due to unknown algae-specific TF families. Interestingly, many plant-specific DBDs
bind DNA utilizing β-sheets, in contrast to other eukaryotes and prokaryotes, which
largely bind DNA utilizing α-helices [67]. Two major bursts of gains and expansions
in the repertoire of plant TFs have been identified, coincident with the water-to-land
transition and the radiation of flowering plants [66]. Major eukaryotic TF families
present in plants include Myb/SANT, bHLH, bZIP, Homeodomain, and C2H2 zinc
fingers (Fig. 3.2), in addition to several largely plant-specific TF families, which we
discuss here.

3.2.2.1 Plant β-Scaffold Transcription Factors

MADS box proteins are found in a variety of organisms (Fig. 3.2), but are most
prominent in the genomes of flowering plants, where they have undergone multiple



3 A Catalogue of Eukaryotic Transcription Factor Types 47

expansions stemming from whole genome duplication events [68]. MADS box TFs
control all major aspects of the life of green plants, and the timing of the expansion
of this family suggests that it might have played a key role in the evolution of flower-
ing plants [69]. MADS box TFs are categorized as either Type I (animal SRF-like) or
Type II (fungal MEF2-like), with members of each class recognizing different DNA
sequences and inducing different degrees of DNA bending [70]. It has recently been
suggested, based on sequence homology across the entire DBD, that the MADS box
domain originated from subunit A of topoisomerase IIA enzymes [71].

B3 domains are present in three families of plant TFs: Auxin response factors
(ARFs), VP1, and RAV-like AP2 TFs (which also have AP2 domains). The B3
domain consists of a β-sheet and two α-helices situated between β-strands, with loop
residues predicted to make deep contacts with the major groove of DNA [72] (there
is, as yet, no structure of a B3 domain in complex with DNA). Although believed to
be plant-specific, B3 domains share structural similarities with the Escherichia coli
EcoRII restriction enzyme, suggesting a possible horizontal transfer event between
a eubacterial ancestor to an ancestral plant (or vice versa) [67].

Members of the Whirly TF family are found throughout the plant kingdom, and
play roles in the regulation of genes involved in defense response [73]. Whirly
TFs bind DNA as tetramers, with each unit consisting of two anti-parallel β-sheets
packed perpendicularly against each other [74]. The four resulting blade-like exten-
sions adopt a striking “whirligig-like” appearance, providing the namesake for this
family of TFs. Whirly protein complexes bind single stranded DNA, in contrast to
the majority of eukaryotic TFs [74].

3.2.2.2 Plant Zinc-Coordinating Transcription Factors

WRKY TFs, named after a conserved WRKYGQK sequence in their DBDs, are
zinc-coordinating proteins that adopt a β-sheet fold [75]. Most WRKY TFs are clas-
sified as group I, whose members contain two WRKY domains (with the C-terminal
domain binding DNA), while group II and III TFs posses a single WRKY domain
[76]. Although initially believed to be plant-specific, WRKY proteins have a similar
fold to metazoan GCM family TFs and fungal Rcs1p and Rbf1p proteins [77], and
group I WRKY proteins have been identified in the protist Giardia lamblia and the
slime mold Dictyostelium discoideum [78], suggesting a more ancient evolutionary
origin.

SBP family TFs are involved in a variety of developmental processes, includ-
ing flower development in particular [79]. Several members of this family are
post-transcriptionally controlled by the microRNA miR156, whose overexpression
results in a delay in flowering [80]. SBP DBDs include a pair of zinc binding sites
consisting of eight residues in a novel C3HC2HC or C6HC configuration, with the
first four residues coordinating one zinc atom, and the last four coordinating the
other [81] (there is, as yet, no structure of an SBP domain in complex with DNA).

The Dof family is composed of a diverse range of proteins that bind DNA uti-
lizing a C2C2 zinc finger [82]. Like many other zinc fingers, the Dof domain can
also function in the mediation of protein-protein interactions, often with members
of the bZIP family [83]. Dof TFs can be classified into six distinct subfamilies, each
with a unique domain architecture [84]. A wide range of plant-specific processes are
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controlled by members of the Dof family, including light-regulated gene expression,
germination, dormancy, and flowering time [85].

3.2.2.3 Additional Plant Transcription Factor Families

AP2 proteins comprise the largest family of TFs that are mostly specific to plants,
although members have recently been identified in a wide range of organisms,
including TFs in apicomplexans (unicellular animal parasites) [86], and endonu-
cleases in prokaryotes [87], bacteriophage [88], and yeast [89]. The AP2 family is
further divided into several subfamilies, with type A TFs being largely involved in
the regulation of abiotic stress responses and type B subfamily members participat-
ing in disease resistance responses [90]. The unusual phylogenetic distribution of
the AP2 family (Fig. 3.2) has been proposed to be a result of their origins in mobile
elements [86].

NAC proteins comprise the second-largest family of plant TFs, with the
Arabidopsis thaliana genome containing over one hundred putative NAC TFs.
NAC TFs control a wide range of plant processes, including root formation, floral
development, and stress response, and bind DNA as symmetric homodimers [91].
Structurally, the central four strands of the NAC monomer are highly similar to
the four-stranded β-sheet of the WRKY domain, suggesting an ancient evolutionary
relationship [67, 77].

The Myb/SANT family, though structurally distinct from homeodomains, also
binds DNA utilizing an HTH-based DBD. Myb/SANT proteins can contain up to
three imperfect repeating DNA-binding α-helical sections (designated R1, R2, and
R3), with most TFs containing the R2 and R3 domains [92]. In vascular plants,
Myb/SANT TFs play key roles in development, with several members displaying
striking tissue-specific expression patterns (reviewed in [93]). In plants, Myb/SANT
TFs often interact cooperatively with members of the bHLH family, as exemplified
by the regulatory control of the phenylpropanoid biosynthetic pathways [94, 95].
Myb TFs are most abundant in plants, but are prevalent across the eukaryotic king-
dom (Fig. 3.2). Members of the Myb family are known to be factors in several
human cancer subtypes [96].

3.2.3 Fungal Transcription Factors

The fungal kingdom encompasses a wide evolutionary distance [97, 98], and the
majority of its transcriptional regulators remain largely unexplored outside of the
yeast clade. The largest family of fungal TFs is the zinc cluster (C6 zinc finger)
family, a multifunctional class that controls several crucial fungal pathways [99],
with the galactose-uptake regulator GAL4 being among the more well-characterized
examples [100]. Originally thought to be fungal specific, zinc clusters have recently
been discovered in the slime mold D. discoideum, the marine phytoplankton
Thalassiosira pseudonana, and the amoeba Naegleria gruberi, with the latter pos-
sessing a major lineage-specific expansion [101]. Other major fungal TF families
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include C2H2 zinc fingers, bZIP, bHLH, Myb/SANT, GATA, and homeodomain.
The copper fist domain, which is stabilized by multiple copper ions [102], is thought
to be fungal-specific. APSES, another fungal-specific TF domain, is believed to
have evolved through the capture of a viral KilA-N-like precursor early in fungal
evolution [103], and is also present in transposable elements of the parasitic protist
Trichomonas vaginalis [104]. Recent findings suggest that fungal genomes might
contain nuclear receptor-like TFs, a family classically thought to be specific to the
metazoan lineage [34].

3.2.4 Transcription Factors in Protists

Protist is, in practice, a catch-all term for eukaryotic microorganisms, which rep-
resent the majority of diversity found in the eukaryotic kingdom [105]. Members
of this taxonomic group are largely understudied at the molecular level, relative
to the more prevalent model systems, raising the possibility that additional TF
families have yet to be discovered and characterized. Despite a recent increase in
the availability of sequenced protist genomes, identifying novel protist TF families
using sequence-based techniques remains challenging [106, 107]. One example of
a protist-specific TF family is the T. vaginalis IBD family [108, 109], which has
expanded to include over 100 members in the genome of this parasite [101].

Many parasitic protists, including members of the apicomplexans, diplomona-
dida, and parabasala, appear to have a reduced set of TF families, for which they
seem to compensate by the lineage-specific expansion of individual TF families,
along with the presence of well-developed chromatin modification, basal tran-
scription, and post-transcriptional systems [110–113]. For example, the genome of
Cryptosporidium parvum encodes several E2F TFs, while other apicomplexans have
completely lost this family, and Toxoplasma genomes have many more AP2 TFs
than other apicomplexans [101]. Major apicomplexan protist TF families include
Myb/SANT, AP2 [86], C2H2 zinc fingers, and Whirly [114]. Families undergo-
ing major expansion events in protists include bZIPs (in both phytophthora (water
molds) and paramecium), and heat shock factors (in heterokonts/stramenopiles and
paramecium [101]).

3.3 A Brief History of Eukaryotic Transcription
Factor Families

The distribution of TF families across the extant eukaryotic lineages presumably
arose through a series of varied evolutionary events, including the de novo appear-
ance of functional peptides and protein domains, adaptation of ancestral proteins
into novel TFs, family expansions in the form of duplication and divergence,
lineage-specific losses (e.g. E2F, which is missing in most fungal genomes [101]),
and the acquisition of novel TFs through horizontal transfer (e.g. the transfer of
WRKY from plants to phytophthora (water molds) and Giardia lamblia [77] and
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of zinc clusters from fungi to Dictyostelium, Thalassiosire, and Naegliria [101]).
The evolutionary history of protein families can be inferred by considering their
phylogenetic distribution, providing an estimate of when (and from whence) the
various families arose. In this section, we first give brief evolutionary histories of
the major TF families in ancestral eukaryotes, as well as those present in extant ani-
mal and plant lineages. We then describe how the evolution and diversification of
the eukaryotic kingdom was apparently aided by expansions of TF families, as well
as increases in cooperative interactions (facilitated by dimerization). A summary
of the origins and expansions of the major eukaryotic TF families is depicted in
Fig. 3.3. Figure 3.3 is anthropocentric, or at least metazoan-centric, mainly because
molecular biology tends to be anthropocentric, due to the fact that it is conducted
by humans, and is often funded by (and conducted at) medically-oriented organi-
zations. As the number and variety of sequenced genomes continues to increase
(particularly for under-sampled clades such as protists, demosponges, ctenophores
(comb jellies), cnidarians (corals/sea anemones/jellyfish), and non-metazoan/fungal
opisthokont genomes), our ability to more broadly infer the natural history of TF
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families will likewise continue to improve. We refer readers who wish to learn more
about the eukaryotic evolutionary tree and taxonomic groupings to the following
sources [98, 115, 116].

3.3.1 Events Pre-dating the Emergence of Metazoans

The genomes of the earliest eukaryotes are thought to have contained members
of the bZIP, C2H2 zinc finger, Myb/SANT, ARID/BRIGHT, E2F, and home-
odomain families [101, 117, 118] (Fig. 3.3). The HTH fold is present in the
DBDs of the majority of prokaryotic TFs (see Chapter 2), suggesting that
ancient HTH-containing eukaryotic-specific TF families, such as Myb/SANT and
ARID/BRIGHT, may have emerged through the divergence of inherited TFs [40],
although their lack of strong sequence similarity allows for the possibility that they
might have arisen independently.

Early in the evolution of eukaryotes, it would appear that a wide range of diverse
structures were recruited for DNA binding. Most innovations contained structures
whose de novo innovation is simpler, such as α-helical or metal-chelation supported
DBDs [119]. In addition to direct inheritance, transposons have been proposed
to be an important source of novel TFs [77]. Bacterial transposases largely bind
DNA utilizing the HTH structural motif, and several eukaryotic HTH domains are
thought to have originated from transposases, including WRKY [77], B3 [72], Pax
[120], CENPB [121], and AP2 [86, 122]. The presence of these DBDs in trans-
posases suggests a potential means for their lateral transfer to eukaryotic lineages.
Furthermore, the ability of transposons to regulate their own expression by binding
to specific internal sequences suggests that they might also be capable of transfer-
ring the raw material for cis regulatory elements upon their integration into a host
genome [123, 124].

3.3.2 The Evolution of Metazoan Transcription Factor Families

Many bilaterian TF families originated at the dawn of the animal kingdom, before
the divergence of contemporary lineages (Fig. 3.3, branch point of the demosponges
and eumetazoa). The regulatory complexity afforded by the explosion in the size and
number of eukaryotic TFs presumably provided a foundation for the development of
multicellularity and embryogenesis. Major metazoan TF family innovations include
bHLHs of types A and C-F (e.g. MyoD, Twist, Arnt, Hairy, and Clock [26]), Ets,
Runt, and Sox, along with a variety of homeodomain subfamilies [125] (Fig. 3.3).
The development of these novel DBDs occurred through a variety of means, includ-
ing the combination of an animal-specific domain with a more ancient one (e.g.
combining POU, Pax, or Six with a homeodomain) and the apparent de novo cre-
ation of a novel domain (e.g. Ets, which possesses no clear relatives outside the
metazoa [125]).

Based on analyses of the genome of the sponge Amphimedon queenslandica,
the common ancestor to the metazoa likely possessed only a limited number of



52 M.T. Weirauch and T.R. Hughes

TFs within each family, suggesting that multiple independent expansion events
occurred after the branching off of demosponges [26, 126]. Because of differences
in timing (and differences in fold increases), the majority of metazoan TF family
expansions (e.g. bZIP, bHLH, and nuclear receptors [26, 125]) were likely to have
been the result of single gene duplication events, as opposed to the whole genome
duplication-based expansions of the MADS box family in plants [68] and many TFs
in Saccharomyces cerevisiae [127].

Several major phases of TF family expansion have been identified along the
eukaryotic lineage. The first occurred before the divergence of the demosponge and
eumetazoan lineages, and included a threefold increase in the sizes of the POU,
T-box, and Fox (type II) families (Fig. 3.3). This period also saw the expansion and
divergence of ancestral B-type bHLH TFs into types A and C-F, which was fol-
lowed by a subsequent bHLH expansion phase after the split between cnidarians
and bilaterians [125]. A second period of expansion occurred early in eumetazoan
evolution, resulting in a two- to four-fold increase in the sizes of several families,
including a handful of homeodomain subfamilies [125] (Fig. 3.3), enabling the co-
option of these TF classes into new roles, and presumably facilitating the evolution
of complex body plans and lifestyles. Subsequently, a third and less extensive series
of expansions occurred along the bilaterian stem [26, 125] (Fig. 3.3). Members
of the homeodomain family underwent rapid expansion in the vertebrate lineage,
expanding from ∼80 proteins before the protostome-deutrostome split to ∼170
in mammals [128], with the Hox gene clusters, which control segmental pattern-
ing during development, originating sometime before the split of bilaterians and
cnidarians [128–130]. Other major expansion events consist of C2H2 zinc fingers
in multiple lineages, including during the appearance of vertebrates and during the
emergence of mammals and primates [20, 131], and the nuclear receptor family in
Caenorhabditis elegans [132, 133].

3.3.3 The Evolution of Plant Transcription Factor Families

Due to their immobility, members of the plant kingdom have developed unique
systems of adaptation, including the presence of many TF families thought to
be unique to the plant lineage. For example, of the ∼1,500 predicted TFs in the
Arabidopsis thaliana genome, almost half were initially thought to be plant spe-
cific [134], although recent work suggests that the majority of plant-specific DBD
families likely originated in non-plant species [67]. Notwithstanding, a number of
TF families likely arose within the earliest land plants over 500 million years ago,
including the ARF, LOB, GRAS, HD-Zip, NAC, and VOZ domains [66] (Fig. 3.3).
Subsequently, the BBR/BPC and DBP families appeared in the last common ances-
tor (LCA) of vascular plants (∼470 million years ago) and storekeeper arose 210
million years ago in the LCA of extant flowering plants [66]. Although most land
plant TF families have been retained, CG-1/CAMTA and Trihelix/GT were lost from
the genomes of all algae around 600 million years ago [135].
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Similar to the explosion of TF family sizes seen at the dawn of the meta-
zoa, dozens of TF families expanded after the divergence of land plants and
algae, including the AP2, Myb/SANT, bHLH, bZIP, homeodomain, MADS box,
and WRKY families [66]. The rate of expansion in plant TFs is higher than that
seen in animals, possibly due to their relatively high frequency of polyploidiza-
tion [136]. (Among major plant expansions, the AP2 family has also independently
expanded in apicomplexa [86], and Myb/SANT has been a part of major expansion
events in paramecium and a wide range of parasites [101].) Three TF subfami-
lies (EIN3/EIL, WRC/C3H/GRF, and SRS/SHI) increased with the onset of plant
vascularity, with over a dozen families expanding in flowering plants, including
MADS box, Myb/SANT, NAC, Homeodomain, WRKY, and B3 [66]. Although not
as much is known about members of the green algae lineage, recent work has iden-
tified expanded repertoires of the NiN/RWP-RK (a putative family of TFs) and SBP
families in most organisms in this group [66].

3.3.4 Evolutionary Contributions of Transcription
Factor Family Expansions

Duplication of an already-existing gene is a useful evolutionary mechanism. Novel
protein domains appear to arise infrequently, and altering an existing protein can
have drastic consequences. In contrast, duplication introduces redundancy (at least
transiently) and thus freedom. In the case of a TF, both copies will presumably reg-
ulate the same set of target genes. Due to this redundancy, one or both copies of the
TF are then less constrained, facilitating the modification of their regulatory control
systems. Alterations to a DBD can modify binding specificities, thus affecting inter-
actions with existing regulatory targets as well as creating new ones. Alternatively,
alterations to other domains can enable new biochemical functions, and novel inter-
actions with other TFs (see next section). Changes to the cis region controlling the
new TF can result in its expression in a new tissue or developmental stage, as is
thought to have been the case for lineage-specific expansions of WRKY proteins in
plants [77].

Mounting evidence suggests that many, if not most, eukaryotic genomes include
in their evolutionary histories multiple large-scale duplication events [137–139].
The dawn of the eukaryotic kingdom saw the expansion and divergence of a
range of gene families, including the spliceosome, the nuclear pore complex, and
genes involved in protein stability [119], with the number of genes present in
the common ancestor to all eukaryotes thought to be almost twice that of the
first eukaryotes [140]. A major factor in the drastic increase in the complexity of
organisms is thought to have been the expansion of ancestral TFs into the larger
families and subfamilies present in modern extant species [1, 17, 141]. The result-
ing increase in regulatory complexity provides a plausible explanation for increases
in developmental potential and the ability to create new cell types.
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3.3.5 The Contribution of TF Dimerization

In addition to the expansion and diversification of TF families, changes in dimeriza-
tion interactions between TFs have likely contributed substantially to the evolution
of transcriptional regulation. Many families of TFs bind DNA as obligate dimers,
with the largest of these classes (e.g. bHLH, bZIP, MADS box, and STAT) form-
ing both homo- and hetero-dimers (Table 3.1) [22]. This mechanism appears to be
distinct from interactions among structurally different TFs, which in general do not
appear to be obligate. Eukaryotic TF dimerization is thought to have arisen several
times in a structurally diverge range of protein families, with some TF dimers possi-
bly originating as binding proteins possessing the ability to bind DNA as monomers
[142–144]. In such cases, the spatial clustering of TF binding sites within promot-
ers and enhancers might have brought TFs within close proximity of one another
upon binding DNA, providing them with an opportunity to participate in physi-
cal interactions [22]. Upon obtaining the ability to function as homodimers, the
ability to heterodimerize often emerges through the duplication and divergence of
homodimerizing ancestors [22, 68]. Expansions of TF families capable of dimeriza-
tion result in combinatorial increases in regulatory complexity, with the potential to
equal or even exceed the actual number of TF genes in a genome [22]. Dimerization
may have played a key role in the early evolution of bilaterians, with a core highly
conserved dimerization network already being present in the urbilaterian ances-
tor [22]. Two subsequent rounds of whole genome duplication events around the
origin of vertebrates provided further increases in the complexity of dimerization
networks, particularly for members of the bZIP, bHLH and nuclear receptor families
[23, 145, 146].

3.4 Summary and Future Directions

The TF families of the eukaryotic kingdom represent a diverse group, with differ-
ent lineages containing different complements and numbers of TFs. The protists
in particular may contain as-yet undiscovered TF classes, which could dramati-
cally expand our catalogue. Duplication and divergence of TFs is clearly a theme
in eukaryotic evolution, and is widely believed to provide a mechanistic basis for
many developmental and physiological innovations. However, despite extensive
progress in the identification and cataloguing of the various TF classes, the vast
majority of eukaryotic TFs are uncharacterized (e.g. unknown binding preference,
unknown biological role, and/or unknown regulatory targets). This is especially true
in the protists, for which the TF repertoires of the majority of organisms remain
largely unexplored. The continued development of high-throughput methods for the
sequencing of genomes, the discovery of tissue and developmental stage expression
patterns, the determination of sequence binding preferences (Chapter 7), and the
identification of genomic binding locations (Chapter 8), will provide valuable infor-
mation for deciphering gene regulatory interaction networks. Better knowledge of
how these networks operate should, in turn, facilitate better understanding of the
function and evolution of the individual TFs.
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Chapter 4
Function and Evolution of C2H2 Zinc
Finger Arrays

Lisa Stubbs, Younguk Sun, and Derek Caetano-Anolles

Abstract Krüppel-type or C2H2 zinc fingers represent a dominant DNA-binding
motif in eukaryotic transcription factor (TF) proteins. In Krüppel-type (KZNF) TFs,
KZNF motifs are arranged in arrays of three to as many as 40 tandem units, which
cooperate to define the unique DNA recognition properties of the protein. Each
finger contains four amino acids located at specific positions, which are brought
into direct contact with adjacent nucleotides in the DNA sequence as the KZNF
array winds around the major groove of the alpha helix. This arrangement cre-
ates an intimate and potentially predictable relationship between the amino acid
sequence of KZNF arrays and the nucleotide sequence of target binding sites. The
large number of possible combinations and arrangements of modular KZNF motifs,
and the increasing lengths of KZNF arrays in vertebrate species, has created huge
repertoires of functionally unique TF proteins. The properties of this versatile DNA-
binding motif have been exploited independently many times over the course of
evolution, through attachment to effector motifs that confer activating, repressing or
other activities to the proteins. Once created, some of these novel inventions have
expanded in specific evolutionary clades, creating large families of TFs that are
lineage- or species-unique. This chapter reviews the properties and their remarkable
evolutionary history of eukaryotic KZNF TF proteins, with special focus on large
families that dominate the TF landscapes in different metazoan species.

4.1 Introduction

The C2H2 zinc finger motif, first identified in studies of the Xenopus TF TIFIIA [1]
is by far the most common protein domain in metazoan TFs (see Chapter 3). Most
versions of this abundant motif correspond to a subtype called the “Krüppel-type”,
named for the Drosophila Krüppel protein, a developmentally active TF that bears
the canonical C2H2 zinc-binding structure [1, 2]. The C2H2 zinc finger motif was
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originally thought to be specific to eukaryotes, but a very similar structural domain
has been identified in some bacterial TF genes, hinting at more ancient origins [3].
The most striking and characteristic feature of these 28 amino acid motifs is a sec-
ondary structure that is dependent upon the coordination of a single zinc atom by
paired cysteine (C) and histidine (H) residues (Fig. 4.1). This zinc-dependent struc-
ture is required for the interaction between the finger motif and nucleic acids; in
the absence of zinc, or if elements of the conserved C2H2 structure are abolished
through mutation, zinc fingers lose their ability to fold properly and to bind DNA
[1, 4–6].

In addition to the paired cysteine and histidine residues, Krüppel-type zinc fin-
ger (KZNF) motifs contain a highly conserved inter-finger “spacer”, or H/C link
sequence, a seven amino acid segment with the consensus sequence TGEKP(Y/F)
(Fig. 4.1). KZNF proteins carry out many different kinds of molecular functions,
including protein-protein interactions, RNA binding, and sequence-specific binding
to DNA. Some DNA-binding KZNFs are now known to carry out functions related
to meiotic recombination and chromosome segregation [7–11], or maintenance of
DNA methylation marks [12, 13]. Additional functions related to chromosome
structure and maintenance may be found as new research is completed. However,
most KZNFs with specific DNA recognition capabilities are thought to function as
TFs, and this latter class of proteins is the primary focus of this chapter.

Typically, DNA binding KZNF proteins contain 3 or more zinc-finger motifs,
which are arranged in tandem within the protein (Figs. 4.1 and 4.2). These multi-
fingered, or “polydactyl” KZNF proteins include many of the best-known TFs in
eukaryotes, including yeast, plants, invertebrate and vertebrate species. TF proteins
with as many as 40 tandem KZNF motifs can be found in most vertebrate genomes
and long polydactyl KZNF proteins are also found in plants [14]. The tandem

Fig. 4.1 Tandem Krüppel-type zinc finger structure displaying the C2H2 motif. Individual zinc
ions interact with paired cysteine (C) and histidine (H) residues, stabilizing protein fold structure
within zinc fingers. Each finger consists of two β-sheets and one α-helix, the latter of which con-
tains residues that make up the DNA-binding interface (at positions –1, 2, 3, and 6 relative to the
helix) as indicated in the figure. The common structure of a finger sequence motif is represented,
with X denoting an amino acid residue of any type with the subscript representing the number
(X2–4 represents between 2 and 4 non-specified amino acid residues). The consensus sequence,
TGEKP(Y/F), is a highly conserved “H/C link” region between consecutive fingers
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Fig. 4.2 Exon and protein structure of a typical KZNF TF protein. Many KZNF genes, including
those of the KRAB, SCAN, BTB/POZ, ZAD and other families, contain one or more exons encod-
ing a specific N-terminal effector domain, and a second exon encoding a “spacer” or “tether” region
and an array of 3–40 zinc finger motifs. The tandem arrangement of KZNF-encoding sequences,
which contain highly conserved structural elements, has enabled rapid evolution of proteins of this
type

arrangement of KZNF motifs permits the adjacent fingers to interact and stabilize
DNA binding of the protein at specific sites, as will be discussed in more detail
in the following sections. While zinc-fingers define binding site specificity and
stability for KZNF proteins, most TFs of this type also require one or more “effec-
tor” motifs to translate site-specific DNA binding into gene regulatory activities
impacting neighboring genes.

Over the course of evolution, exons encoding tandem KZNF arrays have become
associated with coding sequences for a wide variety of different effector domains,
to generate proteins with novel structures and activities. Many of these novel KZNF
proteins have arisen in, and remain exclusive to, particular evolutionary lineages;
some of these species-specific genes have expanded through repeated duplication
events to form large families of lineage-specific genes. While this same process has
occurred for many gene types, the lineage-specific expansion of KZNF genes is a
striking and extraordinary story. This chapter will focus on basic functions of the
KZNF motifs, the types of TFs that rely on their highly specific targeting abilities,
and their remarkable evolutionary trajectory.

4.2 Zinc Finger–DNA Interactions

The structural elements that control the interaction between KZNF motifs and DNA
“target sites” include the paired cysteine and histidine residues, as well as the amino
acids surrounding them. The arrangement and spacing of elements within the finger
motif, including the H/C link, are critical to maintaining the zinc-finger structure,
and are therefore very highly conserved [1]. Most importantly for DNA binding,
residues near the C-terminal end of each finger fold into an alpha helix, position-
ing specific amino acids within the helix to interact directly with DNA (Figs. 4.1
and 4.3). In particular, positions –1, 2, 3 and 6 (relative to the alpha helix) play a
critical role in DNA interaction: together, the amino acids at these four positions in
each finger are thought largely to determine DNA binding specificity of the protein
[15, 16].

The array of multiple, adjacent fingers in these proteins winds around the DNA
double strand within the major groove, wrapping around the DNA molecule in an
intimate spatial relationship that places the DNA-contacting residues of each fin-
ger in register with nucleotides within a turn of the helix. The interaction between
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Fig. 4.3 KZNF motif DNA-binding interactions. The alpha helices of KZNF motifs contain amino
acid residues that bind to DNA nucleotides (at the –1, 2, 3, and 6 sites as shown at top). The
relationship between fingers and nucleotides is not one-to-one, as the amino acid at the +2 position
will interact with the nucleotide complementary to the neighboring finger’s +6 binding site. In this
fashion, fingers wind around the major groove of the DNA molecule (illustrated in the lower panel
of the figure)

the four DNA contacting amino-acid residues in each finger and nucleotides at the
DNA binding site is not a simple 1:1 relationship, as there is some overlap between
nucleotides bound by adjacent fingers [6, 17–19]. However, the arrangement is such
that each finger defines binding specificity at a net of 3 adjacent nucleotides, while
exerting some influence over the binding specificity of neighboring KZNF motifs
(Fig. 4.3).

4.2.1 Predicting a Zinc-Finger Code

This precisely structured relationship between nucleotides in a binding site and spe-
cific amino acids in the DNA-contacting portion of each C2H2 finger implies the
existence of a zinc-finger DNA binding “code”, and the possibility that a KZNF pro-
tein’s binding preferences might be predicted de novo from its amino acid sequence.
In fact, several different groups have designed mathematical formulas and infor-
matics tools that predict KZNF binding codes [19–21]. These programs are built
upon knowledge derived from in vitro DNA binding experiments and structural
data, together with calculations of predicted energies of interaction between spe-
cific amino acids and nucleotides. Although these methods have proved successful
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in designing custom KZNF proteins to bind with maximum efficiency to unique
sites both in vitro and in vivo [22] it is still unclear if they can accurately predict the
binding preferences of KZNF proteins as they exist in normal cellular contexts.

There are several reasons why KZNF arrays, and especially long polydactyl pro-
teins, might not behave in living systems as in vitro models would predict. Firstly,
most in vitro studies have focused on predetermined libraries of zinc-finger triplets
that are selected for maximal binding to naked DNA under non-biological con-
ditions; by contrast, natural selection in living systems operates in a much more
complex milieu, and has taken full advantage of the combinatorial possibilities to
produce KZNF protein repertoires of remarkable diversity. Since zinc-finger DNA
binding is known to be context-dependent, extrapolations from in vitro experiments
with specific KZNF triplets to the behavior of the highly diverse KZNF proteins in
metazoan cells are fraught with uncertainties.

Secondly, there is some evidence to suggest that some KZNF proteins might be
modified post-translationally in a cell-type specific way that could alter their DNA
recognition specificity. For example, phosphorylation of the DNA binding domains
in the KZNF protein, Yin yang 1 (YY1) has been shown to affect the protein’s ability
to bind DNA targets [23]. The extent to which most KZNF proteins are modified
in vivo is unknown.

Thirdly, it is not clear that all fingers in polydactyl proteins need be necessarily
engaged simultaneously, or ever engaged at all, in DNA binding. Indeed, several
proteins have been described in which the same KZNF motifs can act as DNA
binding elements in some instances, and serve alternative, unrelated functions in
other circumstances. For example, in the yeast KZNF protein, ZAP1, two of the
five zinc-fingers can serve alternatively as DNA-binding or zinc-response elements
[24]. In mammals, two C-terminal fingers in the KZNF protein, ZAC, can either
participate in DNA binding or be sequestered for interactions with protein partner,
p300 [25]. Through differential use of specific subsets of its seven KZNF motifs,
ZAC can recognize two distinct sets of high-affinity binding sites [26]. Similarly,
a 30-fingered protein, OAZ, can use subsets of fingers to recognize more than one
DNA binding site, and use others to mediate dimer formation or interactions with
protein co-factors [27]. Similar dual-purpose activities have been implicated for a
large number of KZNF proteins in many species [28]. There is therefore good rea-
son to suspect that many polydactyl proteins will act in this way, utilizing subsets of
fingers alternatively for various functions in a range of biological contexts.

4.2.2 Experimental Data on KZNF–DNA Interactions

Much current knowledge regarding the interactions between polydactyl KZNF pro-
teins and DNA binding sites is based on in vitro experiments; the in vivo functions
of most members of this abundant protein class remain a mystery. The picture
should be clarified significantly in the next several years, as in vivo DNA binding
sites for more polydactyl KZNF proteins are mapped through unbiased methods,
in particular, through chromatin-immunoprecipitation followed by high-throughput
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sequencing (“ChIP-seq”). To date, only a small number of proteins have been
examined using these unbiased methods. The conserved polydactyl KZNF protein,
RE1-silencing TF (REST), was one of the first TFs to be mapped using ChIP-seq
methods [29]. REST in vivo binding sites had been studied extensively on a gene-by-
gene level, and the results of ChIP-seq studies, while fascinating, largely confirmed
what was known about the binding site and types of preferred gene targets for this
regulatory protein.

However, the analysis revealed significant levels of protein binding to REST
“half sites”, representing 5′ or 3′ segments of the strong, well characterized 21
base-pair consensus sequence, referred to as “NRSE” (for neuron-restrictive silencer
element) that correlates well with the predicted binding site for the 8-fingered REST
protein (Table 4.1). The levels of half-site binding indicate that in some contexts,
REST may use only a portion of its fingers to recognize DNA, thereby significantly
increasing the potential regulatory repertoire of this abundant transcriptional regu-
lator [29]. Binding sites for a second polydactyl protein, the SCAN-KRAB protein
ZNF263, have also recently been identified using ChIP-seq; the single 24 nucleotide
consensus binding site predicted in these studies suggests that this protein uses
most of its 9 zinc-fingers for DNA binding [30]. The binding site predicted for
ZNF263 bears some similarity to the site that would be computationally predicted
from the protein’s amino acid sequence computationally, as well as some striking
differences.

Additional insights have also been provided through earlier ChIP experiments
coupled to microarrays (“ChIP-chip”) for a small number of additional KZNF pro-
teins, including the multifunctional protein, CTCF [31, 32]. However, despite this
progress, a remarkably tiny fraction of this exceptionally large and versatile pro-
tein family has known regulatory functions, gene targets, or DNA binding sites.
For that reason, most of what we know about their functional properties comes
from “special case” stories focused on the products of single, possibly unrepre-
sentative, KZNF genes. This picture should change dramatically, with the advent of
“next-generation” sequencing technologies and their coupling to chromatin-binding
assays, in the next few years.

4.3 Evolutionary History: The Rise and Fall
of Lineage-Specific KZNF Families

The polydactyl KZNF TF family includes hundreds of members in many eukaryotic
species (Fig. 4.4), many of which have highly been conserved over the course of evo-
lution [33]. An example includes the mammalian Krüppel-like factor (KLF) family,
a group of 17 three-fingered genes related distantly to the ancient TF, SP1 [34]. The
Drosophila genome contains 4 related Klf genes that share many properties, includ-
ing developmental expression and key roles in differentiation and development, with
the mammalian proteins [33, 34]. The KLF family exemplifies the features typical
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Fig. 4.4 Phylogenetic distribution of polydactyl KZNF protein families. The distribution and num-
ber of polydactyl KZNF proteins in different families is shown in this phylogeny of all eukaryotic
model systems. The gain and loss of genes over evolution can be seen along the tree for all poly-
dactyl C2H2 (red) BTB/POZ (orange), ZAD (green), KRAB (blue), and SCAN (purple) KZNF
families. The numbers of genes in each family are shown in the accompanying table. Information
was compiled from the PFAM Database [76], unless otherwise noted as coming from [1][79],
[2][77], [3][39], [4][42] or [5][41]

of many KZNF family groups: most of these proteins contain short KZNF arrays,
and have been well conserved in metazoan species.

However, most genomes contain subfamilies of KZNF genes with very different
evolutionary histories and fates. Over the course of evolution, distinct KZNF fami-
lies have emerged independently in different lineages, through exon shuffling events
that bring DNA sequences encoding polydactyl KZNF arrays together with dif-
ferent types of protein-interaction or chromatin-modifying “effector” domains (see
Chapter 12 for a general overview of TF effector domains). New versions of KZNF
proteins, coupling long polydactyl arrays with different types of activation, repres-
sion, or protein-interaction effectors, have arisen in different evolutionary lineages.
Some of the genes encoding these novel constructs have subsequently expanded by
repeated duplication events into large gene families; these in turn have either been
integrated into key regulatory networks and conserved, or lost and replaced by other
KZNF families in subsequent lineages.
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4.3.1 An Ancient Family: BTB/POZ

One of the most ancient families of this type, in which arrays of KZNF fingers
are attached to an N-terminal BTB/POZ motif, is represented in most eukaryotic
species. As with many families, the numbers of BTB/POZ proteins has varied
throughout evolution, changing through whole genome duplications, single-gene
duplications, and gene loss (Fig. 4.4). The BTB/POZ domain (named BTB because
of its presence in Drosophila Broad Complex, tramtrack and bric a brac genes,
and POZ for “poxviruses and zinc finger”) is found associated with several types
of proteins, including but not limited to those containing KZNF array. The primary
function of BTB/POZ appears to be protein dimerization, although the activities of
the proteins in which this domain are found suggest a more specific functional role.
Several BTB/POZ-KZNF proteins are found in Drosophila, where they play key
roles in both local gene regulation and higher-order chromatin structure, often in the
context of embryonic development [35]. Similar developmental functions have been
attributed to BTB/POZ-KZNF proteins in humans and mice. Whereas the originally
discovered BTB/POZ genes function mainly as transcriptional repressors, these pro-
teins can operate as agents of chromosome decondensation and gene activation as
well [36].

4.3.2 Lineage-Specific Inventions

In addition to this older family of genes, most metazoan genomes appear to carry
surprisingly large numbers of lineage-specific KZNF genes. Typically, these genes
represent novel constructs, in which exons encoding specific N-terminal effec-
tor domains are spliced to one or more exons encoding adjacent elements of a
C-terminal KZNF array (Fig. 4.2). Most of these proteins also contain a region
between the effector and KZNF motifs, usually referred to as a tether or spacer
sequence. This typical structure is found in KZNF proteins of several different
types, which are restricted to certain evolutionary lineages and have expanded by
duplication into large TF families.

In Drosophila, 98 genes are found that encode KZNF attached to an N-terminal
repressive motif called ZAD, whose function is as-yet poorly characterized [37].
Like BTB/POZ, the ZAD domain facilitates protein-protein interactions. A single
ZAD-like gene, ZNF276, exists in vertebrate species, but an expanded ZAD family
is found only in insects with the largest numbers found in higher homometabolous
species (i.e. those that go through metamorphosis) (Fig. 4.4) [38]. Like the largest
KZNF families in other species, ZAD-KZNF genes are found clustered together
on insect chromosomes, reflecting the fact that the families arose through repeated
rounds of tandem segmental duplications [39]. Although most ZAD-KZNF genes
are of unknown function, most are expressed in the female germline and a few have
been linked to developmental mutations in Drosophila [38]. The lineage-specific
expansion of this class of KZNF proteins, phenotypes associated with certain family
members, and their developmental expression make it likely that the ZAD-KZNF
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proteins play a role in species-specific developmental processes. A role for these
genes in regulating developmental pathways could explain the dramatic expansion
of the ZAD-ZNF family particularly in metamorphic species.

In vertebrate genomes, two other KZNF families have expanded into large
gene families that are limited to certain evolutionary clades. In proteins of the
SCAN-KZNF family, a C-terminal protein-interacting SCAN domain is attached
through a tether sequence of varying length to N-terminal KZNF arrays [40]. SCAN
domains are found in most vertebrates and are associated with a variety of other pro-
tein motifs, but the combination of SCAN with KZNF arrays has only been detected
in mammals [40, 41]. After SCAN-KZNF genes arose, they expanded into a small
family in most mammalian species, with a total of 57 protein-coding genes in the
human genome (Fig. 4.4). Like the ZAD-KZNF genes in insects, SCAN-KZNF
coding genes are frequently found in clusters, with related family members located
adjacent to each other at specific chromosomal sites. The primary expansion of
this family through segmental duplications must have occurred relatively early in
mammalian evolution, since most SCAN-KZNF gene clusters, and the genes that
are resident within them, are represented by orthologs in the different mammalian
species. Nevertheless, a small number of lineage specific SCAN-KZNF gene dupli-
cates have also been identified in comparisons between the gene sets of human, dog
and mouse [40, 42]. A small number of mammalian SCAN-containing KZNF pro-
teins also include a KRAB motif (see below), and SCAN- and KRAB-containing
KZNF genes are sometimes found together in chromosomal clusters [41, 42]. These
data indicate some intermingling of genes of these two types over the course of
evolutionary history.

4.3.3 A Case Study: The KRAB-ZNF Family

A second major KZNF family has diverged rapidly and dramatically in gene copy
number in different mammalian lineages. The KRAB-A, or Krüppel-associated
box, type A domain is a 41-residue element that interacts with a ubiquitous co-
factor, called KAP-1, to attract histone deacetylase complexes to specific DNA
sites [43–47] (also see Chapter 12). A single gene, called Meisetz or Prdm9, was
formed through association of an exon encoding a KRAB domain, together with
sequences encoding a second effector, the SET domain, to an exon encoding tether
sequence and polydactyl KZNF array, in early metazoan history [48]. A recogniz-
able Prdm9 ortholog can be found in echinoderms, protochordates, and vertebrate
species. However both KZNF-motif number and sequence of the DNA-binding
amino acids in the PRDM9 protein vary widely between species, exhibiting signs
of strong positive selection [49]. In addition to its predicted role in transcriptional
regulation, Prdm9 has recently been shown to play a key role in marking hotspots
for meiotic recombination in mammals [9, 10, 50].

Whereas Prdm9 and its close relatives form a very small family in most ver-
tebrates, a revised version of this protein type, containing one or more KRAB
domains and a KZNF array but lacking the SET domain, has undergone dramatic
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expansion especially in mammalian lineages. Over 400 KRAB-KZNF genes exist
in the human genome, and similar numbers are found in all mammalian genomes
that have been examined [42]. By their sheer numbers, this single family of KZNF
proteins dominates the mammalian transcription-factor landscape, comprising up to
one-fourth of that total number of predicted human TF genes [51]. Most intrigu-
ingly, although all mammals have roughly equal numbers of proteins of this type,
the number of 1:1 orthologous pairs is remarkably small. For example, although
both human and mouse possess hundreds of KRAB-ZNF genes, only 112 genes
represent convincing orthologs that are shared by these two species [42]. About
one-third of human KRAB-ZNF genes are primate-specific, and a similar number
of mouse genes can be found only in other rodents. For example, a cluster of mouse
genes on chromosome 13 (chr13), including genes involved in regulating the sex-
limited expression of target genes, contains many KRAB-ZNF coding sequences
that are restricted to the Mus lineage [52]. Similarly, about 30 human genes of
this type have arisen through segmental duplication since the divergence of old
world monkeys, creating novel transcriptional regulators that exist only in higher
primates [53].

The tendency toward tandem segmental duplication may help explain why
KRAB-KZNF genes have been gained and lost so frequently over the course of ver-
tebrate evolution. Tandem segmental duplications, like those found in the KZNF
gene clusters, are known to be hotspots of copy number variation (CNV) both
between and within species, driving duplications and deletions through illegiti-
mate recombination events [54, 55]. If the duplication units include a full-length
gene, each recombination event can give rise to versions of the chromosome with
one less or one additional gene, respectively. Recent studies have confirmed that
many protein-coding genes are copy-number variant in the human population, and
genes located in segmental duplications rank among those most likely to lost or
gained in certain human individuals. Not surprisingly, many KRAB-KZNF loci
are found among recently generated segmental duplications [53] and among these
copy-number-variant genes.

As these data show, the KRAB-KZNF gene family has evolved rapidly, and still
is evolving, with novel genes created through duplication, and even some conserved
genes displaying sequence changes that reflect the influence of positive selection.
Recent studies show that as new duplicates arise, they can change rapidly in func-
tion through two different routes. First, the newly duplicated genes can change in
expression pattern, diverging from the parental gene copy in tissue-specific sites
and levels of gene expression [53]. Although KRAB-KZNF genes reside in closely
packed gene clusters, neighboring genes do not often share similar expression pat-
terns, even when the two genes are closely related [42, 53, 56–58]. These data
suggest that (1) the genes are typically duplicated along with the regulatory elements
needed to drive their tissue-specific expression patterns, and (2) that neighbors are
probably shielded from the influence of enhancers or repressive elements control-
ling the surrounding genes. Whatever the mechanism, the ability to quickly adapt
unique expression patterns after duplication has provided a rapid path to functional
divergence for KRAB-KZNF genes.
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The second route through which new KRAB-KZNF paralogs can diverge rapidly
from parental genes is through sequence changes that affect the DNA binding
properties of the encoded proteins. This divergence occurs through two different
mechanisms. First, paralogous gene copies can acquire non-synonymous mutations
in the DNA-binding amino acids in the finger motifs; for many KRAB-KZNF
gene paralogs, the acquisition of novel DNA-binding sequences has occurred under
the influence of positive selection [41, 53, 56, 59, 60]. An alternative path to
paralog divergence involves a mechanism that is unique to proteins like the poly-
dactyl KZNFs, which contain multiple, similar motifs that are encoded in a single
exon (Fig. 4.3). The sequences encoding these protein motifs are essentially tan-
dem repeat sequences, and are prone to the same types of duplications and deletions
observed for microsatellites and other simple genomic repeats. As a result, paralo-
gous KRAB-KZNF proteins often differ from each other in KZNF motif number,
often due to the deletion or duplication of one or more zinc-fingers from the middle
of the KZNF array [59, 60]. This process can occur rapidly, giving rise to proteins
that are otherwise nearly identical, but contain different numbers and arrange-
ments of tandem KZNF motifs [53]. Because of the intimate relationship that exists
between an ordered array of amino acids in the KZNF alpha-helical region and the
nucleotide sequence at target sites, deletion or duplication of fingers from within an
array is expected to have significant impact on DNA binding, target-site preference,
and stability of KZNF association with DNA.

4.3.4 A General Path to Rapid Divergence
for Polydactyl KZNF Genes

Although these paths to paralog divergence are best described for mammalian
KRAB-ZNF genes, the pattern of divergence also follows for SCAN-KZNF sub-
family [42] and our recent studies indicate a similar pattern for primate BTB/POZ-
KZNF proteins [53]. There is no reason to believe that similar patterns of divergence
would not have defined the growth of KZNF gene families of other types and in other
species as well. In fact, a recent survey of KZNF genes in multiple species detected
lineage-specific family members in virtually every genome analyzed, and showed
that positive selection acting to diversify DNA-binding capabilities of KZNF pro-
teins of many different types [41]. The key feature that drives duplication and
deletion of KZNF motifs in KRAB-KZNF genes is the occurrence of multiple,
tandemly arranged finger-encoding repeats in a single exon; this kind of structure is
present in a large fraction of KZNF genes in every species (Fig. 4.3). Whether fin-
ger deletion and duplication are driven by illegitimate recombination between the
adjacent repeats, or a mechanism such as replication slippage, remains to be deter-
mined. However, the high frequency of these events and the relatively rapid pace in
which they have occurred in divergence of recent primate duplicates argue for the
latter mechanism, which is known to drive a similar pace of genomic divergence at
microsatellites and other simple sequence repeats [61].
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The ability to create new DNA binding capabilities through binding-sequence
divergence or zinc finger number and arrangement is likely to underlie much
of this gene family’s remarkable growth and success. However, despite similar-
ities in structure, with N-terminal effectors and KZNF arrays encoded intact on
separate exons, the different families of polydactyl KZNF genes display very dif-
ferent evolutionary histories. Why have the older BTB/POZ-KZNF genes and the
vertebrate-specific SCAN-KZNF families not exploded in numbers, as the KRAB-
KZNFs have done? What drove the expansion of ZAD-KZNF genes in insects,
and the expansion of a less-characterized family, the FAX/FAD-KZNFs [62] in
amphibian genomes?

In considering the functions of the major mammalian KZNF effectors, we may
find a clue to this mystery. Whereas BTB and SCAN appear to be concerned pri-
marily with protein homo- and hetero-dimerization, KRAB is thought to play a very
different role. Whereas future studies of KRAB domain function may still hold some
surprises, it is thought primarily to interact directly with a single, abundant, and
ubiquitous co-factor, KAP-1 [63, 64]. Because KAP-1 is so abundant, and serves as
a “universal” KRAB co-factor, new KRAB proteins can arise with little effect on
other interaction partners. KRAB does not mediate dimer formation, and KRAB-
KZNF proteins appear to bind to target sites without the need for partners to stabilize
their interaction with DNA. The long polydactyl KZNF arrays that are found in
most mammalian proteins of this type probably underlie the independence of pro-
teins of this type. Human KRAB-KZNF proteins contain an average of 12 KZNF
motifs; an array of this length could theoretically specific a binding site of 36 bp,
an extraordinary length compared to the binding sites of most known TFs. In real-
ity, most binding sites that have been determined for polydactyl KZNFs range from
6 to 27 bp; some examples of well established binding sites are shown as “motif
logos” (illustrations that represent the probability of finding a particular nucleotide
at a position within the binding site) in Table 4.1. For proteins with binding sites
on the longer end of this range, the binding between DNA sequence and the KZNF
protein, wound with precision around the double-stranded DNA, would be predicted
to be unusually specific and stable.

In contrast to KRAB-KZNFs, the average SCAN-KZNF and BTB/POZ-KZNF
proteins contain a smaller number of zinc fingers [42], consistent with the idea that
these proteins need to dimerize with other, similar proteins for secure binding to
DNA. The potential combinatorial action of these dimerizing proteins provides a
way to achieve functional diversity far beyond that implied by the numbers of indi-
vidual genes. However, their predicted dependence on other proteins for activity
may also constrain the ability of new genes to evolve, and established genes to be
lost in these gene families. These concepts may help explain why genes encoding
BTB/POZ and SCAN-containing KZNF genes have been more restrained than their
ZAD-KZNF and KRAB-KZNF cousins in their tendency to gain and lose mem-
bers over evolutionary time. Because they cannot diverge without affecting the
functions of interacting proteins, TFs that require partners for activity tend to be
more conserved, and more likely to be locked in to larger regulatory pathways, than
independently acting proteins might be.
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These basic tenets of protein evolution allow some predictions for the func-
tions of effectors for non-mammalian KZNF effectors, like the insect effector, ZAD.
Although the exact functions of the ZAD are not yet know, the prolific expansion
of ZAD-KZNF genes in insect genomes, and the differences in ZAD-KZNF reper-
toires observed in comparisons of different insect genomes [38, 65], suggest that,
like KRAB, this effector might function in concert with a ubiquitous co-factor; in
analogy to KAP-1, this co-factor might be predicted to correspond to a protein or
complex that interfaces with the chromatin remodeling machinery.

4.4 Challenges and Future Directions

Although the KRAB-KZNF family is by far the most dynamic group in mammalian
genomes, the larger KZNF family has clearly played a significant role in the evolu-
tion of all eukaryotic clades. The versatile building block provided by the ancient
C2H2 motif, its ability to assemble into long arrays for stable DNA binding, and
the sheer diversity in DNA recognition capabilities that can be achieved by their
combinatorial action, have made them a mainstay of TF repertoires and a dominant
component of all eukaryotic genomes.

Despite their dominance, and the molecular “recognition code” that is believed
to underlie their DNA binding capabilities, the functions of only a tiny fraction
of KZNF proteins in any genome is known, and indeed it is not known whether
predicted sequence specificities are generally correct. This lack of functional knowl-
edge is especially acute for the polydactyl KZNF genes, due in part to their lack of
interspecies conservation and their duplicative histories, which ensure some degree
of functional redundancy. In vitro studies of purified polydactyl KZNF proteins are
hampered by their low solubility, due to the high cysteine content of the proteins;
in vivo studies are complicated by the high degree of similarity between paralogous
proteins. And because of the extreme evolutionary diversity of KRAB-KZNFs in
vertebrates and similar lineage-specific families, repertoires of such proteins have
been fully counted only a small number of completely sequenced genomes [41].

However, the emergence of new technologies is beginning to shine new light on
this shadowy component of the metazoan regulatory machinery. Microarrays bear-
ing double-stranded oligonucleotides are currently being used to map binding-site
preferences for a large number of GST-tagged TF proteins, including some KZNFs
[66]; this method offers a significant advantage in terms of effort and time required
to map binding sites compared to previous in vitro methods. However, polydactyl
KZNFs have presented unique challenges to methods such as this, which depend on
availability of soluble tagged proteins.

Some progress has been made through strategies such as tagging short peptides
containing overlapping subsets of fingers from a longer KZNF array (T.R. Hughes,
personal communication). Binding sites for other proteins have been successfully
determined using established methods, such as “Systematic Evolution of Ligands
by Exponential Enrichment” (or SELEX, [67–69] (Table 4.1)), and more recently
through the application of bacterial one-hybrid selection systems [70]. However,
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ultimately, an understanding of the binding properties of long polydactyl KZNF pro-
teins, of the prevalence of finger “multitasking”, and of the functional consequences
of their unique patterns of evolutionary divergence, will require methods that fully
report their binding-site occupancy in living cells. Because of paralog sequence
similarity and other factors, mapping binding sites of KRAB-KZNF proteins and
the member of other, similar lineage-specific protein families presents a special
challenge. However, new strategies including the use of “designer” KZNF recombi-
nases [71, 72] to facilitate in vivo TF tagging, in combination with high-throughput
sequencing, hold significant promise to unlock the long-standing mysteries regard-
ing the functions of these abundant eukaryotic TFs. The true impact of the KZNF
family’s dynamic evolutionary history on speciation, interspecies divergence, and
individual differences in gene regulation eventually will only be deciphered when
their binding sites, regulatory activities, and interactions with other chromatin
proteins are known.
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Chapter 5
Homeodomain Subtypes and Functional
Diversity

Thomas R. Bürglin

Abstract The homeodomain is a protein domain of about 60 amino acids that is
encoded by homeobox genes. The homeodomain is a DNA binding domain, and
hence homeodomain proteins are essentially transcription factors (TFs). They have
been shown to play major roles in many developmental processes of animals, as
well as fungi and plants. A primary function of homeodomain proteins is to regu-
late the expression of other genes in development and differentiation. Thousands of
homeobox genes have been identified, and they can be grouped into many different
classes. Often other conserved protein domains are found linked to a homeodomain.
Several particular types of homeobox genes are organized into chromosomal clus-
ters. The best-known cluster, the HOX cluster, is found in all bilaterian animals.
Tetrapods contain four HOX clusters that arose through duplication in early verte-
brate evolution. The genes in these clusters are called Hox genes. Lower chordates,
insects and nematodes tend to have only one HOX cluster. Of particular interest is
that many of the HOX cluster genes function in the process of pattern formation
along the anterior-posterior body axis. Many other types of homeodomain proteins
play roles in the determination of cell fates and cell differentiation. Homeobox genes
thus perform key roles for all aspects of the development of an organism.

5.1 The Homeodomain

5.1.1 The Homeodomain Sequence

Since their discovery in 1984, homeobox genes and the homeodomain proteins they
encode have turned out to play important roles in the developmental processes
of all multicellular eukaryotes. While certainly not the only developmental con-
trol genes, they have been shown to play crucial roles from the earliest steps in
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embryogenesis – such as setting up an anterior-posterior gradient in the egg of the
fruit fly Drosophila melanogaster – to the very latest steps in cell differentiation –
such as the differentiation of neurons in the nematode Caenorhabditis elegans.

The homeobox was originally described as a conserved DNA motif of about 180
base pairs and encodes the about 60 amino acid long homeodomain. The first genes
found to encode homeodomain proteins were homeotic genes from Drosophila,
from which the name “homeo” box was derived. Soon thereafter, homologues from
vertebrates were discovered and the similarity to yeast mating type factors was
described [1–7]. It should be noted that not all homeobox genes are homeotic genes,
and not all homeotic genes are homeobox genes.

As more and more homeobox-containing genes were isolated the range of diver-
sity increased: additional motifs upstream and/or downstream of the homeodomain
were discovered, and variants of the homeodomain were found that had insertions
in the homeodomain. Now, with full genome sequences available, we know the full
diversity of homeobox genes in particular organisms and have insights into the vari-
ations that can be found in a homeodomain. Nevertheless, the structural features
that define a homeodomain are conserved. Figure 5.1a shows a consensus sequence
that is based on a compilation of homeodomain sequences, and Fig. 5.1b shows
the variability that is observed at the different positions. Two positions are almost
totally invariant, the tryptophan (W) residue at position 48 and the asparagine (N)
residue at position 51. Occasionally, the tryptophan (W) can be substituted by a
phenylalanine (F). Three other positions predominantly contain one amino acid, but
occasionally permit substitutions: position 16 is normally a leucine (L) or another
small hydrophobic residue; positions 20 and 49 are normally phenylalanine (F)
residues. Position 53 is almost invariably an arginine (R), though lysine (K) is
possible. The 60 positions, especially the more conserved ones, define the typi-
cal homeodomain. Residues in the DNA-binding region of helix 3 are especially
conserved and constitute a “trademark” for the homeodomain. The sequence com-
pilation shown here is biased towards Antennapedia-like sequences. Nevertheless,
even plant homeodomain sequences show a similar pattern of conserved residues,
although amino acid frequencies at particular positions may vary from the one
presented here.

5.1.2 Structure of the Homeodomain

The underlying reason for the conservation of particular amino acids is the structure
of the homeodomain. Several structures have been determined using either NMR or
X-Ray analysis, for example, Drosophila Antennapedia (Antp) [8, 9], fushi tarazu
(ftz) [10], engrailed (en) [11], or mammalian PBX1 [12], Oct-1 [13, 14], HNF1alpha
[15, 16], or yeast MATalpha2 [17]. The core of the homeodomain consists of three
alpha-helices (Fig. 5.2). The NMR studies of the Antennapedia homeodomain iden-
tified a kink in the third helix, at position 52/53, such that this helix is considered
to consist of two separate helices, helix 3 and helix 4. The three alpha-helices are
represented as shaded cylinders above the consensus sequence in Fig. 5.1a.
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Fig. 5.1 (a) A homeodomain consensus sequence based on 346 homeodomain sequences. The
three alpha-helices (a composite derived from the structures of the Antp, engrailed and MATalpha2
homeodomains) are shown schematically as cylinders above the consensus. Special symbols mark
amino acids positions that play a role for intramolecular or protein-DNA contacts of the home-
odomain; they are shown above the consensus and have the following meanings: amino acids
designated “H” contribute to the hydrophobic core that is responsible for the tertiary structure of
the homeodomain; residues designated “B” contact bases in the major groove and are responsible
for sequence specific DNA contacts; residues designated “m” make contacts in the minor groove;
the pound sign (#) indicates residues that contact the sugar-phosphate backbone of the DNA.
(b) Amino acids encountered at a given position in the homeodomain. For each position the amino
acid most frequently encountered is listed at the top, while other amino acids are listed beneath
in decreasing order of their frequency of occurrence. Amino acids occurring fewer than five times
are not shown. Note: the 346 sequences selected for this compilation are biased towards animal, in
particular Antennapedia-like homeodomain sequences

The various symbols (H, B, #, m) above the helices in Fig. 5.1a give a sum-
mary of various contacts made by the amino acids of the homeodomain as deduced
from structural and genetic data. Variations occur depending on the type of home-
odomain. A hydrophobic core holds the three helices together. The residues marked
by “H” take part in the formation of this hydrophobic core. Helix 2 and helix 3
are connected by a tight turn called a helix-turn-helix motif that is also found in
prokaryotic gene regulatory proteins [2]. Helix 1 is connected to helix 2 by a loop.
Helix 1 lies approximately parallel to helix 2, and crosses also over helix 3. At the
crossover area, the highly conserved residues in helix 1 interact with the highly
conserved residues tryptophan and phenylalanine of helix 3.
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Fig. 5.2 Three views of the
NMR structure of the
Antennapedia homeodomain
[9], PDB accession number:
1AHD. A, B, and C display
three different views of the
homeodomain – DNA
structure that are rotated
around the helical axis of the
DNA. A. View along helix 3
in the major grove.
B. Homeodomain in front
of the DNA.
C. Homeodomain behind the
DNA. The DNA backbone is
shown in purple, with the
bases in four different shades
of red. The homeodomain is
shown in yellow as a cartoon,
the three spirals representing
the alpha helices. The alpha
helices and the N- and C-
termini are indicated. The
glutamine residue at position
50 of the homeodomain is
shown as space-filling model
in green

Quite a number of homeobox genes have now been found whose homedomain
is different in length from the typical 60 amino acids, and often they are referred to
as atypical. For example, in TALE homeobox genes (see below) three extra amino
acids are found in the loop between helix 1 and helix 2. Extra amino acids have
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also been found in several proteins between helix 2 and helix 3, for example, in the
liver TF LFB1(HNF1alpha), in the prospero protein, in fly defective proventriculus
(dve), or in plant HD-ZIP III proteins (see below). “Atypical” by itself is not a useful
descriptor for the classification of homeobox genes. In fact, insertions and dele-
tions in the homeodomain have occurred many times independently in evolution.
Even within well-defined typical classes or families, such divergence is possible; for
example, C. elegans ceh-36 belongs to the Otx family, yet has three extra residues
between helix 2 and 3.

5.1.3 DNA-Binding Properties of the Homeodomain

NMR and X-ray analysis of DNA-protein complexes for several homeodomain pro-
teins have allowed the identification of the residues critical for sequence specific
contacts and contacts to the DNA backbone. These studies have been complemented
by in vivo and in vitro studies on the DNA-binding properties of homeodomains,
and confirm the importance of some of the DNA-amino acid contacts that have
been deduced by the structural studies. Helix 3, also termed the recognition helix,
lies in the major groove of the DNA and plays the most important role in making
sequence specific contacts (Fig. 5.2). The residues which make sequence-specific
contacts are indicated with a “B” in Fig. 5.1a above the consensus. Other residues
make non-sequence-specific contacts to the DNA backbone (indicated by “#”). The
latter residues are not only found in helix 3, but also in helix 2, and the amino termi-
nus. Further, the amino terminus reaches into the minor groove of the DNA, where
the residues marked “m” can contact the DNA in the minor groove. A very critical
residue that determines sequence specificity is found at position 9 of helix 3 (i.e.,
position 50). Exchanging this amino acid causes drastic changes in the type of DNA
sequence that is recognized by a particular homeodomain [18]. Several sequences
that are bound by homeodomains have been identified. A binding site for Antp is
AGCCATTAGA, with the core being ATTA (TAAT on the other strand) [21]. This
core binding site is too small for providing sufficient specificity to activate only the
intended target genes. Different types of homeodomain proteins employ different
strategies to solve this problem: some combine several DNA-binding domains in a
single protein, some form homodimers, and many form heteromeric complexes with
homeodomain or other types of TFs.

5.1.4 Classification of Homeodomains

The purpose of comparing and classifying the sequences of homeobox-containing
genes is to determine evolutionary relationships between the different genes so as to
identify bona fide orthologs and paralogs, and place them in a more comprehensive
framework that reveals structural and functional relationships. With the advent of
many completed genomes, this is now a much easier task. A number of different
classification schemes have been used over the years. We arrange the homeodomain
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sequences into logical groups using the terms “superclass”, “class” and “family”,
as we did in previous compilations [19–22], which are the basis for this chapter.
The use of these terms reflects the hierarchy of relationships, such that a superclass
encompasses several classes, and a class can be subdivided further into families.
Slightly different classification schemes are used in other publications, and we adopt
some of these naming conventions and their lists [23]. In general the conclusions
and divisions are similar, but as new information and sequences appear, revisions
are sometimes necessary.

Figure 5.3 shows a comparative tree that has been derived from a much larger
tree. It presents selected genes of different classes and families. Phylogenetic trees
provide an easy means of grouping homeodomain sequences for classification.
All superclasses and classes, as well as most families presented here, are well
conserved in evolution, and members can be found in deuterostomes as well as
protostomes. In fact, a very useful criterion for the identification of families is that
they should be conserved over a long time period. The ideal definition for a fam-
ily would be that its members were derived from a single gene in the ancestor
of protostomes and deuterostomes; classes would comprise several families with
common features. Generally, one can say that classes of homeobox genes have
less than 50–55% sequence identity within their homeodomains to other classes.
Within a particular family, the homeodomain can be 80–90% identical from flies to
vertebrates.

Many of the homeodomain classes have additional conserved protein domains or
motifs outside of the homeodomain (see Chapter 12 for a discussion of TF effec-
tor and auxiliary domains). Such sequence motifs, which sometimes can be even
more conserved than the homeodomain itself, provide extra criteria to differenti-
ate the various classes of homeobox genes. Figure 5.4 shows a schematic diagram
of homeobox gene families and classes in animals that encode special conserved
sequence motifs outside of the homeodomain. For example, homeodomain proteins
of several families of the Antennapedia superclass contain a short “Hexapeptide”
motif upstream of the homeodomain. The sections that follow introduce the various
classes of homeobox genes.

�
Fig. 5.3 (continued) homeobox genes for selected families and classes are given. The vertebrate
Hox cluster genes can be grouped into 13 different paralogue groups that are indicated in the figure
(PG). Parentheses on the right side mark families, classes, and superclasses. The Antennapedia
group of genes can be split into two groups, those which are similar to the Hox cluster genes
(HOXL) and those which are similar to the NK cluster genes (NKL). Not all genes here are assigned
to their corresponding classes or families due to their divergent nature (e.g., Ce LIN-39, Ce MAB-5,
d zen), or are more divergent so that a clear assignment becomes difficult (e.g., Ce CEH-7). The
column at the right indicates those families that have a Hexapeptide upstream of the homeodomain.
Species: d: Drosophila; m: mouse; h: human; r: rat; Ce: C. elegans; Cv: hydra; Xl: Xenopus laevis;
Sm: Schistosoma mansoni; Sc: Saccharomyces cerevisiae; Um: Ustilago maydis; Cc: Coprinus
cinereus; pAt: Arabidopsis thaliana
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Fig. 5.3 Comparative tree showing different families and classes of homeobox genes. This simple
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odomain sequences. The more similar two homeodomain sequences are to each other, the shorter
the horizontal distance is from the branch point to the endpoint. At the leaves examples of particular
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Fig. 5.4 Schematic representation of families and classes of animal homeobox genes encoding
conserved motifs outside of the homeodomain. On the left are the names of selected differ-
ent families and classes. The black box represents the homeodomain, and insertions within the
homeodomain, either between helix 1 and 2 or helix 2 and 3, are indicated in different colors.
The other colored boxes represent conserved sequence motifs specific to individual classes. The
length of the boxes is approximately proportional to the size of the domains. The connecting
linker regions (black lines) are not to scale. The Hexapeptide is found in several different fam-
ilies within the Antennapedia superclass, mainly in Hox genes. The TN motif and the Octamer
(Oct) motif do not occur in all members of their respective families. In several instances the num-
ber of domains can vary. For example, in the ZF class, the number of zinc-fingers, as well as the
number of homeodomains can vary substantially, and the zinc-fingers can be interspersed with the
homeodomains. This figure is not comprehensive; some motifs have been omitted here

5.2 The Antennapedia Superclass

This is a large group of genes that are related to one of the first homeobox genes
discovered, Antennapedia. A number of these genes are organized into gene clusters,
i.e. the HOX cluster, the ParaHox cluster, which is a “sister” of the HOX cluster,
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and the NK cluster. However, many homeobox families within the Antennapedia
superclass do not reside in a cluster and are referred to as “dispersed”. Common
features of these genes are that they do not encode large conserved domains outside
of the homeodomain, but only small motifs. The Hexapeptide motif is found in
genes of the HOX and ParaHox cluster, as well as in some NK cluster genes and
in dispersed genes, such as the ems family (Figs. 5.3 and 5.4). The Hexapeptide
is usually separated by an intron from the homeodomain. Other small motifs are
found in NKL homeodomain proteins, i.e. the TN motif, or in en homeodomain
proteins (Fig. 5.4). Within the Antennapedia superclass, two major groups can be
distinguished. One group is comprised of the genes that are most similar to the
Hox cluster genes (HOXL), such as the Hox, Mox, Evx, and ParaHox genes. The
second group is comprised of the NKL class genes, comprising the NK cluster genes
and gene families such as NK1(slou), NK3(bap), Dll, ems, BarH, msh, Hlx, or Tlx
(Fig. 5.3).

5.2.1 The HOX Cluster

The first, and also best-known homeobox genes are the homeotic selector genes of
Drosophila melanogaster that are organized into two complexes, the Antennapedia
complex (ANT-C) and the Bithorax complex (BX-C), summarily referred to as the
homeotic gene complex (HOM-C). In Drosophila only one such cluster is found,
while tetrapods have four paralogous clusters, each on a different chromosome
(Fig. 5.5) [24]. These clusters have been termed HOX clusters in vertebrates, and the
usage of naming these clusters “HOX clusters” has now been expanded to include
other animal phyla, including Drosophila. It should be noted that the word Hox
refers to the particular types of homeobox genes found in the HOX cluster, espe-
cially those in vertebrates, and it is not a general term for homeobox gene. The four
vertebrate HOX clusters originally arose through duplications of a single cluster at
some point in early vertebrate evolution. Indeed, in the cephalochordate Amphioxus
only a single cluster is present [25]. On the other hand, one has to note that in teleost
fish extra HOX clusters (as well as extra homeobox genes and extra copies of many
other genes) are found due to an extra genome duplication event [26–28].

Figure 5.5a shows the C. elegans, Drosophila and vertebrate HOX clusters.
The genes in the four vertebrate clusters (termed HOXA, HOXB, HOXC, HOXD)
can be aligned such that 13 groups are formed that are highly related based on
their sequence. These groups are referred to as paralogue groups 1–13 (HOX1 to
HOX13), and individual genes in mice are named HoxA-1, HoxA-2 and so on. Each
cluster is missing genes for some of the paralogue groups, indicative that during or
after the duplication events some genes were lost. Overall, there are 39 Hox genes
in mouse and human. In vertebrates, but not flies, the Evx genes are also closely
linked to the HOX cluster, indicating that these genes are part of the ancestral Hox
cluster. Likewise, the Mox genes are also associated with the HOX cluster, albeit at
the opposite end [29].
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Fig. 5.5 (a) Organization of the C. elegans, Drosophila melanogaster and mouse/human
HOX clusters. At the top is a schematic representation of the C. elegans HOX cluster. The
AbdB genes (php-3, nob-1) have split far from the rest of the cluster. Of the remaining
five genes in the cluster only four genes can be assigned to fly/vertebrate homologues, in
the case of mab-5 and egl-5 only tentatively. The relationship of the homeobox gene ceh-
23 is unclear. In the center is a representation of the Drosophila melanogaster HOX clus-
ter, composed of the Antennapedia complex (right) and the Bithorax complex (left); large
arrows indicate the individual transcription units of homeobox genes, while small arrows rep-
resent non-homeobox genes, and gene names of non-homeotic homeobox genes are given
in parentheses. At the bottom of the panel the organization of the four mammalian –
based on mouse and human – HOX clusters (HOXA, HOXB, HOXC, HOXD) is shown.
The arrows indicate the orientation of transcription. Black lines and brackets between the
C. elegans, Drosophila melanogaster and mammalian clusters mark the homologous genes.
Dashed lines indicate less certain sequence relationships or derived sequences. (b) Schematized
expression domains for the Drosophila HOX genes as mapped onto a 10-h embryo. Bars indicate
the approximate areas of expression for individual genes. Labels: I, Mx, L: intercalary, maxillary
and labial segments of the presumptive head; T1 – T3: thoracic segments; A1 – A10: abdominal
segments. After [112]



5 Homeodomain Subtypes and Functional Diversity 105

The lines and brackets in Fig. 5.5a indicate the relationships between the ver-
tebrate and fly Hox genes. Most genes have a simple one-to-one correspondence
from flies to vertebrates. For example, the Drosophila gene labial is the orthologue
of the HOX1 genes HoxA-1, HoxB-1, and HoxD-1 in mice. However, the fly gene
Abd-B has five co-orthologous gene groups in vertebrates, HOX9 through HOX13,
due to a separate expansion of the Abd-B family genes in the deuterostome lineage.
Further, in the center of the cluster, i.e., HOX6 to HOX8 in vertebrates, and ftz to
AbdA in flies, a single ancestral gene may have been present that gave rise to several
genes independently in each phylum. A degenerate HOX cluster containing seven
homeobox genes has been found in the nematode C. elegans. Two Abd-B family
genes have split from the cluster, while the remaining five homeobox genes have
also been separated into two subclusters interrupted by a series of unrelated genes
(Fig. 5.5a). C. elegans apparently has lost several homeobox genes, since in several
other nematode species additional homeobox genes are present in the HOX cluster
[30, 31].

The genes of the HOX cluster share another intriguing feature: the physical
clustering correlates with the way the Hox genes are expressed along the anterior-
posterior body axis (Fig. 5.5b). Thus genes at one end of the cluster are expressed
and function in the anterior body region, while, as one progresses along the chromo-
some, the genes are expressed and function further and further toward the posterior
of the animal. This colinearity of genes and expression pattern is even more striking
when one considers that the Hox genes in tetrapods are all transcribed in the same
direction [32].

The Hexapeptide, also known as Pentapetide, was first described in HOX cluster
genes. All genes in the HOX cluster, apart from the Abd-B family of genes encode
this short conserved peptide motif upstream of the homeodomain. The Hexapeptide
has a conserved core sequence of six amino acids [19].

5.2.1.1 Labial (Lab/Hox1) Family

The labial family of genes is located at the 3′ end of the cluster. The Drosophila
lab homeodomain is 80–85% identical to the HOX1 group genes, and the home-
odomains of the lab family are 55–67% identical to other HOX cluster genes.
Genes of this family encode a distinct Hexapeptide sequences upstream of the
homeodomain.

5.2.1.2 Proboscipedia (Pb/Hox2) Family

The vertebrate paralogue group HOX2 is closely related to the Drosophila gene pb,
but is missing in C. elegans.

5.2.1.3 Zerknüllt (Zen/Hox3) Family

The zen genes in Drosophila are quite divergent from the vertebrate Hox3 genes.
However, analysis of the corresponding HOX cluster genes in other arthropods
suggests that the Drosophila genes zen and zen2 are the homologues of the HOX3
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genes [33]. They have taken on novel roles during development, i.e. dorsal ventral
patterning, rather than anterior-posterior patterning. Another Drosophila gene not
involved in anterior-posterior patterning is bicoid (bcd). bcd is the most divergent
gene in the Drosophila HOX cluster (Fig. 5.5a). Its functional role is as a mater-
nal morphogen in the early Drosophila embryo, where the protein forms a gradient
in the egg. Recent evidence indicates that bcd has arisen by a duplication from a
HOX3 gene during insect evolution, and has undergone rapid sequence divergence
as an adaptation to its novel function [34–35]).

5.2.1.4 Deformed (Dfd/Hox4) Family

This family comprises the Drosophila Deformed gene and the vertebrate HOX4
group genes, and is quite well conserved from flies to vertebrates.

5.2.1.5 Sex-Combs-Reduced (Scr/Hox5) Family

The Drosophila Scr gene and the HOX5 group gene are very similar to the Antp
family genes, but probably are bona fide orthologues. The homeodomain of the C.
elegans HOX cluster gene lin-39 is about equally similar to that of Dfd family and
Scr family homeodomains, but may be orthologous to Scr.

5.2.1.6 Antennapedia (Antp) Family

This family comprises the genes in the center of the cluster i.e. the fly genes
Antennapedia (Antp), Ultrabithorax (Ubx), abdominal-A (abd-A), fushi tarazu (ftz),
and the vertebrate genes HOX6, HOX7, and HOX8. The homeodomains of this
family are strikingly conserved between flies and vertebrates (up to 98%). Most
likely these genes derive from a single ancestral gene. The Drosophila gene ftz is
not involved in anterior-posterior patterning, but in other insects and in arthropods
the orthologous gene is better conserved and in some species it still seems to play a
role in pattern formation [36–38].

5.2.1.7 Abdominal-B (Abd-B/Hox9-Hox13) Family

The Abd-B family of genes is located at the 5′ end of the cluster. They are more
divergent than other cluster genes and they do not encode a Hexapeptide. While
Drosophila has only one gene, Abd-B, there are five paralogue groups, HOX9 to
HOX13, in vertebrates. The Abd-B homeodomain is 52–75% identical to the vari-
ous human and mouse Abd-B family homeodomains, thus these genes can be very
divergent. The further removed from the center of the HOX cluster the paralogue
groups are, the more divergent their homeodomain sequences become. HoxD-9 to
HoxD-13 play important roles during pattern formation of limbs in vertebrates [39].
C. elegans has two Abd-B genes, php-3 and nob-1, although the latter is rather
divergent. A third gene, egl-5, is variously grouped either as an Abd-B gene or as a
divergent Antp family gene (Fig. 5.5a).
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5.2.1.8 Even-Skipped (Eve/Evx) Family

The vertebrate Evx genes are located at the 5′ end of the HOX cluster (Fig. 5.5a),
suggesting that this gene family is part of the original cluster, although in flies
and C. elegans these genes are not linked to the HOX cluster. The eve genes do
not contain a Hexapeptide upstream of the homeodomain and their homeodomain
sequences are different from the Antp and Abd-B family homeodomains (Fig. 5.3).

5.2.1.9 Mox (Meox) Family

The Mox genes were found to be linked to the HOX cluster in vertebrates, and may
therefore also have been part of the ancestral HOX cluster. However, these genes are
more similar to Abd-B and cad genes and may be derived by duplication from the
posterior genes. The ortholog in flies is buttonless.

5.2.2 The ParaHOX Cluster

The ParaHox gene cluster is comprised of three gene families, Gsx, Xlox (Pdx),
and caudal (cad/Cdx) (Fig. 5.6a). Their sequences are similar to the Hox cluster
genes and they contain a Hexapeptide. The cluster organization is not as highly
conserved as the Hox cluster, but has been conserved, for example, in Amphioxous
[40–42]. The ParaHox cluster probably arose through a duplication event from
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an ancestral HOX cluster. The ParaHox genes also function in anterior-posterior
patterning, with the Gsx genes being the most anterior, and the cad genes being the
most posterior [43].

5.2.3 NKL Class Genes

5.2.3.1 The NK Cluster

The NK cluster of homeobox genes, also called Tinman complex [44], was dis-
covered in Drosophila, where a series of homeobox genes are clustered in the
chromosomal region 93DE (Fig. 5.6b) [45]. Corresponding clusters are present in
other insects, such as mosquito, honeybee, and Tribolium, although some rearrange-
ments have occurred [44]. In vertebrates this cluster has only been conserved in a
more fragmentary nature, and many of the genes have dispersed in the genome [41].
A main function of the NK cluster genes is in pattern formation and development
of the mesoderm [45]. Based on current evidence the ancestral cluster contained
the following NK gene families: NK1 (fly slou); TLX (fly C15), which encodes a
Hexapeptide upstream of the homeodomain; LBX (fly lbe and lbl); NK3 (fly bap);
NK4 (fly tin); Msx (fly msh); HMX.

5.2.3.2 Dispersed NKL Genes

Many NK type genes are not found in clusters. In humans the following families
have been defined: BarHl, Barx, Bsx, Dbx, Dlx, Dlx (in fly Distal-less, Dll), Emx
(fly empty spiracles; ems), possibly En, Hhex, Hlx, Nanog, Nkx2.1, Nkx2.2, Nk6,
Vax, and Ventx. A feature often shared between these families and also with those
in the cluster is the presence of a TN motif upstream of the homeodomain [46].

5.2.4 Other Types of Antennapedia Superclass Like Genes

Some of the Antennapedia superclass gene families cannot confidently be assigned
to either the HOXL or NKL class. One such family is defined by the fly gene
engrailed (en, vertebrate En). Engrailed genes encode a series of small conserved
motifs outside of the homeodomain one of which is similar to the TN motif of
NKL homeobox genes (Fig. 5.4). The Gbx, Noto and Mnx families are also rather
divergent and cannot easily be assigned to either the HOXL or NKL class.

5.3 Paired (PRD) and PRD-Like Classes

5.3.1 PRD Class

The homeodomain of PRD class genes is characterized by a serine residue at
position 50, which impacts DNA-binding specificity. In addition, upstream of the
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homeodomain is a highly conserved domain of about 130 amino acids, the PRD (or
Pax) domain. The PRD domain itself has been shown to be DNA-binding domain
and its structure shows it to consist of two globular domains with three alpha-helices
each [47]. A number of genes have been found that encode only a PRD domain, but
no homeodomain. In vertebrates, the genes containing a PRD domain are called
Pax genes, irrespective of whether they have a homeodomain or not [48, 49]. The
PRD domain bears resemblance to transposases, and it is thought that a PRD-like
homeobox gene captured a transposase early in metazoan evolution, which then
evolved into the PRD domain [50]. The PRD class has nine members in mam-
mals, and has been grouped into different families based on the PRD domain. The
Pax4/6 family is well conserved in evolution, encompassing such genes as Pax-6 in
vertebrates and eyeless (ey) in flies. The Pax-6 genes play a role in eye develop-
ment across bilateria, despite the large differences in eye structure and development
between different phyla [51–53]. The Pax3/7 family includes the founding member,
Drosophila paired, as well as gsb-d, gsb-p and the vertebrate genes Pax-3 and Pax-
7. A small conserved region (the Octapeptide) is present between the homeodomain
and the PRD domain (Fig. 5.4). The Pax2/5/8 family is unusual in that these genes
encode only the first third of a homeodomain. Pax1/9 family lacks a homeodomain
completely. This is thought to be a secondary loss.

5.3.2 PRD-Like Class

A substantial number of homeobox genes encode a homeodomain that is simi-
lar to the PRD class homeodomains, but they do not encode a PRD domain, nor
do they have a serine residue at position 50 of the homeodomain. The PRD-like
homeodomains display large sequence diversity, and the PRD class itself is actually
only one group within that diverse set. A large number of families have been defined
in mammals [23, 56]. Some of these encode the classical glutamine at position 50
of the homeodomain, while a number of them encode a lysine (e.g., Gsc, Mix). In
humans, the following families have been defined: Alx, Argfx, Arx, Dmbx, Dprx,
Drgx, Dux, Esx, Gsc, Hesx, Hopx, Isx, Leutx, Mix, Nobox, Otp, Otx, Phox, Pitx,
Prop, Prrx, Rax, Rhox, Sebox, Shox, Tprx, Uncx, and Vsx. The Dux family has two
homeodomains, hence the name (Double homeobox). Many of these are conserved
to invertebrates; however, Argfx, Dprx, Tprx, Leutx are not found in invertebrates.
Nobox and HopX, which contains an atypical homeodomain, are only tentatively
assigned to the PRD-like genes, since they are so divergent. Some families have
quite extensive sequence conservation outside of the homeodomain. For example,
the Vsx family (aka CHX10) has a motif of about 60 amino acids immediately
downstream of the homeodomain that is conserved in bilateria [54–55].

Within the PRD-like class we can also find evidence of gene duplication and
diversification. For example, the Odysseus (OdsH) gene, which is a recent duplica-
tion from an unc4 (Uncx) family homeobox gene, is evolving rapidly in Drosophila
species and is involved in hybrid male sterility [57]. Another example are the
Rhox homeobox genes which dramatically expanded in mouse to 33 genes and are
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clustered in a region on the X chromosome. They are expressed during embryogen-
esis and in adult reproductive tissues [58, 59].

5.4 POU Class

The POU class was originally defined based on the four genes Pit-1, Oct-1,
Oct-2 and unc-86 (POU) [60]. The POU-specific domain is an approximately
80 amino acid long conserved domain upstream of the homeodomain with a
variable linker in between. The POU-specific domain is required for coopera-
tive, high affinity DNA-binding and has so far always been found in association
with a POU homeodomain. The POU homeodomain is characterized by a cys-
teine residue in position 50. The structure of the POU domain (that is the
POU-specific domain and the POU homeodomain) bound to DNA has been
determined. The POU-specific domain consists of four alpha-helices. Helix 2
and 3 fold like a helix-turn-helix motif, although the loop is larger (e.g. [61,
62]). The genes have been grouped into six families, POU-I to POU-VI, and
many play important roles in nervous system development. Members of the
POU-II family are the well-known mammalian TFs Oct-1 and Oct-2. A highly
divergent homeobox gene in vertebrates, HDX, may be derived from POU
genes.

5.5 HNF Class

The HNF class was originally defined by the mammalian TF LFB1 (HNF1alpha)
[63]. The homeodomain contains extra residues between helix 2 and helix 3. While
this class is not found in Drosophila, a conserved domain upstream of the home-
odomain is present. Structural analysis of this domain showed that it is similar to
the POU domain [16], suggesting that the HNF class is probably a highly divergent
derivate of a POU class gene.

5.6 CUT Superclass

The first gene of this superclass discovered was the Drosophila homeobox gene
cut, which has three copies of a conserved domain of about 80 amino acids, the
cut domain, upstream of the homeodomain [64]. Other homeobox genes with cut
domains were subsequently discovered and four distinct classes can be defined. The
structure of the cut domain has been determined. It consists of essentially five alpha
helices which form a globular domain. The third helix lies in the major groove of the
DNA and provides sequence specific contacts [65–67]. The evolution of this group
of genes is complicated, since a number of domain shuffling events have occurred
[68, 69].
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5.6.1 CUX Class

Unlike other homeodomain proteins, the CUX proteins have a histidine residue at
position 50 of the homeodomain. Biochemical analysis of the human member CDP
(CCAAT displacement protein) provided the first evidence that the cut domain is a
DNA-binding domain [70]. The CUX class genes have a most unusual structural
organization, because, apart from the cut domain, their amino terminus is actu-
ally shared with another gene, CASP, which is a Golgi membrane protein [71].
The amino-terminal half of CASP can either splice to the cut-homeodomain part
of the Cux genes, or it can splice to the carboxy-terminal part of the CASP pro-
tein, giving rise to a fully functional CASP protein. At some point in evolution an
ancestral CUX gene has been functionally intertwined with the CASP gene through
alternative splicing. This organization is found in C. elegans and vertebrates, but in
Drosophila, the CASP gene has been lost [68].

5.6.2 ONECUT Class

Genes in this class have only a single cut domain. This likely represents the most
ancestral condition.

5.6.3 SATB Class

The genes of the SATB class encode two highly divergent cut domains and a highly
divergent homeodomain. In addition, they have a COMPASS (CMP) domain at
their amino terminus. SATB class genes have presently only been found in verte-
brates. In contrast to other homeobox genes that act as regular TFs, SATB1 has been
shown to be a special global gene regulator that is involved in chromatin remodeling
(e.g. [72]).

5.6.4 COMPASS (CMP) Class

The CMP class of homeobox genes is an unusual group of homeobox genes that
encode a CMP domain upstream of two homeodomains. The two homeodomains
arose through duplication from a common ancestor. These homeodomains are dis-
tinct from those of other classes, because of the extra residues in the loop region
between helix 2 and helix 3. Even though the CMP genes do not encode cut domains,
the CMP domain is shared with SATB genes. Members of the CMP class have been
found in invertebrates and Amphioxus, but not in vertebrates [68, 69]. Perhaps the
CMP genes gave rise to the SATB genes through some domain shuffling in early
vertebrates.
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5.7 ZF Class

Genes in this class contain classical zinc-finger domains of the C2H2 (two cys-
teine residues – two histidine residues) type, which are DNA-binding domains
(see Chapter 4). In humans, five families have been defined: Afhx, Azfh, Zeb,
Tshz, and Zhx/Homez. Some of these genes encode many copies of both the ZF
and homeodomains. For example, human ATBF1 encodes 17 zinc-fingers and four
homeodomains [73]. The homeodomains of these proteins tend to be very diver-
gent; presumably the evolutionary constraints are relaxed due to the large number
of DNA-binding domains present in a single protein.

5.8 LIM Class

LIM homeobox genes encode two LIM domains upstream of the homeodomain.
This class was first defined in two C. elegans genes, lin-11 and mec-3, and in the rat
TF Isl-1 (lin-11, Isl-1, mec-3 = LIM) [74]. The LIM domain is about 60 amino acids
long and contains conserved cysteine and histidine residues, and has been shown to
be a distinct type of zinc-finger, different from the one found in ZF class homeobox
genes. Six families have been described: Lhx2/9 (apterous), Lhx1/5, Lhx3/4, Lhx6/8
(arrowhead), Lmx, and Isl (Islet) [75].

The LIM domain is also present in genes that do not encode a homeodomain.
The rhombotin genes (LMO, i.e. LIM-only) encode two LIM domains that are sim-
ilar to the two LIM domains of LIM homeobox genes. This gene is ancient and
has been found in a tandem gene cluster with several LIM homeobox genes in
Trichoplax adhaerens [75]. On the other hand, a large number of other proteins
have been found that contain only more divergent LIM domains. Examples include
mammalian CRIP, a cysteine-rich intestinal protein; ESP1, an estradiol-stimulated
protein in brain; hCRP, a human cysteine-rich protein; zyxin, a cytoskeletal protein;
and MLP, a regulator of myogenesis. CRIP and ESP1 have only one LIM domain,
while zyxin contains three LIM domains (see also [19]). The LIM domain is a
protein–protein interaction domain [76]. This domain can interact with the LIM-
binding protein Ldb, which is an important co-factor for the LIM homeodomain
proteins [77].

5.9 SIX/SO (SINE) Class

This class was originally defined by the Drosophila gene sine oculis and the
mouse genes Six1 and Six2 [78]. These homeobox genes encode a distinct typical
homeodomain, which have a lysine at position 50 of the homeodomain. Upstream
of the homeodomain is the highly conserved 120 amino acid long Six/so domain.
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The Six/so class is divided into three families, Six1/2, Six3/6, and Six4/5, which are
all conserved between flies, worms, and vertebrates [79].

5.10 PROS (Prospero) Class

The PROS class has been named after the Drosophila gene prospero [80, 81]. The
homeodomain is highly divergent and has three extra amino acids between helix
2 and helix 3. Downstream of the homeodomain is a conserved sequence motif of
about 100 amino acids, the Prospero domain, that reaches to the carboxy-terminus
[82, 83]. The structure of the Prospero homeodomain and the Prospero domain has
been determined. The two domains form a single structural unit that is required for
sequence specific DNA binding [84].

5.11 TALE Superclass

The TALE (three amino acid loop extension) homeobox genes are characterized
by having three extra residues in the loop between helix 1 and helix 2 of the
homeodomain [22, 85, 86]. This group is very ancient, being present in wide range
of eukaryotic kingdoms [87]. Five classes are found in animals and two in plants.
Many of the TALE superclass homeobox genes encode an isoleucine at position 50
of the homeobox, though alanine (IRO) and glycine (PBC) are also found.

5.11.1 PBC (PBX) Class

This class with a characteristic 180 amino acid motif upstream of the homeodomain,
the PBC domain, has been found in mammalian PBX genes, C. elegans ceh-20, and
Drosophila extradenticle [88, 89]. The extended loop between helix 1 and helix 2 of
the homeodomain of PBC proteins can interact with the Hexapeptide of Hox genes,
for example those of the Hox1/lab family [90].

5.11.2 MEIS Class

The MEIS class can be divided into two families, MEIS and PREP (aka Pknox).
Both families share a MEIS (aka HM) domain upstream of the homeodomain, which
is about 130 amino acids long. The MEIS proteins Homothorax (Drosophila Hth),
as well as vertebrate MEIS proteins, have been shown to interact with PBC class
homeobox genes through their MEIS domain. Thus MEIS and PBC proteins can
from heterodimers. Further, it has been shown that the interaction of Hth with Exd
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is responsible for translocating Exd from the cytoplasm to the nucleus [91, 92].
Hence, dimerization controls the activity of the protein complex. Further, MEIS
class proteins can also interact with Hox cluster proteins that are expressed in the
posterior, and triple complexes of PBC, MEIS and Hox proteins have also been
reported (e.g. [93–95]).

5.11.3 IRO (IRX) Class

The IRO class was named after three Drosophila genes, araucan, mirror, and
caupolican, which are located in the iroquois complex [96]. In mammals there are
two paralogous Irx gene clusters with three genes each, but this is likely to be an
independent evolutionary diversification [97]. A 15 amino acid motif, the IRO box,
is found downstream of the homeodomain.

5.11.4 MKX Class

The homeodomain of the MKX class proteins is most similar to that of the IRO
class. However, it the MKX proteins have three different small motifs downstream
of the homeodomain, which are unique to the MKX class [22].

5.11.5 TGIF Class

The TGIF class of TALE homeodomains has been first defined by the vertebrate TG-
interacting factor (TGIF) [98]. Fly and vertebrate TGIF genes share an additional
20 amino acids immediately downstream of the homeodomain, and a 12 amino acid
motif is found further C-terminally.

5.12 Other Types of Animal Homeobox Genes

As has emerged from the gene descriptions above, some homeobox genes within
particular phylogenetic branches are highly derived and are often difficult to classify.
For example, the vertebrate Hdx genes may be derived from POU homeobox genes,
and the vertebrate Nobox and HopX genes are also difficult to place due to their
divergent nature. In other phylogenetic branches, e.g. C. elegans, highly divergent
homeobox genes are also present. The homeobox gene ceh-7 seems to be a divergent
member of the PRD-like class, but lacks orthologs in other phyla [99].

An unusual case are the CerS (ceramide synthase) genes, also known as the LASS
(longevity assurance) genes. Several of these genes, but not all, contain a diver-
gent homeodomain in flies and vertebrates [100, 101], while yeast homologs lack
a homeodomain. What is striking is that the CerS proteins contain transmembrane
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regions, hence the homeodomain seem unlikely to act as a DNA-binding domain in
these proteins. Likely, the homeodomain was incorporated into a CerS gene during
a domain shuffling event, and now has a different function.

5.13 Fungal Homeobox Genes

A small number of homeobox genes are known in the yeast Saccharomyces cere-
visiae. Two of these genes, MATa1 and MATalpha2 are part of the mating type
locus (MAT) [102]. MATa1 encodes a typical homeodomain, and MATalpha2 a
TALE homeodomain. Such a dyad of a typical and TALE homeobox gene is also
found other fungi, such as Ustilago maydis, Schizophyllum commune and Coprinus
cinereus [103]. In microsporidia there is also a closely linked pair of a TALE and a
normal homeobox gene [104]. In yeast, MATa1 and MATalpha2 form heterodimers,
and MATalpha2 also forms homodimers, allowing regulation of different sets of tar-
get genes. None of the fungal genes have any of the additional domains found in
animals. But, it can be estimated that there were not more than two TALE home-
obox genes and two to three typical homeobox genes present in the first fungal
ancestors [104].

5.14 Plant Homeobox Genes

In plants, fourteen distinct classes of homeobox genes are found that have been
conserved between moss, monocots and dicots [105] (Fig. 5.7). One large group,
HD-ZIP, consists of homeobox genes that have a leucine-zipper, a protein interac-
tion motif, downstream of the homeodomain. This group can be further subdivided
into four classes, HD-ZIP I, II, III, and IV. Genes of the HD-ZIP III and IV classes
encode a START domain, a lipid-binding domain, downstream of the homeodomain.
The HD-ZIP III class is further distinguished by having a MEKHLA domain at the
very C-terminus that was derived from a PAS domain of bacterial origin, most likely
from the chloroplast [105]. The other classes are PLINC, WOX, DDT, PHD, NDX,
LD, PINTOX, SAWADEE, KNOX and BEL. The homeodomains of several classes,
i.e. HD-ZIP III, WOX, NDX, and SAWADEE are atypical. All these classes encode
additional domains and motifs that are distinct for each class (Fig. 5.7). Many of
these domains are found in other proteins without a homeodomain, and in a num-
ber of instances they are associated with other domains not found in homeodomain
proteins. Several of them are conserved between the plant/animal divide, i.e. PHD,
DDT, WUS, and START. Further, a number of the domains have conserved cysteine
and/or histidine residues, indicating that they are different types of zinc fingers, i.e.
PHD, D-TOX ZF, PLINC, and SAWADEE. Plants have two ancient classes of TALE
homeobox genes, the KNOX class and the BEL class. Both encode large bipartite
domains upstream of the homeodomain, termed KNOX and BEL domain, respec-
tively. The KNOX domain can be aligned with the MEIS domain, showing that these
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Fig. 5.7 Plant homeodomain diversification into 14 classes. Putative derivations are indicated
by arrows and the different domains are colored. Each class has distinctive domains and motifs
associated with the homeodomain. A number of different domains and at least two types of
homeodomains must have been present in the last common ancestor between plants and animals

two gene classes in plants and animals have arisen from a common ancestral TALE
homeobox gene that also encoded – what we termed the MEINOX domain [86,
106]. BEL and KNOX proteins have been shown to interact, and this interaction is
mediated through their BEL and KNOX domains, respectively [107–110].

5.15 Origin and Diversification of Homeobox Genes

The different classes of homeobox genes found in plants and animals have arisen
mainly independently of each other. Only the TALE homeobox genes, in particular
the MEIS and KNOX class of homeobox genes in animals and plants, respectively,
can be traced to a common ancestor in primitive eukaryotes [106]. Homeobox genes
have been found now also in many protists [87]. Even in these organisms one can
find typical homeodomains as well as TALE homeodomain containing genes. Thus,
the primitive, early eukaryotes must have had already at least two distinct types of
homeodomains. A single “Urhomeobox” gene must have given rise to the typical
and TALE homeobox genes, but at present we do not know whence it came from.
The homeodomain is structurally related to bacterial helix-turn-helix proteins, so in
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some protozoa or early eukaryote a helix-turn-helix protein seems to have become
the first homeodomain protein.

In animals, the diversification of the homeobox genes has led to a large prolif-
eration of different classes and families. It has been quite surprising to find that the
sea anemone Nematostella vectensis has many of the classes of homeobox genes
found in bilateria [111]. The last common ancestor of protostomes and deuteros-
tomes seems to have had at least 70 different homeobox genes. Many homeobox
genes have been quite well preserved in evolution, but many cases are now known
in which some phyla have lost particular families. Conversely, new and rapidly
evolving homeobox genes have and will be discovered that are specific to partic-
ular groups of animals. Present day organisms such as Drosophila and C. elegans
have around 100 homeobox genes [113], while the simple chordate Amphioxus has
about 130 [114] and, in part due to the large scale duplications in early vertebrate
evolution, humans have about 235 [23]. In plants the numbers of homeobox genes
within a species is similar to that in animals; for example, Arabidopsis thaliana has
110 homeobox genes [105], and, as in animals, they play important roles in develop-
ment. While there are many other types of TFs encoded in a genome, the homeobox
genes are certainly playing a pivotal role in shaping the evolution of multicellular
organisms.
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Chapter 6
Nuclear Receptors: Small Molecule
Sensors that Coordinate Growth,
Metabolism and Reproduction

Keith Pardee, Aleksandar S. Necakov, and Henry Krause

Abstract One of the largest groups of metazoan transcription factors (TFs), the
Nuclear Receptor superfamily, regulates genes required for virtually all aspects of
development, reproduction and metabolism. Together, these master regulators can
be thought of as a fundamental operating system for metazoan life. Their most dis-
tinguishing feature is a structurally conserved domain that acts as a switch, powered
by the presence of small diffusible ligands. This ligand-responsive regulation has
allowed the Nuclear Receptors to help their hosts adapt to a wide variety of phys-
iological niches and roles, making them one of the most evolutionarily successful
TF families. Originally discovered as receptors for steroid hormones, the Nuclear
Receptor field has grown to encompass much more than traditional endocrinology.
For example, recent work has highlighted the role of Nuclear Receptors as major
regulators of metabolism and biological clocks. By monitoring endogenous metabo-
lites and absorbed xenobiotics, these receptors also coordinate rapid, system-wide
responses to changing metabolic and environmental states. While many new Nuclear
Receptor ligands have been discovered in the past couple of decades, approximately
half of the 48 human receptors are still orphans, with a significantly higher per-
centage of orphans in other organisms. The discovery of new ligands has led to the
elucidation of new regulatory mechanisms, target genes, pathways and functions.
This review will highlight both the common as well as newly emerging traits and
functions that characterize this particularly unique and important TF family.

6.1 Introduction

The ability of Nuclear Receptor (NR) ligands to move relatively freely within
the body, tissues and cells sets the NRs apart from other signaling systems. G
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protein-coupled receptors, for example, must transduce their ligand signals from
the cell surface to the nucleus through an extended chain of intermediary signaling
proteins. Accordingly, the coupling of ligand-binding and DNA-binding capabilities
allows NRs to directly sense the concentration of their ligands within the cell and at
target gene promoters [1, 2].

NRs have been shown to act as key regulators in a diverse range of develop-
mental and homeostatic pathways. These include embryogenesis, growth, vascular
tone, detoxification, circadian rhythm, glucose and lipid homeostasis, reproduction
and behavior. Consistent with their role in most, if not all, fundamental biological
processes, mutations in NR genes also play a role in most human disease states
including obesity, inflammation, autoimmune disorders, cardiovascular disease and
cancer [3, 4]. Importantly, many of these disease states can be prevented or treated
by the use of natural or synthetic NR ligands. However, only a relatively small
number of all NRs have a known natural ligand. As a consequence, in an effort to
identify novel therapeutics, significant attempts have been made towards the iden-
tification of both endogenous and synthetic ligands for the orphan members of the
NR superfamily [5, 6].

6.2 Nuclear Receptor Domain Architecture

Early work on NRs revealed a common domain architecture, traditionally referred
to by the letters A-F, from the N- to C-terminal ends respectively (Fig. 6.1).
However, only the C and E domains are broadly conserved. The C domain encom-
passes the highly conserved DNA binding domain (DBD), and the E domain the
less well conserved ligand-binding domain (LBD). These are linked by a flexible
hinge region (D domain), which varies in length and sequence. Like the D domain,
the A/B domains are also poorly conserved and relatively unstructured [7]. This
N-terminal region is also often referred to as the Activation Function-1 (AF-1)
domain, due to its general role in transcriptional activation. Some receptors also
contain an extended carboxyl-terminal domain, referred to as the F-domain, which
appears to have a general role in transcriptional repression [8, 9]. While there is
interaction and interdependence between these domains, these regions are largely
semi-autonomous and modular [10].

Fig. 6.1 Nuclear receptor domain structure. Beginning at the N-terminus, nuclear receptors
include the N-terminal domain (A/B), DNA binding domain (C), Hinge region (D), ligand binding
domain (E) and C-terminal domain (F)
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6.3 NR Phylogeny and Classes

NRs have been shown to exist in most metazoan clades, including sponges, echino-
derms, tunicates, arthropods and vertebrates, and are therefore believed to be present
throughout the Metazoa. As such the NR superfamily represents one of the largest
families of transcriptional regulators in metazoans [11–13]. Comparison of the
DBD and LBD sequences has led to the classification of NRs into six subfami-
lies (Table 6.1) [14]. These are denoted by the prefix “NR” followed by a three-digit
code. The first digit refers to the subfamily number, the second digit to the group
letter and the final digit to the specific gene number [15]. As an example, the recep-
tor Rev-erbα was given the code NR1D1, which corresponds to subfamily I, group
D, and being the first gene identified in this group. This nomenclature also encom-
passes insect receptors. For example the Drosophila homolog to Rev-erbα, E75, is
identified by the code NR1D3.

6.4 NR Evolution

A major question regarding the evolution of NRs is how they managed to gain the
ability to bind ligands that are functionally relevant to the genes they control. For
example, in most of the characterized examples, ligands are either metabolic pre-
cursors, products or targets of the gene products regulated by the receptor. Clues to
this conundrum have been provided by the presence of NR genes and target genes
in more primitive organisms, and the NR sequences themselves.

NRs are not found in plants, fungi or protozoa. However, if the DBD and LBD are
considered separately, the yeast zinc-finger homologs containing LIM (eg: PXL1)
and GATA (eg: GZF3, GATs 1-4 and DAL80) domains, and the yeast membrane
protein Pex11p, have partial sequence and structural alignment with these respective
NR domains. Based on these similarities, it has been proposed that NRs may have
arisen from the fusion of these or related proteins in pre-metazoan eukaryotes as
early as 635 million years ago [11, 24, 25]. Another protein family with interesting
functional parallels to the NRs is the fungal binuclear zinc cluster TFs. Like the NRs,
this family of fungal proteins can operate as monomers or dimers and is modulated
by small molecules, including nutrients, metabolites and xenobiotics. The domain
structure of these proteins is also remarkably similar to the NRs, beginning with an
N-terminal zinc cluster DBD followed by a linker and LBD [26, 27].

Species at the base of the metazoan clade have provided further insight into
the NR ancestral state [11, 28, 29]. The earliest metazoan species, the sponges,
only have receptors from subfamily II (ie: HNF4/RXR), while moderately early
metazoans, such as Hydra sp. and Anemonia sp., contain a larger number of sub-
family II receptors (Coup-tf, TLL, TR2/4) and a putative member of subfamily VI
(GCNF ortholog) [28, 30, 31]. However, all six NR subfamilies are found within
most other levels of metazoan phylogeny, suggesting that they underwent their first
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round of diversification before the metazoans experienced significant phylogenetic
radiation. The second wave of vertebrate NR diversification occurred much later and
followed the divergence of invertebrate and vertebrate lineages. This event generated
the paralogous groups and much of the diversity observed within human receptors.
It is this multiplicity that has led to isoform-specific tissue expression, function and
ligand binding profiles for many of the vertebrate receptors [11, 16, 32].

The current consensus is that the primordial NR was not ligand regulated.
Instead this feature appears to have developed independently multiple times during
evolutionary history. Although receptors may have first evolved as apo-proteins, it
has been suggested that the first “ligands” were permanent co-factors. Recalling
that the common ancestral NR may have belonged to subfamily II [29], this makes
a lot of sense. This subfamily contains HNF4 and USP, two receptors that appear
to bind non-exchangeable structural co-factors rather than conventional ligands [23,
33–35]. If the LBD of the common ancestral receptor relied on a co-factor, this con-
straint may have contributed to the structural conservation we see in LBDs across
the receptor group. Furthermore, such an ancestral receptor provides a plausible
model for the development of reversible ligand binding. The exchange of such a co-
factor with structurally similar compounds from the cellular environment may have
been the origin of ligand binding [11, 36, 37]. As one possible example, the NRD1
orthologue in flies, E75, requires heme as a structural component [19], whereas the
vertebrate counterparts, the Rev-erbs, can exchange heme readily with no apparent
effects on stability [22, 38, 39].

6.5 Co-evolution of Receptors and Ligands

A genome-wide comparison of NR/ligand pairs has also led to the understanding
that in many cases there is no correlation between receptor subfamilies and the
biosynthetic origin of their ligands. The most dramatic example of this can be found
in subfamily I. Although the TRs, RARs, PPARs and VDRs are all closely related
by sequence, their ligands are all synthesized in highly divergent metabolic path-
ways and differ highly in structure (Table 6.1). The same lack of correlation is
also apparent with the RXR and RAR receptors. Although these bind structurally
and biosynthetically similar ligands, 9-cis retinoic acid and all-trans retinoic acid
respectively, they are some of the most distantly related human receptors [11, 40].

A few key observations can be made based on the distribution of receptors and
ligands. Most importantly, NRs and their ligands did not, in general, co-evolve.
Second, this lack of correlation between receptor and ligand suggests that the orig-
inal coupling of receptors and ligands likely resulted from beneficial fortuitous
interactions [11, 40, 41]. However, there is evidence that once the receptor/ligand
pair was functionally coupled, ligand binding specificity and affinity may have
co-evolved through mutations to either the receptor or the enzymes of ligand
biosynthesis [42]. The vertebrate steroid receptors provide an interesting exam-
ple. The ancestral steroid receptor is the Estrogen Receptor (ER), which can be
found in both protostome and deuterostome species. From this one primordial
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steroid receptor, vertebrate-specific diversification gave rise to the six variants in
present day vertebrates. Genome sequence analyses suggests that these transitions
were accompanied by the evolution of steroidogenic and steroid-specific catabolic
enzymes, producing new potential ligands and genes for the new paralogs to bind
and regulate [43].

Interestingly, Drosophila appears to have lost the original steroid-binding recep-
tors. However, it has developed a parallel steroidal signaling system centered around
ecdysteroids and the subfamily I receptor, Ecdysone Receptor (EcR) [40, 42]. It
appears that the EcR and other sterol binding members of subfamily I likely evolved
from a common ancestor, referred to as proto-FXR/LXR/EcR, which acquired the
ability to bind steroids independent of the subfamily III steroid receptors [32, 40].
The insect EcR from subfamily I serves a functionally parallel role to the ver-
tebrate sex steroid receptors of subfamily III in vertebrates. So remarkably, both
vertebrates and invertebrates have evolved independent steroid-based developmental
NRs [1, 44].

6.6 DBD Structure and Function

The DBD serves as a gene locator for the receptor by docking to specific hexanu-
cleotide sequences or response elements (REs) in the promoter/enhancer regions of
gene targets. Sequence conservation is highest in the DBD, which is due presum-
ably to a need to conserve binding site specificity as well as structural stability
within such a small domain [9, 37]. Making up the core of the DBD are two
zinc finger motifs, each containing four cysteine residues that together coordi-
nate a single zinc atom. These cysteine–zinc interactions stabilize the domain in
place of a hydrophobic core. The N-terminal helix of the DBD interacts with the
major groove of the DNA, and thus it is this sequence, called the P-box, which
defines the DNA binding specificity of the receptor. The second helix lies perpen-
dicular to helix 1, and contributes to domain stability and dimerization with the
partner DBD.

NRs have been categorized into four classes based on their mode of DNA bind-
ing (Fig. 6.2) [45]. The first, class I, defines the mechanism of action for the
steroid receptors. For most class I NRs, ligand binding occurs in the cytoplasm,
which triggers the shedding of chaperones and translocation to the nucleus. Once
there, they bind to inverted hexanucleotide repeats as homodimers in a head-to-head
configuration. Class II NRs form heterodimers with RXR and bind to hexanu-
cleotide direct repeats in a head-to-tail configuration. These NRs bind to DNA
independent of ligand status. As apo-receptors, they silence gene expression, and
in the presence of a ligand, transcription is activated [36, 45]. Many of the NRs
in classes III and IV are orphans, and not surprisingly, remain less understood
and more heterogeneous. Like class I receptors, class III receptors homodimer-
ize but only bind promoters with hexameric direct repeats. Class IV receptors
can bind as either monomers or dimers, but are unique in that they bind only
single hexameric sites. As the orphans become better understood their regulatory
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Fig. 6.2 Four Nuclear Receptor classes based on DNA response elements. Nuclear receptors can
be grouped into four classes according to their ligand binding, DNA binding, and dimerization
properties: steroid receptors, RXR heterodimers, homodimeric orphan receptors, and monomeric
orphan receptors. Steroid receptors bind to DNA at inverted response element (RE) repeats as
homodimers. RXR heterodimers bind to DNA at direct RE repeats. Homodimeric orphan receptors
bind to DNA at direct RE repeats. Monomeric orphan receptors bind to single REs as individ-
ual monomers. Shown are representative receptors for each group with known ligands. Adapted
from [45]

features will likely become even more enmeshed with the class I and II receptors
[9, 16, 36, 37].

Given the high sequence similarity between the hexameric REs recognized by
NR DBDs, a key factor in determining their target gene specificity is the orientation
and spacing of REs within promoters [9, 16, 36, 46]. In the absence of dimeriza-
tion, NR monomers derive further DNA specificity through interactions between a
DNA-binding motif C-terminal of the DBD (called the C-terminal extension) and
DNA sequence immediately 5′ of the hexameric RE. For many NR monomers, this
interaction contributes significant specificity and stability to DNA binding [47–50].
Even so, further specificity cues are required in vivo to discriminate between the
tens or hundreds of thousands of potential binding sites and those that are func-
tional. Recent genome-wide binding studies suggest that the average NR is bound
to a subset of approximately 5,000–10,000 binding sites within a particular cell
type, approximately 10% of which contribute to changes in gene expression lev-
els (reviewed in [51]). These studies also suggest that additional cell-specific target
gene selection is provided by differences in chromatin accessibility and cofactors
that help tether and stabilize NRs on active sites [52–56].

Although the classical view of NR DNA binding holds that the DBD is respon-
sible only for site-specific recognition and binding to DNA, it should be noted that
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recent evidence from structural studies has indicated that binding of the DBD to
specific RE sequences may be more than just a mechanism for localizing the recep-
tor to the correct DNA sequence [57]. In fact, it has been hypothesized that the exact
hexanucleotide sequence of the RE affects not only the overall affinity of the recep-
tor for its RE site, but also influences the three dimensional (3-D) configuration of
the receptor, thereby regulating NR activity through the binding of certain ancillary
factors [57, 58]. Recent studies have also shown that interactions between different
NR domains can influence DNA contacts and binding site specificity [59].

6.7 LBD Structure and Functional Classifications

The LBD, as the name indicates, is responsible for binding of the receptor’s cognate
ligand(s) and can be thought of as a molecular switch that mediates the transcription
output. Although the sequence conservation of this domain between receptors can
be as low at 15%, the 3-D structure is nonetheless universally conserved. The sec-
ondary structure, in most solved structures, is composed of 12 helices and three short
β-strands. Described as an α-helical sandwich, the LBD comprises three antiparal-
lel layers of helices that form the sides and central layer of the fold (Fig. 6.3) [10].
The central and generally hydrophobic core of this globular domain is absent in the
lower half of the domain, and it is this non-polar cavity that forms the ligand-binding
pocket. The sides of this pocket are composed of the outer layers of the α-helical
sandwich, and the front and back are formed by helix 12 and two to three β-strands,
respectively.

As alluded to earlier, the LBD also serves as a primary mediator for the self-
assembly of receptors into homo or heterodimers. This dimerization, mediated
primarily by helices 9 and 10, contributes to the specificity of DNA binding by
correctly spacing and orienting the DBD subunits [9, 60]. Interestingly, while dimer-
ization interfaces between respective LBDs and DBDs are well established, the
importance of interdomain contacts was only recently shown with the solution of
the first intact DBD/LBD dimer structure. In this PPARγ/RXRα structure, the DBD
and LBD of the opposite heterodimer partners also form dimerization interfaces that
contribute to the stability of the complex [59].

Another critical function of the LBD is to serve as a platform for the bind-
ing and assembly of transcriptional co-activator or co-repressor complexes. These
proteins are recruited or shed from the LBD surface depending on the ligand-
binding state of the domain. Early crystal structures showed that much of the
structural basis for these transitions lies with the positioning of helix 12, which
moves in the presence of ligand to close off the ligand binding pocket, and to
redesign the cofactor binding grooves. In the absence of ligand, co-repressors
containing LXXI/HIXXXI/L motifs (also referred to as a co-repressor nuclear-
receptor [CoRNR] box) can bind, whereas in the presence of an agonist ligand,
co-activators containing LXXLL motifs can bind [9, 10]. An example of such inter-
actions is clearly demonstrated by the apo-, agonist- and antagonist-bound forms
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Fig. 6.3 Structural basis for ligand-response. The structures shown demonstrate the canonical
apo, agonist-bound and antagonist-bound conformations of NR LBDs [63]. (a) The unliganded
form of RXRα shows H12 extending away from the body of the LBD and H11 partially occupying
the ligand binding pocket (RXRα; PDB: 1LDB). (b) Agonist bound ERα, in association with a
co-activator GRIP1 peptide, is in a transcriptionally active conformation (ERα/diethylstilbestrol;
PDB 3ERD; [64]). (c) Antagonist bound ERα in a transcriptionally inactive conformation. The
molecular extension of 4-hydroxytamoxifen protrudes from the ligand-binding pocket to displace
AF-2/helix 12, which instead occupies the hydrophobic groove and blocks co-activator binding
(ERα/4-hydroxytamoxifen; PDB 3ERT; [64]). Helix 12 is in blue, the GRIP1 peptide is in red,
agonist/antagonist ligands are in orange and the main body of the LBD is in grey

of the ERα and RAR LBDs (Fig. 6.3). Co-repressors tend to recruit chromatin
condensing complexes, whereas co-activators recruit chromatin opening and RNA
polymerase II holoenzyme recruiting complexes [61]) (Fig. 6.4). Although the
majority of well-characterized cofactors are those that interact with the LBD, there
are also numerous NR–specific interactions made by the variable A/B domains.
Comprehensive reviews on NR cofactors have recently been published [61, 62].

As orphan receptors have become adopted, the conventionality of this LBD
response has been challenged. The human receptors CARβ and RORβ, for instance,
appear to be constitutively active in the absence of a ligand. In what could be
described as the inverse of the NR model, their respective endogenous ligands
androstane and all-trans retinoic acid, repress the high basal transcription levels of
the apo receptors [65, 66]. There are also likely to be many NRs that require a lig-
and in order to fully repress their target genes, as appears to be the case for the
NR1D receptors (E75 and Rev-erbs). These NRs lack the canonical helix 12, and
appropriately, appear to function as dedicated repressors. As more ligands are dis-
covered, further variations on the theme defined by the steroid receptors are likely
to be discovered.
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Fig. 6.4 Coactivator and corepressor complexes. Coactivator complexes (green) include factors
that contain ATP-dependent chromatin remodeling histone arginine methyltransferase and histone
acetyltransferase activities. They may also contain factors involved in RNA processing as well as
components of the Mediator complex. Conversely, co-repressors (red) recruit histone deacetylases
and other chromatin-condensing enzymes and cofactors. Adapted from [67]

6.8 NR Ligands

Ligands for NRs are small and hydrophobic, giving them the general ability to
move relatively freely between tissues and cells. The binding of hydrophobic lig-
ands also contributes to the stability of the cognate receptor, completing the LBD
hydrophobic core and setting up further intra- and inter-molecular interactions [10,
68]. The ligand responsive nature of NRs has meant that, long before the advent
of modern pharmacology, NRs have been probed by the chemical diversity sur-
rounding them. These interactions include fortuitous ecological compounds, and
now man-made pollutants, as well as compounds actively synthesized by plants and
animals for chemical defence. An intriguing example of this is the fly EcR and
the evolution of ecdysteroids outside of insect taxa. Ecdysteroids are the steroids
responsible for the timing of development in insects [1, 44]. However, ecdysteroids
have also been identified in many sessile species, such as soft coral and many plants,
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at concentrations 2–5 fold greater than what is found in insects. While these organ-
isms do not contain an EcR, they synthesize precise chemical mimics of the insect
ecdysteroid 20-hydroxyecdysone (20E), as well as many other biologically active
variations of the insect hormone. This inappropriate EcR activation disrupts the
insects developmental program, resulting in lethality [69–72].

As evidenced by the use of plants as the source of our first pharmaceuticals, the
ability of natural products to mimic the structure of receptor ligands is not limited to
interactions with the insect world. Some examples of interactions with mammalian
NRs are the isoflavones (phytoestrogens) from legumes, which interact with the ER,
and have been shown to reduce the risk of certain cancers and heart disease [73]. The
plant sterol guggulsterone is another interesting example, in which interaction with
FXR has been shown to reduce serum cholesterol in mammals [74]. Interestingly
ecdysteroids also have a physiological effect on mammals, with positive effects on
muscle strength, lipid metabolism and immunity being some of the most cited [75].
Such interactions hold both risk to human health, as in the case of endocrine disrup-
tors, and potential benefit in the form of new drugs. Accordingly, NR-based drug
discovery and toxicology screens are actively probing the natural environment for
interacting compounds [76–78]. These interactions are discussed in greater detail
below (section 6.12).

Many NR drugs do not simply agonize or antagonize the receptor, but have
pharmacological selectivity that comes from the disruption of specific receptor/co-
regulator interactions that are either responsible for only a subset of receptor
functions or are cell-type specific [16]. One of the best-studied examples of these
selective nuclear receptor modulators (SNuRMs) is the anti-cancer drug tamoxifen.
While tamoxifen serves as an antagonist to combat ER positive cancer in breast
tissue, it conversely serves as an ER agonist in the bone and uterus, where ER
activity is still needed. The tissue-specific nature of this response is, at least in
part, the result of differential co-factor distribution, with the co-activator SRC1 at
higher levels in the uterus and bone [15, 16, 79, 80]. Similar drugs are being devel-
oped for other NRs, and hold promise for overcoming the side effects of current
treatments. Such new selective modulators provide a model for not only the next
generation of NR drugs, but may also inspire similar strategies for other therapeutic
targets [5, 81].

With the discoveries of recently de-orphaned NR ligands has come the realization
of new ligand types and interaction mechanisms. Some of the first endocrine NRs
to be characterized, such as ER, TR and VDR, were found to bind their ligands
with high affinity, but also to readily release or exchange their ligands. The more
recently deorphanized metabolic NRs tend to bind physiologically abundant ligands,
with a lower affinity. Several other NRs, such as HNF4α/γ and the fly NRs E75
and USP, bind molecules that appear to serve as permanent co-factors or prosthetic
groups [19, 23, 33–35]. This diversity of ligand types and interactions is continuing
to grow. One of the most surprising and unusual is the E75/Rev-erb ligand heme
and its retention in the LBD pocket via coordinate bonds between the heme iron and
amino acid side-chains. Even more unusual is the ability of E75/Rev-erb-heme to
bind the diatomic gases Nitric oxide and Carbon monoxide, which displace one of
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the coordinate bonds [19, 22, 38, 39]. The unconventional and unexpected nature of
these new ligands may explain, in part, the recalcitrance of the remaining orphans
to reveal their ligand identities. There are almost certainly new surprises waiting in
the wings.

6.9 The Orphan Receptors

Several solved LBD structures lack a ligand-binding pocket, which has led to the
suggestion that many orphan NRs may be authentic orphan receptors with no lig-
and counterpart. For example, Nurr1, and its fly homolog DHR38 [82, 83], and
Rev-erb β [84], when purified from bacterial expression systems, contained no lig-
and or pocket. Accordingly, it was suggested that these LBDs function simply as
transcriptionally active platforms for constitutive cofactor binding [16, 68, 85]. This
interpretation was strengthened by observations that these and other NR LBDs can
recruit cofactors in the absence of ligand. One consequence of these findings has
been a decrease in drug development programs directed against NRs by the major
pharmaceutical companies.

Recent studies, however, have challenged this commonly held point of view. For
example, the Rev-erb LBDs have since been shown to be capable of binding heme,
with significant LBD structural changes made to accommodate this relatively large
molecule [22]. This type of flexibility, in terms of LBD pocket size and shape, has
also been found with a number of other NRs [22, 86–89]. Thus, not only may orphan
LBDs exist in apo and bound forms, but some may also be capable of binding multi-
ple and diverse ligand types, as observed with PXR [90] and EcR [86]. These ligands
could serve as agonists or antagonists that elicit both quantitative and qualitative dif-
ferences in activities. An exciting consideration is that some of these ligands may
exist only in certain tissues, with unique outcomes on cofactor recruitment, target
gene selection and ensuing levels of expression.

6.10 Other Modes of Nuclear Receptor Activity Modulation

Beyond the ligand-binding pocket, there are many established ligand-independent
modes of control that influence the transcriptional activity of NRs. As with other
TFs, post-translational modifications are a significant contributor to NR responses
and responsiveness. Phosphorylation, sumoylation, ubiquitynation and acetylation
can all influence receptor stability, localization and cofactor interactions [36, 68,
91–93]. The widespread nature of post-translational signaling and the growing
recognition of ligand-independent modes of control have led to calls to broaden
research efforts beyond the LBD towards the consideration of a “multivalent
allosteric switch” that reacts to a wide range of inputs [16]. The details of these
alternative modes of regulation, however, are likely to be receptor-specific in terms
of the degree and mechanism of action, whereas LBD–ligand interactions will tend
to have more universal and pervasive consequences.
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6.11 Nuclear Receptor Functions

NRs have generally been classified functionally into one of two groups, endocrine
or metabolic/xenobiotic. However, it is becoming increasingly clear that NRs have
a large number of functions that bridge these broad roles, as well as many oth-
ers. In fact, these initial classifications are relatively uninformative and misleading.
Nevertheless, for historical and clarification purposes, these groups are described
below.

The endocrine receptors, which include the Androgen Receptor (AR),
Mineralocorticoid Receptor (MR), Glucocorticoid Receptor (GR), Progesterone
Receptor (PR), ERα and ERβ are largely recognized for their roles in developmental
and reproductive biology [16]. Orthologues for these NRs in Drosophila, C. elegans
and Ciona, are largely absent. In fact, aside from the orphan dERRs, the steroid
subfamily III is completely absent from these genomes [40]. When this absence
was first noted, it was assumed that steroid receptors must be a product of verte-
brate evolution [12, 32]. However, as mentioned earlier, ER orthologues are found
in early metazoans. Thus the fly and worm clade, termed the Ecdysozoans, appears
to have undergone loss of all but one subfamily III steroid receptor gene [13].

The metabolic and xenobiotic sensors, comprised of the PPARs, FXRs, LXRs,
RORs, Rev-erbs, and HNF4s, allow organisms to respond to metabolic imbalances
and changes in their environment. Ligands for these receptors are often nutri-
tionally important compounds or intermediates and products of key biochemical
pathways [3]. Together, these receptors have been shown to form a network that
ensures energy and metabolic homeostasis [22, 38, 39, 94, 95] (Fig. 6.5). In their
surveillance of metabolism, many of these NRs regulate the genes involved in the
production, destruction or trafficking of their own ligands. For example, to aid in
metabolite clearance, metabolic NRs upregulate catalytic enzymes, such as P450s,
to transform excess compounds into less active/more soluble intermediates. These
same receptors also promote pathways and transporters involved in the ultimate
elimination of these compounds [96–98].

The xenobiotic receptors (PXR, CAR, ERRs) form a parallel system that mon-
itors the chemical diversity surrounding the organism for chemical threats in the
environment. In the same way the metabolic receptors respond to an oversupply of
endogenous metabolites, these receptors respond to toxic threats by upregulating
catabolic enzymes and transporters [3–5, 99]. Together, these two receptor sys-
tems, metabolic and xenobiotic, form a sensing and response network throughout the
body, and are particularly important in the gut. As one of the largest interfaces with
the outside chemical world, these NRs help the enteric tract cue genetic responses
to our changing nutritional status as well as pathogenic and toxic challenges
[94, 100].

It has been 20 years since the first metabolic NRs were identified. The
RXR/RARs and the PPARs were found to bind retinoic acid and fatty acid metabo-
lites, respectively [101–104]. In the time since, an entire subgroup of receptors
has been identified as being regulated by endogenous metabolites. While dietary
and membrane lipids, heme and metabolic waste products may not have originally
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Fig. 6.5 Nuclear receptors form a network of sensors that synchronize target gene expression
with diverse small molecule signaling and metabolic flux. In their surveillance of hormone sig-
naling and disparate arms of metabolism, NRs integrate the chemical signaling environment of
the cell with metabolic, developmental and reproductive gene expression. In a form of feedback
regulation, many of these NRs regulate the genes involved in the regulation of their own ligands
and other related metabolites. Examples of both receptor/ligand co-evolution (steroid receptors)
and the independent evolution of receptor/ligand pairs (retinoids with RARs/RORs/RXRs) can be
found in the superfamily. Originating with the dietary uptake, the metabolic pathways connect
individual metabolites, marked by red hexagons. Nuclear receptors are indicated by ovals, which
are either blue (human) or green (fly) and linked by phylogenetic relationships. Binding between
ligands and receptors are indicated by grey lines. Orphan receptors that have yet to have cognate
ligands identified are not shown

had the appeal of highly specific endocrine hormones, the importance of these lig-
ands and their receptors has now been realized. These metabolic NRs are partly
responsible for the now widely understood intercalation of metabolism with virtu-
ally all aspects of development and physiology [3, 94]. For example, recent work
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has highlighted the potential role of metabolic NRs in the regulation of circadian
rhythm and development [44, 105, 106]. In the fly, a network of NRs that are
expressed in response to developmental pulses of ecdysone have been reported to
bind and be transcriptionally regulated by a wide ranging collection of metabolites
([19, 21, 107–108]; DHR3: Krause unpublished results). The addition of metabo-
lite sensing to the NR-mediated regulation of fly development brings a substantial
layer of information-rich signaling to hormonal timing. These metabolic ligands
have redefined the relationship between the NRs of the ecdysone response pathway
from an autonomous system set in motion by an ecdysone pulse [109], to one that
is responsive to the state of the organism and its environment.

Of the metabolic receptors, perhaps the fly receptor E75 and its human homologs,
Rev-erbα and β, are the most novel. Until these receptors were recently de-orphaned,
known NR ligands were limited to steroid hormones, fatty acids and other dietary
and non-dietary lipids [3]. E75 and the Rev-erbs bind heme as a ligand and/or
prosthetic group that allows for gas (NO, CO) and redox responsive transcrip-
tional regulation [19, 22, 38, 39]. Like lipids, heme has long been recognized as
an important molecule in metabolism. It is required for oxygen and carbon dioxide
transport, for cytochrome function in the mitochondria and for the neutralization
of reactive oxygen species (ROS) arising as a consequence of metabolism. It is
also a required component of the cytochrome P450s that produce and break down
most lipids, including those that serve as the ligands of most nuclear receptors
[110–117].

In much the same way that E75, DHR3 and their ligands coordinate the
developmental process of the fly, heme/gas/redox and cholesterol, respectively,
serve as metabolic indicators to the mammalian molecular clock through the NRs
Rev-erbα/β and RORα. As a regulatory couple, the Rev-erbs and RORα entrain the
expression of other clock proteins to these fundamental measures of cell metabolism
[22, 38, 39, 46, 118]. These inputs contribute to the more established modes of
circadian entrainment, such as photoperiod, which together comprise a system of
independent measures that coordinates metabolism with sleep wake cycles. This
newly recognized capacity to monitor heme/gas/redox gives the NR superfamily
access to regulatory signaling at the core of mammalian physiology. Heme abun-
dance oscillates during the circadian cycle and, importantly, also functions as a
prosthetic group to other circadian proteins, including NPAS2, Period2, and Clock
[112–116, 119]. Given that heme is so central to respiration and other central
metabolic processes, and that its abundance oscillates over time, it appears that heme
serves as a fundamental measure of the diurnal metabolic state and as such provides
feedback through the Rev-erbs and other clock proteins, to entrain the molecular
clock to an organism’s diurnal metabolic flux [22]. The circadian clock also appears
to be in control of lunar and annual functions, which also need to be linked closely
to nutrient availability and temperature fluctuations [120, 121].

Like heme, the other E75/Rev-erb regulators, redox and gas, are also generated
in a circadian manner [117, 122, 123]. Redox homeostasis can be affected by the
generation of reactive oxygen species (ROS), a large proportion of which arise not
surprisingly from mitochondrial respiration. The redox state of a cell, or organelles,
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is dependent on the ratio of ROS generated by metabolic activity and the abundance
of antioxidants, both of which cycle diurnally (reviewed in [124–126]) and accord-
ingly serve as an important measure of metabolic activity. Aside from the damage
that ROS can cause, these molecules have also become recognized as important sig-
naling molecules. Interestingly, ROS signaling is commonly associated with stress
response [127], which like the molecular clock, is coordinated in the hypothalamus
[128, 129]. Thus, as was mentioned earlier, distinct functions for NRs are often diffi-
cult to prescribe. In addition to a clear metabolic role, E75 and the Rev-erbs may also
fulfill functions of stress-response, much like GR, or even xenobiotic surveillance
of environmental oxidative stress.

As mentioned, the gases NO and CO also cycle with circadian periodicity. Heme
is an essential component of both NO and CO producing enzymes, respectively
Nitric oxide synthase and Heme oxygenase. Thus, not surprisingly, both NO and
CO production have also been shown to oscillate diurnally [117, 122, 123]. The
membrane permeable and transient nature of NO and CO gases conform to the ideal
signaling properties of many other specialized NR ligands, and further connect the
NR superfamily to a broad range of physiology.

It is interesting to note that, in retrospect, many of the processes influenced by
Rev-erb proteins and their ROR counterparts, such as circadian rhythm, metabolism
and inflammation, have long been known to involve NO/CO gas signaling [130].
For eample, there is an inverse relationship between heme and nitric oxide in the
transactivation of NF-κB, a gene known to be regulated by Rev-erbα [131]. While
heme leads to an increased activation of NF-κB [132], NO inhibits its activity [133,
134]. Likewise, NO and CO also affect the establishment and growth of cholesterol-
rich plaques within arteries [135, 136], where RORs and Rev-erbs also play major
roles [130, 137, 138]. This coincidence extends further to include mood/behavior
disorders and obesity etiologies that have been associated with aberrant Rev-erb
expression and/or circadian rhythm [139–143]. Taken together, one can imagine a
scenario where the Rev-erb/heme/redox/gas signaling axis acts to coordinate overall
energy management with diurnal cycles, feeding behaviour, local tissue metabolism
and other related processes.

Our recent work in Drosophila shows that NO signaling via the Rev-erb/ROR
orthologues, DHR3 and E75, also controls the timing of larval molts and meta-
morphosis, suggesting that transitions between growth, diapause and reproductive
phases of the life cycle are also coordinated by these receptors (Caceres et al, in
prep). Interestingly, disruption of these interactions results in either morbid obesity
or wasting, depending on the direction of the genetic, ligand or chemical manip-
ulation. The ability of these and other NRs to control and respond to dietary and
circadian variations has likely played a major role in the ability of metazoa to adapt
to so many diverse ecological niches. This assumption is consistent with the appear-
ance of NRs during the Cambrian explosion and the ability of these new organisms
to develop multicellularity and invade new ecosystems and environments [144]. Part
of this diversification involved the evolution of new endocrine and metabolic organs
that further enabled nutrient selection, uptake, storage and management, as well as
efficient means of optimizing and balancing the growth and reproductive phases of
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the lifecycle. Accordingly, recent evidence has shown that both stem cell pluripo-
tency and differentiation into various cell and tissue types is also guided by the
actions of a number of receptors [145–147].

As these new realms of ligand diversity and NR functions now show, the NR reg-
ulated processes of development, growth, metabolism and reproduction are deeply
intertwined and reciprocally regulated, and it is the integration of these systems
throughout the body that defines the NR superfamily. Also deeply related to these
functions are the associated behaviors that make food consumption, reproduction
and survival in different ecosystems possible. As with xenobiotic responses, the
ability to mount immune responses to environmental pathogens is also under the
control of NRs [94, 148, 149], and is modulated in a clock-dependent fashion [150].

In summary, it is clear that NR functions can no longer be categorized simply into
hormonal or metabolic roles. A new subdivision into distinct functional categories
is going to be challenging. This challenge will likely only grow as the roles of the
less studied receptors, particularly the orphans, become better understood.

6.12 Medical Impact

Since Elwood Jensen’s landmark discovery of the receptor for estrogen (ER), the
degree to which NRs feature in the cause and prevention of diseases has become
increasingly clear. ER on its own has been implicated as a major player in a broad
range of disease states. As with the other early identified endocrine receptors, these
include sexual, developmental and growth disorders, as well as a variety of can-
cers (reviewed in [151–157]). More recently, prominent roles for ER in obesity,
behavioral disorders and aging have also been uncovered. Likewise, a survey of the
literature reveals roles for most of the other NRs in virtually all aspects of human
disease [4, 5, 158]. These diseases can be instigated by a variety of means including
genetic mutations, endocrine tissue disruption, drugs and toxins, inappropriate diet,
autoimmune disorders, lack of sunlight or the complexities of aging. For many of
the same reasons that NRs and their ligands can cause disease, they can also play
positive roles in disease prevention or cure. For example, Vitamin D and omega-
3 fatty acids have recently been shown to have major beneficial effects on cancer
prevention, immunity, metabolism, mood and memory.

Considering that many NRs control the expression of genes that promote cellular
growth or differentiation, it is not surprising that NRs play a major role in cancer
onset and progression, as well as prevention and therapy. A classic example is the
role of ERs in breast cancer, and the use of antagonists such as tamoxifen or ralox-
ifene to treat it. Similarly, many other NRs have since been linked to the onset,
progression and treatment of many other cancers (reviewed in [159]). Recent exam-
ples of NRs and ligands being used to treat or prevent cancer include VDR, RAR,
RXR and their cognate ligands to reestablish programmed cell death in various
tumor types [160–162].

NRs play a major role in diseases stemming from defects in immunity. These
include a large variety of autoimmune diseases, asthma, acnes, and numerous other
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inflammatory reactions. Since its discovery in 1948, the GR ligand cortisone has
been used to treat many of these diseases and reactions [159, 163–165]. More
recently, selective GR agonists (SEGRAs) have garnered considerable attention as
potential therapeutics in the treatment of autoimmunity [166]. In addition to GR,
several other NRs have been shown to be involved in the regulation of immune
responses (reviewed in [165]). For example, ER has been implicated as a potential
target in regulating autoimmune responses that underlie multiple sclerosis [167],
and FXR, PXR and VDR, originally characterized for their roles as bile acid and
xenobiotic sensors, have emerged as potent modulators of immune and inflamma-
tory reactions in entero-hepatic tissues (reviewed in [168]). PPARγ, LXRα and β,
VDR, NURR1, and RAR have also now been shown to have important regula-
tory functions in immune cells (reviewed in [165, 169, 170]), with PPARγ recently
shown to also play a prominent role in multiple sclerosis (reviewed in [171]).

Considering their roles as core components of metabolic homeostasis, it is not
surprising that NRs contribute significantly to metabolic diseases. The fundamen-
tal importance of these regulatory networks is becoming increasingly clear in light
of the rapidly rising, near-epidemic levels of metabolic disorders that comprise
“metabolic syndrome”. These include obesity, diabetes, cardiovascular disease,
hyperlipidemia, atherosclerosis and hypertension [3, 4]. The following projections
from the World Health Organization (WHO) provide some insight into the frequency
of metabolic disorders worldwide [172].

– Globally in 2005 approximately 1.6 billion adults (age 15+) were overweight
and at least 400 million adults were obese.

– In 2005, an estimated 1.1 million people died from diabetes.
– More than 220 million people currently have diabetes.
– By 2015, approximately 2.3 billion adults are expected to be overweight and more

than 700 million obese.

Although the most sensible long-term solution to this problem lies in prevention,
molecular medicine has shown tremendous promise in offering a means of treatment
in the late stages of these diseases, and in extreme cases where dietary modification
on its own is insufficient to restore health.

Although it is clear that the types and volumes of food currently consumed in
modern societies are a major contributor to the current metabolic disease pandemic,
it appears that a number of industry generated (synthetic?) compounds may also
be to blame. It has been known for some time that industrial compounds such as
Bisphenol A (BPA), and contraceptive contamination of wastewater runoffs, affect
ER and ERR activities in animals and humans. However, it is becoming increasingly
clear that these and other endocrine disrupting compounds also affect a number of
other NRs, including GR, TR, PPARs and RXRs, with striking effects on adipocyte
proliferation, differentiation and function (reviewed in [173–175]). Several new
screening strategies capable of identifying these NR-targeted “obesogens” have
recently been described [176–178]. These approaches hold great promise towards
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the identification of obesogenic compounds in industrial, agricultural and municipal
effluents and byproducts.

Another emerging area in which NRs have been shown to play a critical role
is circadian rhythm and associated sleep-based disorders. As mentioned previously,
the role of the Rev-erbs and the RORs in the mammalian circadian clock has become
increasingly evident. The identification of several other NRs including ER, RAR,
PPARα and γ, and EAR2 as regulators of the circadian clock has helped to further
demonstrate that NR signaling and metabolism form an integral part of the circadian
timing system (reviewed in [179–183]). Considering the importance of circadian
rhythm in the regulation of metabolism, obesity and depression, it will be important
to fully explore the medical implications of these circuits and mechanisms.

Circadian and metabolic clocks also play a key role in controlling lifespan.
Without exception, excessive dietary intake leads to life threatening diseases, while
reduced caloric intake has been shown to prolong life span [184–189]. Cholesterol,
lipid metabolism and NRs have also been linked to a variety of other age-associated
neuronal diseases such as Alzheimer’s, Parkinson’s, Niemann Pick, Fragile X and
Huntington disease (reviewed in [21, 190–194]). Correspondingly, several NRs have
been identified as playing particularly important roles in related neuronal processes.
Examples include ER, which has been shown to regulate cognition and synaptic
plasticity [195, 196], LXR, which functions as a major regulator of genes involved
in cholesterol homeostasis and which has been implicated in Alzheimer’s [197], the
PPARs, which function as regulators of aging through their roles in lipid home-
ostasis [198, 199], and VDR which elicits neuroprotective functions and plays a
beneficial role in both the developing brain and in adult cognition [200, 201]).

Considering the well-established interplay between circadian rhythm,
metabolism, cancer, and immunity it will be important to further understand how
NRs regulate and integrate these superficially distinct processes. Further NR ligand
identification should help provide new insights into the pathways and processes
that give rise to these diseases, as well as new means to prevent and treat them.

6.13 Conclusions

It seems increasingly clear from research in model organisms, and with the lat-
est round of ligand discoveries, that the general role of NRs is to match rates
of growth, development, and reproduction to the available dietary and physical
offerings provided by unique environmental niches. The co-diversification of NR
proteins and ligands has allowed metazoa to adapt and differentiate their lifecy-
cles, diets, metabolism and behaviors to meet the challenges of diverse and hostile
environments.

While the importance of NRs in mammalian physiology and disease has helped
spur considerable research and progress, we still know relatively little about the
majority of NRs outside this metazoan class. There is still much to learn about all
of the existing orphans, and about the roles of NRs in numerous tissues and devel-
opmental stages. One particularly challenging frontier will be the brain, where both
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NRs and their ligands are particularly abundant. Behaviors linked to metabolism,
development, sexual diversification and reproduction will likely be controlled by
these NRs and their metabolites.

Although a growing body of research is finding that NRs are subject to many
forms of ligand-independent regulation, which play important roles in controlling
and fine-tuning NR activities and functions, it will likely continue to be the discov-
ery of new ligands that drives this field forward at a maximal pace. These ligands
will switch on the lights that illuminate new and unexpected roles and pathways.
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Chapter 7
Methods for Analysis of Transcription Factor
DNA-Binding Specificity In Vitro

Arttu Jolma and Jussi Taipale

Abstract Transcription of genes during development and in response to environ-
mental stimuli is determined by genomic DNA sequence. The DNA sequences
regulating transcription are read by sequence-specific transcription factors (TFs)
that recognize relatively short sequences, generally between four and twenty base
pairs in length. Transcriptional regulation generally requires binding of multiple
TFs in close proximity to each other. Mechanistic understanding of transcription
in an organism thus requires detailed knowledge of binding affinities of all its
TFs to all possible DNA sequences, and the co–operative interactions between
the TFs. However, very little is known about such co-operative binding inter-
actions, and even the simple TF-DNA binding information exists only for a
very small proportion of all TFs – for example, mammals have approximately
1,300–2,000 TFs [1, 2], yet the largest public databases for TF binding speci-
ficity, Jaspar and Uniprobe [3, 4] currently list only approximately 500 moderate
to high resolution profiles for human or mouse. This lack of knowledge is in
part due to the fact that analysis of TF DNA binding has been laborious and
expensive. In this chapter, we review methods that can be used to determine bind-
ing specificity of TFs to DNA, mainly focusing on recently developed assays
that allow high-resolution analysis of TF binding specificity in relatively high
throughput.

7.1 Introduction

Sequences that specifically bind to a TF are known for a relatively small proportion
of all TFs, and in most cases only few bound sequences have been identified. For
many TFs, only a “consensus sequence”, the DNA sequence that binds to the TF
with highest affinity is known. However, many biologically relevant binding sites
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are of lower than maximal affinity, and affinity of sites also in some cases appears
to be affected by biologically relevant sequence polymorphisms and/or to be under
selective pressure [5, 6].

DNA binding proteins bind with relatively high affinity to their target sequences.
The strong binding is a result of two different types of interactions, sequence–
specific interactions with DNA bases, and non–sequence specific interactions with
the DNA backbone [7–9].

The low affinity (∼10–3–10–5 M) non-sequence specific binding to DNA allows
TFs to slide along the DNA and find their target sites, whereas the high affinity
(∼10–8–10–12 M) sequence–specific interactions allow the immobilization of the TF
to its target sites for sufficient time to allow regulation of transcription [7–9]. The
methods reviewed here are focused on determining this sequence-specific DNA-
binding of TFs (Table 7.1). We first discuss some classical methods that can find
high affinity TF binding sites and/or measure TF affinity to a relatively small number
of target sequences. Subsequently, we describe the more recent advances that have
made it feasible to determine the “binding affinity landscape” of a TF – the relative
affinity of a TF to all possible target sites.

7.2 Classical Methods for DNA-Binding Specificity Analysis

Sequence-specific TF–DNA interactions have been studied for decades inside liv-
ing cells (in vivo) and in test tubes using purified and/or synthetic components
(in vitro). During these years, a large number of different in vitro methods have
been developed. Most of the protocols are aimed at finding target sequences for
one TF at a time, and generally utilize protein in purified form. We discuss briefly
here two classical methods that are still in wide use, footprinting and electrophoretic
mobility shift assay (EMSA). In addition, we briefly cover methods than can be used
to identify factors that bind to a single known DNA sequence. For a more in-depth
review, see book by Moss and Leblanc [10].

7.2.1 Footprinting

Among the earliest effective methods for identification of TF binding sites were
DNA protection assays, which are often referred to as footprinting. In these meth-
ods, DNA is labelled at one end, and incubated with proteins that bind to it.
Subsequently the DNA is degraded using agents such as DNase1 [11] or hydroxyl
radicals [12], resulting in a pool of DNA fragments of different size. When ana-
lyzed using gel electrophoresis, these fragments generate a typical ladder pattern
(“footprint”). A DNA-bound protein will protect the area close to its binding site
from the degrading agent, and the protected region can be identified by analyzing
the difference between sample and control footprints. Sequences corresponding to
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the protected areas can then be aligned to identify binding sites for the TF analyzed.
This method is very sensitive to the dose of the proteins used, and increasing the con-
centration of the TF will result in protection of weaker binding sites. For thorough
overview of footprinting analysis and conditions see Refs [13, 14]. Footprinting is
also used to analyze DNA–protein interactions in vivo (see Chapter 8).

7.2.2 EMSA

EMSA is based on the observation that electrophoretic mobility of a DNA strand on
native (i.e. non-denaturing) gels is affected (generally slowed) by proteins that bind
to it. Briefly, TF or DBD and labeled (traditionally, radiolabeled) target sequences
are mixed in a low ionic strength buffer, and incubated to allow complex formation.
The reactions are then run in an electrophoretic gel to separate the protein-DNA
complexes from free DNA. Typically, in a successful EMSA experiment, migra-
tion of only a very small fraction of the labeled DNA is retarded. Excess unlabeled
sequences are often added to the initial reaction to compete for binding to the pro-
tein, and to demonstrate specificity for the labeled sequence. Using a single labeled
high affinity sequence, relative binding activity of many different sequences can be
assessed in such competitive EMSA reactions. EMSA can also be utilized to deter-
mine association constants by using a small amount of labeled DNA and a titration
of protein [15].

EMSA has been used for both purified proteins and highly heterogeneous nuclear
protein extracts [16]. It is also often used to determine the amount of a given TF in a
sample. The proteins that bind to the DNA fragment can be identified by preincubat-
ing the reaction with antibodies, generating a larger complex and thus a “supershift”
if the antibodies bind to the DNA-bound protein [17].

Although widely used, and considered by some to be a gold standard, it is also
widely acknowledged that EMSA is not particularly stable or quantitative, and
the physical chemistry of the reactions involved are very complex and therefore
not especially well-defined. Electrophoresis in the gel-matrix stabilizes the DNA-
protein complexes to some extent, reducing dissociation of the complex compared
to what is observed for the same complex in free solution. This explains why, even
though the gel is typically run for 2 h or longer, the retarded bands often look
very sharp, rather than a smear one would expect if the complexes would disso-
ciate during the electrophoresis. Multiple different effects are likely to contribute to
the altered stability of the TF-DNA complex in the highly non-native condition that
exists inside the gel matrix during electrophoresis. These include, for example, high
local concentration of reactants, restriction of diffusion by the gel matrix, migra-
tion of the reactants in the applied electric field, and altered concentration of ions.
However, some dissociation of the complexes will always occur, and thus competi-
tive EMSA cannot be thought of as a pure equilibrium reaction, but rather a mixture
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of equilibrium reaction followed by indeterminate amount of dissociation that hap-
pens under changing and poorly understood conditions. It is also common to observe
reactants retained in the well, and/or additional bands that are rationalized as non-
specific binding to contaminating proteins. For many TFs, EMSA is very sensitive
to reaction conditions and electrophoretic setup, and depending on the conditions,
both non-specific and specific sequences can generate a detectable mobility shift
[16, 18–20]. Thus, even though EMSA remains popular, its use should be limited to
qualitative analysis of protein complexes (supershift), and to semiquantitative anal-
ysis of DNA-binding activity in extracts. For other applications, much simpler and
more quantitative and reliable methods have been developed (see below).

7.2.3 Methods to Identify Proteins that Bind
to Specific DNA Sequences

Several methods can be used to identify TFs that bind to sequence elements of
interest that are, for example, overrepresented in regulatory elements known to
have similar properties, or have been associated with an activity using genetic
analyses. These methods include protein microarrays [21], one–hybrid interaction
analysis [22] (see Section 7.3.3 below) and methods based on biochemical purifica-
tion of proteins using DNA affinity matrices [23] followed by protein sequencing
or mass spectrometry (MS). The MS-based approach requires a relatively large
supply of relevant tissue or cellular material. In addition, due to the non-specific
affinity of all TFs to DNA, and the general difficulty of purifying proteins using
a single affinity step, it is hard to identify the specifically bound TF using direct
MS analysis. This difficulty can be partially overcome by directly and quantita-
tively comparing the proteins bound to the specific sequence to the proteins bound
to a control non-specific sequence using method such as SILAC (Stable Isotope
Labeling by Amino acids on Cell culture). In SILAC, one sample is derived from
cells labelled with heavy isotopes, and the other from unlabeled cells [24, 25]. These
samples are purified in parallel, using the sequence of interest and non-specific
DNA. After purification, the samples are mixed together and analyzed using liquid
chromatography tandem MS instrument. Analysis of the ratio of isotope-labeled to
non-labeled peptides can then be used to identify the proteins that specifically bound
to the sequence of interest. Although TFs bind to DNA non-specifically, affinity of
non-specific DNA is commonly between 103- and 107-fold lower than that of a high-
affinity sequence. The resulting difference in TF binding can be detected using the
SILAC approach. SILAC has been utilized for example to find the sequence specific
TF ZBED6 that binds to a site containing a regulatory polymorphism that affects
muscle growth in pigs [24, 26]. Recently, an MS-based approach has also been used
to identify proteins that bind to a defined, albeit highly repetitive sequence in vivo;
here DNA is cross-linked to proteins and defined sequences subsequently purified
using hybridization, followed by MS [27]. Further development of MS technology
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may make such approaches widely applicable even in cases where sample amount
is limiting and the genomic copy-number of the sequence of interest is low.

7.3 Methods that Can Determine the Binding
Affinity Landscape of a TF

Traditionally, individual investigators have analyzed different TFs, often with differ-
ent methods and using different conditions. The resulting loss of precision has made
comparisons between data from different publications difficult, and in many cases
impossible [28]. Recently several methods have been developed that allow analysis
of large numbers of TFs in high resolution, using similar conditions for all factors
analyzed (Table 7.1). Most of these methods also allow identification of TF binding
specificities without any prior knowledge about bound sites, and in theory could also
be applied for determination of the binding affinity landscape of the TF by measur-
ing its affinity to all possible specifically bound sequences. The novel methods are
in general related to different classical methods used to study TFs (e.g. filter bind-
ing, chromatin immunoprecipitation, one-hybrid analyses, SELEX; see Ref. [10] for
review), but represent dramatic expansion of their capacity by utilizing microarrays
(protein binding microarray [29], ChIP on chip [30], DIP-chip [31]) or massively
parallel sequencing (ChIP-seq [32], high throughput bacterial one-hybrid [33, 34]
and HT-SELEX [35–37]). The length of sites analyzed using these methods ranges
from 10 bp for protein binding microarrays to 25 bp for HT-SELEX.

7.3.1 HT-SELEX

In SELEX (systematic evolution of ligands by exponential enrichment, also referred
to as CASTing) TF binding specificity is solved by allowing a protein to select its
target sites from pool of DNA strands containing randomized sequences [38, 39].
Typically proteins are bound to excess of DNA ligands until complex formation
reaches equilibrium, after which the protein-DNA complexes are separated from
free DNA using affinity capture, EMSA or using materials that bind to proteins but
not free dsDNA.

Subsequently, the bound DNA fragments are amplified by PCR and sequenced.
The resulting library that is enriched in specifically bound sequences will then be
used as starting material for another round of selection. Typically three to seven
such rounds of selection are performed (Fig. 7.1a). The optimal number of cycles
for analysis of data needs to be experimentally determined; in the very first rounds
the signal (specifically bound target sequences) to background (non-specifically car-
ried over or bound DNA) ratio can remain very low, whereas after too many cycles
the highest-affinity sites will become heavily overrepresented (Fig. 7.1b). Although
modern DNA sequencers are efficient enough to allow the identification of correct
consensus sequences even after first selection cycle [35–37], the building of high
quality binding models often requires analysis of multiple cycles [35].
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Fig. 7.1 High-Throughput SELEX. (a) Schematic representation of the SELEX process. The lig-
ands for the SELEX (selection ligands) are DNA strands composed of a randomized region (red)
flanked by constant regions (black). Constant regions can be made compatible with direct sequenc-
ing on massively parallel sequencers such as the Illumina Genome Analyzer. Throughput can be
increased by incorporating different tag-sequences (“barcode”, blue) into ligands used in different
experiments, allowing multiplexed analysis of hundreds of selected ligands in a single sequenc-
ing reaction. Selection ligands are incubated with purified TF (green) until equilibrium is reached,
after which the DNA complexed with the TF is separated from free DNA by affinity purification
(bottom center) or electrophoresis (bottom right). Bound DNA is then amplified with PCR and
sequenced and/or used in a subsequent cycle of selection. Binding specificity of the TF is then
determined by analyzing the enrichment of sequences during the selection cycles. (b) Example of
enrichment of subsequences corresponding to high-affinity sites for five different TFs during up
to five SELEX selection cycles. Note that CAGGTGCA sequence enriches very similarly in two
independent experiments for TCF4 (1st and 2nd). Adapted from [35]
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SELEX can be used to solve binding specificities for proteins without previ-
ous knowledge of bound sites, and thus it has been used often to characterize
affinities of new factors. To increase throughput, the method was further modified
by increasing sequencing throughput first by adding an insert concatenation step
(SELEX-SAGE) [40] and finally by using massively parallel sequencing [35–37].
Combining massively parallel sequencing with sample indexing using DNA bar-
codes allows hundreds of factors to be analyzed in a single sequencing reaction
[35, 36].

As the SELEX reaction can be performed in liquid phase, and all DNA fragments
can have a different sequence, the sequence space covered by HT-SELEX is 6–8
orders of magnitude larger than that of any other current TF binding specificity
analysis method. The method is also very economical as the samples can be indexed
for sequencing, and very small amounts of protein (nanograms) are needed [35].
HT-SELEX can also be easily automated using standard liquid handling equipment
to analyze hundreds of TFs in parallel.

7.3.2 DIP and ChIP

DNA-immunoprecipitation (DIP) is essentially similar to SELEX but uses frag-
mented genomic DNA instead of synthetic random sequences. This is principally
useful for very long binding specificities, as synthetic libraries are unlikely to con-
tain such sequences. For example, a haploid human genome weighs approximately
3 pg, and in it any biologically relevant regulatory sequence should be present at
least once. In contrast, a thousand times larger amount of completely random DNA
includes a defined 26 bp subsequence on average only once. Thus, use of genomic
libraries is very useful in identifying very long and highly specific binding sites,
such as those suggested for proteins containing a large number of zinc fingers [41].
However, using genomic sequences to analyze TFs that bind to shorter sites is not
generally sensible, as random libraries will cover the sequence space much more
evenly and are easier to generate than genome-based libraries [31].

Biochemical binding specificity of a TF can also be estimated using in vivo based
approach such as ChIP-chip or ChIP-seq, which are described in more detail in
Chapter 8. Although ChIP-seq yields a highly reliable snapshot of genomic sites
occupied by a given TF in a particular cell line or sample, it is not a reliable method
for measuring biochemical affinity of a TF to different DNA sequences. This is due
to several reasons, the most important of which is the fact that the occupancy of
TF sites in the genome is not determined simply by the DNA-binding specificity of
a given TF, but also strongly affected by nucleosome occupancy and higher order
chromatin structure that affect accessibility of DNA sequences, secondary and ter-
tiary protein–protein interactions, and co–operative interactions mediated by DNA
bending, and/or unwinding. In addition, the genome is not a random sequence, and
the accessible regions (e.g. promoters) are not similar in sequence to the whole
genome, and thus devising a background model that corrects for these biases is non-
trivial. Finally, in vivo generated binding profiles are less useful for certain types of
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analysis than in vitro profiles. In particular, they cannot be used to develop a pre-
dictive model of in vivo binding, as this leads to circular reasoning (explaining data
with itself).

That said, ChIP-seq is an extremely important validation tool for the in vitro
methods as it examines full-length TFs in their native environment. If the sites that
are derived from ChIP-seq are substantially different from those found using the
in vitro methods, and the differences cannot be explained by the factors described
above, it is likely that the TF in question binds to DNA as a dimer with other factors,
or contains additional determinants of specificity that are not present in the domain
used for the in vitro analysis [35, 42, 43].

7.3.3 High-Throughput Bacterial One-Hybrid (B1H)

B1H is a method where the activity of a DBD-fusion protein is assessed in vivo
inside living bacterial hosts. This method utilizes two plasmids, the first of which
encodes a fusion protein combining the desired TF DBD with a subunit of bacterial
RNA polymerase [33, 34, 44]. The other plasmid contains a complex library of
randomized DNA-sequences in front of a minimal promoter driving expression of
positive and negative selection markers. The size of the library is limited by bacterial
plasmid transformation efficiency, and can practically be in the order of 106–108

independent clones.
Sequences that drive marker expression in the absence of the TF fusion protein

are first depleted from the library by passage through bacteria grown under condi-
tions selecting against expression of the negative marker. Subsequently, the library
is transformed into bacteria that express a TF-fusion protein, and the bacteria are
grown in media that requires expression of the positive selection marker. Binding
specificity of the TF is then estimated by sequencing the randomized regions, which
should be enriched in sites that bind to the TF tested [33].

This method can be easily adapted to massively parallel sequencing [34]. B1H
has some benefits compared to the other methods. It does not require purification of
proteins, and as the stringency of the selection can be easily adjusted, only one
experimental selection cycle is needed. These benefits are however outweighed
by multiple drawbacks of the method. Most importantly, in B1H the relationship
between the measured variable (total plasmid copy number after selection) and the
variable of interest (binding affinity) is not simple, making quantitative analysis
of data very difficult if not impossible. Furthermore, analysis of mammalian full-
length TFs is in most cases not possible as they express poorly in bacteria. B1H
is also subject to position effects and saturation. For example, low affinity binding
at an optimal position and orientation may drive expression of enough resistance
marker to allow maximum growth. In addition, analysis of some TFs can be com-
plicated by the depletion from the selection library of sequences that are bound by
endogenous bacterial TFs. B1H does yield sites that qualitatively resemble binding
sites determined by other methods, but in general, the results appear to be of lower
quality and resolution than those obtained using other methods [34, 44, 45].
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7.3.4 Protein-Binding Microarrays

Protein binding microarrays (PBMs) are microarrays containing spots of double-
stranded DNA with different sequences [46, 47]. The arrays are incubated with
TFs or DBDs to saturate the DNA with protein, and then washed extensively to
remove weakly bound factors. Subsequently, fluorescent-labeled antibodies are used
to detect the proteins and resulting spot intensities are interpreted computationally
to yield an estimate of the binding specificity of the TF analyzed (Fig. 7.2a).

a

b

1°

2°

Fig. 7.2 Protein-binding microarrays (PBMs). (a) Glass slides containing spots of different DNA-
sequences (top) are incubated with tagged TF (green) and fluorescent antibodies against the tag
(yellow), followed by washing. Different DNA sequences bind to the TF with different affinities,
resulting in different levels of fluorescent signal for different spots (bottom). Although all spots
contain long sequences that can be divided to many different subsequences, the intensity data
can be converted to estimates of affinity of the TF to all different subsequences by comparing
fluorescence intensities in different spots that contain the same subsequence and different flank-
ing regions. (b) Two strategies for in situ synthesis of DNA chips consisting of double-stranded
oligonucleotides. Top: conversion of a ssDNA array to a dsDNA array by enzymatic synthesis of
the complementary strands (primed by a common primer) [50]. Bottom: Direct chemical synthesis
of self-complementary stem-loop sequences [51]
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The early versions of PBMs had only tens to hundreds of different variants of tar-
get sequences or thousands of yeast intergenic sequences printed onto glass-slides
[46, 48]. The most recent designs are based on synthetic DNA arrays, and contain
∼ 44,000 different spots of 60 bp long dsDNA. Each 60 bp sequence contains a
common primer binding site and a spot-specific subsequence from a B(4,10) De
Bruijn sequence (i.e. a sequence that contains all 10 bp sequences exactly once).
This results in an array that contains all possible 10 bp sequences, the large majority
of which are in different spots [49, 50]. Initially the DNA is synthesized directly
on the array as single stranded DNA, which is then enzymatically converted to
dsDNA using the common primer (Fig. 7.2b). In an alternative design, the DNA
is directly synthesized as a self-complementary hairpin. The hairpin design, known
as Cognate-Site Identifier (CSI) has thus far been used primarily to characterize
specificities of non-protein DNA binding molecules [51].

The PBM method is efficient and relatively economical, and has already been
used to characterize binding specificities of more than 400 different TFs [28, 45, 52].
The main drawback of PBMs is that the arrays can contain only a limited number
of sequences. As the number of possible DNA-sequences increases exponentially
as a function of length, the universal PBMs are currently limited to analysis of sites
that are less than ∼12 bp long, although binding sites as wide as 14 bases have been
inferred [48, 49, 52, 53]

The current system therefore functions well with small binding sites, and could
presumably be used to model most of the known interactions between single TF and
DNA in eukaryotes. Universal PBMs do not however work well to analyze TFs with
long target sites such as dimeric RFX-proteins, or characterization of orientation
and spacing preferences of heterodimeric TF pairs [35]. Custom arrays could be
designed to analyze such cases, but the requirement for synthesis of a different array
for each scientific question significantly increases cost and makes analysis of large
numbers of factors using current universal PBM design not feasible.

7.4 Data Analysis

All of the methods described in Section 7.3 above can be used to generate motifs
(e.g. PWMs) to search a large sequence space to identify sequences that are bound to
a given TF (Table 7.1). In addition, the data can in general be used to rank individual
sequences (e.g. 8-mers) in order of their binding affinities. However, none of the
methods directly measures binding affinity of TFs to individual DNA sequences,
and deriving relative binding affinity data from the raw data of any of the methods
is not simple. The reasons for this are to some extent different for the different
methods.

Occupancy of sites in ChIP-seq and B1H is determined by equilibrium that
depends on concentration of the analyzed TF, which is generally not measured. In
addition, number of plasmids bearing different sequences in B1H depends primar-
ily on growth rate of the bacteria, which may not be linearly related to TF binding
to DNA.
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In SELEX, an equilibrium reaction is followed by washing, resulting in dissoci-
ation of some complexes. Although in an equilibrium reaction where TF is limiting
binding is proportional to affinity, dissociation during washes results in exponen-
tial relationship between binding and affinity. This is because dissociation proceeds
according to first order kinetics where the half-lives of the complexes are propor-
tional to their affinities. In addition, some sequences are non-specifically carried
over or bound to the TF. In addition, the ideal condition where TF is limiting with
respect to the highest affinity site is in practice not achievable in most cases. If there
are fewer high affinity sites than TF molecules, the high affinity sites can almost all
be bound by the TF (i.e. the high affinity sites are approaching saturation). Thus, the
high affinity sites cannot effectively compete against the lower affinity sites. This
results in stronger enrichment of weaker sites than what would be expected from
their relative affinity. Using multiple rounds of selection increases the concentration
of preferred sites, but results in exponential enrichment of the high affinity sites.
These opposite effects compensate for each other, and in practice enrichment after
two to four cycles appears to be relatively close to that expected from the relative
affinities [35].

Spot intensity data from PBM experiments is also not directly related to affinity.
The signal in PBMs is generated by washing away weakly bound TFs, and thus
the length of the wash affects the relative signal intensities due to the first order
dissociation kinetics (see above). In addition, the DNA concentration is very high
at the array surface, so there may be significant re-binding of dissociated TFs to the
same spot. Such consecutive binding reactions make it more difficult to transform
the data to affinities, as they increase signal at higher affinity spots relative to lower
affinity spots in a way that is not very easy to model. Immobilization of the DNA
and surface effects may also significantly affect the binding.

Correcting for the non-linear effects is not trivial for any of the methods, but
can be accomplished by developing a model for the reactions, and subsequently
defining the unknown variables (e.g. TF concentration) by finding the values that
result in best fit of the observed data to predictions from the model (see for exam-
ple [34, 37]). In order to have more measurements than unknown variables, this
approach requires either making some assumptions about how the measured val-
ues relate to each other, or performing additional measurements using another
method.

Making the common assumption that effects of substitutions at some DNA posi-
tions are independent of each other allows defining unknown variables by modeling
[34, 37]. In general, this is a reasonable assumption, as in most studied cases, most
DNA positions do appear to act independently [40, 54], and indeed, the commonly
used model for TF DNA binding, the position weight matrix, assumes complete
independence at all positions. However, as clear dependencies between bases have
been observed for some factors (e.g HNF4 [52]), it is preferable to not to use the
complete independence assumption in such models.

The best method to define the unknown variables in such models is to directly
measure the relative affinities for some target sequences with different affinities
using simpler methods, some of which are described below.



7 Methods for Analysis of Transcription Factor DNA-Binding Specificity In Vitro 167

7.5 Modern Methods that Directly Measure TF-DNA Affinity

Several methods have been developed that can be used to determine actual abso-
lute and/or relative affinities of TFs to DNA. As these methods currently allow
only approx. 100 different sequences to be tested, they cannot be efficiently used
to find novel binding sequences, or define binding affinity landscapes. However,
they are very useful for refining binding specificities assuming that most or all
substitutions act independently, for confirming binding specificities determined
using other methods, and for defining the values for the unknown variables that
are required for converting the data derived using the other methods to relative
affinities.

7.5.1 Plasmon Resonance (SPR) Arrays

SPR is an optical method that can be used to monitor binding of molecules (e.g.
TFs) from solution to surfaces coated with other molecules (e.g. DNA) quanti-
tatively, in real time and without labels. This technology is highly suitable for
measurement association and dissociation kinetics. While the method has been tra-
ditionally limited to observations of only one binding reaction at a time, it can
be adapted to arrays by using SPR imaging (reviewed in [57]). In principle, this
would allow parallel kinetic measurements of TF binding to 120 different target
sequences [58].

7.5.2 Microfluidic Methods

MITOMI (Mechanically Induced Trapping of Molecular Interactions) devices can
be used to measure tens to hundreds of TF–DNA interactions in parallel. This sys-
tem is based on microfabricated array of chambers that are conjugated together
by operable gates. The chambers are coated with antibodies that can be used to
capture the desired TF. Each chamber can then be loaded with a different double
stranded fluorescently labeled DNA-fragment, and the reactions allowed to equili-
brate. The initial level of fluorescence is measured to determine the concentrations
of the labeled DNAs. Subsequently, mechanical displacement buttons are pressed
against the bottoms of the chambers, removing the liquid and capturing the bound
TF-DNA complex in a state that very closely resembles equilibrium. Using the
method to measure signals for multiple different DNA-fragments it is possible to
generate good quality binding models [59]. The main advantage of this method is
the ability to remove unbound DNA extremely rapidly, allowing capture the equi-
librium state. Thus, the complexes best suited for this method are ones that have
very rapid dissociation kinetics, which may include TFs with very short target sites.
A more traditional competition assay described below can be equally well used
to determine affinities for most other TF-DNA complexes that dissociate relatively
slowly.
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7.5.3 Microwell-Based Competition Assay

Protein-DNA binding can also be analyzed using an approach [60] similar to
competition-ELISA. In this method, a biotin-labeled dsDNA with a high-affinity to
a given TF is incubated with a TF fused to a Renilla luciferase reporter enzyme. The
dsDNA is captured using a streptavidin plate and the amount of TF bound measured
using a luminometer. Competing this reaction with different dsDNA sequences
allows simple measurement of the relative affinities of the different competitors.
This method is quantitative but requires prior knowledge of one high-affinity bind-
ing site for the protein of interest [61]. As the method is based on standard 96-well
plates, it can be efficiently automated.

7.6 Perspective

There have been very rapid advances in the past 5 years in methods that can be used
to determine TF-DNA binding specificity. The advances have been largely driven by
development of microarray and massively parallel sequencing technologies. All of
the methods have their own advantages and drawbacks, and in general can be used
to qualitatively determine TF binding specificity and/or rank different sequences
in order of their affinities to the TF. However, determining true relative affinities
from the raw data remains a challenge, and in general the bioinformatic methods for
analysis of data lag significantly behind the progress that has been made in the wet-
lab. Thus, development of computational algorithms for data analysis is centrally
important for further development of the field.

In addition to developing methods to derive affinities from raw data, more work is
needed to develop models that represent TF binding to all possible DNA sequences.
These range from the position weight or position specific scoring matrices (PWMs
or PSSMs) that assume complete independence of bases to a model assuming
complete dependence, where each possible sequence encoded by the bases that
contribute to TF binding is given a separate affinity or score. For some classes of
factors the PWMs may be sufficient, whereas for others more complicated model
is clearly needed. However, it is clear that complete dependence is not a reasonable
assumption, and intermediate models between these extremes are clearly needed,
and several such models have already been developed. These include k-mer/E-score
approach that represents TF binding specificity as scores for all subsequences of a
given length (6–8 bp; see for example Ref. [45], Nitta et al., in preparation) and
models that use kmer data to generate a more compact predictors [55]. TF bind-
ing can also be represented as series of different PWMs for the same factor [52],
and by using a feature based model that represent binding as a set of sequence fea-
tures [56]. However, it remains to be determined what model is best at capturing the
specificity landscape of TFs with more complex binding modes without overfitting
to incorporate noise that is inevitably included in the data.

Despite caveats associated with all of the new TF binding analysis methods, they
all do appear to reliably capture the major features of the DNA-binding activity
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of the proteins analyzed. In a very recent review by Stormo and Zhao [34] three
of the methods, PBM, HT-SELEX and B1H were compared to each other using
data for the same DNA-binding domain (from the zinc-finger factor zif268). The
models based on all methods were qualitatively similar. At least in this case, the
best quality model was generated using HT-SELEX experiments, whereas the B1H
model had the lowest resolution and seemed to lack some aspects of specificity
identified by both HT-SELEX and PBM [34]. In the cases we have analyzed, HT-
SELEX and PBM in general yield similar results when used to analyze DBDs that
bind to relatively short target sites (Fig. 7.3 and Refs. [28, 35]).

It is likely that methods based on SELEX and PBM technologies will dominate
the field in the future. SELEX can cover a larger sequence space than any other
method and can be efficiently multiplexed making it the most economical of all the
technologies. The PBM approach has the advantage that it yields quantitative infor-
mation for each sequence, as opposed to simple counts in SELEX, ChIP-seq or B1H.
A massively parallel sequencer can in principle be adapted to generate and analyze
an array with approximately two to three orders of magnitude (108) more subse-
quences than the current universal PBM design. Although such an approach is not
easily multiplexed for analysis of a very large number of factors in high through-
put, it could be used to generate more information than what is possible for any
other method. In addition, by using multiple fluorescence channels and live imag-
ing, the PBM approach could be developed to analyze complex reactions and kinetic
parameters, which are harder to study using the other methods.

In the future, DNA-binding specificity of TFs, including the dependencies
between the individual bases could also be determined based on structural data and
physical modelling, and the rules that determine binding specificity could ultimately
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Fig. 7.3 Comparison of binding specificity models for the ETS-family TF ERG generated using
four different methods. The methods used were microwell-based competition assay [28], protein
binding microarrays [28], HT-SELEX [35] and ChIP-seq followed by MEME analysis [28]. Note
that all in vitro methods generate very similar profiles, and that the ChIP-seq derived profile is
broadly similar to the in vitro models. The differences are likely caused by the presence of a large
number of GGAAGGAA repeats in the human genome, resulting in underrepresentation of C and
T at some positions of the ChIP-seq profile. All in vitro analyses were performed using human
ERG DBD, except PBM, which used mouse ERG DBD
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be based on protein primary structure. Some progress in this area has already been
made in the study of zinc finger TFs (reviewed in [62]). In addition to modeling TF–
DNA interactions in a static setting, understanding how TFs find their target sites
requires also dynamic models that take into account both the non-sequence spe-
cific and sequence specific binding. Such dynamic analyses have been performed
in vivo using single-molecule fluorescence in E. coli [63, 64], and in vitro using
PRE-NMR [65].

As transcription is controlled by combinatorial binding of many TFs, another
key area of further study includes analysis of co–operative interactions between
TFs. Co-operativity between TFs can be due to direct protein–protein interactions
[66], mediated by local conformational change of DNA induced by TF binding [67],
or caused by higher order effects (e.g. displacement of nucleosomes). The two first
cases can be analyzed by PBMs or HT-SELEX. As this analysis would preferen-
tially be performed using full-length TFs, and the sequence space that needs to be
searched is very large, it is likely that HT-SELEX with tandem purification will be
the method of choice for unbiased analysis of spacing and orientation preferences
of TF pairs.
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Chapter 8
Identification of Transcription Factor–DNA
Interactions In Vivo

Duncan T. Odom

Abstract Recent technological developments have revolutionized our understand-
ing of transcriptional regulation by providing an unprecedented ability to interrogate
in vivo transcription factor binding. The combination of high-throughput sequenc-
ing with chromatin precipitation of transcription factors and specifically labeled
histones has allowed direct protein-DNA contacts to be visualized across genomes
as large and complex as mammals at base-pair resolution. This chapter reviews
the developments that led to these insights, with particular focus on examples of
early protein-DNA localization experiments using genomic microarrays in mam-
mals and yeast. Four state-of-the-art research directions are highlighted as examples
of previously unimaginable frontiers now under active investigation.

8.1 The Biochemistry and Regulation of the Genome

Living organisms use nucleic acids to store genetic information compactly and reli-
ably. Although ribonucleic acids (RNA) were likely used in the earliest life forms to
store genetic information [1], virtually all present-day organisms from prokaryotes
to mammals use deoxyribonucleic acid (DNA) to store the instructions for creating
proteins and RNAs. DNA is a highly negatively charged polymer that self-assembles
into a stacked double helix of unsaturated nitrogenous bases (Fig. 8.1a). This helix
has a major groove with substantial potential for hydrogen bonding and van der
Waals interactions to other molecules, with a somewhat less information-rich minor
groove; structural implications for site-recognition were in part recognized in the
initial reports of the DNA double-helical structure [2–4] (Fig. 8.1b).

The proper deployment of the instructions found in DNA is controlled by a spe-
cialized class of proteins called transcription factors (TFs), numbering from scores
in bacteria to thousands in vertebrates (reviewed in [5]) and higher plants [6, 7] (see
Chapters 2 and 3 for description and enumeration of TFs in bacteria and eukarya).
These proteins have evolved specialized amino acid surfaces to interact most often
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Fig. 8.1 The structure of deoxyribonucleic acid (DNA). a A schematic model of the stacked B-
form 12 base sequence (blue and red, indicating the two halves of a palindromic sequence) is shown
with the DNA binding domain of a leucine zipper protein (green) inserted into the major groove
symetrically. b The adenine-thymine (A–T) and cytosine-guanine (C–G) base pairings proposed in
the original 1953 Nature report from Watson and Crick are shown. The hydrogen-bonding potential
in the major groove (upper surface of the base pairs) is suggested by the nitrogen-hydrogen bond
in the A–T pair, as well as the (implied) lone pairs directed from the nitrogens and oxygens in both
A–T and C–G (reprinted by permission from [4])
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with the DNA major groove (an example is shown in Fig. 8.1a). Proteins accomplish
this by using highly positively charged residues, directed hydrogen bonding, and
architectural van der Waal interactions to select for and bind to specific biochemi-
cal structures formed by the exposed surfaces of stacked base-pairs within the DNA
major groove [8]. These major groove interactions can be augmented by specific
contacts in the minor groove (for instance, polyamides [9]). The DNA sequence
preferences of individual TFs can be determined in vitro (see Chapter 7), but in
vivo, the precise locations where TFs bind can be influenced by a variety of other
factors also present in the cell, including nucleosomes and other TFs. This is pre-
sumably due to competition and cooperation, which can be either direct or indirect
(see Chapter 9). Therefore, examining the genomic locations bound by TFs is crit-
ical to understanding the functions of the individual TFs as well as the operational
principles of genomes.

8.2 Early Approaches to Identifying TF Binding Locations:
Nuclease Sensitivity

One of the earliest methodologies used to identify where TFs bind DNA exploits the
protection that a protein-DNA contact affords DNA when exposed to an endonucle-
ase, in particular DNAse I [10]. A bound TF physically protects stretches of DNA
of varying base length from digestion, depending on the context and other possible
neighboring TFs bound to the same promoter region.

This procedure has been used extensively to explore the structure of the hepatitis
viral promoter, beta-globin [11], interleukins [12], many liver-specific gene classes
[13, 14] (and others), and many prokaryotic genes. The utilization of this method is
reviewed also in Chapter 7.

Originally, this technique referenced digestion results against a combination of
Maxim-Gilbert sequencing reactions to identify the sites protected in vitro against
digestion. The same general approach has been adapted recently in in vivo work
with isolated mammalian nuclei to identify regions protected from DNAse diges-
tion, methods that have been coupled with the methods described below for TF
binding assays to obtain global views of open versus closed chromatin [15]. When
combined with bioinformatic analysis of the protected sequences, these methods
can suggest which TFs bind to a particular regulatory region (for instance, [16]).

8.3 Antibodies Specifically Targeting DNA-Binding Proteins
Allowed Identification of In Vivo Binding Events

The use of formaldehyde to crosslink proteins to nucleic acids was reported in the
1960s for ribonucleotides [17], and continues to be used in numerous RNA-protein
identification protocols [18–20]. The ability of formaldehyde to reversibly crosslink
proteins with DNA gradually evolved from work with SV40 minichromosomes and
nucleosomes (for example [21, 22]).
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Fig. 8.2 Identification of protein-DNA contacts using chromatin immunoprecipitation. a
Microarrays that contain the genetic sequence of promoter regions can be used to interrogate the
complete set of nucleic acids enriched by antibody binding to TF-DNA complexes (reprinted by
permission from [28]). b Primer sets can also be used to interrogate or confirm limited subsets of
these binding events (reprinted by permission from [29])

By using antibodies against specific TFs of interest, the DNA regulatory regions
bound in vivo can be isolated as nucleic acids, and then further interrogated, a pro-
cess known as chromatin immunoprecipitation (ChIP). Historically, the enrichment
of particular TFs at specific sites has been established using pairs of oligonu-
cleotide primers at pre-selected promoter region(s) (Fig. 8.2). Direct comparison
can be made of the number of copies of a potentially bound region versus ran-
dom and unbound regions in the genome by simultaneous amplification of these
regions, followed by gel electrophoresis and quantitation of the nucleic acid
bands.

8.4 Microarrays First Allowed the Genome-Wide
Determination of TF Binding in the Yeast
Saccharomyces cerevisiae

In the early 2000s, ChIP experiments were combined with the then-nascent tech-
nology of microarrays. The most popular method for gene expression microarray
synthesis in the first years of the technology was to PCR-amplify mRNA sequences,
print them onto glass slides, and fix chemically. Gene expression arrays had been
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successfully reported to interrogate yeast [23, 24] and mammalian gene expres-
sion in tissues [25, 26] and in response to stimuli [27] (and many, many other
publications on gene expression). Since the early days of gene expression microar-
ray analysis, scores of species have had microarrays designed to interrogate gene
expression.

In principle, ChIP experiments such as those described above simultaneously iso-
late and enrich all promoter regions that are bound by a protein, even if only a small
subset are interrogated for ChIP enrichment using specific primers. This fact led
to a number of groups realizing that one possible method for obtaining genome-
wide information on TF-DNA binding would be to create promoter-sequence
microarrays, as opposed to coding-sequence gene expression microarrays (Fig. 8.2).
Synthesis of these microarrays was combined with methods to fluorescently label
ChIP DNA one color and input (or a mock ChIP experiment performed without the
specific antibody) DNA a second color, followed by co-hybridization against the
promoters present on the promoter microarrays. The creation of promoter microar-
rays that tile the noncoding regions of the yeast genome was greatly facilitated by the
extraordinarily dense yeast genome. In contrast to higher eukaryotes, yeast has few
repeated sequences. When combined with ChIP experiments, the use of a microarray
to identify TF binding become a technique that quickly gained the name ChIP-chip.

The first reports of genome-wide TF binding in vivo were both reported in
yeast, essentially simultaneously [28, 29]. Three major genetics research groups
were active in this then-nascent field, and used as a proof-of-principle TFs that had
been well-studied by yeast transcriptional biologists for years. Richard Young’s lab-
oratory at the Whitehead Institute used Ste12 and Gal4, both tagged with a myc
epitope and induced with either mating hormone (Ste12) or galactose (Gal4), to
perform genome-wide location analysis using an anti-myc antibody [29]. In addi-
tion, to showing that this technology yielded results consistent with site-specific
analysis, these authors were able to identify a number of novel components of the
carbon metabolic pathways involved in galactose utilization, as well as new mating
genes regulated by Ste12.

The Snyder and Brown laboratories, at Yale and Stanford respectively, collab-
oratively performed ChIP-chip experiments against two TFs active at the G1/S
transition in yeast cell cycle [28]. On a technical basis, their experiments demon-
strated that in vivo tagging of yeast TFs (here, SBF and MBF) afforded the same
results as antibodies raised specifically against the TF proteins themselves. In addi-
tion, their study demonstrated for the first time the power of using TF binding and
systematic gene expression perturbations as independent methodologies to decon-
struct on a genome-wide basis the direct versus indirect effects of TF binding. As
noted below, and in other chapters in this book, the relationships between TF bind-
ing and expression output can be complex. Notably, similar approaches in mammals
have revealed that transcription factor binding rarely if ever follows the intuitively
predicted expectation of direct regulation (Box 8.1) – nevertheless, few researchers,
even in the field of transcription, appear to have absorbed this lesson.
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Box 8.1

The elephant in the room: TFs rarely regulate the expression of bound genes simplisiti-
cally or intuitively. A major finding of the simultaneous comparison of gene expression
and TF binding experiments in the same tissues and cells has been that our early and
overly-simplistic model of TF binding leading directly to transcriptional regulation (left)
is rarely true in complex eukaryotes like mammals. It is common for a TF to bind tens or
even hundreds of thousands of locations in the mammalian genome, yet only a few hun-
dred transcripts noticeably change their level in response to removal via siRNA or genetic
deletion of this TF – and few of these transcriptionally altered genes are bound directly
by the TF (right). One (controversial) model pioneered by part of the fly transcriptional
community that may help account for this disparity is that the regional concentration of
∗all∗ protein–DNA interactions may control transcription [63]. This model could also help
explain the surprisingly rapid divergence of mammalian TF binding sites seen in recent
experiments [61]

Shortly thereafter, the Brown laboratory also reported the genome-wide bind-
ing of the Rap1 protein [30]. Among their notable observations was the large-scale
binding of this protein to the telomeric regions of yeast, as well as to the ribo-
somal protein genes. This link between a site-specific TF that regulates a large
number of coding regions in the genome with regions containing noncoding RNA
was among the first of many major surprises in investigations utilizing genome wide
TF binding.



8 Identification of Transcription Factor–DNA Interactions In Vivo 181

8.5 Combining Multiple TF Binding Experiments
on the Same Platform Allows Network Elaboration

The first systems-biology application of the ChIP-chip technology was to decon-
struct the combinatorial transcriptional networks active in the model organism
Saccharomyces cerevisiae. It has been long known that TFs at specific promoters
bind to and regulate gene expression combinatorially. Two publications reporting
large numbers of TF binding experiments exploiting a carefully matched yeast
genetic system were reported within a year and half of the first report of ChIP-chip
as a technique [31, 32].

One publication pioneered a comprehensive systems-wide characterization of the
transcriptional regulatory networks active in yeast by controlling the growth condi-
tion (YPD media), genetic background (yeast strain), microarrays, and experimetnal
protocols and reagents [32]. Over a hundred independent yeast strains contain-
ing epitope-tagged TFs were created and grown, followed by ChIP-chip analysis.
Two crucial observations made in the simplest of eukaryotes indicated that (1) on
a genome-wide basis, TFs bind to promoters in a highly combinatorial manner,
and (2) that regulators not only bound transcriptional regulators in the same func-
tional class, but that the interconnections between TFs and the promoters of other
TFs often crosses functional classes (Fig. 8.3). For instance, cell cycle regulators
were found to bind to the promoters of TFs that had well-characterized metabolic
functions.

A simultaneous publication pioneered a different strategy of characterizing regu-
latory networks combinatorially by identifying other regulators downstream of a
known TF’s binding (MBF), followed by characterization of their genome-wide
binding and further analysis [31]. The G1/S transition was carefully dissected by
identifying the TFs downstream of MBF, tagging these with a biochemical han-
dle, and performing matched ChIP-chip experiments at the same point of the cell
cycle.

8.6 The Vast Size and Repeat Content of Mammalian
Genomes Provoked Four Different Approaches
to Microarray Analysis of TF Binding

Mammalian genomes like human and mouse can be over a hundred times the size of
yeast genomes, as well as being composed of over 50% repeated sequences found at
high density in introns, promoters, enhancers, gene deserts – basically everywhere
outside coding regions. These facts greatly complicated the original assemblies of
the human and mouse genomes [33, 34].

When considering strategies to interrogate TF binding, the enormous size and
complex, repeat-laden sequence content were also very complicating. Four microar-
ray strategies were simultaneously pioneered to interrogate on a genome-wide
scale human TF binding and the histone mark patterns obtainable from ChIP
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Fig. 8.3 Transcriptional regulators often bind to the genes coding for other transcriptional regula-
tors in eukaryotes. Yeast transcriptional regulators are shown in a circle and organized by their
functional categories. Potential regulatory linkages are shown as arrows between one TF and
the promoter of another that is bound; lines between categories are very common (reprinted by
permission from [32])

experiments: (1) CpG island microarrays, (2) PCR-based promoter microarrays,
(3) PCR-based chromosome tiling microarrays, (4) short oligonucleotide chromo-
somal tiling microarrays.

8.6.1 CpG Island Microarrays

Many mammalian regulatory regions have an enrichment in CpG dinucleotides, and
as such are named CpG islands. One strategy to capture on a genome-scale TF
binding in mammals was to PCR amplify specifically the regions of the mammalian
genome that contain CpG islands for printing onto a microarray platform. Such a
microarray was first reported in combination with E2F4 ChIP experiments to reveal
scores of newly discovered binding events across the human genome [35].
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8.6.2 Promoter Region PCR Microarrays

A substantial fraction of transcriptional regulation has long been known to occur
within the first few kilobases of transcription start sites in mammals. This fact was
exploited to create PCR products against non-repeated sequence found within the
first 2 kb of potentially regulatory sequence upstream of transcription start sites
across the human genome, which were then used to create microarrays. The first
report using this form of microarray characterized the cell-cycle promoter regions
bound by E2F1 in in vitro human fibroblast cells [36]. A somewhat later report used
a slightly larger platform that represented the promoters from most human genes,
yet reported for the first time ChIP experiments performed against disease-related
TFs in primary human tissues, here liver and pancreatic islets [37].

8.6.3 Regional and Chromosomal Tiling PCR Microarrays

The first microarrays designed to represent entire regions [38] and chromosomes
[39] were created by using PCR to amplify overlapping, or nearly overlapping DNA
regions, followed by printing onto microarrays. The first chromosome-wide interro-
gation of TF binding was performed against NFkB sites across human chromosome
22, and was the first genome-scale experimental evidence that TFs bind extensively
far from gene loci. This observation led eventually to similar pioneering discoveries
in tissue-specific transcriptional regulation, including with Estrogen Receptor [40]
and Androgen Receptor [41].

8.6.4 Short Oligonucleotide Chromosomal Tiling Microarrays

Finally, it was quickly realized that commercially available Affymetrix microarrays
designed to tile human chromosomes for other purposes could be adapted to ChIP
studies. The first report exploiting this described the comparison of histone marks
in human and mouse lung fibroblasts across microarrays that tiled human chromo-
somes 21 and 22, finding strong similarities in the histones found in a few selected
human and mouse orthologous regions [42]. This study was among the first to focus
on understanding histone marks; since then, similar studies have rapidly become far
more common than genome-wide TF binding studies, due to commercial availability
of high affinity antisera.

8.6.5 Limitations of Microarrays

Though the ability to print DNA sequences at high density onto slides was quickly
developed, thus overcoming a major roadblock towards having a genome on a single
microarray, other hurdles remained. Most important of these is the requirement to
omit repeated regions from microarray designs, because of their extremely high
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cross-hybridization with multiple regions in the mammalian genome. In effect,
typically half of a mammalian genome cannot be interrogated with microarrays
regardless of the microarray technology being used, and this is an unavoidable
design limitation. Finally, microarrays are by their nature designed to be species-
specific, which is a significant limitation if a researcher wishes to investigate
non-standard model organisms. For instance, how large could a market be for
microarrays to interrogate butterfly gene expression [43]?

8.7 High-Throughput Sequencing Has Revolutionized
Interrogation of In Vivo Binding in Complex Higher
Genomes

A variety of methods have been developed to sequence nucleic acids (reviewed
in [44]), and the most widely used method until recently was Sanger sequenc-
ing [45]. This methodology sequences stretches of hundreds of bases, which were
painstakingly computationally sewn together using chromosomal maps to assem-
ble the human [33] and mouse [34] genomes. Most placental mammals sequenced
more recently have relied heavily on these early, carefully annotated mammalian
genomes to facilitate the assembly of genomes (for instance [46–48]), as synteny is
widespread.

The recent development and rapid widespread adaptation of technology that uses
millions of parallel sequencing reactions [49] is currently displacing these methods
in techniques as diverse as genome resequencing, mRNA sequencing, and charac-
terization of TF binding globally by directly sequencing nucleic acids bound by
TFs (ChIP-seq), instead of microarray hybridization (ChIP-chip) (HTP sequencing
is reviewed in [50], and different platforms that can be used as of 2008 is reviewed
in [51]).

To interrogate TF binding globally, oligonucleotides between 20 and 100 bases
are read from the end of the ChIP-isolated DNA, aligned to the genome, and com-
piled into a global picture of TF binding. Typical reactions use >10 million reads
per experiment, and, importantly, resolve up to 90% of the mammalian genome by
covering sufficient nonrepeat region to allow unambiguous mapping of the reads to
occur. The speed of data acquisition, and tremendous coverage of the mammalian
genome, has revolutionalized the frontiers of modern genomic biology.

8.8 Major New Frontiers in Mammalian Transcription
Are Possible with Genome-Wide Interrogation
of In Vivo TF Binding

The ability to identify the global binding of mammalian TFs has created new
opportunities to revisit questions that have been raised over the last 100 years
in biology. How does one genome create multiple tissues? What mechanistically
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directs this process? How do intra-species variations and evolution of different
species interface? I present here three nascent research areas that exploit how HTP
sequencing enhances our ability to answer ambitious research questions.

8.8.1 Variation of TF Binding Within Species

Genetic differences drive phenotypic differences within individuals of a species.
How these genetic differences impact the gene expression and transcriptional
regulatory differences between species has been a long-standing question, and
a number of microarray based experiments have characterized gene expression
differences between different individual humans [52] and mice [53]. How the
regulation of these differences is driven has more recently been addressed using
human cell lines [54, 55].

The variation among humans in matched cell lines for the same polymerase
machinery and TFs has been found to be remarkably high, on the order of
10–25% variation between individual human genotypes [54]. Closer inspection
of inter-allelic regulation indicates that up to one in ten active chromatin sites
can differ between the two chromosome copies within the same individual
[55]. Taken together, these results suggest that the natural assumption of large-
scale similarity between individuals within a species has important limitations.
If up to a quarter of genomic regulation can vary between one individual and
another, then assigning a consensus regulatory pattern becomes problematic; this
observation has clear relevance to the ENCODE project’s objectives, described
below.

8.8.2 Evolution of TF Binding Among Mammals

Using microarrays, my laboratory showed that TF binding has diverged significantly
between human and mouse in matched tissues [56]. We showed using ChIP-chip on
specially designed proximal promoter microarrays that a set of liver-specific TFs
(FOXA2, HNF1A, HNF4A, HNF6) whose function, amino acid sequence, and tar-
geted binding motif are highly conserved throughout mammals, change both their
potentially targeted genes and also their binding locations globally. However, our
early study was limited to the proximal promoters around 4,000 transcription start
sites in human and mouse, purely due to the technical limitations imposed on our
experiments by the extant microarray densities.

By performing similar genome-wide binding studies using ChIP-seq for two TFs
(CEBPA and HNF4A) in five vertebrates, we unambiguously identified how each
species has tens of thousands of binding events that are unique to each evolutionary
lineage (Fig. 8.4) [57]. The role of repeat elements could now be addressed, and it
was shown that substantial numbers of binding events in liver were found on repeat
elements in each lineage. Similar results have been found also for the OCT4 and
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NANOG transcriptional regulators in mouse and human in embryonic stem cells
[58, 59], incidating that in mammals, rapid evolution of transcriptional regulation is
the general rule.

8.8.3 Comprehensive Analysis of Multiple Cell Lines
from One Species – The ENCODE Project

Inspired by the success of the human, mouse, and other mammalian genome
projects, the National Human Genome Research Institute have undertaken an effort
to fully annotate all functional elements in the human genome [60] (see also
http://www.genome.gov). The ENCyclopedia Of DNA Elements (ENCODE) pilot
project began by exhaustive characterization of 1% of the human genome using
different microarray platforms and many of the techniques reviewed in this and other



8 Identification of Transcription Factor–DNA Interactions In Vivo 187

chapters in this book. More recently, with the advent of HTP sequencing, genome-
wide analysis has displaced the more limited views obtainable by microarrays.
Scores of laboratories have been funded to characterize a handful of human cell lines
via TF binding profiles, gene expression, small RNA expression, chromatin struc-
ture, histone marks, proteomics, and CpG methylation, among other techniques.

8.8.4 Widespread Adaptation of ChIP-Seq Experiments
in the Transcriptional Community

Many laboratories have now adapted sequencing to interrogate the genome-wide
binding of transcription factors in cultured cell lines and in vivo. Virtually all
are (re-)discovering that (i) tens of thousands of transcription factor binding
events exist in the mammalian genome, (ii) that TFs bind combinatorially in
tissue-specific patterns, and (iii) that TF binding rarely controls gene expres-
sion in a direct or intuitive manner. By community agreement, most datasets
are freely available from the European Nucleotide Archive at the EMBL EBI
(http://www.ebi.ac.uk/ena/) and from the Gene Expression Omnibus in America
at the NCBI (http://www.ncbi.nlm.nih.gov/geo/). The sequencing data in ChIP-seq
experiments is literally growing exponentially, and will continue to pose unprece-
dented challenges in both the storage of such massive amounts of data, and even
more so in the analysis required to biologically interpret such truly genome-wide
data.

8.9 Future Directions

What will the future hold for understanding how transcriptional regulation oper-
ates in the vast mammalian genome? Efforts like the ENCODE consortium will
clearly produce enormous insight into how one species can deploy a single genome
to create hundreds to thousands of distinct cell types. Combining TF binding and
chromatin status for all possible proteins and post-transcriptional modifications may
allow the development of models with true predictive value. Though simple, this
goal has eluded computational and experimental science for decades. Intriguingly,
one species of placental mammal (mouse) can readily and accurately interpret the
genetic instructions embedded in the sequence of another mammal (human) [61]
(Fig. 8.5), suggesting that an understanding of the underlying grammar is indeed an
obtainable goal.

Nevertheless, the most likely result, as is always the case for high impact research
areas, will be more questions. Many of these questions are predictable and clear
extrapolations of the trends in genomics and proteomics. For instance, how does
the three dimensional genome interact with the proteomic components of the rest of
the cell? Other predictable directions may include controlled engineering of devel-
opment: tailoring phenotypic traits using a soon-to-be-known regulatory toolbox in
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mammals. Many vertebrates can regenerate limbs using ancient developmental sys-
tems driven by TFs [62], which may be applicable to higher mammals that may have
lost these functions.

Other questions will certainly be driven by unpredictable discoveries, much like
the realization in the last years of the twentieth century that small RNAs can and
do play integral regulatory roles in mammalian transcription. The ability to identify
TF binding across the entire mammalian genome will be an important tool; one
whose value will become fully apparent only after it is as routine and reliable as
gene expression microarrays.
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Chapter 9
How Transcription Factors Identify Regulatory
Sites in Genomic Sequence

Yair Field, Eilon Sharon, and Eran Segal

Abstract Binding of transcription factors to functional sites is a fundamental step
in transcriptional regulation. In this chapter, we discuss how transcription factors
are thought to achieve specificity to their functional targets, despite their typically
low concentrations and degenerate binding specificities, and the fact that in large
genomes their functional binding sites must compete with their widespread alterna-
tive binding sites. We highlight the importance of the chromatin structure context of
the binding sites in this process, and its dependency on the genomic DNA sequence.

9.1 Introduction

Coordinated binding of specific proteins to designated genomic locations is the
basis for fundamental cellular processes and in particular for regulation of gene
expression. The basic mechanism behind this process is the ability of DNA-binding
proteins, mainly transcription factors, to specifically bind short DNA sequences,
typically of ∼6–20 basepairs in length. At a high-level view, genomes encode the
regulatory binding sites by genomic matches to the recognized motifs, and they
control the binding events in time by regulating the concentration and binding activ-
ity of the transcription factors. However, do these short motifs provide sufficient
information for transcription factors to bind their functional target sites?

To answer this question, we need to consider the concentration of transcription
factors against the competition with alternative binding. Occurrences of additional
binding motifs within the genome will compete with a functional target site for fac-
tor binding. By chance, we expect larger genomes will have more motifs, with some
motifs being more abundant than others (e.g., motifs present within highly repet-
itive sequences in the human genome [1]). Moreover, transcription factors have
degenerate sequence specificities as they bind with variable but considerable effi-
ciency to multiple different sequence motifs, with the level of degeneracy varying
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across transcription factors [2]. This degenerate specificity significantly increases
the competition for a target site with alternative binding at decoy sites. In addi-
tion, transcription factors associate nonspecifically with DNA, and when this weak
binding is integrated across the genome, it further enhances the competition with
alternative binding [3, 4]. Thus, efficient binding to a regulatory site based solely
on target sequence specificity requires that transcription factors would be present in
high enough concentrations in order to overcome the widespread competition with
alternative binding. Is this the case?

Theoretical studies suggest that the information of the single binding motif is
typically sufficient to explain target specificity in the bacterium E. coli, but not in
any eukaryote [2]. In fact, there is much evidence that in eukaryotes, most of the
canonical binding sites for a transcription factor, based solely on its known sequence
specificities, are not bound in vivo, or are infrequently bound [5–7]. In this chapter,
we discuss additional determinants of transcription factor binding, highlighting the
importance in eukaryotes of the chromatin context of binding sites.

9.2 General Importance of the Chromatin Structure
Context of Binding Sites

In eukaryotes, a major determinant of transcription factor binding is chromatin
structure, namely the state of the genome’s packaging with specific structural pro-
teins, mainly histones. Chromatin structure consists of several hierarchical levels of
compaction and each level exists in multiple possible substructures, is dynamic and
regulated, and affects transcription factor binding in several ways. Chromatin struc-
ture determines the physical proximity between genomic locations, thus affecting
the ability of transcription factors to exert long-range protein–protein interactions.
Moreover, at least for higher eukaryotes, the concentration of transcription factors
within the nucleus is thought to be not uniform, and chromatin structure deter-
mines the proximity of regulatory regions to “transcription factories” – domains
with elevated factor concentrations [8, 9]. In addition, chromatin structure serves as
a direct template for binding and recruitment of proteins that are involved in reg-
ulation of transcription factor binding, such as proteins that bind the unstructured
“tail” domains of histones with specific post-translational modifications [10, 11].
Finally, a central feature of chromatin is that several of its substructures render
associated DNA inaccessible for transcription factor binding. Together, transcrip-
tion factor binding in eukaryotes is highly dependent on the chromatin context of
binding sites. Here, we focus on the prerequisite of transcription factors to gain
access to their target sites.

9.3 Chromatin Structure and DNA Accessibility

The basic unit of chromatin is the nucleosome structure, in which a DNA segment
of length 147 bp is tightly wrapped, in almost two super-helical turns, around an
octamer of histone proteins [12]. In its most stable conformation, the nucleosome
completely occludes its wrapped DNA from access to most transcription factors.



9 How Transcription Factors Identify Regulatory Sites in Genomic Sequence 195

Since the nucleosome is dynamic and spontaneously undergoes transient unwrap-
ping events, all parts of the nucleosomal DNA are in fact exposed to transcription
factor binding, but with exponentially decreasing probability towards the mid-
dle of the wrapped DNA [13, 14]. This accessibility within the nucleosome is
thought to be further regulated by factors that stabilize either the fully wrapped
or partially unwrapped states. For example, binding of the linker histone H1 at
the DNA entry/exit site of the nucleosome is thought to stabilize the inaccessible
state, whereas binding of High Mobility Group (HMG) proteins to nucleosomes is
thought to stabilize the partially accessible state [15]. In addition, ATP-dependent
chromatin remodelers can actively expose nucleosomal DNA [16]. Thus, at the
first level of chromatin compaction, that of nucleosomes separated by short linker
DNA segments, the positions occupied by nucleosomes have a significantly reduced
accessibility to transcription factor binding compared to linker DNA, and gaining
high accessibility to these nucleosome occupied regions requires explicit regula-
tion [17, 18]. In the next higher-order level of compaction, nucleosome arrays can
fold into a more condensed chromatin structure known as the 30-nm fiber, which
significantly reduces the accessibility of linker DNA [19, 20]. The basic require-
ment for local fiber condensation is an array of few (∼6) consecutive H1-bound
nucleosomes [21, 22]. In addition to its primary dependence on the linker his-
tone H1, fiber folding is known to further depend, directly or indirectly, on several
additional factors, including histone variants [23, 24] and modifications [25, 26],
DNA-methylation [27], chromatin remodelers [28], and chromatin binding pro-
teins such as HP1 [29] and HMG [30]. Notably, the positions of nucleosomes
also affect fiber folding because H1 binding to the nucleosome requires a mini-
mal linker length of ∼20–40 bp [22, 31]. Thus, regions with very dense nucleosome
organizations can only have sub-stoichiometric binding of H1 per nucleosome and
should consequently form relatively relaxed fibers, with relatively accessible linker
DNA and partially accessible H1-free nucleosomal DNA. In contrast, regions with
sparse nucleosome organizations may have full H1 stoichiometry and consequently
relatively condensed and inaccessible fiber structures (Field et al., unpublished).

Together, accessibility of DNA to transcription factor binding within chromatin
depends on the presence of several chromatin binding proteins such as H1, HMG
and HP1, the histone variant composition, the state of histone modifications and
DNA methylation, the activity of chromatin remodelers, and the detailed positions
of nucleosomes.

9.4 DNA Accessibility Preferences Encoded Through
Nucleosome Positioning Signals

The nucleosome structure has DNA sequence preferences, which have a significant
effect on the nucleosome organization of the genome [32]. As nucleosome organi-
zation is a major determinant of DNA accessibility within chromatin, genomes in
practice encode explicit preferences for their DNA accessibility landscape through
nucleosome positioning signals. However, in different organisms, accessibility is
thought to be encoded by preferences for different nucleosome organizations,
according to the typical context of higher-order chromatin structure (Fig. 9.1). Yeast
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Fig. 9.1 Different DNA-encoded nucleosome organizations are thought to facilitate DNA acces-
sibility in lower and higher eukaryotes. In yeast (left panel), whose H1 physiological concentration
is relatively low and its fiber structures are relatively relaxed, local low DNA-encoded affinity
to nucleosomes is thought to increase the potential that a region will be embedded within naked
linker DNA, and thus be relatively accessible to transcription factors. In contrast, in human and
other higher eukaryotes (right panel), which have relatively high H1 concentrations and relatively
condensed fibers, increased potential to assemble into relatively accessible chromatin structures is
thought to be achieved by high regional DNA-encoded affinity to nucleosomes, in opposite to the
model in yeast. This is because such regions should be more likely to assemble into dense (closely
spaced) nucleosome organizations that do not allow high binding stoichiometry of H1 per nucle-
osome, and consequently should have relatively relaxed and accessible fiber structures. Hence,
low local affinity to nucleosomes in yeast and high regional affinity to nucleosomes in human, are
thought to both facilitate relatively accessible chromatin structures in each genome. “X”’s under
the transcription factor and H1 represent cases in which DNA accessibility for the factor or for H1
is relatively reduced by the chromatin structure
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chromatin has largely relaxed fiber structures [33], as histone H1 is present in low
stoichiometry [34] and the genome is highly gene-dense and mostly transcribed.
Thus, in yeast, the nucleosome is the dominant inaccessible chromatin structure,
and relatively high DNA accessibility is encoded by a preference for low nucleo-
some occupancy. In contrast, human chromatin typically has a high concentration
of H1 [31] and much more condensed fiber structures, and this chromatin level is
thought to have a dominant effect on DNA accessibility with respect to the nucle-
osome level [35]. As a result, we propose that high DNA accessibility in human
may be encoded primarily by a preference for high regional nucleosome density,
in order to facilitate H1 exclusion and formation of relaxed fiber structures (Field
et al., unpublished).

In accordance, yeast genomes generally encode preferences for low nucleosome
occupancy over their regulatory regions (local A/T rich sequences) [36], whereas
higher eukaryotic genomes such as human [37] and fly [38] generally encode pref-
erences for high regional nucleosome density over their regulatory regions (high
regional G/C content). Hence, eukaryotic genomes generally demarcate their reg-
ulatory regions by setting their DNA-encoded preferences to relatively accessible
nucleosome organizations.

The prerequisite of transcription factors to gain accessibility to their target sites
does not imply that regulatory regions encoded for relatively inaccessible chromatin
structures cannot be bound, but rather, that transcription factor binding in such cases
requires explicit regulation to gain accessibility. Indeed, among yeast promoters,
those that are encoded for relatively high nucleosome occupancy are generally asso-
ciated with the presence of more transcription factor binding sites, more extensive
regulation by chromatin remodelers, and more regulated gene expression patterns
across different conditions [36]. Notably, this general trend is conserved across the
evolution of yeast species, and even under expression divergence of genes between
constitutive and regulated expression programs [39]. Similarly, regulatory regions
in human that have relatively low regional DNA-encoded nucleosome occupancy
(indicated by their relatively low G/C content) show more variability across dif-
ferent cell types in terms of their measured accessibility [40] and associated gene
expression [41].

Thus, eukaryotic genomes utilize nucleosome positioning signals to encode func-
tional preferences for local chromatin structure over their regulatory regions. This
encoding for regulatory regions facilitates their demarcation compared to the bulk
of the genome, and further determines their level of dependency on active regulation
for DNA accessibility.

9.5 Combinatorial Binding of Transcription Factors

An additional important determinant of transcription factor binding is the crosstalk
between multiple binding sites. Transcription factors can physically interact through
protein–protein interactions, either directly or through intermediate co-factor pro-
teins, and this may increase the binding probability of a target site [42]. These
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interactions can occur between adjacent binding sites, or between distal sites
through formation of DNA loops [43]. The interactions between binding sites
may also be negative, for example when binding sites overlap [44], or when
transcription factors compete among themselves for interactions with additional
proteins [45]. Cooperative interactions between sites, either positive or negative,
can further occur without any physical interaction, for example through recruit-
ment of chromatin remodelers or histone modifiers that regulate DNA accessibility
within chromatin [18]. Moreover, unlike symmetric dependencies between bind-
ing sites due to protein–protein interactions or competition over overlapping sites,
recruitment of DNA accessibility regulators is a general mechanism by which non–
symmetric interactions are implemented. Finally, clustering of binding sites may
impose implicit cooperativity between them even without a direct recruitment of
accessibility regulators, just due to their collaborative competition for dissolving
inaccessible chromatin structures [46]. For example, when one transcription factor
overcomes a condensed fiber state to bind in linker DNA, this relieves the need
for additional transcription factors to overcome this barrier for binding to adja-
cent sites. Together, crosstalk between binding sites is an important determinant
of transcription factor binding.

9.6 A Modeling Framework for Transcription
Factor Binding in Genomic Sequence

Quantitative models are being developed to test and validate our understanding
of the determinants of transcription factor binding. These models can be further
used to predict binding potential from genomic sequence and be integrated into
more complex models to study and predict transcriptional regulation behaviors
[47]. Recognition sequence specificity of transcription factors and nucleosomes is
typically inferred statistically from high throughput binding measurements over a
large pool of diverse sequences, either in vivo [36, 48] or in controlled in vitro
systems [32, 49, 50], and less frequently, it is being predicted directly from struc-
tural considerations of the binding proteins and DNA [51]. A quantitative model
of the recognition specificity can then be used to predict the binding affinity
landscape of a genomic sequence. Many computational studies use such binding
affinity landscapes to threshold for predicted high affinity sites, search for clus-
ters of predicted sites, and consider the nucleosome affinity over these sites in
order to explain and predict in vivo binding measurements [36, 52]. One recent
and promising computational approach considers all the possible linear genomic
binding arrangements (termed binding configurations) of the examined transcrip-
tion factors and nucleosomes, in which binding events respect minimal steric
hindrance constrains, and given parameter values for the concentrations of these
factors computes the equilibrium distribution over all configurations [47]. This
framework can model the competition between transcription factors on overlap-
ping sites, the competition between transcription factors and nucleosomes, and the
implicit cooperativity between transcription factors due to collaborate competition
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against nucleosome occupancy. This modeling approach was used to further model
the effect of explicit cooperative protein–protein interactions [53], binding of linker
histones to nucleosomes, and local fiber folding (Field et al., unpublished).

Whether the equilibrium assumption in this modeling framework is realistic or
not, and what are the contributions of phenomena that are currently ignored in this
modeling framework such as the non-linear arrangement of chromatin and long
range interactions, are all open interesting questions; but regardless, this framework
was proven useful to understand and predict binding behaviors. For example, studies
have demonstrated that of the two conserved binding sites for the Pho4 transcription
factor within the promoter region of the Pho5 gene in yeast, only the upstream site is
bound effectively at low physiological Pho4 concentrations. In contrast, binding at
the downstream site is effective only at high factor concentrations, because this site
is typically occluded by a nucleosome, and its binding depends on recruitment of
a remodeler by the bound Pho4 at the upstream site [18, 54]. Figure 9.2 illustrates
the in vitro derived recognition specificity models of Pho4 [55] and the nucleo-
some [32], along with their predicted affinity landscapes over the Pho5 promoter
region, and their predicted binding occupancy at equilibrium, over all possible con-
figurations, for low and high concentration parameters of Pho4. These predictions,
similar to a previous analysis [56], demonstrate that by this simple equilibrium com-
petition model of Pho4 and nucleosomes, we can understand from DNA sequence
alone the differential binding of Pho4 to these two studied sites, including their dif-
ferential dependency on chromatin remodeling, which are both not explained by
considering only the Pho4 affinity landscape. Improving this and other quantitative
modeling frameworks is likely to play a central role in the ongoing study towards
understanding transcription factor binding.

9.7 Summary and Perspective

The emerging view on the process of transcription factor binding to regulatory sites
is that in the context surrounding a regulatory site, genomes encode the infor-
mation that sets the ground for dynamic regulation of binding to this site. This
encoding includes the sequence specificity at the target site and at additional sites
involved in regulation of binding to the target site, and in eukaryotes, preferences for
nucleosome organization and consequently, DNA accessibility. Over this encoded
background, binding is dynamically controlled through global regulation of the con-
centration and activity of the target transcription factor, as well as of the auxiliary
transcription factors and cofactors that interacts, directly or indirectly, with binding
at the target site; and in eukaryotes, also through global regulation of effectors of
chromatin structure. Transcription factor binding is thus a complex stochastic func-
tion that depends both on the encoding surrounding the binding site as well as on
global trans regulation of factors.

The growing understanding of the determinants of transcription factor binding
is increasingly allowing us to indentify regulatory regions and their characteristics.
As discussed above, regulatory regions should typically include a cluster of binding
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sites, and in eukaryotes, an encoding for relatively accessible nucleosome organiza-
tion. However, the characteristics of regulatory regions should further depend on the
functionality of these regions, and not only on determinants of binding. For exam-
ple, a cluster of sites for the same transcription factor increases the probability that
this factor would bind at the regulatory region, which may be functionally important
even if these sites do not cooperate to increase the binding probability of the individ-
ual sites. Regulatory regions typically show other characteristics that can be useful
tools for researchers in identifying them, but they are not the originating mechanistic
signal by which cells recognize regulatory regions. One such example includes spe-
cific histone modifications [57, 58], and although some of them are known to affect
DNA accessibility, others may be merely a consequence of the activity at the regula-
tory regions. As another example, sequence conservation across evolutionary related
genomes, of the specificity to transcription factors [48] and the encoded preferences
for an accessible nucleosome organization, may also be informative for indentify-
ing regulatory regions, following the idea that sequences important for conserved
functions are generally more conserved than nonfunctional sequences.

An interesting general trend that has been observed across evolution is that for
more complex genomes, functionality of regulatory regions becomes more depen-
dent on the combinatorial interactions between binding sites, rather than on the
individual site. First, going from bacteria to yeast to human, regulatory regions
typically have many more binding sites [2]. Second, the typical specificity of tran-
scription factors becomes more degenerate as we go from bacteria to yeast to human
[2]. Third, the average accessibility of regulatory regions is lower in yeast than in
E. coli, due to the presence of nucleosomes, and is lower in human than in yeast,
due to the additional level of the chromatin fiber, implying that functionality of reg-
ulatory regions in more complex genomes is more strongly dependent on regulation
of DNA accessibility. This general trend makes sense if we expect the functionality
of regulatory regions, and mostly the regulation of gene expression, to exhibit more
complex regulation in more complex genomes. Notably, a similar trend seems to
also hold within genomes, when considering the variability in functionality between

�
Fig. 9.2 A quantitative computational model for DNA dependent binding competition between
transcription factors and nucleosomes. The sequence specificities of the transcription factor Pho4
(a) and the nucleosome (b) as measured by high throughput in vitro assays [32, 55], presented as
the information content of the preferred distribution over nucleotides in each position along the
recognition sequence. Notice the different scales of the y-axis, indicating much lower sequence
specificity (per position) for the nucleosome compared with the transcription factor. (c) The Pho5
gene promoter region in yeast has two evolutionary conserved binding sites for Pho4: the down-
stream site is typically occluded by a nucleosome and is bound only at high factor concentrations
and in dependence on remodeler recruitment; and the upstream site is typically accessible in linker
region and is bound at lower factor concentrations [18]. (d) The predicted affinity landscape for
Pho4 and nucleosomes over the Pho5 gene promoter region, presented as the number of standard
deviations above the genomic mean affinity (Z-score). (e, f) Shown over the Pho5 promoter region
are the predicted equilibrium probabilities of binding occupancy for Pho4 and nucleosomes, in a
model of competition between Pho4 and nucleosomes. The concentration parameter for Pho4 in
(f) is 100-fold higher than in (e)
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different regulatory regions. For example, in both yeast and human, promoters of
more constitutive genes are generally encoded with preferences for more accessi-
ble nucleosome organizations, whereas more regulated genes are generally encoded
for relatively less accessible organizations, implying that they are encoded for an
additional dependency for regulation of DNA accessibility within chromatin [36].
In yeast, it has been further shown that more regulated promoters indeed associate
with more binding sites [36, 59]. Thus, we propose that, in line with intuition, more
complex regulation of gene expression may be generally coupled to a regulatory
region architecture that has more binding sites and a DNA-encoded preference for
less accessible chromatin structure.

In summary, although many of the related mechanisms are still poorly under-
stood, we are beginning to understand the determinants of transcription factor
binding, and how to further identify and characterize the functionality of regulatory
regions from genomic sequence. The context of chromatin structure, its encoding
and dynamic regulation, emerges as a major determinant of transcription factor
binding in eukaryotes.
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Chapter 10
Transcription Factor Binding Sites
and Other Features in Human
and Drosophila Proximal Promoters

Charles Vinson, Raghunath Chatterjee, and Peter Fitzgerald

Abstract Eukaryotic promoters determine transcription start sites (TSSs), and are
often enriched for transcription factor binding sites (TFBSs), which presumably
play a major role in determining the location and activity of the TSS. In mammalian
systems, proximal promoters are enriched for the CpG dinucleotide. The TFBSs that
are enriched in proximal promoters (–200 bps to the TSS) are CCAAT, ETS, NRF1,
SP1, E-Box, CRE, BoxA, and TATA. Only TATA occurs in a DNA strand dependent
manner. In Drosophila, proximal promoters are AT rich and many putative TFBSs
are enriched in proximal promoters. These sequences are different from those that
occur in human promoters, except for TATA and E-Box, and many occur on a single
strand of DNA giving directionality to the promoter. Thus, fundamental differences
have arisen as promoters evolved in metazoans.

10.1 Introduction

The regulation of eukaryotic gene expression is a complex process involving many
different control mechanisms, including chromatin structure and DNA sequences
bound by specific proteins termed transcription factors (TFs). An important
paradigm in gene expression studies is that TFs bind specific DNA sequences termed
Transcription Factor Binding Sites (TFBSs) to control transcription. These TFBSs
often localize near the Transcriptional Start Site (TSS) in an area termed the pro-
moter, and specific locations elsewhere in the genome termed enhancers. These
TFBSs are bound by TFs that recruit additional proteins to either activate or repress
gene expression. Because TFBSs tend to be composed of defined short stretches of
DNA (typically 6–12 base pairs), a simple search of the DNA sequence within a
large genome therefore finds large numbers of matching sequences. A major ques-
tion in current research is whether these potential binding sites are functional (for
binding TFs, and for regulating transcription) and under what circumstances. The
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picture is further complicated by the fact the most TFBSs are defined by a con-
sensus sequence that contains ambiguous bases. Thus, the identification of DNA
sequences that are biologically relevant TFBS is challenging.

We and others have focused on identifying DNA sequences that preferentially
localize in the proximal promoter as a method to find TFBSs that are likely to be
biologically important [1–6] and to help understand what characterizes and defines
eukaryotic promoters. This strategy has been facilitated by methods that identify the
TSS by determining the 5-CAP site of mRNA [7]. A complication in identifying the
TSS for a given gene is that RNA Polymerase II (RNAP) does not always initiate
mRNA synthesis from a unique nucleotide. Many tissue specific transcripts have a
unique TSS; however, housekeeping genes, which often contain a CpG island in the
promoter region, typically have a more variable TSS with mRNA synthesis start-
ing over a 50–100 bp range [8]. Another complication is that mechanisms of both
promoter definition and gene expression regulation are far from uniform across all
eukaryotes. Even within the narrow region of the proximal promoter, we see major
differences in the TFBSs used by different organisms, even within the same clade.

This book chapter will compare the promoter architecture of Human and
Drosophila promoters and then discuss in detail the DNA sequences that prefer-
entially localize in human proximal promoters. The analyses suggest that human
promoters are embedded in CpG rich regions while Drosophila promotes are in A
and T rich regions.

10.2 General Similarities Between Drosophila
and Human Dinucleotide Content

We will first consider the simple sequence content of promoter (and non promoter)
sequence. Comparing the dinucleotide frequency of the Drosophila and human
genomes shows general similarity (Fig. 10.1a). For example, the AA/TT dinu-
cleotide is the most abundant in each genome. The dinucleotide content is not
completely explained by base content, presumably due to the differential expan-
sion of simple repeat sequences. The most notable difference between these two
genomes is that the human genome is depleted for the CpG dinucleotide. However,
in the human, but not the Drosophila genome, the CpGs often occur in clusters
(Fig. 10.1b), and these clusters are frequently, but not always, found in and around
the proximal promoters of genes. This clustering of CpGs in mammals was noticed
25 years ago and these clusters were termed “CpG islands” that often occur in the
promoters of “housekeeping” genes [9, 10]. In fact, all CpG islands may be asso-
ciated with a TSS. An explanation for the depletion of the CpG dinucleotide in
mammalian genomes follows from the observation that, in mammals, CpG dinu-
cleotides that are not in CpG islands are methylated in early development. It is
thought that the CpGs in CpG islands are not methylated during the wave of methly-
ation that occurs during early development because they are bound by TFs expressed
at this time in development which includes primarily essential genes involved in
housekeeping functions of the cell and not tissue specific genes that will become
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Fig. 10.1 a Dinucleotide frequency in the entire Human and Drosophila genome. b CpG density
across 2 MB of the Human and Drosophila genome. Observe that in the human genome, CpGs
on average are rarer than in Drosophila but they do occur in clusters called CpG islands which
is not observed in Drosophila. The red dashes in the human trace are CpG islands as defined on
the UCSC genome browser. c Dinucleotide density across promoters from –1,000 to +500 bps for
Drosophila and humans using a 20 bp window. The CA dinucleotide peak that occurs exactly at
the TSS in both Human and Drosophila promoters is not observed because we are using a 20 bp
window for this calculation. Note that in Drosophila promoters, the dinucleotides containing T &
A are enriched just upstream of the TSS while in human promoters, the dinucleotides containing
C & G are enriched at the TSS

activated later in development [11]. Elsewhere in the genome, where CpGs are rare
(including the promoters of tissue specific genes) the CpGs are not bound because
the tissue specific TFs that bind them are not expressed. These unbound CpGs are
methylated because they are accessible to the CpG methylation machinery. Mutation
of methylated CpGs is due to their chemical property in which the methyl cyto-
sine spontaneously deaminates to thymine, which in effect depletes CpG containing
sequences throughout the genome except in CpG islands where the methylation lev-
els are low. This solves a vexing problem of selecting against TFBSs that arise by
mutation throughout the genome: natural selection does not need to select against
these spontaneous arising TFBSs, because chemistry selects against these sites. For
these reasons, when we examine DNA sequences that localize in mammalian pro-
moters, we divide them into two classes, those with a CpG dinucleotide and those
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without a CpG dinucleotide. When thinking about CpG containing sequences, we
need to keep in mind that they may be methylated, which may enhance or diminish
the DNA binding of any protein that binds the sequence. CpG methylations in the
promoters are generally transcriptionally repressive as occurs with X-chromosome
inactivation and imprinting [11]. CpG methylation both recruits repressive com-
plexes [11] and prevents the DNA binding of many transcription factors (TFs)
[12]. In some cancers, methylation of tumor suppressor gene promoters is asso-
ciated with gene repression [13]. Contrary to that, however, genomic analyses have
identified low CpG promoters that are both methylated and transcriptionally active
[14, 15], but the mechanism underlying the activation of methylated promoters
remains unclear.

10.3 Drosophila and Humans Have Different
Promoter Architecture

Figure 10.1c presents the dinucleotide frequencies from –1,000 to +500 bps for
Drosophila and human promoters. For each species we aligned promoter sequences
to the TSS and determined the distribution of DNA sequences throughout the pro-
moter region. When we examine the distribution of dinucleotides, we observe that
Drosophila promoters are enriched for the 4 dinucleotides AA, TT, AT, & TA which
are over 50% more abundant at –200 bps than at –1,000 bps. Human promoters,
in contrast, are enriched for the four dinucleotides CG, GC, GG, & CC, with the
CpG dinucleotide being over three times more abundant at –200 bps compared to
–1,000 bps. This fundamental difference in promoter architecture has far reaching
consequences for the mechanisms of regulated gene expression in these two species,
primarily because the CpG rich proximal promoters observed in human tend to be
nucleosome binding site in vitro, but not in vivo, as will be discussed later. In addi-
tion, as we shall see, the stereotypic spatial arrangements of TFBSs are also different
in Drosophila and human (with the notable exception of the E-Box (CANNTG) and
TATA sequences), as are their spatial arrangements relative to both the TSS and each
other.

10.4 DNA 8-Mers that Localize in Human Promoters

When we examine the distribution of 8-mers in human promoters, we observe that
some sequences are preferentially localized near the TSS [2]. Our assumption is
that these sequences may be TFBSs. An important issue to understand with this
approach is that we can only identify abundant TFBSs: if a TFBS occurs in a lim-
ited number of promoters, we will not be able to identify it using this approach of
examining all promoters because the signal may be too far diminished relative to
the genomic background. Figure 10.2a shows the distribution of CGGAAGTG, an
ETS motif that is the most preferentially localized DNA sequence in human pro-
moters. When we count the occurrence of 8-mers in promoters, we have chosen to
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Localization Factor (LF) is calculated. b Localization of all 8-mers in promoters region. For each
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these sequences occur preferentially on one strand and not the other strand. d Localization in
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use a 20 bp window or bin in this counting process for the following reasons. On
average, in 13,010 promoters over a range from –1,000 to +500 bps, one would
expect that each 8-mer would occur ((13,000×1,493)/65,536) = ~300 times. 1,493
is the number of 8-mers in 1,500 bp of DNA, 13,010 is the number of promoters
we have examined, and 65,536 is the number of possible 8-mers. In each 20 bp bin,
on average, each 8-mer would occur 4 times. To increase the statistical power of
our calculations, we add the occurrences of an 8-mer together with the occurrences
of its complementary sequence. This essentially doubles the number of occurrences
of an 8-mer making it easier to evaluate the distribution across the promoter region
for any non-random distribution properties. This raises a problem for this type of
calculation; do we count the palindromic sequences (there are 256 palindromic
8-mers) as a single occurrence or as two occurrences, one on each strand? It should
be appreciated that palindromic sequences have the property that they are identical
on each strand of DNA, allowing a TF to bind to either strand, which essentially
doubles their concentration compared to non-palindromic sequences that need to be
recognized by a TF on only one strand of DNA. Figure 10.2b presents a measure
of the non-random distribution for all 8-mers where we combine an 8-mer and its
complement, resulting in 32,896 8-mers (32,640 non-palindromic 8-mers and 256
palindromic 8-mers). Previously, we used “clustering factor” as the name for this
non-random distribution of an 8-mer in the promoter region [2, 3]. Now, we prefer
the name Localization Factor (LF) because it more accurately captures what we are
measuring. To determine if a DNA sequence localized, the mean (x̄) and standard
deviation (σ) were determined based on its abundance in each of the 75 bins (each
20 bp). Those bin values that were ≥ 2 SD above the mean were considered to be
part of the cluster and a new mean (x̄′) and standard deviation (σ′) were calculated
excluding these bin values. A localization factor (LF) was then calculated based on
this corrected mean and standard deviation,

LF = xmax − x̄′

σ ′

We have plotted this Localization Factor in the bin where the DNA sequence is the
most abundant. In Fig. 10.2b, we observe that most of the 8-mers with high LF
localize just upstream of the TSS, with some localizing just downstream of the TSS.

10.5 Comparing DNA 8-Mers that Localize in Human,
Mouse, and Drosophila Promoters

The next several panels compare the 8-mers that localize in Drosophila, human,
and mouse promoters (Fig. 10.2c–f). In Drosophila promoters, we also observe that
some sequences preferentially localize in the proximal promoters. A startling differ-
ence between human and Drosophila promoters is revealed when one examines the
DNA strand dependence of the localization of 8-mers in the proximal promoter. We
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calculated the distribution of all 65,536 8-mers and plotted the localization factor of
an 8-mer vs. its complement. In Drosophila promoters, many 8-mers localize on one
strand of DNA but not on the other strand, which imparts directional information to
the promoter (Fig. 10.2c). In human promoters (Fig. 10.2d), the strand dependence
of the localization factor of an 8-mer is much less strong (the exceptions are TATA
sequences) suggesting that preferentially localized DNA sequences do not contain
information that imparts direction information. When we examine the sequences
that are preferentially localized in Drosophila and human promoters, there is little
overlap (Fig. 10.2e) indicating that the DNA sequences that regulate promoter func-
tion are different between these two species, a result we found surprising having
been taught that Drosophila is a good model organism to learn about humans, an
assumption that is true for many aspects of biology but apparently not for under-
standing promoter sequences. In contrast, we observe that similar sequences are
preferentially localized in human and mouse promoters, suggesting similar promoter
architecture between these two species (Fig. 10.2f).

Additional differences between human and Drosophila promoters are identi-
fied when we examine the localization of discontinuous 8-mers that contain two
4-mers separated by an insert with the aim of identifying either dimeric motifs or
wide TFBSs that are preferentially localized in promoters (Fig. 10.3). We examined
insert length of 1–60 base pairs. In human promoters, we only identify sequences
that localize and have a short insert length. Examination of these sequences shows
they are primarily versions of the continuous 8-mers that localize in promoters. The
exceptions are combinations of ETS:ETS and ETS:CRE sequences we will discuss
later in this chapter. In Drosophila, we identify pairs of 4-mers that are separated
by 20–30 bps that localize in promoters. These pairs of sequences are combinations
of TATA and INR sequences identified previously [3] and additional sequences that
we are currently studying. The general conclusion from this analysis is that human
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proximal promoters are comprised of continuous sequences with no fixed position-
ing information among different sequences in the promoters. In contrast, Drosophila
promoters have strand specific sequences that are often uniquely positioned relative
to other sequences in the promoter.

These differences in human and Drosophila promoter organization suggest that
these two species use different mechanisms to regulate gene expression. First, the
different frequency and distribution of mononucleotides and dinucleotides in pro-
moters correlates with nucleosome positioning or occupancy. Drosophila promoters
are A&T rich with a peak of A&T dinucleotides between –200 bp and the TSS
(Fig. 10.1), a region that experimentally is known to be nucleosome free, particularly
for active genes [16]. A similar correlation is observed in the yeast genome where
the promoter regions between –200 and the TSS are A&T rich and devoid of nucle-
osomes [17]. This model of promoter organization in Drosophila has an appealing
simplicity. The promoter region is accessible and is bound by multiple TFs that bind
TFBSs that occur on a single strand of DNA and are uniquely positioned relative to
each other. In contrast, in humans, there are usually CpG islands at promoters. These
CpG island sequences experimentally bind nucleosomes because of their C&G con-
tent [18] but are devoid of nucleosomes because they are instead bound by TFs. The
competition between TFs and nucleosomes is evident at inducible promoters where
the induction of DNA hypersentitive sites is observed. Going forward, we are par-
ticularly interested in experimentally examining how CpG methylation can shift the
equilibrium between TF binding and nucleosome binding. This scheme of a com-
petition would allow for a DNA regulatory sequence to be repressed by nucleosome
binding and activated by the displacement of the nucleosome and the binding of
TFs. Additionally, the same sequences that are TFBSs are also nucleosome bind-
ing sites [19]. This switch mechanism theoretically allows more control over gene
expression.

The dramatic difference in promoter organization between Drosophila and
human indicates that the TFBSs that delineate promoters and that control expression
of coordinately regulated genes have changed over evolutionary time. For exam-
ple, between Drosophila and humans, the ribosomal proteins are conserved but the
TFBS that regulate their expression are different [20]. It is hard to image how this
could happen if one imagines that evolution is an incremental process with selec-
tion acting on each mutation. This idea of gradual change in genome structure does
not explain the global change in ribosomal promoter structure that is observed. An
alternative image is that, episodically, transposable elements ravage the genome,
inserting during meiosis into active genes, these would include the housekeeping
genes that are active during this time. The transposable elements could degrade over
time with only the relevant TFBS remaining resulting in a dramatic increase in the
number of a particular TFBS (those found in the transposable elements) in proximal
promoters. This process of the housekeeping genes being ravaged by transposable
element insertions could repeat itself over time resulting in the evolution of CpG
islands. This image of promoter evolution could explain how TFs that are conserved
in both Drosophila and humans have dramatically different occurrences in prox-
imal promoters. This idea of promoter evolution is supported by the observation
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that some mammalian TFBS are derived from repetitive elements [20]. Some other
mechanisms are reviewed recently [21].

10.6 8-Mers that Preferentially Localize
in Human Proximal Promoters

Previously, we have taken the 150 most localizing sequences in human promoters
and grouped them into 8 related sequences (Table 10.1) [2]. These DNA sequences
are all known TFBSs. We have now updated this grouping of TFBS as we have
gained more insight and have included this table of 150 8-mers that localize in pro-
moters because we expect that even closer examination will reveal that the groups
we have generated are overly simplistic. Both CpG and non-CpG sequences localize
in proximal promoters. This process of grouping different sequences is fraught with
complications. If two 8-mers are different by a single base pair, do we conclude that
they are variants of the same TFBS or are they different TFBSs? We do not know the
answer to this question. We have taken the approach of grouping sequences together
that may be related, but further understanding is likely to result in a refinement of
these groupings. The number of 8-mers in each TFBS group is variable. The TFBS
with the most 8-mers is CCAAT, while the Box-A TFBS is observed in only one
8-mer. Given the fact that we are only examining 8-mers sequences, two extreme
possibilities could explain the large number of 8-mers within the CCAAT group.
The first possibility is that the multiple 8-mers containing CCAAT could represent
a single TFBS consensus that is 8 or more bps long and each base pair is signifi-
cant but variable. The second possibility is that the CCAAT TFBS is 5 bps long and
the remaining 3 bases in the 8-mer represent unconstrained surrounding sequences.
When we align the 31 8-mers placed into the CCAAT group, we observe an invari-
ant 5 bp central core, surrounded by variant but constrained sequences, giving rise
to a 9 bps consensus sequence. Several of the TFBS groups appear very consistent,
e.g. CCAAT and ETS while others appear more varied, e.g. SP1 and NRF1 [2].

10.6.1 The 8 Consensus Sequences Representing TFBS

We have divided the TFBSs into two groups: the non-palindromic sequences which
are bound by a protein monomer, and the palindromic sequences which are bound
by protein dimers. We present the distribution of the TFBSs, their relevant variants,
and an X-ray crystal structure of the protein bound to DNA if it exists in the liter-
ature to help understand the length of the TFBS (Fig. 10.4). The majority of these
TFBSs preferentially occur in the promoters of housekeeping genes presumably
reflecting the abundance of these types of promoters. The notable exception is that
TATA preferentially occurs in tissue specific genes. GO term analysis of the genes
whose promoters contain these different TFBSs reveals that individual TFBSs pref-
erentially occur in the promoters of specific kinds of genes. This general conclusion
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Table 10.1

CCAAT
47  690      CAATGGGA 11.3 
47  601      CAATCAGC 13.1 
46  708      CAATCAGA 14.4 
45  310     CCAATCGG   8.1 
46  871     CCAATCCC   8.0 
48  620     CCAATCAC  11.7 
47 1061     CCAATCAG  23.6 
47  306     CCAATCGC  13.3 
47  770     CCAATGGG  31.1 
47  896    GCCAATCA   22.5 
46  361    GCCAATAG    9.2 
48  357    GCCAATCG   12.4 
46  578    GCCAATGA   17.0 
47  775    GCCAATGG   26.8 
46  553    GCCAATCC    9.7 
47  537    TCCAATCA    7.0 
47  220    ACCAATCG   14.7 
47  469    ACCAATGG   17.8 
46  583    ACCAATCA   17.4 
47  384   GACCAATG     9.8 
47  400   GACCAATC    19.2 
47  893   AGCCAATC    19.3 
46  748   AGCCAATG    13.8 
47  680   GGCCAATG    11.7 
48  658   GGCCAATC    24.0 
47  547  GAGCCAAT     10.2 
47  324  GGACCAAT      8.8 
47  483  GGGCCAAT     12.4 
48  509  CGGCCAAT     10.9 
47 1039  CAGCCAAT     31.4 
47  774 TCAGCCAA      10.5 
47 1036 GCAGCCAA       7.0 

SP1
48  1332      GCCACGCC   15.7 
48  8136      GCCCCGCC   25.2 
48  3078     CGCCCCTC     7.3 
48  5248     CGCCCCGC    13.7 
48  3141     CGCCCCCT     7.4 
48  7055    CCGCCCCC     18.1 
47  2106    CCGCCCAC      8.1 
48  5783    CCGCCTCC      7.0 
47  5204    CCGCCCCG     16.6 
48  3688    CCGCCCCT     12.6 
48 10767   CCCGCCCC      28.3 
48  1170    ACGCCCCC     15.4 
48   829    ACGCCCCG      7.9 
48  1639   CACGCCCC      13.9 
48  2890   CCCGCCCT       8.9 
47  2334   CCCGCCCA      10.8 
48  2462   TCCGCCCC       8.4 
48  4767   CCCGCCTC      18.8 
48  3366  CTCCGCCC       11.8 
48 11029  CCCCGCCC       31.3 
48  3190  CCCCGCCT       12.5 
49   918  TTCCGCCC       17.8 
48  2673 GCTCCGCC         7.2 
49  1213 CTTCCGCC         7.9 
48  4947 GGCCCCGC         7.1 
47  5139    CCTCCCTC      8.1 
48  7985  CCCCTCCC        7.4 

Box A 
48   432  TCTCGCGA      10.6 

E-Box
49   755    CACGTGAC      9.0 
48   294   TCACGTGA       9.4 
49   582   TCACGTGG       9.0 

CRE 
50   484       TGACGTCA  18.4 
49   282      ATGACGTC    8.5 
50   503      CTGACGTC    9.3 
48   635      GTGACGTC   13.5 
50   313      GTGACGCA    7.4 
49   345     AGTGACGT     9.4 
49   294     CGTGACGC     8.0 
49   280     CGTGACGT    10.2 
48   379     GGTGACGT     7.1 
50   264     TGTGACGT    11.4 
49   241    ACGTGACG     10.3 
49   472    ACGTGACC      8.4 

ETS:CRE 
49   345     AGTGACGT     9.4 
49   332    AAGTGACG     23.9 
50   769  GAAGTGAC      10.4 
49  1324 GGAAGTGA       16.2 

TATA
49   486  CCTATAAA      9.3 
49   571  GCTATAAA      7.1 
49   496   CTATAAAG    10.1 
49   809   TTATAAAG    10.9 
49   861!    TATAAAAG   11.4 
49   417    TATATAAG    9.7 
49   542!    TATAAAGG   28.0 
49   860!     ATAAAAGG  17.1 
49   630      TAAAAGGC  9.9 

NRF-1 
50  1240 TGCGCCTG        11.9 
50  2300  GCGCCTGC       12.3 
50  1767   CGCCTGCG      11.6 
50  2154    GCCTGCGC      7.8 
48  1205    GCGTGCGC      7.4 
50  1041     CCTGCGCA    12.9 
50   903     ACTGCGCC     8.0 
50   572       TGCGCATG   8.5 
49   386       CGCGCATG  11.1 
50  1179        GCGCATGC 18.5 
50   463         CGCATGCG15.5 

ETS
49 1546    AGGAAGTG    7.6 
49  923     GGAAGTGC  11.9 
50 1892     GGAAGTGG   7.5 
49  284    CGGAAGTA   23.1 
50  484    CGGAAGCA   13.8 
50  426    CGGAAGTC   24.8 
51  402    CGGAAGTT    8.0 
50  991    CGGAAGTG   29.5 
51  356    CGGAAATG    7.8 
49  567    CGGAAGCT    8.4 
50  824    CGGAAGCG   19.2 
49 1150   CCGGAAGC    20.9 
50 1030   CCGGAAGT    31.9 
51  459   CCGGAAAC    13.1 
50  600  ACCGGAAG     40.6 
50 1096  GCCGGAAG     23.2 
49 1224  CCCGGAAG     20.1 
51  603 ACCCGGAA       7.8 
50  382 CACCGGAA      12.9 
49  401 GACCGGAA       7.4 
49  556 AGCCGGAA       8.7 
50  600   GCGGAAGT    33.6 
50  541 CGCCGGAA      24.9 

ETS:ETS 
51  820   GCGGAAGC     7.9 
50  712  AGCGGAAG     18.5 
50  433 AAGCGGAA      15.9 

YY1
51 1018   CAAAATGG      9.8 
51 1048    AAAATGGC    16.8 
51  436     AAATGGCG   23.4 
51  414      AATGGCGG  12.9 

ATG/KOZAK
52  960!  CCAAGATG       7.5 
52  617!  GCAAGATG      13.7 
51  543  GCGCCATG       9.3 
53  688!  GCACCATG       9.9 
52 1152  CAGCCATG      11.1 
53 1005   CACCATGG      8.6 
52  426   CGCCATGC      9.0 
52  931   CGCCATGG      9.4 
52 1081!   CAAGATGG     39.6 
52 1202!    AAGATGGC    36.9 
52  881!     AGATGGCG   40.2 
51  654     ACATGGCG   13.5 
52 1026!      GATGGCGG  27.2 
52  920      CATGGCGG  18.4 
54  291      CATGGCGT  11.1 
51  583       ATGGCGCC 23.6 
52 1125!       ATGGCGGC 27.7 
52  619       ATGGCGGG  8.2 
52  468!       ATGGCGGA 16.0 
52  966       ATGGCTGC 15.8 

Protein coding?
54  791!     CCAGGTAA    7.1 
56  307!    CGCAGGTA     8.2 
51  443    CGCAGTCT     8.1 
55 1638!   GGTGAGTG      7.6 
53  848!  TGGTGAGT       7.9 
52 1414   GAGAGCTG      7.4 
53 3887!      CTGCTGCT   9.1 
53 3570!       TGCTGCTG  8.0 

Consensus sequences
SP1
44-50  8.8  CCCCGCCC  3424 
44-50  8.3  GCCCCGCC  2687 
44-50  8.7  CCCGCCCC  2257 

CCAAT
42-49 10.0  RRCCAATSR 1170 

ETS
44-51 13.1  VCCGGAARY 1031 
48-51 11.6  RGCGGAAGY  260 

TATA
48-49! 7.7  TATAAAD    472 
48-49! 2.4  TATATAD    349 
48-50! 5.5  TATAAGD    217 

Box A 
43-51  8.2  TCTCGCGA   211 

NRF-1 
46-51  7.4  CGCCTGCG   512 
45-50  5.8  CGCGTGCG   220 
46-51  9.0  CGCATGCG   186 

CRE 
45-50  9.5  TGACGTCA   190 
45-51  5.1  TGATGTCA   125 
46-50  7.1  TTGCGTCA    48 

E-Box
46-50  7.3  CCACGTGA   123 
47-51  7.6  TCACGTGA    89 
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lends support to the general proposition that one can unravel the function of a gene
by knowing its promoter sequence.

10.6.1.1 Non-palidromic Sequences

SP1 is found in 21% of promoters. Twenty one 8-mers have been placed
in this group (Fig. 10.4). The most abundant localizing sequence is the
sequence CCCCGCCC bound by the SP1 family of 3-zinc finger motif proteins
[22]. This sequence contains a CpG and methylation decreases binding [12].
Extended sequences also peak including the 8-mer GCCCCGCC and the 9-mer
CCCCGCCCC which is the length of DNA that a 3-zinc finger protein could bind.
Many 8-mers were placed in this group and it is not obvious that these sequences
represent a unique TFBS. The KLF family of C2H2 zinc finger proteins is known to
bind to the CCCCTCCC variant. There are many C2H2 zinc finger family members
and one presumes that they may bind to SP1 related sequences.

CAAT is found in 8% of promoters. Thirty one 8-mers contain an invariant
5-mer (CCAAT) termed CAAT which was one of the first specific DNA sequences
identified that was critical for gene expression [23]. This TFBS does not contain
a CpG and thus is immune to epigenetic regulation. Neighboring DNA sequences
are constrained resulting in the consensus 9-mer (RRCCAATSR) (Fig. 10.4). This
sequence is the furthest from the transcription start site, peaking about at –100 bps.
There are several TFs that can bind to this sequence. One is a trimeric protein called
CBF or NF-Y [24] with homology to the yeast proteins HAP2 and HAP3. There is
no X-Ray structure for this protein DNA complex. 8-mers in this group appear to
represent a unique TFBS.

ETS is found in 8% of promoters. Nineteen 8-mers have a core consensus
CCGGAA which is bound by the ETS family of TFs [25, 26]. These sequences con-
tains a CpG and methylation decreases DNA binding [12]. The extended consensus
is the 9-mer VCCGGAARY. This extended consensus is found in DNA binding site
selection experiments using ETS proteins [26]. Six 8-mers contain a variant ETS
sequence, the 6-mer GCGGAA, a single base change from the ETS consensus. The
extension of this sequence is the 9-mer RGCGGAAGY found in 2% of promoters.
DNA binding site selection experiments indicate that this ETS site variant is bound
by the PEA-3 subfamily of ETS proteins [27, 28].

�
Table 10.1 Grouping of DNA 8-mer sequences that localize in human promoters. 150 DNA
sequences are grouped into related sequences and arranged by their peak position relative to the
TSS. From the left the table contains: the most abundant bin, the number of times the sequence
occurs in the distribution, the 8-mer sequence, and finally the probability (P) that the cluster occurs
by chance. The end of the table contains consensus sequences. Here the leftmost numbers are the
bins defining the peak, followed by the localization factor (LF), the consensus sequence, and finally
the number of occurrences of the sequence in the bins that comprise the peak. Exclamation point
(!) denotes sequences that are at least threefold more abundant in the maximum bin on the DNA
strand presented in the table than on the opposite strand. IUPAC letters used to represent degenerate
bases are: R (G,A), W (A,T), Y (T,C), K (G,T), V (G, C, A), D (G,A,T), N (A,T,G,C)



216 C. Vinson et al.

No
Structure

(A)

(B)

(C)

(D)

(E)

Fig. 10.4 (continued)
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ETS:ETS and ETS:CRE pairs: Recent work from our group indicates that some
of the discontinuous 8-mers that localize are combinations of ETS:ETS or ETS:CRE
sites. We observe two continuous ETS sequences with the GCGGAA ETS variant
always being a member of the ETS:ETS pair. This direct repeat is not what has
been observed with biochemical selection experiments where inverted ETS sites
are observed [29]. An 8-mer representing the pair of ETS sites is AAGCGGAA.
An additional partner for ETS is observed in several 8-mers that overlap to pro-
duce GGAAGTGACGT that appear to be an ETS (CCGGAAGTG) and a CRE
(TGACGT) site that overlap. An interesting aspect of these juxtapositions of
two ETS sites and the ETS and CRE site is that the space between the two
sites is invariant suggesting some structural constraint that would be exciting to
examine.

TATA is found in 3% of promoters. Nine 8-mers contain the consensus 7-mer
TATAAAD, a sequence bound by the TATA binding protein (TBP) [30] that recruits
the basal machinery to initiate transcription [31]. This TFBS does not contain a
CpG. The TATA sequence shows the sharpest peak but also has the highest back-
ground. This is the only TF binding site that localizes and occurs in a DNA strand
specific manner (Fig. 10.3). TATA also localizes in a strand specific manner in
Drosophila. TATA occurs in only a few percent of promoters when you restrict the
analysis to around –30 bps [2, 32].

Box-A is found in 1% of promoters. Only one 8-mer contains this TFBS
(TCTCGCGA). This TFBS is involved in the regulation of the ribosomal genes
but the TF that binds this sequence is not known [33]. This TFBS has two CpGs
allowing methylation to potentially modulate DNA binding.

Kozak: Downstream of the TSS we observe the Kozak sequence that contains the
initiating ATG where protein synthesis initiates from the mRNA. As expected, this
sequence is strand specific. It is sometimes difficult to observe the strand specific
properties of the Kozak sequence because the sequence can be palindromic.

YY1: Previously, we grouped all ATG containing sequences that occur down-
stream of the TSS as Kozak sequences. Closer examination suggests that they are
bound by YY1, a zinc finger protein [34].

�
Fig. 10.4 Distribution of non-palindromic TFBS in promoters. We include both the distribution of
the TFBS and the X-ray crystal structure if it exists. a SP1 sequences (CCCGCCC, CCCCGCCC,
CCCCGCCCC) and a non-peaking single base variation (CCCCCCCC). Crystal structure of a
three zinc finger protein bound to DNA. b The CCAAT consensus RRCCAATSR and the 15 single
base variants of the central CCAAT. Note the 5-mer CCAAT is needed for there to be any localiza-
tion in the proximal promoter. No crystal structure is available. c ETS core (CCGGAA), consensus
sequence (VCCGGAARY), and a peaking (VGCGGAARY) and non-peaking VCCGGAAYR vari-
ant. Crystal structure of ETS bound to DNA d Strand specific localization of the TATAAAD
sequence. Note both the high background and the sharpness of the peak. Crystal structure of TATA
bound to DNA. This is the only protein DNA complex presented here without an α-helix in the
major groove of DNA. e Kozak sequence (AGATGGCG) on the plus strand (+) and minus strand
(–). Again, note the DNA strand dependence of the localization of this sequence
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Protein Coding: We observe multiple 8-mers downstream of the TSS that
occur on a single strand and appear to be protein coding. They can translate into
hydrophobic amino acids that occur at the 5′ end of proteins as a transmembrane
signal.

10.6.1.2 The Palindromic Sequences

Three sequences that localize in promoters are palindromic (Fig. 10.5). The proteins
that binding these palindromic sequences are dimeric raising the possibility that
heterodimers can form and bind variants of the consensus sequence. This is known
for the B-ZIP and B-HLH-ZIP proteins that bind the CRE and E-Box respectively.
The crystal structures of dimer B-ZIP and B-HLH-ZIP protein help rationalize why
these proteins bind palindromic sequences.

NRF1 is found in 6% of promoters. The palindromic CGCATGCG sequence is
the most localizing 8-mer. This TFBS contains two CpGs. NRF-1 is the only mem-
ber of the family and activates the expression of nuclear genes that function in the
mitochondrion and helps to link general cellular respiration with other cellular func-
tions including cell growth [35]. Unfortunately, no crystal structure exists. When we
vary each bp, we identify two additional sequences that localize resulting in the con-
sensus CGCVTGCG. We have grouped several C & G rich 8-mers into this TFBS
group but these 8-mers may represent binding sites for other TFs.

E-Box is found in 1.5% of promoters. The palindromic 8-mer TCACGTGA and
the related 8-mer, CCACGTGA, localize in proximal promoters. This sequence
contains a CpG and methylation could affect DNA binding. These sequences are
bound by the USF family of dimeric B-HLH-ZIP proteins [36, 37]. The core of this
sequence is the E box sequence 6-mer CANNTG that is bound by B-HLH proteins
[38]. Varying each base pair in this consensus does not identify additional DNA
sequences that cluster. Keeping one half of the palindrome constant and varying the
other half (NNNNGTGA) does not identify additional DNA sequences that local-
ize. This is one of the two sequences that localize in both human and Drosophila
promoters (the other is the TATA element). There are over 100 B-HLH-ZIP proteins
and many are known to heterodimerize, e.g. E12 and MyoD heterodimerize and
bind the E-Box sequence. A more comprehensive examination of the DNA bind-
ing of heterodimers using new comprehensive techniques is an exciting issue to
examine.

CRE is found in 2.4% of promoters. The palindromic 8-mer TGACGTCA
sequence is known as the cAMP responsive element (CRE) [39] [40, 41]. The CRE
is bound by a variety of B-ZIP proteins homodimers including CREB, ATF1, and
Oasis and by heterodimers including FOS|JUN and ATF2|JUN [42]. CpG methyla-
tion attenuated CREB binding to the CRE [43] but less is known about how CpG
methyation affects the binding of other B-ZIP proteins to the CRE. We varied each
base of the CRE TFBS and identified the TGATGTCA sequence that localizes
in promoters. This sequence has the CG in the CRE changed to a TG as would
be expected if the methyl CpG deaminates to TG. Thus this sequence cannot be
regulated by CpG methylation. We identified an additional sequence that clusters
when we keep one half of the palindrome constant and let the second half vary
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Fig. 10.5 Distribution of palindromic TFBS in promoters. We include both the distribution of the
TFBS and the X-ray crystal structure if it exists. a NRF-1 sequence (CGCCTGCG, CGCGTGCG,
CGCATGCG). No X-ray structure exists. b E-Box sequences (TCACGTGG, TCACGTGA).
Crystal structure of USF bound to E-Box sequence [38]. c CRE-like sequences (TGACGTCA,
TGATGTCA, TTGCGTCA). Crystal structure of CREB bound to the CRE sequence [46]

(NNNNGTCA). This sequence is TTGCGTAC that contains C/EBP and CREB half
sites and can be bound by a C/EBP|ATF4 [44] or C/EBP|ATF2 heterodimer [45].
Twelve 8-mers contain the 5 bp sequence GTCAC which is observed in both the
CRE and E-Box TFBSs. It could be that there is a competition for a B-ZIP or a
B-HLH-ZIP protein to bind this sequence.
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10.6.2 Additional DNA Sequences that Localize
in Proximal Promoters

The analysis presented here highlights what can be gleaned from an examination of
DNA sequences that preferentially localize in all promoters. Presently, we are exam-
ining subsets of promoters with similar properties to identify additional sequences
that localize in proximal promoters. For example, when we examine the E2F bind-
ing site (TTTCGCG), a sequence known to localize in promoters of cell cycle genes,
it does not appear when we examine all promoters but does when we examine pro-
moters that are well bound by RNA polymerase II. This strategy will allow one to
identify more DNA sequences in proximal promoters with biological function.

10.7 Conclusion

Ultimately, gene expression is controlled by the DNA sequence of the genome. It has
been very challenging to unravel this code because of the difficulty of identifying
the DNA sequences that are functional TFBSs. The analysis of the localization of
DNA sequences in promoters has allowed us to begin to define DNA sequences that
are important in regulating gene expression. As we learn more about the sequences
that occur in the promoters of different organisms, we will be able to observe the
changes that have occurred between humans and Drosophila. Is ETS a more ancient
sequence than the CRE? The answer to these types of questions will give us insight
into the wiring hierarchy that has occurred as promoters evolve in metazoans.
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Chapter 11
Interactions of Transcription Factors
with Chromatin

Harm van Bakel

Abstract Sequence-specific transcription factors (TFs) play a central role in
regulating transcription initiation by directing the recruitment and activity of the
general transcription machinery and accessory factors. It is now well established
that many of the effects exerted by TFs in eukaryotes are mediated through interac-
tions with a host of coregulators that modify the chromatin state, resulting in a more
open (in case of activation) or closed conformation (in case of repression). The rela-
tionship between TFs and chromatin is a two-way street, however, as chromatin can
in turn influence the recognition and binding of target sequences by TFs. The aim of
this chapter is to highlight how this dynamic interplay between TF-directed remod-
elling of chromatin and chromatin-adjusted targeting of TF binding determines
where and how transcription is initiated, and to what degree it is productive.

11.1 Introduction

The basic principles of transcriptional regulation are similar between prokaryotes
and eukaryotes and involve the binding of TFs to specific DNA sequences at tar-
get genes, where they recruit and stabilize the general transcriptional machinery
required for gene expression [1, 2]. Despite these general similarities, transcription
initiation in eukaryotes is considerably more complex, which is likely related to the
increased genome size and greater need for organization compared to prokaryotes.
One key difference is that DNA in eukaryotes is not readily accessible, but tightly
packaged by architectural proteins into chromatin. The basic unit of this packaging
is the nucleosome, which consists of ∼147 bp of DNA wrapped around an octamer
of histone proteins [3, 4]. Nucleosomes play an important role in condensing DNA,
thereby allowing the large eukaryotic genome to fit into the nucleus. Perhaps not
surprisingly, this compaction also negatively affects transcription initiation in vitro
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[5, 6] and in vivo [7], as it forms an impediment to the binding of TFs and the for-
mation of a preinitiation complex (PIC) [8, 9]. To initiate transcription, TFs and the
PIC must first overcome the physical barrier posed by nucleosomes; however, the
stability of nucleosomes means that direct competition for DNA access is inefficient.
A host of coactivators therefore exist that can be recruited to regulatory regions by
TFs to facilitate transcription initiation. These coactivators typically consist of (or
recruit) chromatin modifier (CM) complexes that either displace or evict nucleo-
somes or covalently modify histones to loosen their interactions with DNA. CMs
can also function as corepressors by effecting a more closed chromatin conforma-
tion. Consequently, the recruitment of coregulators that affect chromatin structure is
now recognized as a major mechanism by which TFs can regulate gene expression.

Knowledge of general chromatin architecture has greatly expanded in recent
years due to the broad application of classical and novel techniques to map TF
binding sites, histone modifications, and chromatin accessibility. Mapping of TF
binding sites and histone modifications is typically done using chromatin immuno-
precipitation (ChIP) or related techniques such as DamID, which are discussed in
more detail in Chapter 8. Most of the techniques to map chromatin accessibility
make use of the fact that regulatory sites and the short DNA linkers connecting
nucleosomes are more sensitive to nuclease digestion by micrococcal nuclease
(MNase) or DNase I, each of which has distinct cleavage patterns that provide
a different view of chromatin structure [10]. MNase cuts preferentially in linker
regions between nucleosome and it is therefore typically used to map the posi-
tions of nucleosomes. On the other hand, DNaseI also cuts DNA associated with
nucleosomes, when used at higher concentrations, and its cleavage pattern there-
fore typifies general chromatin accessibility. Another approach to identify regions
of open chromatin, formaldehyde-assisted isolation of regulatory elements (FAIRE),
has also been described [11]. This method exploits the property that fragmented
DNA that is highly crosslinked to histones after formaldehyde treatment (i.e. closed
chromatin) can be separated from DNA with a low degree of crosslinking (i.e. open
chromatin) by phenol extraction.

Advances in microarray and sequencing technology have made it possible to
apply these various methods to create genome-wide maps of nucleosome occupancy
[12–15], potential regulatory sites [16, 17], as well as patterns of histone modi-
fications and TF binding [18–23]. A common observation in these studies is that
active promoters and distal regulatory elements such as enhancers are associated
with regions of open chromatin and enriched for bound TFs and their coregula-
tors, underscoring that transcriptional regulation is universally linked to chromatin
remodelling. These studies have also provided an unprecedented view of the higher-
order structure of the genome, where broad domains of more accessible chromatin
(i.e. euchromatin) alternate with regions that are less accessible to the transcription
machinery (i.e. heterochromatin). It should be noted, though, that these techniques
provide only a snapshot of the chromatin structure at the time of fixation and
while many regulatory regions may appear stable, several lines of evidence sug-
gest that remodelling is in fact a highly dynamic and continuously ongoing process.
For example, nucleosomes found in yeast promoters exchange more rapidly than
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nucleosomes located in gene bodies [24, 25] and FRAP (fluorescence recovery after
photobleaching) studies suggest that many TFs only transiently interact with DNA
in vivo, even at active promoters [26–29]. Thus, chromosomal domains and regu-
latory regions with apparently stable chromatin are likely in a dynamic equilibrium
between competing forces, the balance of which ultimately determines the degree
of DNA accessibility [8].

Following a brief introduction into the types of CM involved in chromatin remod-
elling, this chapter will highlight how TFs can regulate gene expression by recruiting
these coregulators to orchestrate changes in the chromatin state, and in turn, how
chromatin can affect TF target recognition and binding. Then, I will discuss how
these dynamic and antagonistic forces may be coordinated to organize chromatin
and direct transcription at specific locations in the genome. Other recent reviews that
consider these and related topics include [30–33], as well as Chapters 10 and 12 in
this volume, which specifically consider TF–nucleosome interactions, and the auxil-
iary domains of TFs that mediate many of these functions, respectively. This chapter
also contains a Glossary at the end which provides an overview of key terminology
used throughout.

11.2 An Overview of Coregulators that Effect
Changes in Chromatin Structure

A broad distinction can be made between two types of CMs, based on their mecha-
nism of action: histone modifiers and ATPase nucleosome remodelling complexes.
Histone modifiers are responsible for the wide variety of covalent modifications
found on histone proteins, in particular on their unstructured N-terminal tails
(Reviewed in [34, 35]). At least eight different types of histone modifications and
their associated enzymes have been identified, with the number of distinctly mod-
ified residues currently standing at well over a hundred [34]. It has been proposed
that combinations of these modifications constitute a “histone code” that is read
by proteins that interact with specific modifications [36], allowing for an organized
association of proteins with different stages of transcription. Indeed, the different
modifications can serve as interaction sites for other coregulators, such as ATPase
remodelers, that can direct further changes to chromatin structure (see examples
below). The ultimate effect of histone modifications on chromatin structure – be
it compacting or unwrapping – is therefore presumably to a large degree deter-
mined by the type of proteins that interact with them. Another way that histone
modifications can affect chromatin structure is by changing the electrostatic proper-
ties of nucleosomes. For example, the acetylation of histone tails by histone acetyl
transferases (HATs) neutralizes positive charges that would otherwise interact with
negatively charged DNA [37], facilitating nucleosome unwrapping and mobility
(Fig. 11.1a). It is unclear whether other modifications similarly affect chromatin
through effects on the chemical properties of nucleosomes, but it has been suggested
that phosphorylation may, like acetylation, reduce chromatin compaction through its
effects on nucleosome charge [34].
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Fig. 11.1 Effects of chromatin modifiers on chromatin structure. a Acetylation of histone tails
by histone acetyl transferases (HATs) results in a more open chromatin conformation. b Model
for nucleosome sliding by ATPase remodelers based on studies of the ACF complex [273]. In
this model, the ATPase remodeler draws in DNA from the linker region (bottom arrow), resulting
in the formation of a small DNA loop at the nucleosome entry site, which then propagates over
the nucleosome, resulting in a lateral displacement along the DNA. The illustration shows one
possible effect of remodelling at regulatory regions, namely the exposure of TF binding sites that
would otherwise be rendered inaccessible by nucleosomes

Genome-wide studies have revealed that the occurrence of most modifications is
tightly coupled to the location and activity of genes and their regulatory regions, in
a manner that reflects their effects on chromatin structure. For example, acetylation
marks are predominantly found at the beginning of active genes in yeast [22, 38–41]
and at promoters and CpG islands in higher eukaryotes [42–45], although activation
has also been linked to decreased acetylation of lysine residue 16 on histone H4
(i.e. H4K16ac) [38, 46, 47]. In contrast, methylation patterns differ depending on
the residue that is modified, and distinct methylation states can be associated with
either repression or activation [31, 34]. Classical examples include H3K4me and
H3K27me, which mark regions of active and silent chromatin, respectively. The dif-
ference between acetylation and methylation patterns is mirrored in the specificity
of their enzymes: HATs typically act indiscriminantly on multiple histone residues
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[34], whereas methyltransferases are restricted to a single residue on one histone
type [48]. Some effects of HATs on chromatin may also be mediated through other
targets, as it has become increasingly clear that they can acetylate many non-histone
proteins, including TFs [49–51]. For other modifications, the relation to the tran-
scriptional state is less well characterized, but in general, phosphorylation appears
to correlate with activation [52, 53], while sumoylation has been associated with
repression [54, 55]. Ubiquitination, like methylation, can be associated with either
transcriptional state [56–58]. Extensive crosstalk between modifications presumably
contributes to these complex patterns. For example, phosphorylation of H3S10 can
stimulate acetylation of H3K14 [59, 60] and inhibit H3K19 methylation [61], while
repression by sumoylation may be directly related to the fact that it competes for the
same residues as acetylation and ubiquitination.

The second class of CMs, ATPase remodelers, can directly affect the degree
of chromatin packing by repositioning or sliding nucleosomes along the DNA
(Reviewed in [62]) (Fig. 11.1b). The primary driving force behind this motion comes
from a central catalytic subunit, which contains a conserved ATPase domain that
provides the energy to move nucleosomes by rewinding the DNA around them.
This process involves breaking and reforming most histone–DNA interactions,
which likely explains the broad effects that remodelers can have on nucleosomal
DNA accessibility [63, 64], nucleosome eviction [65–67] and histone exchange
[68, 69]. Besides the ATPase domain, the catalytic subunits contain various addi-
tional domains that have been used to classify these remodelers into four major
families: SWI/SNF, ISWI, CHD and INO80. Interestingly, with the exception of
INO80 subunits, many of these additional domains mediate affinity to distinct his-
tone modifications [70, 71], which are thought to confer different preferences for
specifically modified chromatin structures to each family [72, 73]. SWI/SNF remod-
elers contain a bromodomain which binds acetylated histones [74], while the CHD
family possesses chromodomains that can interact with methylated histone tails
[75–78]. ISWI family proteins have a pair of SANT and SLIDE domains that
are believed to form a module with affinity for unmodified histones [79], though
it is as yet unclear to what degree this interaction may be affected by specific
modifications.

The diversity of CMs is further increased through the association of the core cat-
alytic subunits with different complements of additional proteins, which can vary
even within families [62, 70, 80]. These accessory subunits can play a structural
role, and can also contribute a variety of additional interaction domains and cat-
alytic activities. Some complexes, such as NURD (nucleosome-remodelling and
histone deacytelase), even combine ATPase remodeler and histone modifier activ-
ities [81]. As in the case of histone modifications and their associated enzymes, a
broad classification can be made regarding the effects of the ATPase remodelers
on gene expression. For example, recruitment of SWI/SNF complexes is predomi-
nantly associated with transcriptional activation, consistent with its preference for
acetylated histones, while ISWI complexes typically function as repressors [82].
This distinction is by no means sharply defined, though, and most ATPase remod-
elers have been found to function as activators at some promoters and repressors at
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others. Thus the ultimate effect of remodelling can vary depending on the context in
which this remodelling takes place.

11.3 TFs Play a Central Role in Targeting
Chromatin Remodelling

Exactly how chromatin remodelling complexes are guided to their target regions
remains an active area of investigation. One clearly established pathway is direct
recruitment by TFs, with TFs providing the targeting component through their
sequence-specific DNA binding domains. This recruitment typically involves tran-
sient interactions with the transactivation or effector domains of TFs, which are
discussed in more detail in Chapter 12 of this volume. The intrinsic preferences
for specific histone modifications found in many CMs, discussed above, do indi-
cate that there are also alternative routes that do not involve direct recruitment by
TFs. For example, the bromodomains in the yeast Swi2/Snf2 remodelers and Gcn5
HAT are sufficient to anchor their respective complexes to acetylated promoters in
the absence of transcriptional activators [74]. Individual histone binding domains
may in general not be sufficient for effective targeting, however, given the low
binding affinities of the domains characterized to date [62]. Instead, the interaction
domains could serve other purposes that do not involve recruitment, such as reg-
ulating remodeler ATPase activity [62]. Regardless, even if histone modifications
indeed provide important targeting cues for CMs, the question remains as to how
these modifications are established in the first place, given that histone-modifying
enzymes generally do not posses intrinsic DNA sequence preferences. One pos-
sible answer comes from detailed studies of model genes in yeast (Reviewed in
[83]), which have shown that the actions of histone modifiers in the early stages of
transcription initiation are primarily guided by sequence-specific TFs. It is there-
fore likely that TFs play a central role in targeting chromatin remodelling, whether
this is through direct interactions with remodelling complexes, or by guiding initial
histone modifications and/or other coregulators that mediate these interactions indi-
rectly. An overview of some of the key features of TF-mediated recruitment of CMs
and their implications for gene regulation will be given in the following paragraphs;
readers are referred to Chapter 12 for more details.

Individual TFs can interact with a surprisingly wide variety of modifier com-
plexes and other coregulators. This promiscuity is in part due to the intrinsic
characteristics of the TF transactivation domains (also discussed in greater detail
in Chapter 12), which are generally unstructured and only become stabilized upon
interacting with their binding partners [84, 85] property that may allow for some
degree of flexibility in the selection of binding partners [86]. The diversity of TF
partners is also increased through interactions with subunits that are shared between
different CM complexes. For example, acidic activation domains such as those
found in the yeast Gal4 TF can recruit both the SAGA and NuA4 HATs through
interactions with the Tra1 subunit that is present in both these complexes [87–89]
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Fig. 11.2 Targeting of chromatin remodelling by TFs. a The diversity of TF interactions with CMs
is increased through shared subunits in remodeler complexes, as illustrated here by the interaction
between the Gal4 TF and the Tra1 subunit in the SAGA and NuA4 complexes. b Targeting of the
RSC complex in S. cerevisiae by the Rsc3 TF subunit. c CBP hub function at the IFN-β enhanceo-
some. CBP interacts with the enhanceosome TFs, resulting in recruitment of the RNA polymerase
II holoenzyme, PIC assembly and the initiation of transcription [274]

(Fig. 11.2a). The great diversity of TF binding partners may serve multiple purposes.
First, it enables the same TF to participate in distinct mechanisms of transcription
initiation at different genes, as has been described for the activation of transcription
by Pho2 and Pho4 at the PHO5 and PHO8 promoters in budding yeast [83]. Second,
the transient nature of TF interactions at individual regulatory regions [26–29] could
allow for repeated cycles of TF binding to the same target site with different coreg-
ulators, enabling a TF to affect initiation in more than one way. The particular
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coregulator(s) recruited at each site likely depends on other elements such as local
chromatin structure and interactions with other TFs.

In addition to mediating targeting through transient interactions, TFs can be inte-
grated into CM complexes as stable components (Fig. 11.2b). The budding yeast TF
Rsc3 is a subunit of the RSC chromatin remodelling complex [90], and was shown
to promote nucleosome exclusion at promoters containing Rsc3 binding motifs [91],
suggesting that it directs the RSC complex to these locations. Likewise, the Iec1 TF
subunit of the INO80 complex is required for recruitment to target genes in fis-
sion yeast, and for associated histone remodelling [92]. Numerous putative DNA
binding domains have also been identified in subunits of SWI/SNF remodelers in
higher eukaryotes, including high mobility group (HMG) domains, C2H2 zinc fin-
gers, and AT–rich interaction domains (ARIDs) [93]. The function of these domains
is still largely uncharacterized and some, such as the HMG and ARID domains, are
known to predominantly bind DNA in a sequence-independent manner and likely
have structural roles [94, 95]. Nevertheless, it is possible that others will turn out
to be important for targeting. Interestingly, the integration of sequence-specific TFs
in remodelling complexes does not appear to be highly conserved between species.
The RSC complex in higher eukaryotes lacks the specific DNA-binding determi-
nants found in yeast [93, 96]; similarly, the INO80 component Iec1 is fungal-specific
and has no ortholog in budding yeast. The stable integration of these particular
TFs in remodelling complexes may therefore be the result of adaptations to specific
selective pressures during evolution.

The multitude of subunits found in CMs means that they too can have many
binding partners, greatly increasing their potential to regulate diverse targets. The
subunit composition of complexes associated with each CM can also vary, such
that different versions can pair with distinct sets of TFs. This enables individual
complexes to be involved in gene- and cell type-specific functions, as exempli-
fied by the mammalian SWI/SNF-type ATPases Brahma (BRM) and its paralog
Brahma related gene 1 (BRG1), which are part of numerous chromatin remodelling
complexes that target specific promoters to control gene expression [97]. BRG1
can be associated with WINAC (WSTF including nucleosome assembly complex),
which can inhibit or activate target gene expression through subunit–specific inter-
actions with the Vitamin D receptor [98]. Alternatively, when incorporated in the
NUMAC (nucleosomal methylation activation) complex it can associate with estro-
gen receptor-responsive promoters to activate transcription [99]. Dynamic changes
in CM subunit composition during development have also been shown to result in
alterations in targeting by TFs. For example, the BRG1/BRM associated factors
(BAFs) BAF45A and BAF53A in the SWI/SNF-type neuronal-progenitor-specific
BAF complex (npBAF) are replaced by BAF45B and BAF53B upon differentia-
tion, to form a neuron-specific complex (nBAF) [100]. The inclusion of BAF53B
allows the nBAF complex to interact with the calcium-responsive transactivator
(CREST) to regulate genes that are essential for dendritic outgrowth in the differen-
tiated cells [101]. A similar requirement for specific BAF complex components has
been observed in the differentiation of cardiomyocytes, where ectopic expression
of the GATA4 and TBX5 TFs in combination with the BAF60C but not BAF60A
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subunits can induce the differentiation of mesoderm into contracting cardiomy-
ocytes in developing mouse embryos [102]. Together, these observations indicate
that TF binding can be interpreted differently in distinct cell types, depending on
the complement of coregulators that is expressed. This modularity underscores the
importance of combinatorial subunit assembly in establishing gene regulatory net-
works and reveals an additional layer of complexity that must be considered in our
attempts to reconstruct these networks.

CM complexes can also be used as scaffolds for the assembly of different com-
ponents of the transcriptional machinery. Indeed, the main catalytic function of
CMs is sometimes dispensable altogether, as illustrated by the fact that SAGA-
mediated activation of GAL genes does not require its HAT activity [103–105].
Instead, SAGA is believed to serve as a platform for the assembly of the PIC at
GAL promoters. Similar functions have also been demonstrated for the general
transcriptional coactivators CREB binding protein (CBP) and P300, two highly
similar HATs with homologs in most multicellular organisms. In addition to the
HAT domain, P300/CBP proteins contain other domains that mediate interactions
with RNA polymerase II and a multitude of basal and gene-specific TFs [106, 107],
allowing P300/CBP proteins to operate as hubs that can integrate signals from multi-
ple TFs. This function has been most clearly described at the IFN-β enhanceosome,
a stable complex of TFs and other nucleoproteins directly upstream of the IFN-β
core promoter [108]. In this complex, CBP simultaneously interacts with multiple
TFs bound across a 55 bp region, acting as a mediator for their synergistic activation
of IFN-β transcription [108, 109] (Fig. 11.2c).

Consistent with their numerous interaction partners, P300/CBP have been linked
to regulation of many genes, often acting at enhancers. Indeed, recent ChIP stud-
ies have identified P300/CBP binding as a key component of a wider signature
of histone modifications and trans-acting factors that distinguish distal enhancers
from gene promoters [20, 110–114]. Another component of this signature is
H3K4 monomethylation, which peaks at enhancers but not promoters. Nevertheless,
despite the predominance of P300/CBP at distal enhancers, both proteins can also
be associated with proximal promoters and genes [115], underscoring their versatile
roles in gene regulation.

11.4 Determinants of TF Access to Chromatin

A complicating factor for any model of chromatin remodelling based primarily on
targeting by TFs is that they typically recognize small DNA motifs (∼6–12 bp) that
can occur randomly at high frequencies. For example, an 8-bp recognition sequence
will appear 45,000 times in a human-sized genome with random sequence com-
position, and in reality this number will be dozens of times greater considering
that TFs typically bind degenerate motifs in vitro [116]. Chromatin is believed to
significantly increase TF specificity by reducing the accessibility of many spuri-
ous binding sites [117, 118]. This central role of chromatin in restricting where
transcription initiation takes place is underscored by observations that failure to
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properly reconstitute nucleosomes in the body of transcribed yeast genes results in
the appearance of cryptic transcripts, presumably initiated from exposed sequences
that resemble promoters [119, 120]. Nonetheless, the packaging of DNA by nucle-
osomes is not the only means by which TF specificity is achieved in vivo. For
example, TF–TF interactions, direct or indirect (e.g. through scaffold proteins or
by outcompeting nucleosomes), can decrease the number of potential target sites
due to the larger size of the combined binding specificity. Moreover, recognition
sites are often clustered together in regulatory regions, allowing for further syner-
gistic interactions between TFs [121–123]. A more in-depth overview of the various
factors that play a role in TF target site selection can be found in Chapters 8 and 9.

The fact that nucleosomes can restrict access to DNA to prevent spurious tran-
scription raises an important question: how can TFs bind their bona fide target sites
to initiate the remodelling required for active transcription, given that much of the
genome is covered by nucleosomes? Part of the answer to this question lies in the
aforementioned fact that regulatory sites tend to be associated with open chromatin
and nucleosome depleted regions (NDRs) [12–15, 124]. In yeast and C. elegans,
there is strong evidence that the intrinsic DNA sequence preferences of nucleo-
somes play a key role in establishing these regions, and that these preferences
are encoded in the genome sequence [125, 126]. Rigid DNA sequences such as
poly(dA:dT) tracts are common in many eukaryotic promoters and have long been
known to disrupt nucleosome–DNA interactions, increasing accessibility of nearby
TF binding sequences [12, 127–130] (Fig. 11.3a). For example, the presence of
a poly(dA:dT) tract in the Candida glabrata AFT1 promoter destabilizes a well-
positioned nucleosome containing a metal responsive element, enabling Aft1 to bind
and autoactivate its gene expression [131–133]. Poly(dA:dT) tracts were also found
to be major determinants of nucleosome exclusion in studies aimed at predicting in
vivo nucleosome positions from DNA sequence features in a range of species [12,
134, 135]. Perhaps the most direct indication of the importance of intrinsic nucle-
osome sequence preferences in the establishment of NDRs at promoters has come
from comparisons of in vivo yeast nucleosome occupancy patterns to those of nucle-
osomes reconstituted in vitro on purified yeast genomic DNA, which showed a high
correlation between the two profiles [125, 136]. The importance of nucleosome dis-
favouring sequences in establishing NDRs is now widely accepted, though there is
still some debate about the degree in which intrinsic sequence preferences dictate
nucleosome positions outside these regions [137–140].

Despite their general applicability, models based on intrinsic nucleosome
sequence preferences alone cannot fully explain the architecture of promoters and
other regulatory sequences observed in living cells, even in yeast. An assessment
of the influence of a wide range of sequence features on in vivo nucleosome posi-
tioning in budding yeast revealed additional strong nucleosome excluding elements
that corresponded to binding motifs of sequence-specific TFs such as Reb1 and
Abf1 [12]. The role of these factors in establishing NDRs was confirmed in Reb1
and Abf1 loss-of-function mutants that showed greatly increased nucleosome occu-
pancy at hundreds of promoters containing their binding motifs [91, 141]. Moreover,
the in vitro reconstituted nucleosome occupancy at Abf1 and Reb1 binding sites was
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Fig. 11.3 Mechanisms of TF
access to chromatin. a Rigid
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higher than that measured in vivo [125]. Taken together, these data clearly indicate
that TFs are capable of establishing NDRs at yeast promoters that lack intrinsic
nucleosome-disfavouring sequences. Correspondingly, the concept of a universally
encoded open promoter structure does not appear to apply to all genes: a subset of
yeast genes that display highly variable expression levels have increased nucleo-
some occupancy in their promoters, consistent with predictions based on intrinsic
sequence preferences [142]. It was proposed that the positioning of nucleosomes in
these promoters plays a key role in the variable regulation of these genes.

The degree of basal nucleosome occupancy at promoters and other regula-
tory sequences also appears to vary between species. When applied to the human
genome, models based on intrinsic nucleosome sequence preferences actually pre-
dict an overall increased occupancy at regulatory sites, in sharp contrast to most
yeast promoters [143]. One explanation that was offered for this difference is that
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higher eukaryotes have greater requirements for variable gene expression, such as
in the case of cell-type specific genes, and a constitutive open state might there-
fore not be desired [143]. Examples of TF binding to regions with high nucleosome
occupancy have been described for the CCCTC-binding factor (CTCF) [144] and
p53 [145], suggesting that the predicted increased nucleosome binding preferences
in regulatory regions are relevant in vivo. Given these various observations it is
evident that other mechanisms must exist to ensure TF access to DNA in reg-
ulatory regions that are occupied by nucleosomes. One model of TF binding to
nucleosomal DNA that does not depend on external factors is based on in vitro
observations that compacted DNA can undergo spontaneous transitions to more
open states, allowing for brief windows of opportunity for TF access [146–148].
These movements can affect relatively small regions of DNA near the nucleosome
entry sites, a process referred to as “nucleosome breathing”, or involve the unwind-
ing of DNA over longer stretches [147, 149]. The increased accessibility of DNA
at nucleosome entry sites is consistent with observations that TF binding sites are,
on average, enriched at these locations in vivo [150–152]. Given the need to prevent
cryptic transcription initiation, the thermodynamic balance in cells is likely such that
individual TF binding events are not sufficient to prevent rapid rewrapping of nucle-
osomal DNA; however, cooperative binding of multiple TFs may overcome this
barrier. Polach and Widom proposed that the binding of one TF could lead to further
unwinding of the DNA on a nucleosome, enabling other factors to bind to nearby
sites in a stepwise process that could ultimately result in a stable TF-DNA com-
plex [153] (Fig. 11.3b). This cooperative model of TF access to nucleosomal DNA
has two major additional benefits. First, it enables TFs to interact with each other
without direct protein-protein contacts, creating new opportunities for coregulated
gene expression. Second, the requirement for multiple closely spaced TF binding
sites ensures regulatory site specificity. Cooperative binding of TFs to nucleosomal
DNA has been demonstrated both in vitro [154] and in vivo [154–157], though it
remains difficult to assess how widespread this mode of regulation is across the
genome.

There is also evidence that TFs can interact with DNA in a manner that involves
additional direct contacts with nucleosomes. For example, FOXA1 (HNF3A) binds
more strongly to nucleosomal DNA than to naked DNA [158]. The source of this
unique behaviour can be traced to the protein structure of the FoxA family mem-
bers. FOXA1-3 contain a C-terminal domain that interacts with the core histones
H3 and H4, as well as a winged helix N-terminal forkhead DNA binding domain
that structurally resembles that of linker histone H1 [159]. In stark contrast to H1
linker histones, which are known for their ability to stabilize nucleosomes and
higher order chromatin structures [160, 161], FoxA factors have intrinsic chromatin
opening activity [159, 162]. Interestingly, this activity does not require the action
of CMs such as SWI/SNF. Because of their ability to open condensed chromatin,
FoxA proteins have been proposed to function as “pioneer” TFs that facilitate the
binding of other factors [159]. A similar pioneer function has also been described
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for the RAR and RXR members of the nuclear receptor family, due to their ability
to bind a highly compacted chromatin fibre containing a PEPCK promoter in an in
vitro system that recaptured the chromatin dynamics observed at this promoter in
vivo [163]. In this system, the action of the RAR/RXR heterodimer together with
CMs was required to disrupt the chromatin for subsequent binding of nuclear fac-
tor 1 (NF1), an essential coregulator for transcriptional activation of PEPCK. The
requirement for additional coregulators in transcriptional activation by both FoxA
and RAR/RXR may be essential to ensure that their actions do not result in spurious
transcription at non-specific sites in the genome. In the case of FoxA, methylation
patterns associated with repressive or active chromatin domains also further guide
recruitment to specific sites [164].

Other TFs that are able to access condensed chromatin include the CAAT-
box/enhancer binding protein (C/EBP), though its pioneering role may be limited
to a subset of genes [165]. In yeast, the Reb1 and Abf1 TFs can clearly function
as pioneers as well, as evidenced by their aforementioned ability to direct the for-
mation of NDRs [91, 141]. Finally, Gal4 upstream activating sequences (UAS) are
able form mini-promoters regardless of their location in the genome [166], indicat-
ing that Gal4 binding can also disrupt chromatin. The Gal4 UAS used in this study
contained multiple Gal4 binding sites, suggesting cooperative binding as a possi-
ble mechanism underlying this effect. Alternatively, Gal4 access to nucleosomal
DNA can also be aided by the actions of CMs in a manner that does not involve
displacing nucleosomes away from binding sites, as it was recently shown that the
RSC complex can envelop and partially unwind a nucleosome in the GAL1/GAL10
promoter, with RSC essentially “presenting” this element for Gal4 binding [63]
(Fig. 11.3c).

11.5 A Dynamic Regulatory Role for Chromatin

Up to this point, the relationship between TFs and chromatin has mainly been
explored in terms of how TFs overcome the chromatin barrier to access DNA
and facilitate further remodelling. However, the involvement of chromatin in gene
expression goes beyond merely forming a passive impediment to TF binding.
Indeed, there are many indications that CMs are causative for gene expres-
sion outputs, so presumably they must be both regulated and regulatory. In the
remainder of this chapter I will examine some of the other roles of chromatin
remodelling, such as effecting transcriptional repression and controlling the acces-
sibility and activity of regulatory regions, as well as establishing higher-order
chromatin organization. In all these cases the role of TFs will be highlighted in
particular.

CMs are essential coregulators in TF-mediated repression of many target genes.
A large number of these coregulators belong to a family of histone deacetylases
(HDACs) [167, 168], which catalyze the removal of acetyl groups that are closely
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associated with a relaxed chromatin structure. Accordingly, they prevent initiation
by maintaining chromatin in a condensed state that is inaccessible to the tran-
scription machinery. Some of the effects of HDACs may also be mediated by
deacetylation of proteins other than histones, such as TFs [169]. Like their HAT
counterparts, HDACs typically operate as part of larger corepressor complexes that
include other chromatin binding or remodelling activities, as has been described for
the NURD [81] and NCoR (nuclear receptor corepressor) complexes [168, 170]. The
importance of HDACs in transcriptional repression is reflected in the size of their
family, which includes as many as 6 different members in yeast and 18 in human,
distributed over four main classes [171]. In addition to HDACs, other CMs such
as ATPase nucleosome remodelers have also been implicated in the formation of
repressive chromatin structures. For example, the ISW2 complex can be recruited
to a large variety of promoters by the Ume6 repressor in budding yeast, where it
establishes a repressive chromatin environment as evidenced by decreased nuclease
sensitivity [172]. SWI/SNF remodelers can also effect transcriptional repression,
either directly [173–175], or as part of larger corepressor complexes that include
deacetylase activities [81, 170, 176]. In contrast to HDACs, the mechanisms by
which ATPase remodelers act to repress transcription are less well understood, but
presumably involve chromatin compaction [172, 173] and/or the repositioning of
nucleosomes to block important TF binding sites [177].

By condensing chromatin at promoters of repressed genes, CMs can place impor-
tant restrictions on the actions of TFs, as illustrated by the effects of the Tup1-Cyc8
corepressor on Rap1-mediated gene activation in budding yeast [178]. The Tup1-
Cyc8 complex was one of the first corepressors to be identified [179] and is targeted
to promoters by a variety of sequence-specific TFs [180–183] where it recruits
HDACs and the Isw2 remodeler complex to induce chromatin condensation [184,
185]. Among the Tup1-Cyc8 targets are promoters of genes that are bound by
Rap1 in low- but not high-glucose conditions, despite the fact that Rap1 directs
the expression of other genes encoding glycolytic enzymes and ribosomal protein
subunits when glucose is present [186, 187]. The increased number of Rap1 tar-
gets in low-glucose is even more surprising given that global Rap1 levels actually
decrease during a shift to low glucose medium [178]. The contradictory behaviour
of Rap1 binding was explained by the actions of Tup1-Cyc8, which prevent Rap1
binding to low-glucose specific genes when glucose is present. The Tup1-Cyc8-
mediated promoter compaction is only released upon glucose depletion, presumably
through a mechanism that involves the release or inactivation of the TFs responsi-
ble for recruiting Tup1-Cyc8, allowing Rap1 to bind [178]. This example shows
that chromatin remodelling can provide an additional level of regulation of gene
expression by preventing activators from recognizing their binding sites in target
promoters.

An unexpected finding has been that the actions of chromatin-targeting core-
pressors are not just limited to transcriptionally silent regions. Genome-wide ChIP
experiments have revealed that HDACs are also associated with active promoters
[188, 189]. Even more surprising, the degree of HDAC recruitment was positively
correlated with transcription levels. To explain this paradox, it was proposed that
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the presence of HDACs at active promoters was needed to reset the chromatin state
between subsequent rounds of initiation [189, 190], which suggests that histone
acetylation – like TF and nucleosome interactions – may be inherently transient.
Indeed, the dynamic nature of TFs interactions with DNA in vivo may well be
directly connected to negative feedback from CMs. For example, the human glu-
cocorticoid receptor can be actively removed from promoter templates by SWI/SNF
remodelers [26, 191] and Rsc2 can speed up the release of Ace1 from non-specific
binding sites in yeast [27]. Nevertheless, the presence of remodelling complexes
associated with repression at active promoters does not necessarily have to be
associated with returning these promoters to their basal state. The yeast SWI/SNF
ATPase Mot1 is a global repressor known for its role in removing TBP from DNA
[192], and like HDACs, its presence at promoters is positively correlated with
transcript levels [193]. However, in this particular case it was shown that Mot1
can actually make a positive contribution to PIC assembly at active promoters by
releasing a transcriptionally inert TBP complexed with the NC2 inhibitor, thereby
allowing entry of free TBP and productive initiation [193].

The precise positioning of nucleosomes at promoters may also be important for
establishing regulated gene expression, as illustrated by the actions of the RSC
complex at the CHA1 promoter in budding yeast. In uninduced conditions, RSC
represses CHA1 expression by placing a nucleosome over the TATA box, result-
ing in a decreased level of TBP binding [177, 194]. Crucially, in the absence of
two key RSC components (Swh3 and Sth1), the expression levels of CHA1 in unin-
duced cells are approximately equal to those observed in fully induced cells. Thus,
the presence of an inhibitory nucleosome over binding motifs recognized by the
basal transcription machinery is vital for maintaining activator-regulated expres-
sion of CHA1. Similar regulation mechanisms are likely far more widespread, given
the aforementioned observation that yeast genes with variable expression levels
tend to have increased nucleosome occupancy within their promoter regions, often
overlapping TATA boxes [142]. Taken together, these various observations show
that the complex interplay between chromatin, CMs and TFs affects all aspects of
transcription regulation.

11.6 TFs and Higher Order Chromatin Organization

In addition to the localized organization at the level of individual regulatory regions,
chromatin is also arranged into higher-order structures that can span broad regions
and affect multiple genes. These domains typically share a common chromatin envi-
ronment that is characterized by a specific signature of histone marks and associated
proteins. Classic examples of such domains include the condensed heterochromatin
regions found at telomeres and in the pericentric regions surrounding centromeres
in most organisms, as well as the mating-type loci in yeasts [195]. The heterochro-
matin in these regions is characterized by the presence of heterochromatin protein 1
(HP1) [196], histone hypoacetylation and H3K9 methylation (H3K9me) [197]. The
co-occurrence of these marks is no coincidence, as H3K9me serves as an anchor
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point for the chromodomain that is present in HP1 [75]. Homologues of HP1 have
been identified in Drosophila, vertebrates and fission yeast and its loss invariably
leads to defects in telomere and centromere function. Additional domains marked
by HP1 and H3K9me have also been associated with silencing of a number of genes
dispersed throughout the genome [198–200].

A second important type of chromatin domain involved in gene silencing is estab-
lished by Polycomb group (PcG) proteins. PcG proteins were initially identified
as key developmental regulators of the Hox gene cluster in Drosophila (Reviewed
in [201]), and two main PcG protein complexes have since been characterized
with distinct roles in silencing in plants, vertebrates and flies. Polycomb repres-
sive complex 2 (PRC2) has histone modifier activity and trimethylates H3K27, a
characteristic signature of PcG chromatin domains, which can span up to 100 kb
[202–204]. This methylation mark can be read by PRC1, which possesses ubiqui-
tination activity. The specific mechanisms underlying HP1 and PcG silencing have
been discussed in great detail elsewhere [195, 205–207]. Here, I will use these two
domain types to illustrate the role of TFs in establishing higher order chromatin
structure.

Heterochromatin typically originates at specific nucleation sites from which
chromatin condensation spreads along the chromatin fibre. At telomeres, pericen-
tric regions and yeast mating type loci, these nucleation sites often consist of
highly repetitive DNA elements [208–210]. Studies in fission yeast have shown that
repeat-based silencing depends on transcription of the repetitive regions and RNAi
pathways [211, 212], and similar mechanisms have since been found to operate
in fly, plants and vertebrates (Reviewed in [213]). There are also many examples
where silencing is nucleated by TF binding, however. In fission yeast, the Pcr1
and Atf1 TFs can bind a heptamer sequence in the REIII element at the mating-
type locus [214] and recruit the Clr4 histone methylase, the HP1 homolog Swi6,
and the histone deacetylase Clr3 silencing factors [215, 216]. Budding yeast lacks
HP1 homologs, but possesses silent information regulator (SIR) proteins that per-
form similar functions and which can be recruited to telomeres and mating-type
loci by the synergistic actions of Rap1, Abf1 and Orc1 [217]. In tetrapods (four-
limbed vertebrates), a large family of kruppel-associated box domain zinc finger TFs
(KRAB-ZF) has also been implicated in silencing. The KRAB domain that charac-
terizes this family interacts with KRAB associated protein 1 (KAP1) [218, 219],
which acts as a scaffold for several heterochromatin-associated proteins, including
HP1 [220–222]. Synthetic TF constructs with KRAB domains have been shown
to induce heterochromatin silencing over broad regions, up to 12 kb away from
their binding site [223, 224]. Natural KRAB-ZF proteins have been linked to the
autoregulation of large clusters of KRAB-ZF genes [199, 200], but given that KRAB
domains are present in more than 200 human TFs, they likely play a much wider role
in chromatin metabolism. The KRAB domain is also discussed in Chapters 4 and
12 of this volume.

In contrast to HP1-associated heterochromatin, the origins of Polycomb domains
are less well understood. In Drosophila, silencing by PcG proteins is driven
by Polycomb response elements (PREs), which contain binding sites for the
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Pleiohomeotic (PHO) and PHO-like zinc finger TFs [225, 226], the only PcG
proteins identified to date with DNA sequence specificity. The importance of
PHO and PHO-like for PRE function is firmly established, as their disruption
results in silencing defects at Hox genes [225, 227, 228] and a loss of PRC1
and PRC2 components [228]; however, PHO binding sites alone are insufficient
to confer PRE-mediated silencing [225, 226, 229]. Many other TFs have been
shown to bind PREs in Drosophila, including Pipsqueak, Zeste and GAGA fac-
tor (GAF) (Reviewed in [72]), but their role in silencing is unclear, given that
null mutants for many of these genes do not show obvious PcG phenotypes. One
possible explanation is that these TFs act synergistically at PREs, which is consis-
tent with computational analyses that show that clusters of TF binding motifs –
but not individual sites – can distinguish PRE from non-PRE sequences [230].
Redundancy between factors may explain why some null mutants do not show
phenotypes.

Even less is known about PRC recruitment in vertebrates, where it has proved
challenging to identify PREs because PcG proteins are often distributed over broad
regions [202, 204, 231, 232]. A 3kb DNA fragment in the MafB gene region
that possesses activities consistent with a PRE was recently identified in mouse
[233]. This fragment, named PRE-kr, was shown to bind PcG proteins and con-
tains conserved binding sites for the mammalian PHO homolog YY1, as well as
GAGAG motifs that are known to be bound by GAF and Pipsqueak in Drosophila.
Another PRE with conserved YY1 binding sites has since been characterized in
the human HOXD cluster, and disruption of these sites negatively affected bind-
ing of the PRC1 component BMI1 [234]. The role of YY1 in PcG silencing
is consistent with earlier observations that YY1 knockdown results in loss of
recruitment of the PRC2 component Ezh2 and H3K27me [235], as well as with
other studies that have shown that YY1 interacts with PcG components [236–
238]. Taken together, these data suggest that at least some of the PcG-targeting
mechanisms are conserved between flies and mammals. Nonetheless, other TFs
such as the embryonic stem cell regulators OCT4 and NANOG may also be
involved in targeting PcG proteins in mammals, based on their high degree of
overlap with PcG proteins in ChIP studies [202, 231, 239]. Moreover, the discov-
ery of the HOTAIR transcript, which targets PRC2 to the human HOXD locus,
indicates that ncRNAs also play a role in directing Polycomb silencing [240].
Future studies will undoubtedly reveal whether this latter mechanism is more
widespread.

Several mechanisms are believed to operate to expand chromatin domains
beyond their initial nucleation sites (Reviewed in [241]). One model of spreading
described for HP1 family members depends on a self-sustaining wave of silenc-
ing complex assembly, which is based in the ability of HP1 to bind both H3K9
methylated histones as well as the methyltransferase responsible for this modifica-
tion (Fig. 11.4a) [75, 77, 242]. Starting at the nucleation site, H3K9 methylation
of neighboring nucleosomes by HP1-recruited methyltransferases creates new HP1
binding sites, resulting in more HP1 binding and further propagation of the signal.
A similar mechanism involving repeated cycles of deacetylation has also been
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Fig. 11.4 Formation of
chromatin domains.
a Mechanism of spreading for
HP1 heterochromatin at the
S. pombe mating type locus
from TF nucleation sites
(Modified from [214]). Atf1
and Pcr1 binding results in
the recruitment of the Clr3
histone deacetylase, which
subsequently cooperates with
heterochromatin proteins
(HP) such as the HP1
homolog Swi6 to promote
H3K9me of neighbouring
nucleosomes. This creates
additional HP1 binding sites,
which form the basis for the
spreading process.
b Schematic representation of
spreading of chromatin
domains by looping
interactions between the
nucleation site and the
surrounding DNA. c Model
for the enhancer-blocker
function of CTCF.
Interactions between distant
CTCF binding sites can form
looped domains, thereby
isolating genes from the
actions of upstream enhancers

described for SIR proteins in budding yeast [243, 244]. Recurrent assembly cannot
completely account for all observations of spreading from a nucleation site, how-
ever, as indicated by the following examples. In budding yeast, individual Rap1 and
Abf1 binding sites that are unable to direct silencing independently can enhance the
actions of a silencer that is 4 kb away [245], suggesting long–range interactions
between these sites. Another signal spreading from a subtelomeric silencer was
shown to “skip over” an active reporter gene flanked by subtelomeric antisilenc-
ing regions (STARS), but still affected a second distal reporter gene [246]. Finally,
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ChIP studies of PcG proteins in Drosophila have revealed distribution patterns
that seem inconsistent with a progressive spreading of Polycomb complexes. For
example, while the H3K27me3 mark is consistently found in large domains [203,
247–250], the PRC1 components Ph and Psc and the PRC2 methyltransferase E(z)
are concentrated in much smaller peaks [203, 247]. Currently, the most favoured
model to explain these various observations involves folding of the DNA in a man-
ner that allows nucleation sites to contact and modify the surrounding chromatin
(Fig. 11.4b), and has been proposed to explain the difference in distribution patterns
of PcG components and H3K27me3 [251]. Several cases of long–range interactions
between PREs and distant regulatory sites have also been described, forming higher
order chromatin loop configurations that may facilitate gene silencing across broad
domains [252, 253]. The relationship of TFs to higher-order chromatin structure is
described in more detail in Chapter 13.

Given that silencing can propagate autonomously along the chromatin fibre, and
that distal regulatory elements such as PREs and enhancers can operate over large
distances, how are their effects on one region of the genome kept from spilling
over to nearby genes? The answer to this question lies in yet another group of reg-
ulatory elements called insulators [254–256], which possess one of two distinct
characteristics: (1) they can block enhancers from activating genes when placed
between the enhancer and the gene or (2) they can act as boundary elements to
prevent the spread of the silencing effects of heterochromatin. These two activities
are separate and measured in different assays, though many insulators can perform
both functions in vivo, such as the 5′HS4 insulator in the chicken β-globin locus
[257, 258]. Once again, TFs play a central role in establishing insulator regions, and
at least five different insulator-binding TFs have been identified in Drosophila to
date: ZW5, Su(Hw), dCTCF, BEAF, and GAGA (Reviewed in [259]). In contrast,
most vertebrate insulators appear to depend on only a single TF, the CCCTC-
binding factor (CTCF) [257]. CTCF is considered to mainly function as an enhancer
blocker rather than as a boundary protein, as evidenced by the fact that it is dis-
pensable for blocking the spread of heterochromatin at the chicken β-globin locus
[260]. Instead, this latter function depends on the USF1 TF, which binds bound-
ary elements in the 5′HS4 insulator as a heterodimer with USF2 [258, 261]. The
USF1/USF2 heterodimer recruits HATs and the SET 7/9 methyltransferase, which
establish a region of open chromatin that is thought to prevent the progression
of silencing analogous to the manner in which firewalls prevent forest fires from
spreading. In contrast, enhancer-blocking insulators such as those bound by Su(Hw)
in Drosophila (Reviewed in [262]) or CTCF in vertebrates (Reviewed in [263]) have
been suggested to operate by organizing chromatin into looped domains, isolating
the genes contained inside from their distant regulatory elements (Fig. 11.4c). In
addition, CTCF has also been implicated in anchoring DNA to the nuclear periph-
ery, an area that is typically associated with a repressive chromatin environment, as it
was found to be enriched at the boundaries of domains that are linked to the nuclear
lamina [264].
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11.7 Concluding Remarks

The complexity of chromatin–TF interactions is reflected in the considerable vari-
ability in initiation mechanisms for the few genes studied in great detail [83]
suggesting that there are many routes leading to productive transcription. Indeed,
considering that the requirement for coregulators at a single gene can vary depend-
ing on external conditions, and that promoters are typically unique in a genome, the
number of transcriptional activation mechanisms may yet prove to be larger than the
number of genes. Nonetheless, the number of possibilities is clearly not unlimited,
since at any given regulatory region only a subset of TFs and their coregulators play
a dominant role. Thus, it should be possible to build a catalogue of the proteins most
commonly bound to these elements in specific cell types, and eventually decode the
mechanisms that control gene expression. ChIP in combination with either microar-
rays or next-generation sequencing is currently the most widely used method for
the identification of the proteins and histone modifications associated with DNA
[265, 266]; however, this technique has several drawbacks. First, it can only iden-
tify the location of a handful of proteins at the same time, and second, it requires
advance knowledge of the factor(s) to study. An alternative approach called pro-
teomics of isolated chromatin segments (PICh) was recently developed that does
not suffer from these limitations, and uses mass-spectrometry to detect proteins
associated with a chromatin segment [267]. If this approach were to be applied to
the large collections of regulatory regions that are now being identified in genome-
wide nuclease hypersensitivity assays such as those undertaken by the ENCODE
and modENCODE consortia [268], it might greatly expand our knowledge of the
interplay between TFs and chromatin at these locations.

Simply knowing which proteins are associated with a given genomic region will
not be enough to understand how these proteins operate to regulate transcription,
since they generally do not work in isolation. Protein–protein interaction maps
should also greatly facilitate mapping gene regulatory mechanisms, since they reveal
interactions between and among TFs and CMs [269]. Moreover, maps of long
range interactions between regulatory regions are needed to understand the inter-
play between promoters, enhancers, silencers and insulators. The advent of new
technologies such as the numerous derivatives of chromosome conformation cap-
ture (3C) [270, 271] now make such approaches possible at a genome-wide level
(see Chapter 13). Finally, detailed knowledge of the affinities of TFs and their
coregulators for DNA, as well as for their protein binding partners will also be
essential. This will require the application of techniques that can assess both the
intrinsic DNA sequence specificities of TFs (see Chapter 8) and the binding kinet-
ics of proteins, in a high-throughput and quantitative fashion. Potential strategies
for the latter have been outlined by Segal and Widom [272]. Together, these var-
ious types of data will provide valuable insight into the ground rules that govern
the interactions between DNA, chromatin and the transcription machinery. These
rules can then form the basis for in silico modeling of these processes, which will
be essential if we are to fully understand the intricate relationships between TFs and
chromatin.
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Glossary

Chromatin The combination of DNA and accessory proteins, such as histones,
that together constitute chromosomes.

Transcriptional coregulator An accessory factor recruited by transcription fac-
tors to modulate gene expression. Cofactors typically lack intrinsic DNA binding
specificity and rely on transcription factors for targeting. Most cofactors excert their
effects by locally modifying chromatin structure.

Transcriptional coactivator A coregulator that positively affects gene expression.

Transcriptional corepressor A coregulator that negatively affects gene
expression.

Chromatin modifiers Proteins or protein complexes that can effect changes in
chromatin structure by covalently modifying histones or moving nucleosomes.
In this chapter the term chromatin modifier is used generally to refer to histone
modifiers and ATPase nucleosome remodelers.

Histone modifiers The enzymes responsible for adding or removing covalent
modifications on histones, the majority of which are are found on the flexible histone
tails. Some histone modifiers, such as HDACs and HATs can also have non-histone
targets.

ATPase nucleosome remodelers Protein complexes that use the energy generated
by ATP hydrolysis to alter nucleosome-DNA interactions and displace nucleosomes.

Heterochromatin A tightly packed form of chromatin where DNA is typi-
cally rendered inaccessible to the transcriptional machinery. Different types of
heterochromatin are associated with distinct chromatin marks, such as HP1 hete-
rochromatin (HP1 binding and H3K9me) or Polycomb domains (H3K27me).

Euchromatin An open chromatin conformation in which DNA is easily acces-
sible. This type of chromatin is often, but not exclusively, associated with active
transcription.

Histone code Distinct patterns of histone modifications are believed to constitute a
code that is used to direct specific activities on DNA, such as during transcriptional
silencing or during the various stages of the transcriptional cycle. For example,
the initiation, elongation and termination of transcription are each associated with
different patterns of histone modifications that are believed to contribute to the
recruitment and regulation of the proteins required in each stage.

Epigenetics Inherited changes in phenotypes or expression profiles that are not due
to changes in the underlying DNA sequence. Examples of epigenetic modifications
include DNA methylation and covalent histone modifications, which play an impor-
tant role in a variety of processes, including cell differentiation, X chromosome
inactivation and imprinting.
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Polycomb-group proteins A family of proteins, initially discovered in
Drosophila, that are involved in epigenetic silencing of genes by inducing a repres-
sive chromatin structure. Polycomb group proteins are predominantly found as part
of two main protein complexes: Polycomb-group Repressive Complex 1 and 2
(PRC1 and PRC2).

Nucleosome The basic building block of chromatin, consisting of ∼147 bp of
DNA wrapped around an octamer of two of each of the histones H2A, H2B, H3
and H4.

Effector domains The domains in transcription factors that are responsible for
mediating their effects on gene expression. These effects can be activating or
inhibitory and involve a variety of mechanisms, including recruitment of chromatin
modifiers, or interactions with components of the basal transcriptional machinery
and other transcription factors.

DNA binding domain A protein domain with DNA binding activity. In the case
of transcription factors, these domains typically possess specificity affinity for a
limited number of DNA sequences.

Enhancer A DNA element bound by transcription factors that can operate over
long distances (up to thousands of basepairs) to stimulate transcription of its tar-
get gene(s). Enhancers are thought to operate through looping interactions with
promoter regions. In addition to their distance to genes, enhancers can also be dis-
tinguished from promoters by a unique chromatin profile. Though most enhancers
act in cis, they can also be located on different chromosomes.

Silencer Like enhancers, silencers are DNA elements that can be located far away
from the genes they control, but their effect on gene expression is negative. Silencers
can also act as nucleation sites for repressive chromatin domains.

Insulator A DNA element that either prevents an enhancer from activating tar-
get genes, or acts as a boundary element to delineate different chromatin domains.
Insulators are distinct from from silencer regions in that an insulator needs to be
located between an enhancer and a gene to affect expression, while silencers can
typically operate in any orientation relative to a gene.

Chromatin domain A relatively uniform region of chromatin characterized by
distinct histone and/or DNA modifications. Examples include Polycomb domains
as well as telomeric- and pericentromeric heterochromatin.

Preinitiation complex Large complex of proteins required for successful tran-
scription initiation by RNA Polymerase II. Major components include the basal
transcription factors TFIIA, TFIIB, TFIID, TFIIE, TFIIF, and TFIIH. The preini-
tiation complex plays a role in positioning polymerase and melting the DNA so
that it is properly configured to fit in the active site. Positioning is aided by motifs
recognized by the general transcription factors.
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CpG island Sequence elements rich in CG dinucleotides that are found at a large
number of mammalian promoters.

General transcription factors Transcription factors that are universally required
for RNA polymerase II transcription. Most GTFs are part of the preinitiation
complex.
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Chapter 12
Transcription Factor Effector Domains

Seth Frietze and Peggy J. Farnham

Abstract The last decade has seen an incredible breakthrough in technologies that
allow histones, transcription factors (TFs), and RNA polymerases to be precisely
mapped throughout the genome. From this research, it is clear that there is a com-
plex interaction between the chromatin landscape and the general transcriptional
machinery and that the dynamic control of this interface is central to gene regu-
lation. However, the chromatin remodeling enzymes and general TFs cannot, on
their own, recognize and stably bind to promoter or enhancer regions. Rather, they
are recruited to cis regulatory regions through interaction with site-specific DNA
binding TFs and/or proteins that recognize epigenetic marks such as methylated
cytosines or specifically modified amino acids in histones. These “recruitment” fac-
tors are modular in structure, reflecting their ability to interact with the genome via
one region of the protein and to simultaneously bind to other regulatory proteins
via “effector” domains. In this chapter, we provide examples of common effector
domains that can function in transcriptional regulation via their ability to (a) inter-
act with the basal transcriptional machinery and general co-activators, (b) interact
with other TFs to allow cooperative binding, and (c) directly or indirectly recruit
histone and chromatin modifying enzymes.

12.1 Introduction

Transcriptional activation is a stepwise process that requires (a) creating and main-
taining an open chromatin structure, (b) assembly of the preinitiation complex, and
(c) transition to productive elongation (Fig. 12.1). Successful completion of each of
these steps involves a diverse group of proteins, some of which function in a rela-
tively promoter-specific manner whereas others regulate large sets of genes. Recent
advances in molecular and computational biology allow histone and DNA modifica-
tions, TFs, and RNA polymerases to be precisely mapped throughout the genome,
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Fig. 12.1 Regulation of transcription. Shown is a schematic representing the three steps needed for
productive transcription, including Step 1: the creation of open chromatin, which involves interac-
tions between DNA-bound proteins and histone modifying enzymes (e.g. a HAT which can create
an acetylated (Ac) histone); Step 2: assembly of the preinitiation complex, which can involve inter-
actions between different DNA binding proteins and between DNA-bound proteins and general
factors (such as TBP which binds to the TATA box); and Step 3: transition to productive elonga-
tion, which involves interaction between DNA-bound proteins and enzymes such as the pTEFb
kinase. Although in this schematic the TFs are shown binding to transcription factor binding sites
(TFBS) proximal to the transcription start site (indicated by the bent arrow), many transcriptional
regulators can also bind to sites quite far from the core promoter regions

relative to active or silent promoters (see [1–3] for reviews). From this research, it
is becoming clear that there is a complex interaction between the chromatin land-
scape and the transcriptional machinery and that the dynamic relationship of this
interface is central to biological control over gene expression [4]. It is now recog-
nized that regulatory factors can exert their influence on transcriptional activation
either via co-localization with other proteins that are bound at or near core pro-
moter regions or they can be recruited to distal enhancer regions and interact with
promoter-bound proteins via looping mechanisms. However, generally speaking,
the chromatin remodeling enzymes and the general transcription factors involved
in initiation and elongation cannot, on their own, recognize and stably bind to the
promoter or enhancer regions.
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Fig. 12.2 Modular structure
of effector domain-containing
proteins. Effector domains
can be recruited to specific
genomic regions via a DNA
binding domains that
recognize short DNA
sequence motifs (TFBS), b
recognition of a methylated
cytosine (shown as a black
ball), and c recognition of a
modified amino acid of a
histone (e.g. an acetylated
histone, shown as Ac)

One way in which chromatin remodeling enzymes and general transcription
factors are recruited to cis-regulatory regions is through interaction with site-
specific DNA binding TFs (Fig. 12.2a). The three largest classes of site-specific
DNA binding proteins in mammals contact the genome via conserved DNA bind-
ing domains called zinc fingers, homeodomains, and helix–loop–helix domains [5]
(Chapter 3 of this volume provides a catalog of eukaryotic DNA binding domains,
and Chapters 4 and 5 specifically review C2H2 zinc fingers and homeodomains).
Each of these classes of site-specific DNA binding factors contains many dif-
ferent proteins; for example, in humans there are over 650 zinc finger proteins,
∼250 homeodomain proteins, and ∼80 helix-loop-helix proteins [5]. Within each
class, individual TFs can bind to and regulate hundreds to thousands of different
genes. Site-specific TFs are modular in their structure reflecting their ability to bind
to DNA via their DNA binding domains and simultaneously bind to other tran-
scriptional regulatory proteins via so-called effector domains. The modular nature
of site-specific TFs has been repeatedly demonstrated using in vitro and in vivo
reporter assays. In these experiments, effector domains are separated from their
natural DNA binding domains and then engineered to be part of a fusion pro-
tein having a heterologous DNA binding domain. Numerous studies have shown
that simply bringing such effector domains to promoter regions can modulate
transcription [6–8].

Another way in which chromatin remodeling enzymes and general transcription
factors can be brought to the genome is via effector domains that reside in proteins
that can recognize epigenomic marks. Similar to recognition of a short nucleotide
motif by a DNA binding protein, other proteins can distinguish distinctively mod-
ified DNA and histone protein “motifs”. For example, methylated cytosine in
the 5′-CpG-3′ dinucleotide sequence is specifically recognized by members of a
family of proteins containing a conserved methyl-CpG binding domain (MBD).
MBD-containing proteins, which include MeCP2, MBD1, MBD2 and MBD4,
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bind specifically to methyl-CpG motifs located throughout the genome [9]; see
Fig. 12.2b. MBD-containing proteins function by recruiting various co-regulators
to methyl-CpG sites. For example, MeCP2 simultaneously binds promoter regions
containing methyl-CpG motifs and the Sin3-containing histone deacetylase complex
via a transcriptional repression domain (TRD), resulting in histone deacetylation
and transcriptional silencing [10, 11]. Likewise, MBD1 and MBD2 copurify with
distinct cellular complexes which link DNA methylation with chromatin modifi-
cation and transcriptional repression. Similarly, posttranslational modifications of
the amino termini of core histones are correlated to transcriptional states and are
recognized by relevant chromatin-associated proteins (Fig. 12.2c). Several different
histone modifications have been identified, including acetylation, phosphorylation,
and methylation, and specific protein domains have evolved to recognize several
of these different modifications. For example, different methylation states of his-
tone H3 at lysine 4 can be recognized by tudor, chromo, and plant homeodomains
(PHD), by malignant brain tumor (MBT) domains, and by WD40 repeat domains
(many of these domains are structurally related and are collectively referred to as
the “royal family” [12], reviewed [13, 14]). Other examples of this family include
the chromodomain of HP1, which interacts with lower (mono- and di-) methylation
states of lysine 9 of histone H3 but preferentially binds to the trimethylated state
[15, 16] and the tudor domain of 53BP1, which can discriminate between the di-
and tri-methyl state of H4K20, preferring the dimethyl form [17, 18]. Acetylated
lysine is also recognized by specific protein modules called the bromodomain [19],
which is found in many chromatin-associated proteins and in nearly all known
nuclear histone acetyltransferases (HATs). Of course, epigenetic marks such as
DNA methylation and histone modifications are located at specific genomic regions
(which can vary in different cell types), indicating that DNA methylases and histone
modifying enzymes must be recruited to the genome by sequence-specific mecha-
nisms such as site-specific TFs or RNAs. For example, KRAB-ZNFs can recruit
the KAP1/SETDB1 histone methylating complex and long non-coding RNAs can
recruit the PRC2 histone methylation complex [20–23].

The focus of this chapter is on the effector domains that are brought to spe-
cific sites of the genome by DNA binding proteins, methyl-CpG binding proteins,
or histone binding proteins. (The interaction of TFs with chromatin more gener-
ally is discussed in Chapter 11). We provide examples of common effector domains
that can function in transcriptional regulation via their ability to influence each of
the steps outlined in Fig. 12.1. Specifically, we discuss effector domains that can:
(a) interact with the basal transcriptional machinery and general co-activators, (b)
interact with other TFs to allow cooperative binding, and (c) directly or indirectly
recruit histone and chromatin modifying enzymes. It is important to understand that
a given effector domain does not have a one-to-one interaction with only one type
of regulatory partner. Rather, some effector domains can interact with the general
transcriptional machinery, with various co-activator complexes, and with chromatin
remodeling proteins. To provide a specific example, nuclear receptors (NRs) are
very specialized ligand-dependent TFs that regulate cellular gene expression pro-
grams in response to a variety of small molecules, including endocrine hormones,
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fatty acids, and lipid metabolites (discussed in detail in Chapter 6). NR transacti-
vation domains (also referred to as Activating Function, or AF, domains) have the
capacity to drastically alter transcriptional activities in a context-dependent man-
ner by recruiting many different types of multi-protein co-regulatory complexes,
often referred to as co-activators and co-repressors. For instance, the AF-1 and AF-
2 terminal regions of the human glucocorticoid receptor alpha (hGRα) can link the
receptor with different complexes depending on cellular signals. In the presence
of glucocorticoids, the AF domains of hGRα interact with transcription-activating
factors including basal TFs (e.g. RNA polymerase II, TATA-binding protein (TBP)
and a host of TBP-associated proteins (TAFIIs)), coactivators such as p300/CBP
and members of the p160/SRC family, site-specific factors including AP-1 and
NFκB, and chromatin modulators such as the SWI/SNF and SAGA (Spt-Ada-Gcn5
acetyltransferase) complexes (reviewed in [24]). On the other hand, when bound to
different gene regulatory regions, the same AF domains can, in response to gluco-
corticoid signals, recruit transcription repression complexes including corepressors,
histone deacetylases (HDACs) and chromatin remodelers to down regulate tran-
scriptional activity [25, 26]; see Fig. 12.3. Therefore, in addition to directing the TF
to a specific genomic target, the precise nucleotide sequence of a regulatory factor
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binding site may also specify the mode of transcriptional regulation by directing
the assembly of distinct regulatory complexes. The ability of a given DNA bind-
ing site to differentially affect hGRα activity has recently been investigated with
much attention. Structural studies indicate that interactions between the hGRα DBD
and different DNA elements can allosterically modulate interdomain interactions
and thereby expose different surfaces for the recruitment of specific coregulator
molecules [27].

12.2 Effector Domains Can Interact with the Basal
Transcription Machinery

Sequence-specific transcriptional activators play an important role in transcription
initiation by mediating the interaction of components of the transcriptional machin-
ery with the DNA (see [28, 29] for a review of the eukaryotic basal transcriptional
machinery). The domains that stimulate transcriptional activation through contacts
with general TFs are called transactivation domains (TADs). Specifically, TADs
interact with components of the preinitiation complex (PIC) to enhance recruitment
and stabilization of the general factors at target promoters. The TADs from many
regulatory TFs, such as E2F1, have been shown to make direct contacts with gen-
eral TFs, including TATA-binding protein (TBP), TBP-associated factors (TAFs),
TFIIA, TFIIB, and TFIIH from sites located both near to and far from core promot-
ers [30–39]. TADs can also interact with and recruit components of the mediator
protein complex, a multi-protein complex involved in activating a large number of
genes [29].

Eukaryotic transactivation domains are typically classified with respect to their
amino acid composition. TADs can be rich in acidic amino acid residues (e.g. E2F1
and p53), in glutamine residues (e.g. Oct1, Oct2, Sp1) or in proline residues (e.g.
AP-2 and CTF/NF1). Each of these classes of transactivation domains has been
shown to interact with various components of the basal transcriptional machin-
ery, such as TFIIB and certain of the TBP-associated factors (TAFs) [40–42]. For
example, the glutamine-rich transactivation domain of the site-specific DNA bind-
ing factor Sp1 can interact directly with a specific subunit of TFIID (TAFII 130)
and point mutations within the transactivation domain inhibit binding of TFIID and
reduce activation of transcription [32, 33, 43]. The discovery that the glutamine-rich
domains of Sp1 interact with TAFII 130, whereas several acidic and proline-rich
transactivation domains do not interact with TAFII 130, provides support for the
association of specific transactivation domains with specific general coactivators
[33, 43, 44]. However, it should be noted that not all glutamine-rich domains inter-
act with TAFII 130, highlighting the limitations in understanding TAD function that
arise by grouping activation domains by their most common amino acids [43, 44].
Along these lines, mutational analysis of the glutamine-rich TAD of SP1 and the
acidic-rich TADs of p53 and RelA revealed that the ability of these TADs to stim-
ulate transcription is more sensitive to mutation of bulky hydrophobic amino acids
than to the mutation of the glutamine or acidic amino acids that broadly define them
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[32, 45, 46]. Thus, the pattern of bulky hydrophobic residues may be more important
than the more obvious features used to distinguish the classes of different activation
domains.

More appropriately, eukaryotic TADs have been functionally grouped into those
that stimulate initiation versus those that stimulate elongation, based on the different
contacts they make with general transcription factors [47]. Prevailing models sug-
gest that many activators act primarily at the level of transcription initiation [48].
However, contact between a TAD and the general transcriptional machinery can
stimulate transcription not only by stabilizing the preinitiation complex (PIC), but
can also facilitate promoter clearance and enhance the rate of elongation [45, 47,
49–55]. For example, in addition to stimulating transcriptional initiation, the
activation domain of c-Myc also promotes transcription elongation through the
recruitment of the RNA polymerase II Ser2 C-terminal domain (CTD) kinase
called P-TEFb (positive transcription elongation factor b, which is composed of
CycT1 and Cdk9) [55]. The c-Myc activation domain interacts directly with CycT1.
Interestingly, the c-Myc transactivation domain can also increase mRNA cap mat-
uration, polysome loading, and the rate of translation, processes that result from
c-Myc-mediated phosphorylation of the RNA polymerase II CTD [56].

Structural studies of transactivation domains have revealed that many TADs
are largely unstructured in solution [57]. For example, NMR studies have shown
a lack of structure in the N-terminal region of p53 containing its acidic TAD
[58, 59]. Further analysis revealed that specific motifs in the TAD fold into an
α-helix upon binding to either the transcription initiation complex or to the p53
transcriptional attenuator Mdm2. Such studies propose that subdomains within the
TADs become conformationally constrained upon interaction with a target protein
[60–62]. Additionally, much evidence supports a structural and functional mecha-
nism for the AF of hormone nuclear receptors that involves induced folding into
an α-helical structure in response to protein–protein interactions and exposure to
certain solutes [63–66]. These findings suggest that the target (i.e. a general tran-
scription factor) is a template for the shaping of an unstructured TAD, allowing
TADs to interact with numerous different components of the general transcriptional
machinery. This mechanism creates a situation in which there is not a restricted
relationship between certain general factors and specific types of TADs. Rather,
TADs have evolved “flexible” ways to contact multiple components of the general
machinery to activate transcription.

12.3 Effector Domains Can Interact
with Other Site-Specific TFs

Another important type of effector domain that specifies TF functions is one that
mediates direct interaction with other site-specific factors. Cooperative interactions
between unrelated TFs expand the possibilities for extending DNA sequence recog-
nition, perhaps allowing binding of a site-specific factor to a sequence not quite
matching the preferred consensus motif. Additionally, the physical association of
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TFs at enhancers or promoters not only stabilizes weak protein–DNA interactions
of one factor to the genome but also allows combinatorial regulation, an important
mechanism that enables integration of different signaling pathways [67].

One type of protein–protein interaction between site-specific DNA binding
factors is the obligate hetero-or homodimer. bZIP, bHLH, and certain nuclear hor-
mone receptors are examples of TFs that form dimers at their target genes. In
such cases, the protein–protein interactions generally form in solution with the
dimeric complex binding to DNA as a preassembled unit. The members of the
E2F family of TFs, which are involved in the regulation of the cell cycle and
many other cellular processes, also function via heterodimerization. These factors
possess a centrally-located DNA binding domain immediately followed by a dimer-
ization domain, which allows interactions with an obligate dimerization partner
(DP) protein that contains similar DNA binding and heterodimerization domains.
Dimerization between DP and E2F is required for high-affinity, sequence-specific
DNA binding [68]. Thus, the ability of E2F TFs to form dimers can determine
the strength of the resultant protein–DNA interactions as well as confer an abil-
ity to regulate a variety of different target genes [69]. In contrast to the E2F/DP
dimeric complexes that are mediated by similar domains in each partner, other het-
erodimeric TF complexes dimerize using two dissimilar domains. In such cases,
a heterodimeric TF complex might then preferably recognize half-binding sites
arranged in a head-to-tail configuration. Examples of such an arrangement have
been shown to occur in vivo for heterodimers of the retinoic acid receptor with vita-
min D3 receptors, peroxisome proliferator-activated receptors or thyroid hormone
receptors (reviewed in [70]).

Other effector domains mediate the interaction of one site-specific factor with
another site-specific factor only subsequent to a DNA binding event. This DNA-
dependent mode of association suggests that the individual proteins are unable to
interact in solution, perhaps due to a relatively low dimerization constant. It is
thought that the binding of a site-specific factor to DNA may induce an allosteric
change in the protein structure, which in turn increases its affinity for another site-
specific factor. This has been shown to be the case for binding of hGRα to different
DNA motifs that differ by as little as a single base pair and for the DNA–dependent
interaction of specific thyroid hormone receptor isoforms with the retinoid X recep-
tor at specific DNA motifs, each of which can differentially affect the conformation
and activity of the factors in response to hormone [27, 71–75]. Therefore DNA can
be a sequence-specific allosteric ligand that modifies the activity of a site-specific
factor at certain target genes. An important example of DNA–mediated protein
interaction comes from studies of the Oct4 and Sox2 proteins, which are critical
TFs involved in regulating embryonic stem cell (ESC) self-renewal and pluripo-
tency. Oct4 co-localizes with different sets of TFs at many genomic sites, including
promoters and enhancers [76–79]. The Oct4 binding sites co-occupied by Sox2 cor-
relate with the ESC-specific expression of the nearby genes. Oct4 and Sox2 have
low affinity for each other in solution, yet this affinity is critical for the coopera-
tive binding of Oct4 and Sox2 proteins to adjacent sites on DNA. Electrophoretic
mobility shift assays indicate that the Sox2-Oct4 heterodimer forms more efficiently
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on specific composite elements than do the single proteins [80]. Thus, the effector
domains in Oct4 and Sox2 that mediate this specific protein–protein interaction play
crucial roles in ESC-specific transcriptional regulation.

12.4 Effector Domains Can Recruit
Chromatin-Modifying Enzymes

In addition to general and site-specific TFs, there are other types of regulatory
proteins recruited by TFs to target genes. Many of these so-called transcriptional
co-regulators harbor enzymatic activities that assist in gene regulation through post-
translational histone modification. Numerous different histone-modifying enzymes
have been identified; in particular, HATs and histone methyltransferases (HMTs)
are critically involved in setting up active chromatin regions. Protein–protein inter-
actions between TFs and histone modifying enzymes appear to play a dominant role
in eukaryotic gene regulation and may ultimately determine the transcriptional out-
put of a given promoter. For example, histone acetylation is associated with open
chromatin and gene activation whereas histone methylation can be associated with
both activation (e.g. methylation of lysine 4 of histone H3) and repression (e.g.
methylation of lysine 9 or lysine 27 of histone H3). Although some subunits of the
basal transcriptional machinery encode HAT functions (e.g. TAF1), in many cases
the histone modifying enzyme is a component of a large multi-protein complex (see
[29, 81] for reviews).

Many different TFs co-purify with histone modifying enzymes, including ubiq-
uitous factors such as E2F family members and cell type-specific nuclear receptors.
E2F family members possess domains that mediate interactions with histone modi-
fying complexes that confer either activation or repression. For example, E2F family
members can interact directly with the histone acetyltransferases p300/CBP [82, 83]
via their C terminal transactivation domain. The transcriptional coactivators p300
and CBP (CREB binding protein) are versatile transcriptional regulator proteins that
are highly related in primary structure and have many overlapping functions (thus
they are referred to as p300/CBP). p300/CBP is a promiscuous acetyltransferase
in that it catalyzes the acetylation of lysines on all four core histones, as well as
acetylating more than 70 non-histone proteins, including itself. p300/CBP proteins
have multiple protein interaction domains as well as a bromodomain, which recog-
nizes acetylated lysines, thus providing extra contacts to specific “active” regions of
the genome. E2F family members also interact with repressive histone-modifying
complexes. For example, E2F6 copurifies in a repression complex with euchromatic
HMTases called GLP and G9a, both of which are implicated in methylation of lysine
9 of histone H3 [84]. E2F6 has also been shown to interact with polycomb group
protein complexes that contain H3K27me3-specific histone methyltransferases
[85, 86]. These studies suggest that E2F6 may function to silence E2F-responsive
genes via formation of heterochromatin. However, other studies [87, 88] have shown
that E2F6 can also repress transcription via mechanisms other than lysine 9 or
lysine 27 methylation, indicating that E2F6 must also be involved in other types
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of repressive complexes. Other E2F family members (i.e. E2F1-5) can interact with
repressive chromatin complexes through interaction of their transactivation domains
with members of the retinoblastoma (Rb) tumor suppressor protein family. Rb pro-
teins serve as a bridge between E2Fs and histone methyltransferases that target
H4K20, DNA methyltransferases, histone deacetylases, and chromatin compaction
complexes [89–96]. Thus, the same effector domain in an E2F protein can mediate
both activation and repression; see Fig. 12.3.

Nuclear receptors can also recruit various sets of co-regulators and histone
modifying enzymes to their DNA binding sites (also called hormone response ele-
ments or HREs) to modulate target gene transcription [97]. For example, liganded
nuclear receptors recruit the p160/SRC family of proteins that, in turn, provide
a scaffold for the recruitment of HATs, such as p300/CBP, HMTs, and histone
arginine methyltransferases such as CARM1 and PRMT1. These enzymes cova-
lently modify histone and non-histone proteins to permit changes in the chromatin
architecture and to alter the assembly of transcriptional complexes (for reviews see
[98, 99]). The p160/SRC proteins have been shown to interact directly with the
AF2 activation domain of NRs via conserved LxxLL motifs (where L stands for
leucine and x is any other amino acid) [97]. Other transcriptional regulatory pro-
teins have also been shown to associate with p160/SRC intermediaries, including
AP-1, Smad3, NF-κB, E2F1, Rb, and p53 [100–105], demonstrating the widespread
use of a p160/SRC scaffold to build transcription complexes. Additionally, ATP-
dependent chromatin remodeling complexes, including the SWI/SNF, ISWI, and
WINAC complexes, are recruited to HREs through direct interactions with NRs
in a hormone-dependent manner, where they play critical roles in regulating tran-
scriptional activation through remodeling chromatin structure [106]. In addition to
NRs, other sequence-specific activators, including AP-1, ELKF, C/EBPβ and c-Myc
can interact with ATP-dependent chromatin remodeling complexes. Interestingly,
histone acetylation has been shown to stabilize SWI/SNF binding to nucleosomes
(several SWI/SNF subunits, including BRG1, BAF250, BAF60a, and BAF57, con-
tain bromodomains which are known to bind acetylated histone tails). Thus, multiple
interactions are likely involved in both the recruitment and stabilization of SWI/SNF
to activator-bound target genes. Once these multi-subunit complexes are recruited
by effector domains to the regulatory regions of target genes, nucleosomal rear-
rangement and further chromatin modifications such as histone acetylation occur,
allowing the Mediator complex, the general TFs, and the RNAPII machinery access
to the promoter region to activate transcription.

A subset of nuclear receptors, including Thyroid hormone Receptor (TR),
Retinoic Acid Receptor (RAR), and the Vitamin D Receptor (VDR), can repress
transcription in the absence of their ligands [107]. Repression mediated by NRs
involves the direct association of specific corepressor complexes containing the
NCoR and SMRT corepressors. Analogous to coactivator recruitment, corepres-
sors interact with nuclear receptors via effector domains and assemble in large
multi-protein complexes that possess distinct enzymatic activities. However, rather
than facilitating an open chromatin structure, corepressors generate repressive chro-
matin through the actions of HMTs, HDACs, histone demethylases, and specific
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chromatin remodeling complexes, including NURD [97]. In general, the specific
mechanisms that lead to chromatin compaction and transcriptional repression are
not well understood. Interestingly, many of these repressive chromatin complexes
are shared for a number of site-specific TFs involved in transcriptional repression.
For example, the BTB/POZ (Broad complex, Tramtrack, Bric-a-brac/POxvirus and
Zinc finger) effector domain, a highly conserved protein–protein interaction domain,
has been shown to interact with NCoR and SMRT corepressors [108–111]. There are
approximately 80 different human BTB/POZ-containing proteins, including PLZF,
HIC-1, BCL-6, Kaiso, FAZF and LRF, suggesting that this effector domain may be
widely utilized for transcriptional repression [112]. Similarly, the extremely large
family of TFs containing the Krüppel associated box (KRAB) domain, of which
there are over 300 different members, have been suggested to repress the transcrip-
tion of specific genes via an interaction with the KAP1 corepressor protein [113]. In
turn, the KAP1 corepressor functions as a scaffold to recruit heterochromatin pro-
tein 1 (HP1) isoforms, histone deacetylases, and SETDB1, a SET-domain histone
methyltransferase that methylates histone H3 at lysine 9 [23, 114, 115]. This modifi-
cation is associated with closed chromatin and therefore KRAB effector domains of
KRAB-zinc finger proteins link the KAP1 corepressor complex to specific genomic
sites and silence gene expression by forming a facultative heterochromatin environ-
ment [116]. Due to the extremely large number of KRAB- zinc finger proteins, the
KRAB domain may turn out to be one of the most commonly used effector domains
involved in repression.

12.5 Summary

The molecular framework involved in transcription initiation consists of a multi-
tude of cellular factors. A deep understanding of transcriptional regulation requires
a detailed knowledge of the structural lattice in which TFs and co-regulators build
hierarchical protein assemblies that provide control and specificity to transcriptional
programs. The laths that link transcriptional regulators to their ultimate genomic
targets are composed of a series of protein–protein interactions that recruit and con-
fine transcriptional proteins to an appropriate regulatory location. Thus, knowledge
of protein domains that serve as the biological effectors to recruit chromatin-
modifying and nucleotide-synthesizing enzymes is critical for understanding how
a cell type-specific transcriptome is established. A comprehensive cataloging of
effector domains encoded in the human genome is beyond the scope of this review.
However, we have provided examples of common effector domains utilized in
eukaryotic transcriptional regulation. We suggest that researchers query the pfam
website to identify conserved domains in specific TFs (http://pfam.janelia.org/; see
also [117]). Although there are as many ways to regulate transcription as there are
genes, several unifying themes can be derived from the many years of study of
transcriptional regulation. These include:

(1) Effector domains can mediate gene activation or repression by promoting the
formation of active or repressed chromatin, by interacting with domains in
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other factors to form “platforms” for recruitment of co-regulatory proteins,
or by stimulating or inhibiting preinitiation complex formation or productive
elongation (Fig. 12.1).

(2) Effector domains can be brought to DNA in multiple ways, including as a mod-
ular domain of a site-specific DNA binding factor or as a domain or interacting
partner with a protein that binds to methylated DNAs or modified histones
(Fig. 12.2).

(3) There is not a one-to-one relationship between an effector domain and a specific
co-regulatory protein; rather, many effector domains can interact with the same
general factor, coregulator, or histone modifying complex and a single effector
domain can interact with multiple other proteins, including proteins involved in
both activation and repression (Fig. 12.3).
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Chapter 13
Large-Scale Nuclear Architecture
and Transcriptional Control

Juan M. Vaquerizas, Asifa Akhtar, and Nicholas M. Luscombe

Abstract Transcriptional regulation is one the most basic mechanisms for
controlling gene expression. Over the past few years, much research has been
devoted to understanding the interplay between transcription factors, histone mod-
ifications and associated enzymes required to achieve this control. However, it
is becoming increasingly apparent that the three-dimensional conformation of
chromatin in the interphase nucleus also plays a critical role in regulating transcrip-
tion. Chromatin localisation in the nucleus is highly organised, and early studies
described strong interactions between chromatin and sub-nuclear components.
Single-gene studies have shed light on how chromosomal architecture affects gene
expression. Lately, this has been complemented by whole-genome studies that have
determined the global chromatin conformation of living cells in interphase. These
studies have greatly expanded our understanding of nuclear architecture and its
interplay with different physiological processes. Despite these advances, however,
most of the mechanisms used to impose the three-dimensional chromatin structure
remain unknown. Here, we summarise the different levels of chromatin organisa-
tion in the nucleus and discuss current efforts into characterising the mechanisms
that govern it.

13.1 Introduction

Transcriptional regulation is a fundamental cellular process by which gene expres-
sion is activated or repressed [1]. In eukaryotes, transcription is regulated at many
different levels ranging from the recruitment of the core transcriptional machinery
to promoters by transcription factors, to modifications in the chromatin structure by
histone remodelling and modification enzymes.

Chromosomes are the largest unit of chromatin organisation in the cell. In
eukaryotes, these comprise single DNA molecules that are up to several hundred
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Fig. 13.1 Contrast between the linear representation of transcriptional regulation and a three-
dimensional view of chromosomal structure. (a) UCSC Genome Browser representation of a
150 kb region of human chromosome 1 [75]. Tracks display gene annotation, histone modifica-
tions, DNase I hypersensitivity sites and transcription factor binding sites for the ATP2B4 gene. (b)
Schematic representation of the 3D organisation of chromatin in an interphase nucleus. Chromatin
is not organised linearly, but in the form of chromosomal territories inside the nucleus

mega-bases in length. Each chromosome encodes genes that must be transcribed,
as well as regulatory elements that help determine when these events should occur.
Given the structure of the DNA molecule, this information is encoded in an intrin-
sically linear manner, in which genes and regulatory sequences are interspersed
between each other (Fig. 13.1a). Binding of sequence-specific transcription factors,
as well as the presence or absence of chromatin marks such as DNA methylation
or various histone modifications are crucial for the control of gene expression [2].
Owing to the lack of obvious compartments, it appeared as if transcription could
take place anywhere within the nucleus; however, it is now becoming increasingly
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clear that the spatial localisation of regulatory elements and the gene in question
plays an essential role in determining transcriptional activity (reviewed in [3–5]).

Early images already demonstrated that the nucleus is highly organised, with
individual chromosomes occupying defined spatial territories [6, 7]. Recent publica-
tions utilising high-throughput techniques such as Hi-C and ChIA-PET have greatly
renewed interest in the three-dimensional chromosomal structure [8–10]. Although
the extent of chromosomal movement is still under debate, it is clear that there is
substantial amount of chromatin re-organisation in response to changes in environ-
mental signals or cellular state, and that this in turn leads to altered patterns of gene
expression (reviewed in [11, 12]).

In this chapter, we introduce the latest advances in our understanding of how
nuclear architecture and chromosomal organisation impact on transcription, and dis-
cuss some of the principal questions that remain unanswered. It is worth noting here
that the field is progressing rapidly, and that there is not necessarily consensus for
all the topics that we discuss.

13.2 Chromosomal Territories and Dynamics
During Interphase

A common image of eukaryotic DNA is that of Giemsa-stained metaphase chro-
mosomes, in which chromosomes are displayed as highly compacted rods, with a
striped pattern of alternating light and dark bands representing gene-rich, early repli-
cating and gene poor, mid-to-late replicating genomic regions [13]. Such images
give the impression that chromosomes occupy the nucleus as discrete entities.
Pioneering work by the Cremer brothers [14] and the development of in vivo
imaging techniques such as fluorescence in-situ hybridisation (FISH) revealed that
instead chromosomes are organised in a much more relaxed, but also well-defined
conformations during interphase [15]. These regions, known as chromosomal ter-
ritories, are irregularly shaped, compartmentalised structures of about 1–2 μm in
diameter in which chromosomes are contained (for review see [3]; Fig. 13.1b).
Advances in chromatin conformation capture techniques (eg, 3C, 4C, 5C; see
Table 13.1) have allowed the spatial structure of a few loci to be described at
high resolution [16, 17]. Most recently, availability of high-throughput-sequencing
technologies now enable these approaches to be applied in a genome-wide fashion
(eg, Hi-C and ChIA-PET), and studies have revealed that many seemingly distant
genomic loci – when measured linearly along the chromosome – can be spatially
close to each other within the nucleus [8–10, 18]. This observation is consistent with
the existence of chromosomal territories since most spatially proximal loci belong
to the same chromosome. Within each territory, chromatin is suggested to form of
a fractal globule, which balances the requirements of efficient packing and ease of
locally unfolding specific sections of chromatin [10].

Several studies have examined whether chromosomal territories display specific
patterns of arrangement. These studies reported a correlation between gene density
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Table 13.1 List of techniques to measure chromatin interactions

Analytical methods Characteristics Resolution

Single cell
Chromosome

banding
Characterisation of global chromosome structure

using Giemsa staining
Whole chromosome

High-resolution/
2D/3D DNA/
RNA FISH

Allowes to determine spacial localisation of DNA
or RNA sequences by fluorescence in situ
hybridisation using locus-specific probes

Variable (~kb –
whole genome)

Immunostaining Detects the location of specific proteins in the
nucleus using fluorescent antibodies

Variable (single loci
– whole nucleus)

Cell population
ChIP (-seq, -chip) Antibody-mediated chromatin precipitation

followed by (high-throughput) sequencing or
microarray hybridization

~bp (single locus –
genome-wide)

DamID Detects protein–DNA interactions using a E. coli
DNA adenine methyltransferase fused to the
protein of interest. Adenine-methylated DNA
fragments are then isolated and quantified by
qPCR, microarray or high-throughput
sequencing

~bp (single locus –
genome-wide)

Dnase I
hypersensitivity

Allows the detection of open chromatin regions by
digestion with Dnase I followed by ligation-
mediated PCR amplification. Amplified producs
are then sequenced of hibridised to a microarray

~bp (single locus –
genome-wide)

3C Measures physical interactions between loci in
nuclear space by restriction enzyme-mediated
digestion of fixed nuclei. This is followed by
re-ligation in lax and dilute conditions to favour
intramolecular ligation. Ligated pairs correspond
to molecules that were in close proximity in the
original nuclear space. These are detected
through qPCR

~kb (single locus)

4C Same as 3C, but allows the detection of
interactions of a single locus against the rest of
the genome by amplification of circularised 3C
fragments using inverse PCR. The amplified
library is then hybridised against a microarray or
sequenced

~kb (single locus vs
rest of the
genome)

5C Same as 3C but allows the detection of a large
number of interactions between two sets of loci

~kb (multi-locus –
genome-wide)

Hi-C/ChIA-PET Same as 3C but allows detection of interactions for
all loci against all the genome. This is achieved
by selecting 3C fragments that are then
determined using high-thoughput technologies

~0.1–1 Mb
(depending on
sequencing depth
and genome size;
multi-locus –
genome-wide)
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and nuclear localisation although the extent to which this occurs also depends on
the cell type: small, gene-rich chromosomal territories often occupy more inte-
rior nuclear positions whereas gene-poor ones are located at the nuclear periphery
[10]. This is exemplified by human chromosomes 18 and 19 (85 and 67 MB
respectively): territories from the gene-rich chromosome 19 tend to localise at the
nuclear interior, whereas those of the gene-poor chromosome 18 localise at the
periphery [19].

The earliest evidence linking nuclear organisation and transcriptional regulation
originated from microscopy studies showing that chromatin at the periphery tends
to be compacted, and therefore silent (reviewed in [20]). Since then many studies
have explored the relationship between the positioning of genes in these territories
and their expression (reviewed in [12]). Within a territory, there are strong associa-
tions between expression and the spatial location of the gene with respect to the rest
of its territory: active genes tend to be at the surface of a territory, whereas inactive
ones tend to be buried in the interior (reviewed in [4, 11]). The Hi-C study observed
that inter–loci interactions are highest between regions displaying the same type of
expression activity [10]. However, active and inactive regions within a territory do
interact also, and single-gene studies have shown that specific loci relocalise within
the chromosomal territory depending on transcriptional requirements [21–23]. For
example, the Hox B and D gene clusters relocate outwards from their respective
territories upon activation; this in turn facilitates interactions of these loci with
other chromosomal territories [24, 25]. Interestingly, open and closed chromatin
conformations correlate highly with genomic regions that have early and late DNA
replication times respectively [26].

In summary, in contrast to the stereotypical image of well-structured, discrete
mitotic chromosomes, DNA in the interphase nucleus is highly organised. Individual
chromosomes occupy well-defined territories, which bring together apparently dis-
tant loci. The spatial localisation of genes with respect to these territories has an
important effect on gene expression, and studies of individual loci have reported
physical movement between transcriptionally active and inactive locations within
the nucleus. Therefore the position and interaction of genes with other chromosomal
regions are likely to be important for their correct expression.

13.3 Co-localisation of Active Genes in Transcription Factories

Although the importance of chromosomal localisation for transcription is appreci-
ated, the more detailed mechanisms underlying the regulation are less understood.
In particular, it is not clear what drives specific loci to relocate from one place to
another, and why genes occupying similar spatial positions tend to display correlated
expression.

Genes with especially high levels of expression display a tendency to reside in
specific locations with high concentrations of RNA polymerase II. Known as tran-
scription factories, such nuclear regions are thought to produce much of the mRNA
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within a cell; however neither their identity, nor mode of action is understood [27].
Transcription factories were initially identified by Cook and colleagues who mea-
sured the incorporation of radiolabelled nucleotides into nascent transcripts [28].
Despite a prior expectation of random nuclear localisation, the modified nucleotide
analogues were found in discrete foci across the nucleus. Transcription factories
have been also visualised by immunofluorescence using antibodies against the elon-
gating, Ser2-phosphorylated form of RNA polymerase II (Pol II) [29]. Although
the number and size of these factories depend on the cell type, a typical eukaryotic
nucleus is estimated to contain from a few hundreds to a few thousand factories,
with an average of eight Pol II molecules in each [27].

The concept of transcription factories with an immobilised Pol II is attractive as it
helps explain gene movement: since the number of factories is limited, chromosomal
regions must position genes in the correct locations for expression. A consequence
of the model is that Pol II molecules should remain largely fixed in space, with
the DNA being threaded through in order to achieve transcription. However, several
questions about transcription factories remain. For example, so far it has not been
possible to purify the components of factories, so there is little understanding about
what they contain and how they assemble. Further, the model fails to explain several
features of the transcriptional process: (i) the existence of bursts of gene expres-
sion requires more Pol II units than that contained in an average factory [30–32];
(ii) simultaneous expression of divergently coded genes would not be allowed, as
this would mean reeling the DNA fibre in opposite directions at the same time;
and (iii) the presence of transcriptional activity at the nuclear periphery close to the
nuclear pore, where at least in some cell types, transcription factories are usually
not found [33].

An alternative explanation is the nuclear-speckle model, which is supported
by the observation of splicing factor-enriched locations within the nucleus. By
coupling transcription with mRNA-processing and export, expressed genes would
then naturally congregate at specific nuclear locations [34, 35, 74]. Thus the
accumulation of Pol II simply arises as a consequence, rather than a require-
ment of the model. There are difficulties here also however, since inhibition
of transcription leads to decreased chromosomal mingling and relocation [25,
33, 36], suggesting that the transcriptional process itself influences nuclear
compartmentalisation.

Both of the above models suggest that expressed genes aggregate in specific loca-
tions within the nucleus (Fig. 13.2). In either case, the mechanisms for controlling
relocation are unknown and it will be interesting to see how the field develops in the
near future.

13.4 Nuclear Co-localisation of Regulatory Elements

So far, we have focused on the co-localisation of the genes themselves. However,
an important aspect of transcription is the involvement of cis-regulatory elements,
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Fig. 13.2 Schematic representation of chromosomal territories, transcription factories, RNA
speckles. Within each chromosomal territory genes are usually arranged according to their level
of expression. Active genes are situated at the periphery of territories (red and blue lines)
from which they can associate with a transcription factory (light red). The RNA products from
these genes (grey) can then interact with the RNA-splicing machinery within nuclear speckles
(light green)

typically transcription factor-binding sites. We will now discuss the relationship
between spatial localisation and these elements.

Early studies of sequenced eukaryotic genomes assumed that most genes tend to
be encoded randomly along chromosomes. Instead, it is now clear that co-expressed
genes and those belonging to the same protein complex or pathways tend to be
clustered. Well-characterised examples include the alpha- and beta-globin clusters,
and the Hox genes [37, 38]. It is thought that by retaining these genes in clusters,
common sets of regulatory enhancer elements could be used to ensure coordinated
expression patterns [39–41]. This observation is supported by the observation in
yeast that target genes of a given transcription factor are found in clusters on specific
chromosomes [42].

An intriguing aspect of higher eukaryotic genomes is that regulatory elements
such as transcription factor binding sites are often located many kilobases away –
sometimes even on different chromosomes – from the target gene. This contrasts
with most microbial genomes, for which binding sites usually reside within the
promoter region directly upstream of genes. Genome-scale surveys of multiple tran-
scription factors have reported such distal binding, including the oestrogen receptor,
GATA1 and the Gli family of regulators [9, 43–46].

Long–range physical interactions between distal elements and their respective
targets are thought to be a primary mechanism for transcriptional control [37]. There
are known classes of transcription factors and co-factors that bend DNA, and so
bring together distant loci: for instance, the SP1 and HMG families achieve this
either by binding and distorting the major or minor DNA grooves or by binding
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two or more separated sites and then multimerising in order to bring them together
[47–49]. These structures can form loops of protruding DNA that help co-localise
genes with shared regulatory elements [16, 37].

Olfactory receptors provide an excellent example of looping in transcriptional
control. The mouse genome encodes about 1,300 distinct receptors; however from
this repertoire, each olfactory cell expresses only one receptor type from a single
allele. Curiously, the “H” enhancer that controls olfactory receptor expression is
located on a separate chromosome. Recent experiments measuring the position of
the H element and the expressed receptor gene showed that these loci co-localise
within the nucleus [50]. In another example, from CD4+ T cells, the interferon-
gamma and cytokine loci were shown to co-localise in order to activate quickly in
response to an inflammatory signal [51].

Finally, in addition to providing control, it is proposed that these long–range
interactions confer transcriptional memory [52]. In yeast, it has been shown that
looping and the localisation of genes to the nuclear pore enables rapid re-induction
following short periods of repression. When repression is prolonged however, the
loop is lost and re-induction becomes much slower.

13.5 Possible Mechanisms for Chromatin Re-arrangement

In the interphase nucleus, chromatin moves according to the model of constrained
diffusion: in other words, movement is much slower than that observed for DNA in
solution [12]. This is likely to be caused by the interactions between chromatin and
other nuclear elements including the different chromosomal territories themselves.
However, in contrast to the slow movement at a chromosomal level, individual
loci taking part in long-range intra- and inter-chromosomal interactions appear to
move much more quickly. Unfortunately, little is known about how such fast tran-
sitions are achieved for long–range chromatin interactions, and how they change in
response to cellular requirements.

Chromosomal movements are due at least in part to the transcriptional pro-
cess, as inhibition of RNA polymerase II activity leads to reduced intermingling
between chromosomes [25, 36]. However, it remains unclear whether transcription
is itself responsible for chromatin re-organisation or whether chromatin has to be
relocated to a transcriptionally active region in order to be transcribed. Interesting
insight regarding this issue comes from the study of the mammalian inactive X
chromosome. In females, one of the two copies of the X chromosome is randomly
inactivated during development to compensate for a dose imbalance (reviewed in
[53]). This is achieved through a silencing mechanism involving the expression of
a non-coding RNA (Xist) that coats the inactive X chromosome and creates a bar-
rier for the transcriptional machinery. Interestingly, a few X-linked genes escape
inactivation and locate at the periphery of the inactive X chromosomal territory
where they are expressed, whereas inactive genes localise at the interior of the chro-
mosomal territory [54]. This suggests that relocation to a transcription factory is a
pre-requisite for gene expression.
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Fig. 13.3 Proposed mechanisms for forming chromatin architecture. (a) An actin-myosin like
mechanism has been proposed for chromatin rearrangements [55]. (b) Transcription factors, such
as Klf1, or components of the mediator or cohesin complex are involved in mediating the asso-
ciation of target genes with active transcription factories [56, 57]. (c) Chromatin modifications
and nucleoporins might also modulate chromatin remodelling and association with transcription
factories [58, 66]. (Box) Cellular components associated with chromosomal architecture

There are also further effectors beyond the polymerase. Recently, chromatin
unfolding mediated by the transactivation domain of VP16 was shown to be
sufficient to produce defined unidirectional chromosomal movements oriented per-
pendicular to the nuclear envelope, even under Pol II-inhibited conditions [55].
Moreover, long-range chromosomal movement was affected when cells were treated
with inhibitors of nuclear actin-myosin. These results strongly suggest that there
are motorised mechanisms driving chromosomal re-arrangements in the interphase
nucleus (Fig. 13.3a).

If specific relocation mechanisms exist, what are the components involved in
their functioning? Transcription factors (TFs) are one of the obvious candidates.
This view is supported by the fact that several sequence-specific DNA-binding
TFs are able to produce long-range chromatin-unfolding changes. These include
well-studied members of this family of proteins, including p53 and the oestrogen
receptor. The acidic activator domains of these TFs seem to be responsible for inter-
acting, either directly or indirectly through other cofactors, with proteins that would
mediate the re-localisation of the chromatin (Fig. 13.3b). These components, how-
ever, have not been discovered yet. Further support for this hypothesis results from a
recent study of chromosomal interactions that revealed the role of the transcription
factor Klf1 in mediating interactions between Klf1-regulated genes and specialised
sets of transcription factories [56].

Most recently, work from the Taatjes, Dekker and Young laboratories shed some
light on the components that determine nuclear architecture [57]. By systematically
screening shRNA-mediated gene knockdowns, the authors identified a set of genes
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whose repression directly affects transcriptional regulation as measured by the loss
of Oct-4 in embryonic stem cells. Surprisingly, the list of interfering genes contained
a significant proportion of members of the mediator complex as well as several sub-
units of the cohesin complex. ChIP-seq revealed that mediator and cohesin bind
and co-occupy enhancers and gene promoters of active genes. This co-localisation,
which was shown to be involved in the formation of DNA loops, is cell-type specific,
and hence might be important in determining chromosome architecture in particular
cell types.

Another possibility for controlling chromosomal architecture is offered by chro-
matin modifications. Histone acetylation and methylation are known to play a
fundamental role in regulating gene expression. Recent work by Shopland and
colleagues showed specific patterns of higher-order folding for a ~4 MB fraction
of mouse chromosome 14 (Fig. 13.3c). This organisation is accompanied by spe-
cific patterns of chromatin modifications such as H3K4me or H3K27me3 [58].
Some of these modifications have been linked to physical interactions with differ-
ent sub-nuclear structures: for example, that of H3K27me3 with the nuclear lamina
or H4K16ac with the nuclear pore (discussed in detail below). Such interactions
explain how particular histone modifications help determine long–range chromatin
interactions. In support of this, global changes in histone acetylation – mediated
for example by inhibitors of histone deacetylases – result in a dramatic change
of gene expression patterns and nuclear localisation [73]. However, establishing a
causal link between chromatin marks and nuclear organisation is difficult and the
mechanistic understanding of the hierarchical relationship between them in yet to
be determined.

13.6 Nuclear Structural Proteins and Transcriptional Control

As noted above, a major source of chromatin organisation appears to be the
interaction between chromatin and protein components of sub-nuclear structures
[59, 60]. Such interactions were described almost 60 years ago and have been sub-
jected to very intense research [61]. One of the best-studied mechanisms is the
interaction of heterochromatin with the nuclear lamina, a mesh of proteins that coat
the inner surface of the nuclear membrane. Genome-scale studies in fly and human
examined their relationship with chromatin and transcriptional regulation using the
DamID technique [62, 63]. The results demonstrated that these interactions occur
across large, continuous, chromosomal regions that span up to 500 Mb in the human
genome. These lamin-associated regions showed characteristic marks of repressive
chromatin such as H3K27me3, and low levels of gene expression. These findings
are consistent with earlier observations that DNA at the nuclear periphery tends to
form compacted chromatin [20].

However, there is increasing evidence that the nuclear periphery can also be
involved in gene activation. Initial work in yeast already showed that genes relo-
calise to the nuclear periphery, and in particular to the nuclear pore complex, upon
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induction [64], although similar experiments in humans failed to provide conclusive
results [73]. Since the nuclear membranes of yeast and higher eukaryotes contain
significantly different sets of proteins, it remained unclear whether the link between
transcriptional activity and the nuclear pore is a general mechanism.

Independent studies by our own laboratories in flies provided early, compelling
evidence for this link in higher eukaryotes. First, we identified physical interactions
between members of the dosage compensation complex – which mediates large-
scale transcriptional activity on the single male X chromosome – and subunits
of the nuclear pore complex [65]. Most recently, using ChIP-chip we described
interactions between two nucleoporins, Nup153 and Megator (the fly homologue
of Tpr), with up to 25% of the fly genome, in the form of extended regions
of high-density binding (Fig. 13.4) [66]. These interactions interspersed with the
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Fig. 13.4 Nucleoporin-associated regions define transcriptionally active regions in the genome.
Genome-browser representation of a 100 kb section from D. melanogaster chromosome 2L.
The first and third tracks depict binding profiles of the nucleoporins Nup153 and Mtor [66].
Nucleoporin associated regions (NARs; depicted in dark red) are enriched for transcribed genes
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shading). Nucleoporin domains also align with markers of transcriptionally active chromatin such
as RNA Pol II or H4K16ac, but exclude markers for inactive chromatin such as H3K27me3
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lamin-bound regions and were significantly enriched in marks of active chromatin
such as H4K16ac, MOF and RNA Pol II binding [67]. In support of this, the human
orthologue Tpr has been recently associated with the formation of heterochro-
matin exclusion zones [68]. Gene-expression analysis revealed that genes within
these nucleoporin-associated regions (NARs) tend to be expressed, and depletion
of either nucleoporin caused a dramatic decrease in gene expression within these
regions [66]. In agreement to this, another two studies showed an association of
different nucleoporins with transcriptionally active genes involved in developmen-
tal processes and the cell cycle [69, 70]. Overall, these results suggested a strong
implication of proteins of the nuclear pore complex in regulating gene expression
and established nucleoporins as a major class of transcriptional regulators.

However, since the surface area provided by nuclear pores at the membrane is
very small compared with the amount of chromatin in the nucleus, it was difficult
to reconcile how so much binding could be achieved. Given that some nucleo-
porins are known to reside both at the nuclear pore and within the nucleoplasm
[71], a possible answer is that the pool of soluble nucleoplasmic nucleoporin pro-
vides some of this binding. By performing three-dimensional FISH experiments
to visualise the localisation of nucleoporin-associated loci, we showed that both
nucleoplasmic and nuclear pore-associated populations of Nup153 are likely to
interact with chromatin. Further we found that Nup153-depletion results in delocal-
isation of peripherally bound loci demonstrating that nucleoporins are at least partly
responsible for chromatin positioning. Additional evidence for the regulatory role
of the nucleoplasmic pool of nucleoporins comes from the studies of soluble nucle-
oporins involved in controlling expression for cell-cycle related or developmental
genes mentioned above [69, 70]. Our observations, together with these reports, that
describe intranuclear puffs of nucleoporin localisation under ecdysone treatment or
heat shock conditions, suggest a strong link between nucleoporins and the estab-
lishment of transcription factories in a variation of the classical gene-gating model
[60, 72]. The mechanisms governing these interactions remain to be found.

13.7 Conclusions and Future Directions

Our understanding of chromatin architecture and its implications have expanded
dramatically in the last few years. On the one hand, this has been possible due to
the detailed characterisation of nuclear dynamics for individual loci at very high
resolution; on the other hand, these observations are now complemented by the
development of high-throughput techniques such as Hi-C. These studies have con-
firmed that the spatial organisation of chromatin in the interphase nucleus has a
profound effect on transcription.

Models have been proposed to explain how chromatin positioning might be
coupled to changes in expression levels. However, none of these models can accom-
modate the full range of observations that been made in different organisms.
Owing to the potential fundamental importance of chromatin architecture to gene
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Fig. 13.5 Biological processes associated with chromatin remodelling. Many different biological
processes have been associated with changes in chromosomal architecture. (a) Replication tim-
ing is one of them, in which early and late replication regions cluster together in the interphase
nucleus in separate territories [26]. (b) Chromatin conformation in rod cells of nocturnal animals
[76]. Retinal rod cells in these organisms have evolved a special organisation in which heterochro-
matic regions cluster at the middle of the nucleus instead of the periphery. This arrangement allows
the nucleus to act as a lens that concentrates low levels of light. (c) Mammalian X-chromosome
inactivation [77]. Expressed X-linked genes are evicted from the inactive X-chromosomal terri-
tory and re-positioned to a transcription factory. The product of the Xist gene is then be used to
coat the inactive X chromosome. (d) Dosage compensation in fly. The single male X chromosome
is up-regulated twofold to match the transcriptional output of the two active female X chromo-
somes. The single male X chromosome localises close to the nuclear periphery. Interestingly, we
found an enrichment of interactions between the male X chromosome and subunits of the nuclear
pore [66]. Depletion of nucleoporins leads to a relocation of peripheral regions to the interior of
the nucleus. Furthermore, depletion of nucleoporins impairs the recruitment of members of the
dosage compensation complex. (e) DNA looping at the nuclear periphery in yeast has been shown
to contribute to transcriptional memory [52]. Active genes are localised at the nuclear periph-
ery upon activation. Short-term changes in cellular conditions cause transcriptional repression but
genes remain positioned at the nuclear periphery. When conditions revert to the original state,
gene expression resumes promptly. However, if environmental changes are maintained for a longer
period, genes are removed towards the interior of the nucleus and transcriptional activation is much
slower. Full expression levels are only achieved after genes are relocated again to the nuclear
periphery
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expression – including short- and long-term memory to the modulation of immune
responses – further insights into these mechanisms will be essential to understand
how such cellular responses are controlled (Fig. 13.5).

Several key steps are still necessary to achieve this. The first step will be the full
identification and characterisation of the components involved in establishing and
modifying chromatin conformation. Once these components have been determined,
a combination of biochemical, genetic and genomics experiments will provide
mechanistic insights into how chromatin conformation impacts gene expression
and its relationship to other components of the transcriptional regulatory system.
Another inevitable step will be the development of high-throughput imaging tech-
niques that allow examination of changes in chromatin conformations in vivo.
Such developments will allow us eventually to understand the dynamics of nuclear
architecture and its physiological function.
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