


K. Wísniewski

Finite Rotation Shells

Basic Equations and Finite Elements

for Reissner Kinematics

February 25, 2010

Springer



V

To my wife Ewa, my parents, and my children.



Contents

I PRELIMINARIES

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1 Subject of the book . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Operations on tensors and their representations . . . . . . . . 6
2.1 Cartesian bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Normal bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Gradients and derivatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

II SHELL EQUATIONS

3 Rotations for 3D Cauchy continuum . . . . . . . . . . . . . . . . . . . 22
3.1 Polar decomposition of deformation gradient . . . . . . . . . . . . . 22
3.2 Rotation Constraint equation . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Interpretation of rotation Q . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Rate form of RC equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Rotations calculated from the RC equation . . . . . . . . . . . . . . 29

4 3D formulations with rotations . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 4-F formulation for nominal stress . . . . . . . . . . . . . . . . . . . . . . 37
4.3 3-F formulation for nominal stress . . . . . . . . . . . . . . . . . . . . . . 40
4.4 3-F and 2-F formulations for Biot stress . . . . . . . . . . . . . . . . . 42
4.5 3-F and 2-F formulations for second Piola–Kirchhoff stress 45
4.6 2-F formulation with unconstrained rotations . . . . . . . . . . . . 48



Contents VII

5 Basic geometric definitions for shells . . . . . . . . . . . . . . . . . . . 49
5.1 Coordinates and position vector . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 Basic geometric definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Example: Geometrical description of cylinder . . . . . . . . . . . . 57

6 Shells with Reissner kinematics and drilling rotation . . . 60
6.1 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.2 Rotation Constraint for shells . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3 Shell strains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

6.3.1 Non-symmetric relaxed right stretch strain . . . . . . . . . 66
6.3.2 Symmetric relaxed right stretch strain . . . . . . . . . . . . . 68
6.3.3 Green strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.3.4 Transverse shear strains satisfying RC. Kirchhoff

kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.3.5 Rotation as an intermediate variable symmetrizing

strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.3.6 In-plane deformation with drilling rotation . . . . . . . . . 76
6.3.7 Forward-rotated shell strains variations . . . . . . . . . . . . 78

6.4 Virtual work equation for shell . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.4.1 Virtual work of Biot stress . . . . . . . . . . . . . . . . . . . . . . . 80
6.4.2 Virtual work of second Piola–Kirchhoff stress . . . . . . . 82
6.4.3 Variation of RC term . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4.4 Virtual work of body forces and external forces . . . . . 84
6.4.5 Virtual work equation for shell . . . . . . . . . . . . . . . . . . . 85

6.5 Local shell equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.6 Enhanced shell kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.6.1 Two normal stretches . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.6.2 In-plane twist rotation . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.6.3 Warping parameters for cross-section . . . . . . . . . . . . . . 94
6.6.4 Shift of the reference surface . . . . . . . . . . . . . . . . . . . . . 95

7 Shell-type constitutive equations . . . . . . . . . . . . . . . . . . . . . . . 97
7.1 Constitutive equations for 3D shells . . . . . . . . . . . . . . . . . . . . 97

7.1.1 Incremental 3D constitutive equations . . . . . . . . . . . . . 98
7.1.2 Incremental constitutive equations for shell resultants 99
7.1.3 General form of constitutive equations for shell

resultants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.2 Reduced shell constitutive equations . . . . . . . . . . . . . . . . . . . . 107

7.2.1 Reduced constitutive equations for ZNS condition . . 108



VIII Contents

7.2.2 Reduced constitutive equations for incompressibility
condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

7.3 Shear correction factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

III FINITE ROTATIONS FOR SHELLS

8 Parametrization of finite rotations . . . . . . . . . . . . . . . . . . . . . 126
8.1 Basic properties of rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

8.1.1 Rotation tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.1.2 Rotation of vector about axis . . . . . . . . . . . . . . . . . . . . 128
8.1.3 Rotation of a triad of vectors . . . . . . . . . . . . . . . . . . . . . 134

8.2 Parametrization of rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.2.1 Six parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8.2.2 Five parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8.2.3 Four parameters: Euler parameters (quaternions) . . . 144
8.2.4 Three parameters: rotation pseudo-vectors . . . . . . . . . 146
8.2.5 Three parameters: Euler angles . . . . . . . . . . . . . . . . . . . 160
8.2.6 Two parameters: constrained rotations of shell

director . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
8.3 Composition of rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

8.3.1 Composition of rotation tensors . . . . . . . . . . . . . . . . . . 170
8.3.2 Composition of Euler parameters (quaternions) . . . . . 172
8.3.3 Composition of rotation pseudo-vectors . . . . . . . . . . . . 173
8.3.4 Composition of Euler angles . . . . . . . . . . . . . . . . . . . . . 177

9 Algorithmic schemes for finite rotations . . . . . . . . . . . . . . . . 178
9.1 Increments of rotation vectors in two tangent planes . . . . . . 179

9.1.1 Operator T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
9.1.2 Differential χT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

9.2 Variation of rotation tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
9.2.1 Variation of rotation tensor for additive composition 189
9.2.2 Variation of rotation tensor for multiplicative

composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
9.2.3 Relations between variations for various composition

rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
9.2.4 Second variation of rotation tensor . . . . . . . . . . . . . . . . 198

9.3 Algorithmic schemes for finite rotations . . . . . . . . . . . . . . . . . 202
9.3.1 Scheme 1: formulation in TISO(3) . . . . . . . . . . . . . . . . 204
9.3.2 Scheme 2: formulation in TRref

SO(3) . . . . . . . . . . . . . . 205



Contents IX

9.3.3 Scheme 3: formulation in TRSO(3) . . . . . . . . . . . . . . . . 208
9.3.4 Symmetry of tangent operator for structures with

rotational dofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
9.3.5 Example: twisted ring by 3D beam element . . . . . . . . 210

9.4 Angular velocity and acceleration . . . . . . . . . . . . . . . . . . . . . . 212
9.4.1 Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
9.4.2 Angular velocity and acceleration for parametrizations214
9.4.3 Examples of updates for rigid body motion . . . . . . . . 218

IV FOUR-NODE SHELL ELEMENTS

10 Basic relations for four-node shell elements . . . . . . . . . . . . 230
10.1 Bilinear isoparametric approximations . . . . . . . . . . . . . . . . . . 230
10.2 Geometry and bases of shell element . . . . . . . . . . . . . . . . . . . . 232
10.3 Jacobian matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
10.4 Deformation gradient, FTF and QTF products . . . . . . . . . . 249
10.5 Numerical integration of shell elements . . . . . . . . . . . . . . . . . . 255
10.6 Newton method and tangent operator . . . . . . . . . . . . . . . . . . . 261

11 Plane four-node elements (without drilling rotation) . . . 268
11.1 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
11.2 Displacement element Q4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272
11.3 Solution of FE equations for problems with additional

variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
11.4 Enhanced strain elements based on potential energy . . . . . . 277

11.4.1 ID4 element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
11.4.2 EAS4 element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
11.4.3 EADG4 element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

11.5 Mixed Hellinger–Reissner and Hu–Washizu elements . . . . . . 290
11.5.1 Assumed stress HR elements: PS and HR5-S . . . . . . . 301
11.5.2 Assumed stress and strain HW14-SS element . . . . . . . 307

11.6 Modification of FTF product . . . . . . . . . . . . . . . . . . . . . . . . . . 310

12 Plane four-node elements with drilling rotation . . . . . . . . 312
12.1 Basic relations for drill RC equation . . . . . . . . . . . . . . . . . . . . 313
12.2 Difficulties in approximation of drill RC . . . . . . . . . . . . . . . . . 317
12.3 Implementation of drill RC in finite elements . . . . . . . . . . . . 321

12.3.1 Selected methods to include the drill RC . . . . . . . . . . 323
12.3.2 Selection of regularization parameter for drill RC . . . 332



X Contents

12.4 EADG method for formulations with rotations . . . . . . . . . . . 337
12.5 Mixed HW and HR functionals with rotations . . . . . . . . . . . 339
12.6 2D+drill elements for bilinear shape functions . . . . . . . . . . . 341

12.6.1 EADG4 elements based on potential energy . . . . . . . 341
12.6.2 Assumed stress HR5-S elements . . . . . . . . . . . . . . . . . . 342
12.6.3 Assumed stress/enhanced strain HR7-S elements . . . 343
12.6.4 Assumed stress and strain HW14-SS elements . . . . . . 344
12.6.5 Assumed stress and strain/enhanced strain

HW18-SS elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
12.7 2D+drill elements for Allman shape functions . . . . . . . . . . . 347

12.7.1 Allman-type shape functions . . . . . . . . . . . . . . . . . . . . . 347
12.7.2 EADG2x enhancement of Allman quadrilateral . . . . . 356
12.7.3 Special techniques for Allman quadrilateral . . . . . . . . 357
12.7.4 Allman+EADG2x elements . . . . . . . . . . . . . . . . . . . . . . 359

12.8 Numerical tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360
12.8.1 Comparison of various elements . . . . . . . . . . . . . . . . . . 360
12.8.2 Selection of the value of regularization parameter . . . 361

13 Modification of transverse shear stiffness of shell element365
13.1 Treatment of transverse shear stiffness of beams . . . . . . . . . . 365

13.1.1 Reduced integration of transverse shear energy . . . . . 366
13.1.2 Residual Bending Flexibility (RBF) correction . . . . . 370
13.1.3 Scaling down of transverse shear stiffness . . . . . . . . . . 374
13.1.4 Numerical tests for beams . . . . . . . . . . . . . . . . . . . . . . . 376
13.1.5 Curvature correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379

13.2 Treatment of transverse shear stiffness of shells . . . . . . . . . . 383
13.2.1 Selective Reduced Integration . . . . . . . . . . . . . . . . . . . . 384
13.2.2 Assumed Natural Strain method . . . . . . . . . . . . . . . . . . 384
13.2.3 RBF correction for shells . . . . . . . . . . . . . . . . . . . . . . . . 388
13.2.4 Miscellaneous topics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393

14 Warped four-node shell element . . . . . . . . . . . . . . . . . . . . . . . . 396
14.1 Definition of warpage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 396
14.2 Warped element with modifications . . . . . . . . . . . . . . . . . . . . . 400
14.3 Substitute flat element and warpage correction . . . . . . . . . . . 403
14.4 Membrane locking of curved shell elements . . . . . . . . . . . . . . 408
14.5 Remarks on approximation of curved surfaces by four-node

elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415



Contents XI

V NUMERICAL EXAMPLES

15 Numerical tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420
15.1 Characteristics of tested shell elements . . . . . . . . . . . . . . . . . . 420
15.2 Elementary and linear tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422

15.2.1 Eigenvalues of a single element . . . . . . . . . . . . . . . . . . . 422
15.2.2 Invariance of a single element . . . . . . . . . . . . . . . . . . . . 424
15.2.3 Constant strain patch tests . . . . . . . . . . . . . . . . . . . . . . 424
15.2.4 Distortion test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 427
15.2.5 Warped single element . . . . . . . . . . . . . . . . . . . . . . . . . . 428
15.2.6 Straight cantilever beam . . . . . . . . . . . . . . . . . . . . . . . . . 430
15.2.7 Cook’s membrane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 432
15.2.8 Curved beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433
15.2.9 Pinched cylinder with end diaphragms . . . . . . . . . . . . 434
15.2.10Raasch’s hook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435

15.3 Nonlinear tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436
15.3.1 Slender cantilever under in-plane shear . . . . . . . . . . . . 436
15.3.2 Roll-up of a clamped beam . . . . . . . . . . . . . . . . . . . . . . 438
15.3.3 Torsion of a plate strip . . . . . . . . . . . . . . . . . . . . . . . . . . 438
15.3.4 L-shaped plate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 440
15.3.5 Twisted beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
15.3.6 Hinged cylindrical panel . . . . . . . . . . . . . . . . . . . . . . . . . 443
15.3.7 Slit open annular plate . . . . . . . . . . . . . . . . . . . . . . . . . . 444
15.3.8 Pinched hemispherical shell with hole . . . . . . . . . . . . . 445
15.3.9 Pinched clamped cylinder . . . . . . . . . . . . . . . . . . . . . . . . 447
15.3.10Stretched cylinder with free ends . . . . . . . . . . . . . . . . . 448
15.3.11Pinched spherical shell . . . . . . . . . . . . . . . . . . . . . . . . . . 450
15.3.12Short channel section beam . . . . . . . . . . . . . . . . . . . . . 451
15.3.13Long channel section beam . . . . . . . . . . . . . . . . . . . . . . 452
15.3.14Hyperboloidal shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
15.3.15Twisted ring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457

Author index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474

Subject index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 478



Preface

The objective of this book is to provide a comprehensive introduction to
finite rotation shells and to non-linear shell finite elements.

It is divided into 5 parts: I. Preliminaries (20 pages), II. Shell equations
(104 pages), III. Finite rotations for shells (103 pages), IV. Four-node shell
elements (189 pages), and V. Numerical examples (41 pages). Additional
numerical examples are presented in Parts III and IV. The bibliography
includes 270 entries.

The book is intended for both teaching and self-study, and emphasizes
fundamental aspects and techniques of the subject. Some familiarity with
non-linear mechanics and the finite element method is assumed.

Shell elements are a subject of active research which results in many
publications every year and several conferences and sessions are held reg-
ularly, among them, two large international conferences: “Computation
of Shell and Spatial Structures” and “Shell Structures. Theory and Ap-
plications” (SSTA). The literature is voluminous, not easy to follow and
evaluate, and the subject is difficult to comprehend. I hope that this will
be facilitated by the book.

I would like to express my gratitude to several persons who helped me
in my professional life, in this way contributing to the book.

I thank Prof. R.L. Taylor from the University of California at Berkeley,
Prof. B. Schrefler from the University of Padua, and Prof. J.T. Santos from
the Instituto Superior Tecnico at Lisbon, for hosting and supporting me
when I was a post-doctoral researcher.

I am very grateful to Prof. M. Kleiber from the Institute of Funda-
mental Technological Research of the Polish Academy of Sciences (IPPT
PAN) in Warsaw, where I have been working since my Ph.D., for contin-
uous support and stimulating discussions.

Special thanks go to Prof. W. Pietraszkiewicz from the Institute of
Fluid Flow Machinery of the Polish Academy of Sciences (IMP PAN) in



Preface XIII
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PRELIMINARIES



1

Introduction

1.1 Subject of the book

An imprecise but intuitively clear definition of the shell structure is that
it is a 3D body, with one dimension much smaller that the other two. In
other words, it is a surface in a 3D space equipped with a thickness which is
much smaller than the size of the surface. There are numerous examples of
shells among engineering structures, such as bodies of cars, hulls of ships,
and fuselages of airplanes. Also some civil engineering structures, such as
tanks and roofs can often be considered and analyzed as shells.

However, we must see the difference between shell structures and the
shells defined in mechanics.

In mechanics, the shell designates the 2D governing equations obtained
from equations for a 3D body when using some kinematical assumptions.
The most often used assumption is either the Kirchhoff hypothesis or
the Reissner hypothesis, and each of them implies a different structure
of governing equations. The first hypothesis is preferred in theoretical
works, while the second one is used in computational mechanics, and also
in this book. When the shell equations are treated by the finite element
method, which is the most popular and convenient method for engineering
analysis, we then obtain shell elements. Mostly due to the presence of the
rotational degrees of freedom, the shell elements involve specific problems
not encountered in displacement-type elements.

This book is concerned with finite elements for Reissner shells and its
subject is defined by the following keywords:

1. Computational mechanics of non-linear shells,
2. Shell equations: Reissner kinematics, finite rotations, finite strains,
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3. Shell finite elements: four-node, enhanced or mixed or mixed/enhanced,
4. Drilling rotation: drill rotation constraint or Allman’s shape functions,
5. Normal strain: recovered or parameterized,
6. Constitutive equations: incremental, plane stress or 3D.

The basic information on linear shell elements may be found in some
textbooks on finite elements, but this book contains several advanced top-
ics related to non-linear shells such as, e.g., the parametrization of finite
rotations, the methods of inclusion of the drilling rotation, various meth-
ods of treating the normal strain, and the mixed/enhanced finite elements.
Some of these topics have been the subject of our research for years and
all the described methods have been implemented in our own elements
and tested.

A wide range of applications of shell elements implies that they should
be versatile, i.e. account for finite rotations and strains, admit the incor-
poration of various constitutive laws, and enable convenient linking with
other elements. This is a serious challenge which requires various aspects
of the element’s formulation to be well advanced.

We must be aware that the use of the Reissner hypothesis has not
only positive but also negative consequences. The positive ones are that
the shell elements admit large thickness/size ratios, adequately represent
bending modes, and can be based on Co approximations. The negative
consequences are related to the normal strain and the drilling rotation.

1. Normal strain. The standard Reissner (or Kirchhoff) hypothesis yields
the normal strain component equal to zero which provides an unre-
alistic constraint on bending deformation so that the 3D constitutive
laws cannot be directly used. For this reason, the normal strain must
be either recovered from a suitable auxiliary condition or the shell
kinematics must be enhanced by additional stretch parameters.

2. Drilling rotation. The shell strains obtained from the Green strain by
using the Reissner hypothesis do not depend on the drilling rotation
which is the rotation about the vector normal to the shell surface.
The drilling rotation is needed to use three parameters for increments
of rotations and conveniently link the shell elements with 3D beam
and shell elements. For this reason, we derive shell equations from
the 3D mixed equations which incorporate the drilling rotation as an
independent variable.

The current state of the shell equations and shell elements has been
achieved gradually through the efforts of many researchers which yielded



4 Introduction

thousands of works on the subject. This book benefitted from many of
them, although not all of them have been cited here.

1.2 Notation

General rules of notation

1. Small bold letters - vectors, e.g. v.
2. Capital bold letters - second-rank tensors, e.g. A.
3. Open-face letters - fourth-rank tensors, e.g. C.
4. Arrays of components of vectors and tensors are denoted by the same

letters as vectors and tensors. Sometimes, sans serif fonts are used,
e.g. v, A.

5. Superscript asterisk (∗) - forward-rotated objects, e.g. A∗,
6. Subscript asterisk (∗) - backward-rotated objects, e.g. A∗,
7. “·”, “×”, “⊗” - scalar product, cross product, tensorial product,
8. Symmetric part - symT .= 1

2(T + TT ). Besides, Ts
.= symT,

9. Skew-symmetric part - skewT .= 1
2(T−TT ). Besides, Ta

.= skewT,
10. Components of tensors - Aij = A · (ti ⊗ tj) = (Atj) · ti,
11. Gradient of a scalar A and gradient of a vector {vi} w.r.t. coordinates

Sk,

[
∂A

∂Sk

]
=

⎡⎢⎢⎣
∂A
∂S1

∂A
∂S2

∂A
∂S3

⎤⎥⎥⎦ ,

[
∂vi

∂Sk

]
=

⎡⎢⎢⎣
∂v1
∂S1

∂v2
∂S1

∂v3
∂S1

∂v1
∂S2

∂v2
∂S2

∂v3
∂S2

∂v1
∂S3

∂v2
∂S3

∂v3
∂S3

⎤⎥⎥⎦ , i, k = 1, 2, 3.

(1.1)

List of symbols

1. h - initial shell thickness,
2. ζ ∈ [−h/2,+h/2] - thickness coordinate,
3. y - position vector in the non-deformed (initial) configuration,
4. x - position vector in the deformed (current) configuration,
5. χ : x = χ(y) - deformation function,
6. F .= ∂x/∂y - deformation gradient,
7. Q,R ∈ SO(3) - orthogonal (rotation) tensors,
8. Q0 ∈ SO(3) - rotation constant over the shell thickness,
9. C .= FTF - Cauchy–Green tensor,

10. C
.= skew(QTF) - Rotation Constraint (RC),
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11. E .= 1
2(C − I) - Green strain,

12. nB
α ,mB

α - shell stress and couple resultant vectors,
13. εα,κα - strain vectors of zeroth and first order,
14. E, ν,G - Young’s modulus, Poisson’s ratio, shear modulus,
15. λ, μ - Lamé coefficients.

Reference bases

1. {ik} - global reference ortho-normal basis, k = 1, 2, 3,
2. {gα} - local natural basis at the middle surface for the initial configu-

ration, α = 1, 2,
3. {tk} - local ortho-normal basis at the middle surface for the initial

configuration,
4. {ak} - local ortho-normal forward-rotated basis at the middle surface

for the deformed configuration.

Abbreviations

1. AD - Automatic Differentiation
2. AMB - Angular Momentum Balance
3. BC - Boundary Conditions
4. BVP - Boundary Value Problem
5. CL - Constitutive Law
6. DK - Discrete Kirchhoff (elements)
7. dof - degree of freedom
8. FE - Finite Element
9. FD - Finite Difference

10. HR - Hellinger–Reissner (functional)
11. HW - Hu–Washizu (functional)
12. LMB - linear momentum balance
13. PE - Potential Energy
14. PS - Pian–Sumihara (element)
15. RBF - Residual Bending Flexibility (correction)
16. RC - Rotation Constraint
17. RI - Reduced Integration
18. VW - Virtual Work
19. ZNS - Zero Normal Stress (condition)
20. 1D, 2D, 3D - one-dimensional, two-dimensional, three-dimensional
21. 1-F, 2-F, 3-F, 4-F - one-field, two-field, three-field, four-field
22. 2nd PK - second Piola–Kirchhoff (stress)



2

Operations on tensors and their
representations

In this chapter, the transformations of tensor representations between var-
ious bases are described; they are needed in the derivation of the shell FEs.

Short introductions to the subject of operations on tensors and their
representations are typically provided in books on continuum mechanics
and on the FE method. A comprehensive introduction to vector and tensor
algebra and analysis can be found, e.g., in [33, 34], where other references
are also listed.

2.1 Cartesian bases

Product of vector and tensor in a Cartesian basis. Let {ik}, k = 1, 2, 3, be
an ortho-normal (Cartesian) basis. A vector v and a 2nd rank tensor A
can be represented in the basis as follows:

v = vk ik, A = Ajk ij ⊗ ik, (2.1)

where the components are vk
.= v · ik and Ajk

.= ij · (Aik). Operations
on vectors and tensors have direct counterparts in operations on their
components

Av = (Ajk ij ⊗ ik)(vl il) = (Ajlvl) ij ,

when using (ij ⊗ ik) il = (ik · il)ij = δklij . Denote the vector resulting
from the above multiplication by v̄ and decompose it as follows:

v̄ = v̄k ik. (2.2)

From the equality of terms for i1, i2, i3 in the above two formulas, we
obtain three equations which we can write in a matrix form as follows:
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⎡⎣ v̄1

v̄2

v̄3

⎤⎦ =

⎡⎣A11 A12 A13

A21 A22 A23

A31 A32 A33

⎤⎦⎡⎣v1

v2

v3

⎤⎦ . (2.3)

This equation contains only components and can be written concisely as

v̄ = Av, (2.4)

where v
.= [vk], v̄

.= [v̄k], and A
.= [Amk].

Remark. In general, we should always distinguish an object (vector or
tensor) from an array of its components. However, it is common that
they are both denoted by the same letter, typically a bold one. Although,
undeniably, it is an abuse of notation, it is acceptable when the meaning
of the symbol (or relation) is clear. Hence, often, instead of two forms,
v̄ = Av and v̄ = Av, only the first one is used.

Transformation of vector and tensor components between Cartesian bases. Con-
sider two ortho-normal (Cartesian) bases: the global {ik} and the local
{tk}, k = 1, 2, 3. Assume that tk = Rik, where R ∈ SO(3) is a
rotation tensor which describes the angular position of {tk} relative to
{ik}. Transformations of components of vectors and second-rank tensors
between these bases are performed as described below.

Vectors. An arbitrary vector v can be represented in these two bases
as follows

v = vk ik = v̄k tk, (2.5)

where the components are vk
.= v · ik and v̄k

.= v · tk. Because

tk = Rik = (Rmnim ⊗ in) ik = Rmkim, (2.6)

thus, eq. (2.5) yields
vk ik = v̄k Rmk im, (2.7)

which implies the relation between components

vk = Rkmv̄m or v = R v̄, (2.8)

where v
.= [vk], v̄

.= [v̄k], and the rotation matrix R
.= [Rmk]. To

verify this equation, we write each side of eq. (2.7) separately,
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vkik = v1i1 + v2i2,

v̄kRmk im = v̄1(R11 i1 + R21 i2) + v̄2(R12 i1 + R22 i2)
= (v̄1R11 + v̄2R12) i1 + (v̄1R21 + v̄2R22) i2.

Then, from equality of terms for i1 and i2, we obtain[
v1

v2

]
=
[
R11 R12

R21 R22

] [
v̄1

v̄2

]
, (2.9)

which is the second form of eq. (2.8). The components of v in the local
{tk} are computed from eq. (2.8), i.e.

v̄ = R−1 v = RT v. (2.10)

Second-rank tensors. An arbitrary second-rank tensor T can be rep-
resented in the two considered bases as follows:

A = Ajk ij ⊗ ik = Ājk tj ⊗ tk, (2.11)

where the components are Ajk
.= ij · (Aik) and Ājk

.= tj · (Atk). By
eq. (2.6), tj = Rmjim and tk = Rnkin, and hence

Ājktj ⊗ tk = ĀjkRmjRnkim ⊗ in.

Using this formula, and by the change of summation indices, eq. (2.11)
provides Ajk = ĀmnRjmRkn, or, in terms of the earlier introduced
rotation matrix R

.= [Rmk],

A = R Ā RT , (2.12)

where A
.= [Ajk] and Ā

.= [Ājk] are matrices of components. If the
components of A and R in {ik} are given, then we can compute
the components of A in the local basis {tk} as follows:

Ā = RT AR. (2.13)

This formula can be checked in a similar manner as the one for vectors
but, due to a large number of terms, a symbolic manipulator is helpful.

Forward- and backward-rotated objects in Cartesian bases. Instead of trans-
forming components from one Cartesian basis to another, as described
earlier, we can operate on forward- or backward-rotated objects and use
only one basis, i.e. the reference basis {ik}. Then, the use of the same
symbol for an object and an array of its components typically does not
cause errors. Below, we identify two situations in which the use of rotated
objects is particularly useful.
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1. Define the forward-rotated basis {tk}, such that tk
.= Rik, and

R ∈ SO(3). Consider the vector v and the second-rank tensor A, and
define their backward-rotated counterparts,

v∗
.= RT v, A∗

.= RTAR. (2.14)

Let us calculate components of the original vector and tensor in the
forward-rotated basis:

v · tk = v · (Rik) = (RTv) · ik = v∗ · ik, (2.15)

tj · (Atk) = (Rij) · (ARik) = ij · (RTARik) = ij · (A∗ ik). (2.16)

We see that that they are equal to components of the backward-rotated
objects in the reference basis.

This property can be applied, e.g., to strain E, which is computed
in the global {ik} but we need its components in the local {tk}. By
eq. (2.16), we can use the components of the backward-rotated E∗

.=
RT ER in the global {ik}.
2. Define the forward-rotated basis {ak}, such that ak

.= Qtk and
Q ∈ SO(3). Consider the vector v and the 2nd rank tensor A and
define their forward-rotated counterparts,

v∗ .= Qv, A∗ .= QAQT . (2.17)

Note that
v · tk = v · (QTak) = (Qv) · ak = v∗ · ak, (2.18)

tk · (Ttl) = (QTak) · (AQTal) = ak · (QAQTal) = ak · (A∗ al), (2.19)

i.e. they are equal to the components of the forward-rotated objects in the
forward-rotated basis. This property enables the use of co-rotational local
bases in the finite rotation problems.

Remark. Note that components of tensors can be arranged as vectors
of tensorial components which is particularly useful when transforming
a constitutive matrix from one basis to another, e.g. for orthotropic ma-
terials. For such vectors, the rotate-forward operation, R (·)RT , can
be replaced by the operator T. For symmetric tensors, we have to use
two operators; the respective formulas can be derived as a special case
of a transformation between a non-orthogonal and a Cartesian basis, see
eqs. (2.38) and (2.39).
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2.2 Normal bases

In shells, the normal basis is defined as the one in which the normal vector
t3 is perpendicular to the tangent vectors. Various tangent vectors are
used.

Transformation of contravariant in-plane components of vector and tensor. Com-
ponents of vectors and tensors in the ortho-normal basis {tk} are ob-
tained from contravariant components in the natural (non-orthogonal)
basis {gk}, assuming that the normal vectors are identical, i.e. t3 = g3.
In other words, the vectors tα and gα (α = 1, 2) belong to the same
local tangent plane, see Fig. 2.1.

t g3 3=

t2

g2

g1
t1

90
o�

Fig. 2.1 Cartesian basis {tk} and natural basis {gk} share the normal vector.

The transformation procedure is slightly complicated because the compo-
nents of a vector v in the non-orthogonal {gα} cannot be obtained by
orthogonal projections because v1 �= v ·g1 and v2 �= v ·g2, see Fig. 2.2.
However, by the orthogonal projections, we can obtain the components
in {tα}, which we subsequently use to obtain the components in the
non-orthogonal {gα}.

Vectors. A transformation formula for the components of a vector v is
obtained in the following way. First, we calculate the components in {tα},
i.e. vS

α
.= v · tα. Next, we transform them to the skew co-basis {gα},

using eq. (10.52)2 rewritten as follows:

t1 = J11 g1 + J12 g2, t2 = J21 g1 + J22 g2,

where Jαβ are components of the 2 × 2 Jacobian matrix of the local
mapping ξβ �→ Sα, see eq. (11.13). Finally, we identify the contravariant
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g2

g1

v
v2

v .g2

v .g1

v1

Fig. 2.2 Components of v in a natural basis {gα} cannot be obtained by orthogonal
projections.

components vα .= v ·gα of the vector v = vα gα. The transformations
are performed as follows,

vS
1

.= v ·t1 = v · (J11g1 +J12g2) = J11(v ·g1)+J12(v ·g2) = J11 v1 +J12 v2,

vS
2

.= v ·t2 = v · (J21g1 +J22g2) = J21(v ·g1)+J22(v ·g2) = J21 v1 +J22 v2.

The matrix form is [
vS
1

vS
2

]
= J

[
v1

v2

]
. (2.20)

Second rank tensors. The transformation formulas for the 2nd rank ten-
sor A can be obtained similarly as for the vector. First, we calculate the
components AS

αβ = tα · (Atβ) in {ti}. Next, we transform them to the
skew co-basis {gα}, using eq. (10.52)2 rewritten as

t1 = J11 g1 + J12 g2, t2 = J21 g1 + J22 g2,

where Jαβ are components of the Jacobian matrix, J. Finally, we
identify contravariant components Aαβ .= gα · (Agβ) of the tensor
A = Aαβ gα ⊗ gβ . The transformations are performed as follows:

AS
11

.= t1 · (At1) = (J11g1 + J12g2) · [A (J11g1 + J12g2)]
= J2

11 A11 + J2
12 A22 + J11J12 A12 + J11J12 A21,

AS
22

.= t2 · (At2) = (J21 g1 + J22 g2) · [A (J21 g1 + J22 g2)]
= J2

21 A11 + J2
22 A22 + J22J21 A12 + J22J21 A21,
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AS
12

.= t1 · (At2) = (J11g1 + J12g2) · [A (J21 g1 + J22 g2)]
= J11J21 A11 + J12J22 A22 + J11J22 A12 + J12J21 A21,

AS
21

.= t2 · (At1) = (J21 g1 + J22 g2) · [A (J11g1 + J12g2)]
= J11J21 A11 + J12J22 A22 + J12J21 A12 + J11J22 A21.

We can rewrite the above formulas in the vector-matrix form as

AS
v = T Aξ

v, (2.21)

where

T .=

⎡⎢⎢⎣
J2

11 J2
12 J11J12 J11J12

J2
21 J2

22 J21J22 J21J22

J11J21 J12J22 J11J22 J12J21

J11J21 J12J22 J12J21 J11J22

⎤⎥⎥⎦ ,

AS
v

.=

⎡⎢⎢⎣
AS

11

AS
22

AS
12

AS
21

⎤⎥⎥⎦ , Aξ
v

.=

⎡⎢⎢⎣
A11

A22

A12

A21

⎤⎥⎥⎦ .

If AS
v and Aξ

v are rewritten as 2× 2 matrices then, instead of using
the transformation operator T, we can write

AS = JAξ JT . (2.22)

The equivalence of AS and AS
v can be verified by comparing their

corresponding components, i.e. (1, 1) ↔ (1), (2, 2) ↔ (2), (1, 2) ↔ (3)
and (2, 1) ↔ (4).

Transformation of covariant in-plane components of vector and tensor. Compo-
nents of vectors and tensors in the ortho-normal basis {ti} are obtained
from the covariant components in the co-basis {gi}, assuming that the
normal vectors are identical, i.e. t3 = g3. Again, the components in {gi}
cannot be obtained by orthogonal projections.

Vectors. The transformation formula for the vector v is obtained in the
following steps. First, we calculate the components vS

α
.= v · tα in {ti}.

Next, we transform them to the skew co-basis {gα}, using eq. (10.44)2
rewritten as follows:
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t1 = J−1
11 g1 + J−1

21 g2, t2 = J−1
12 g1 + J−1

22 g2,

where J−1
ij are components of the 2× 2 Jacobian matrix, J−1, defined

in eq. (10.49). Finally, we identify the covariant components vα
.= v ·gα

of the vector v = vα gα. The transformations are performed as follows:

vS
1

.= v·t1 = v·(J−1
11 g1+J−1

21 g2) = J−1
11 (v·g1)+J−1

21 (v·g2) = J−1
11 v1+J−1

21 v2,

vS
2

.= v·t2 = v·(J−1
12 g1+J−1

22 g2) = J−1
12 (v·g1)+J−1

22 (v·g2) = J−1
12 v1+J−1

22 v2.

In matrix form, we have [
vS
1

vS
2

]
= (J−1)T

[
v1

v2

]
. (2.23)

Second-rank tensors. The transformation formulas for the second-rank
tensor A can be obtained similarly as for a vector. Now we shall identify
the covariant components Aαβ

.= gα ·(Agβ) of the tensor A = Aαβ gα⊗
gβ . By analogy to eq. (2.22), we obtain

AS = (J−1)T Aξ J−1. (2.24)

By analogy to eq. (2.21), we can rewrite eq. (2.24) in the vector-matrix
form

AS
v = T∗ Avξ, (2.25)

where

T∗ .=

⎡⎢⎢⎣
(J−1

11 )2 (J−1
21 )2 J−1

11 J−1
21 J−1

11 J−1
21

(J−1
12 )2 (J−1

22 )2 J−1
12 J−1

22 J−1
12 J−1

22

J−1
11 J−1

12 J−1
21 J−1

22 J−1
11 J−1

22 J−1
21 J−1

12

J−1
11 J−1

12 J−1
21 J−1

22 J−1
21 J−1

12 J−1
11 J−1

22

⎤⎥⎥⎦ ,

AS
v

.=

⎡⎢⎢⎣
AS

11

AS
22

AS
12

AS
21

⎤⎥⎥⎦ , Avξ
.=

⎡⎢⎢⎣
A11

A22

A12

A21

⎤⎥⎥⎦ .

Note that T∗ can be obtained from T by replacing Jαβ with J−1
βα ,

in which the order of indices αβ is reversed. Hence, T∗ = T−T , as can
be readily checked. The equivalence of AS and AS

v can be verified by
comparing their corresponding components, i.e. (1, 1) ↔ (1), (2, 2) ↔ (2),
(1, 2) ↔ (3), and (2, 1) ↔ (4).
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Check: Invariance of scalar product. We can check the correctness of the
tensorial formulas of eqs. (2.22) and (2.24) by calculating a scalar product
of two tensors,

AS = JAξ JT , BS = (J−1)T Bξ J−1.

Such a product appears, e.g., in the strain energy, W .= 1
2σ · ε. Using

eq. (2.22) and (2.24), we obtain

AS ·BS = tr[AS(BS)T ] = tr(JAξ JTJ−T BT
ξ J−1) = tr(Aξ BT

ξ ) = Aξ ·Bξ.

The same can be repeated for the vectors of tensorial components of
eqs. (2.21) and (2.25), i.e.

AS
v = T Aξ

v, BS
v = T∗ Bvξ,

in which the 4× 4 operators T and T∗ appear. The scalar product of
the vectors is

AS
v · BS

v = Aξ
v · (TTT∗ Bvξ) = Aξ

v · Bvξ,

using TTT∗ = TTT−T = I. We see that the scalar product is invariant
for both ways of calculation, as required.

Transformation of transverse (α3 and 3α) components. The transverse com-
ponents in the ortho-normal basis {ti} can be obtained from the com-
ponents either in the basis {gi} or in the co-basis {gi}. We assume
that the normal vectors are identical, i.e. t3 = g3 = g3. The derivation
is analogous to the one for the in-plane components.

Contravariant components. The transformations are as follows:

AS
13

.= t1 · (At3) = (J11g1 + J12g2) · (A g3) = J11 A13 + J12 A23,

AS
23

.= t2 · (At3) = (J21 g1 + J22 g2) · (A g3) = J21 A13 + J22 A23

and

AS
31

.= t3 · (At1) = g3 · (A [J11g1 + J12g2)] = J11 A31 + J12 A32,

AS
32

.= t3 · (At2) = g3 · [A (J21 g1 + J22 g2)] = J21 A31 + J22 A32,

where the contravariant components are Aα3 .= gα · (Ag3) and A3α .=
g3 · (Agα). We can rewrite the above formulas in the vector-matrix form
as follows: [

AS
13

AS
23

]
= J

[
A13

A23

]
,

[
AS

31

AS
32

]
= J

[
A31

A32

]
. (2.26)
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Covariant components. The transformations are

AS
13

.= t1 · (At3) = (J−1
11 g1 + J−1

21 g2) · (A g3) = J−1
11 A13 + J−1

21 A23,

AS
23

.= t2 · (At3) = (J−1
12 g1 + J−1

22 g2) · (A g3) = J−1
12 A13 + J−1

22 A23

and

AS
31

.= t3 · (At1) = g3 · (A [J−1
11 g1 + J−1

21 g2)] = J−1
11 A31 + J−1

21 A32,

AS
32

.= t3 · (At2) = g3 · [A (J−1
12 g1 + J−1

22 g2)] = J−1
12 A31 + J−1

22 A32,

where the covariant components are Aα3
.= gα · (Ag3) and A3α

.=
g3 · (Agα). We can rewrite the above formulas in the vector-matrix form
as follows: [

AS
13

AS
23

]
= J−T

[
A13

A23

]
,

[
AS

31

AS
32

]
= J−T

[
A31

A32

]
. (2.27)

Symmetric second-rank tensors. Now we consider the case when Aξ and
Aξ for the in-plane (αβ) components are symmetric tensors. The tenso-
rial eq. (2.22) and (2.24) remain valid, but we may simplify the formulas
involving the 4 × 4 operators T and T∗ as follows.

Contravariant components. For a symmetric Aξ, when A21 = A12,
we may simplify eq. (2.21) by adding the third and fourth column of T,
and by omitting the row for AS

21 which is identical as the row for AS
12.

Then,

T .=

⎡⎣ J2
11 J2

12 2J11J12

J2
21 J2

22 2J21J22

J11J21 J12J22 J11J22 + J12J21

⎤⎦ , (2.28)

AS
v

.=

⎡⎣AS
11

AS
22

AS
12

⎤⎦ , Aξ
v

.=

⎡⎣A11

A22

A12

⎤⎦ .

This form is useful in three applications in which vectors of the contravari-
ant components appear:

1. in the strain energy W .= 1
2σ·ε, for the stresses σ

.= [σ11, σ22, σ12]T ,
2. in the Assumed Stress methods, for the stresses σ

.= [σ11, σ22, σ12]T ,
3. in the Assumed Strain methods, for the strains ε

.= [ε11, ε22, 2ε12]T .
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Covariant components. Re-defined operator. For a symmetric Aξ, when
A21 = A12, we can add the third and fourth columns and retain only
AS

12, because AS
21 = AS

12. Then, in eq. (2.25) we have

T∗ .=

⎡⎣ (J−1
11 )2 (J−1

21 )2 2J−1
11 J−1

21

(J−1
12 )2 (J−1

22 )2 2J−1
12 J−1

22

J−1
11 J−1

12 J−1
21 J−1

22 J−1
11 J−1

22 + J−1
21 J−1

12

⎤⎦ , (2.29)

AS
v

.=

⎡⎣AS
11

AS
22

AS
12

⎤⎦ , Avξ
.=

⎡⎣A11

A22

A12

⎤⎦ .

However, the above 3×3 operator T∗ is deficient because it is not equal
to T−T for T of eq. (2.28). Recall that this property holds for the 4×4
operators and is necessary to maintain invariance of the scalar product.
Unfortunately, it was destroyed while accounting for the symmetry of the
tensors. To remedy the problem, we do not use T∗ of eq. (2.29), but we
define

T∗∗ .= T−T =

⎡⎣ (J−1
11 )2 (J−1

21 )2 J−1
11 J−1

21

(J−1
12 )2 (J−1

22 )2 J−1
12 J−1

22

2J−1
11 J−1

12 2J−1
21 J−1

22 J−1
11 J−1

22 + J−1
21 J−1

12

⎤⎦ , (2.30)

where T is specified in eq. (2.28). Using components of J instead of
J−1, we can obtain another, equivalent, form

T∗∗ =
1

(detJ)2

⎡⎣ J2
22 J2

21 −J21J22

J2
12 J2

11 −J11J12

−2J12J22 −2J11J21 J11J22 + J12J21

⎤⎦ , (2.31)

where detJ .= J11J22 − J12J21.

Note that eq. (2.29), but with T∗∗ of eq. (2.30) or (2.31) used instead
of T∗, can be applied to the strain energy, W .= 1

2σ · ε, for the vector
of covariant strain components ε

.= [ε11, ε22, 2ε12]T .

Check: Invariance of strain energy. For the symmetric tensors, the tenso-
rial formulas are identical as for non-symmetric ones for which we already
checked the invariance of the scalar product. Using the formulas with the
3 × 3 operators T and T∗∗, we have

σS
v = T σv, εS

v = T∗∗ εv,
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where the vector of contravariant stresses σξ
v

.= [σ11, σ22, σ12]T and the
vector of covariant strains εvξ

.= [ε11, ε22, 2ε12]T . The strain energy can
be expressed as W .= 1

2σS
v · εS

v , where the scalar product of the vectors
is

σS
v · εS

v = σξ
v · (TTT∗∗ εvξ) = σξ

v · εvξ = σ11ε11 + σ22ε22 + 2σ12ε12.

An identical invariant form is obtained by tensorial operations.

Transformation of second-rank tensors between two Cartesian bases. Now we
assume that g3 = g3 = t3, and that {gk} is an ortho-normal basis, so
gk = gk. We obtain the components in the ortho-normal basis {ti} by
simplification of the earlier derived general formulas. Then, the Jacobian
matrix is simply a proper orthogonal matrix, i.e.

J =
[

c −s
s c

]
= R, c

.= cos α, s
.= sinα, (2.32)

where α is the angle of rotation about t3. Note that J−1 = RT and
detJ = 1.

Non-symmetric tensors. For the in-plane (αβ) components, the trans-
formation rules of eqs. (2.22) and (2.24) become identical,

AS = RAξ RT , AS = RAξ RT . (2.33)

Also, the 4 × 4 operators become identical, i.e.

T .=

⎡⎢⎢⎣
J2

11 J2
12 J11J12 J11J12

J2
21 J2

22 J21J22 J21J22

J11J21 J12J22 J11J22 J12J21

J11J21 J12J22 J12J21 J11J22

⎤⎥⎥⎦ =

⎡⎢⎢⎣
c2 s2 −sc −sc
s2 c2 sc sc
sc −sc c2 −s2

sc −sc −s2 c2

⎤⎥⎥⎦ ,

T∗ .=

⎡⎢⎢⎣
(J−1

11 )2 (J−1
21 )2 J−1

11 J−1
21 J−1

11 J−1
21

(J−1
12 )2 (J−1

22 )2 J−1
12 J−1

22 J−1
12 J−1

22

J−1
11 J−1

12 J−1
21 J−1

22 J−1
11 J−1

22 J−1
21 J−1

12

J−1
11 J−1

12 J−1
21 J−1

22 J−1
21 J−1

12 J−1
11 J−1

22

⎤⎥⎥⎦ =

⎡⎢⎢⎣
c2 s2 −sc −sc
s2 c2 sc sc
sc −sc c2 −s2

sc −sc −s2 c2

⎤⎥⎥⎦ ,

so T∗ = T, and the transformation rules of eqs. (2.21) and (2.25) become
identical,

AS
v = TAξ

v, BS
v = TBvξ. (2.34)
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For the transverse (α3 and 3α) components, we have J = J−T = R,
and the transformation rules of eqs. (2.26) and (2.27) become identical,[

AS
13

AS
23

]
= R

[
A13

A23

]
,

[
AS

31

AS
32

]
= R

[
A31

A32

]
, (2.35)

[
AS

13

AS
23

]
= R

[
A13

A23

]
,

[
AS

31

AS
32

]
= R

[
A31

A32

]
. (2.36)

Symmetric tensors. For the in-plane (αβ) components, the operators T
of eq. (2.28) and T∗∗ of eq. (2.31) assume the forms

T .=

⎡⎣ J2
11 J2

12 2J11J12

J2
21 J2

22 2J21J22

J11J21 J12J22 (J11J22 + J12J21)

⎤⎦ =

⎡⎣ c2 s2 −2sc
s2 c2 2sc
sc −sc c2 − s2

⎤⎦ ,

T∗∗ .=
1

(detJ)2

⎡⎣ J2
22 J2

21 −J21J22

J2
12 J2

11 −J11J12

−2J12J22 −2J11J21 J11J22 + J12J21

⎤⎦
=

⎡⎣ c2 s2 −sc
s2 c2 sc
2sc −2sc c2 − s2

⎤⎦ = T−T ,

and eqs. (2.21) and (2.25) become

AS
v = TAξ

v, BS
v = T−T Bvξ.

The scalar product of them is invariant, i.e.

AS
v · BS

v = Aξ
v · [(TTT−T ) Bvξ] = Aξ · Bξ.

We can check that detT = 1, but T−1 �= TT , i.e. T is not an
orthogonal matrix. Besides, T−1(α) = T(−α).

For the symmetric transverse components (α3 = 3α), eqs. (2.26) and
(2.27) yield [

AS
13

AS
23

]
= R

[
A13

A23

]
,

[
AS

31

AS
32

]
= R

[
A31

A32

]
. (2.37)
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Combining the above formulas for in-plane (αβ) components and the
transverse (α3) components, yields the following transformation operators
for a symmetric tensor:

- for “contravariant” components,⎡⎢⎢⎢⎢⎢⎢⎣

AS
11

AS
22

AS
33

AS
12

AS
13

AS
23

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣

c2 s2 0 −2sc 0 0
s2 c2 0 2sc 0 0
0 0 1 0 0 0

sc −sc 0 c2 − s2 0 0
0 0 0 0 c −s
0 0 0 0 s c

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

A11

A22

A33

A12

A13

A23

⎤⎥⎥⎥⎥⎥⎥⎦ , (2.38)

- for “covariant” components,⎡⎢⎢⎢⎢⎢⎢⎣

AS
11

AS
22

AS
33

AS
12

AS
13

AS
23

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣

c2 s2 0 −sc 0 0
s2 c2 0 sc 0 0
0 0 1 0 0 0

2sc −2sc 0 c2 − s2 0 0
0 0 0 0 c −s
0 0 0 0 s c

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

A11

A22

A33

A12

A13

A23

⎤⎥⎥⎥⎥⎥⎥⎦ . (2.39)

Note that the terms “contravariant” and “covariant” components are used
above only to maintain their relation to the non-orthogonal bases and to
indicate that applications of these formulas are similar to those of the
subsection Symmetric second-rank tensors.

2.3 Gradients and derivatives

Representation of a gradient of vector. The gradient of vector a .= al il
w.r.t. the vector b .= bk ik is the second-rank tensor, which in the basis
{ik}, assumes the form

G .=
∂a
∂b

=
∂al

∂bk
il ⊗ ik, l, k = 1, 2, 3. (2.40)

The matrix of its components is

G
.=
[

∂al

∂bk

]
=

⎡⎢⎢⎣
∂a1

∂b1
∂a1

∂b2
∂a1

∂b3

∂a2

∂b1
∂a2

∂b2
∂a2

∂b3

∂a3

∂b1
∂a3

∂b2
∂a3

∂b3

⎤⎥⎥⎦ . (2.41)

Note that, accepting the standard abuse of notation, we can also use the
same letter G to denote the tensor and the array of its components.
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Derivatives of shape functions w.r.t. Cartesian coordinates. The shape func-
tions are functions of natural coordinates ξ, η ∈ [−1,+1] but, using a
chain rule, we can calculate their derivatives w.r.t. the Cartesian coordi-
nates x, y. Then, we obtain⎡⎣ ∂NI(ξ,η)

∂x

∂NI(ξ,η)
∂y

⎤⎦ =

[ ∂NI
∂ξ

∂ξ
∂x + ∂NI

∂η
∂η
∂x

∂NI
∂ξ

∂ξ
∂y + ∂NI

∂η
∂η
∂y

]
=

[ ∂ξ
∂x

∂η
∂x

∂ξ
∂y

∂η
∂y

][
∂NI
∂ξ

∂NI
∂η

]
. (2.42)

The derivatives ∂NI/∂ξ and ∂NI/∂η can be explicitly calculated,
while for the matrix

A
.=

[ ∂ξ
∂x

∂η
∂x

∂ξ
∂y

∂η
∂y

]
(2.43)

we shall find its relation to the Jacobian matrix and its inverse defined as

J
.=

[
∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

]
, J−1 =

1
det J

[ ∂y
∂η −∂x

∂η

−∂y
∂ξ

∂x
∂ξ

]
. (2.44)

We can verify that

JT A =
[

A C
C B

]
= I, (2.45)

where

A
.=

∂ξ

∂x

∂x

∂ξ
+

∂ξ

∂y

∂y

∂ξ
=

dξ

dξ
= 1, B

.=
∂η

∂x

∂x

∂η
+

∂η

∂y

∂y

∂η
=

dη

dη
= 1,

C
.=

∂ξ

∂x

∂x

∂η
+

∂ξ

∂y

∂y

∂η
=

dξ

dη
= 0.

Hence, A = J−T , and the derivatives of shape functions w.r.t. Cartesian
coordinates can be calculated by the formula⎡⎣ ∂NI(ξ,η)

∂x

∂NI(ξ,η)
∂y

⎤⎦ = J−T

[
∂NI
∂ξ

∂NI
∂η

]
=

1
det J

[
∂y
∂η −∂y

∂ξ

−∂x
∂η

∂x
∂ξ

][
∂NI
∂ξ

∂NI
∂η

]
. (2.46)

Finally, we note that we can use as {x, y} and J, the Cartesian
coordinates and the Jacobian matrices introduced in Sect. 10.3:

1. for the reference Cartesian coordinates {y1, y2}, J is the upper 2×2
matrix of JG of eq. (10.38), or

2. for the local Cartesian coordinates {S1, S2}, J is the upper 2 × 2
matrix of JL of eq. (10.39). An alternative form of this matrix is
given in eq. (11.13).
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SHELL EQUATIONS



3

Rotations for 3D Cauchy continuum

In this chapter we consider the classical configuration space of the non-
polar Cauchy continuum, defined as

C .= {χ : B → R3}, (3.1)

where χ is the deformation function defined over the reference configu-
ration of the body B. The rotations are calculated from the deformation
gradient, F .= ∇χ , and are not independent variables.

3.1 Polar decomposition of deformation gradient

In the non-polar Cauchy media, the rotations associated with deformation
can be obtained by the polar decomposition of the deformation gradient,
which appears in two forms: right and left. The right polar decomposition
is given by the formula

F = RU, (3.2)

where U .= (FTF)
1
2 is the right stretching tensor (symmetric and pos-

itive definite) and R = FU−1 ∈ SO(3) is a rotation tensor. The left
polar decomposition is

F = VR, (3.3)

where V .= (FFT )
1
2 is the left stretching tensor, also symmetric and

positive definite. Then the rotation tensor is calculated as R = V−1F ∈
SO(3).
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Uniqueness of polar decomposition. The proof of uniqueness of the decom-
position (3.2) follows the standard lines, and is given, e.g., in [115], p. 77
or [159], p. 93.

Properties of U. The properties of U result from the properties of
C = FTF. First, C is symmetric as (FTF)T = FT (FT )T = FTF.
Symmetry of U can be shown directly by using the Cayley–Hamilton
theorem, see [236], eq. (2.7). Another way is to note that C

1
2 is an

isotropic function, i.e.

QC
1
2 QT = (QCQT )

1
2 , (3.4)

for an arbitrary Q ∈ SO(3), thus, by Serrin’s theorem, it can be repre-
sented as C

1
2 = a0I + a1C + a2C2. Hence, U = C

1
2 is symmetric as

a polynomial of symmetric tensors.

Next, C is positive definite, which can be shown by considering a
line element, dx = FdX, where detF �= 0 and dX �= 0. A square of
a length of the line element is positive, i.e.

dx · dx = (FdX) · (FdX) = dX · (FTFdX) > 0, (3.5)

where the last form is a definition of positive definiteness of FTF = C.
By the definition of a square root function in spectral representations, also
U = C

1
2 is positive definite.

Algorithm for calculation of U for given C. The eigenvalues of C are real
and positive and its eigenvectors are pairwise orthogonal. Denote these
eigenvalues as λ2

i and the eigenvectors as vi (i = 1, 2, 3), and arrange
them as matrices as follows:

Λ = diag
[
λ2

1, λ2
2, λ2

2

]
, Q = [v1|v2|v3],

where Λ is a diagonal matrix and Q is an orthogonal matrix. Then
C is represented as

C = QT ΛQ, (3.6)

where the position of Q and QT can be interchanged. The standard
steps to calculate U = C

1
2 are shown in Table 3.1. Note that U is not

diagonal but is symmetric and positive definite. The algorithm to find a
square root of a symmetric positive definite 3×3 matrix is described, e.g.,
in [75]. Note that for U = QT Λ

1
2 Q, we obtain F = RU = RQT Λ

1
2 Q,

which is a relation for the deformation gradient in which the stretches and
the orthogonal tensors are separated.
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Table 3.1 Calculation of square root of C.

1. calculate eigenvectors of C: Q

2. rotate forward C: QCQT = Λ

3. calculate square root of Λ: Λ
1
2 = diag

hp
λ2

1,
p

λ2
2,

p
λ2

2

i

4. rotate backward Λ
1
2 : QTΛ

1
2 Q = C

1
2 = U.

Properties of R. Orthogonality of R is shown as

RTR = (U−1)TFTFU−1 = U−1U2U−1 = I. (3.7)

From this condition we obtain det(RTR) = (detR)2 = 1, i.e. a relation
for the square of the determinant. To establish the sign of detR, we
note that detR = det(FU−1) = (detF)/(detU). Positive definiteness
of U implies that the principal stretches λi > 0 and, hence, detU =
λ1λ2λ3 > 0. Besides, we must take detF > 0 to exclude annihilation
of line elements and negative volumes, see [159], pp. 85 and 87. Hence,
(detF)/(detU) > 0 and, therefore, detR = +1.

3.2 Rotation Constraint equation

Instead of calculating R as FU−1, we can find a tensor Q ∈ SO(3),
by solving the RC equation

C
.= skew(QTF) = 0. (3.8)

This it permitted because the equations QTF = U and skew(QTF) =
0, are equivalent, which is shown below.

1. skew(QTF) = 0 ⇒ QTF = U.

From skew(QTF) = 0 we have QTF = FTQ = (QTF)T , i.e. QTF
is symmetric. Using this symmetry, we have

(QTF)2 = (QTF)(QTF) = (QTF)T (QTF) = FTQQTF = U2. (3.9)

It remains to show that QTF �= −U. Because U2 = C is positive
definite, so also is (QTF)2. By the definition of a square root function
in a spectral representation, also QTF = [(QTF)2]

1
2 is positive definite,

similarly as U obtained from C. This implies that eigenvalues of QTF
are positive, similarly as principal stretches λi, and that QTF = +U.
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Remark. We can also compare signs of QTF and U by examining
signs of their scalar invariants, but the results are not conclusive because of
the first invariant. Both the third invariants are positive, as det(QTF) =
(detQT )(detF) = detF > 0 and also detU = λ1λ2λ3 > 0, as principal
stretches λi > 0. Also, the second invariants are positive, as

tr(QTF)2 = tr(FTF) = F · F > 0, (3.10)

using eq. (3.9), and trU2 = λ1λ2 +λ2λ3 +λ3λ1 > 0 as λi > 0. For the
first invariants, we have trU = λ1 + λ2 + λ3 > 0 as λi > 0, but there
is a problem with tr(QTF). For instance, for the 2D case, when

Q =
[

cos ω − sinω
sinω cos ω

]
, F =

[
F11 F12

F21 F22

]
, (3.11)

we obtain tr(QTF) = Q ·F = cosω(F11+F22)+sinω(F21−F12). Noting
that detF = F11F22 − F12F21 > 0, and even assuming small rotations,
ω ≈ 0, for which tr(QTF) ≈ (F11 + F22) + ω(F21 − F12), it is still
difficult to determine the sign of this invariant.

2. QTF = U ⇒ skew(QTF) = 0.

From the symmetry condition, U = UT , we obtain (QTF) = (QTF)T ,
which can be rewritten as skew(QTF) = 0.

This ends the proof that the conditions skew(QTF) = 0 and QTF =
U are fully equivalent. �

Finally, we note that the RC equation provides a link between the
deformation gradient and the rotations, and can be used to derive mixed
formulations including rotations, see Sect. 4.

Relaxed stretching tensors. Using the product QTF, which was a basis
of the RC equation, we can define two relaxed right stretching tensors:

1. the symmetric relaxed right stretching tensor

Ũ .= sym(QTF). (3.12)

If skew(QTF) = 0, then sym(QTF) = U, as in the proof above.
2. the non-symmetric relaxed right stretching tensor

Ũn
.= QTF. (3.13)

If skew(QTF) = 0, then QTF = sym(QTF) = U. The tensor Ũn

is used in the two-field formulation with unconstrained equations, see
Sect. 4.6.
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3.3 Interpretation of rotation Q

The rotation Q provided by the RC equation can also be physically
interpreted in the range of large rotations, if we parameterize F in
terms of rotations and stretches of a pair of initially ortho-normal vectors.

t
2

t*
2

t
1

t*
1

��

���

��

��

Fig. 3.1 Deformation of a pair of vectors t1 and t2.

Consider a 2D (planar) body, and denote by t1 and t2 two
ortho-normal vectors associated with the non-deformed configuration, see
Fig. 3.1. Under deformation, each of these vectors is rotated and stretched,

t∗1 = Ft1 = λ1Q1t1, t∗2 = Ft2 = λ2Q2t2, (3.14)

where λ1, λ2 > 0 are scalar stretch parameters and Q1, Q2 are two
rotation tensors, each depending on one rotation angle βα, α = 1, 2.
The length of t1 and t2 is preserved if λ1 = λ2 = 1 and the angle
between them remains unchanged for β1 = β2. Note that we can define
the deformation gradient as F = λ1Q1 (t1⊗t1)+λ2Q2 (t2⊗t2) because
products of it with t1 and t2 yield expressions of eq. (3.14).

For the representations

F = Fαβ tα ⊗ tβ ,

Qα(βα) = cα (t1 ⊗ t1 + t2 ⊗ t2) + sα (t2 ⊗ t1 − t1 ⊗ t2), (3.15)

where sα = sinβα and cα = cos βα, from eq. (3.14) we obtain

F11 = λ1 c1, F12 = λ2 (−s2), F21 = λ1 s1, F22 = λ2 c2, (3.16)
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which are algebraic and nonlinear formulas for Fαβ in terms of four new
parameters {λ1, λ2, β1, β2}.

Next, we shall find a relation between the rotation angles βα and
the angle ω of the rotation Q using the RC equation. For Q(ω) =
cos ω (t1⊗t1+t2⊗t2)+sinω (t2⊗t1−t1⊗t2), the RC equation becomes

(F21 − F12) cos ω − (F11 + F22) sinω = 0. (3.17)

Using the components of the deformation gradients of eq. (3.16), we obtain

[λ1s1 − λ2(−s2)] cos ω − (λ1c1 + λ2c2) sin ω = 0. (3.18)

Assuming cosω �= 0, and (λ1c1 + λ2c2) �= 0, we obtain

tanω =
λ1s1 + λ2s2

λ1c1 + λ2c2
≈ s1 + s2

c1 + c2
, (3.19)

where the last form was obtained for small stretches, λα ≈ 1. Using
trigonometric identities,

tanω ≈ tan
β1 + β2

2
. (3.20)

Hence,

ω ≈ 1
2
(β1 + β2) + kπ, k = 0, . . . , K, (3.21)

i.e. the angle ω yielded by the RC is an average of rotations of vectors
t1 and t2. This result, obtained for large rotations, provides a clear
physical interpretation of Q.

For rigid body rotation, the length of vectors t1 and t2 is constant,
and their rotation angles are identical, i.e. λ1 = λ2 = 1, and β1 = β2 = β.
Then, eq. (3.14) becomes

Ft1 = Q(β) t1, Ft2 = Q(β) t2 (3.22)

and the deformation gradient F = Q(β) (t1 ⊗ t1 + t2 ⊗ t2) = Q(β)I =
Q(β). Hence, eq. (3.21) becomes

ω = β + kπ, (3.23)

i.e. the angle ω yielded by the RC is equal to the angle β of the rigid
body rotation.

Summarizing the above two cases, we see that, in general, Q cannot
be interpreted as a rigid rotation. This is also true for the rotation R
yielded by the polar decomposition of F, because R = Q.
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3.4 Rate form of RC equation

The rate form of the RC equation has the advantage that it can be equiv-
alently expressed in terms of the angular velocity and the spatial velocity
gradient.

Differentiation w.r.t. time of the RC equation (3.8) yields

skew(Q̇TF + QT Ḟ) = 0. (3.24)

From the definitions of the spatial (left) angular velocity, ω̃∗ .= Q̇QT ,
and the spatial velocity gradient, ∇v .= ḞF−1, we obtain

Q̇ = ω̃∗ Q, Ḟ = ∇vF, (3.25)

for which, eq. (3.24) becomes

skew
(
QTAF

)
= 0, where A .= −ω̃∗ + ∇v. (3.26)

Next, we apply the rotation-forward operation, Q (·)QT and rewrite
eq. (3.26) as

AV − VAT = 0, (3.27)

where V .= QUQT = FQT is the left stretching tensor, symmetric
and positive definite. The split of A into a symmetric part and a skew-
symmetric part yields A = As + Aa, where As

.= sym∇v and
Aa

.= −ω̃∗ + skew∇v. Then eq. (3.26) becomes

(AsV − VAs) + (AaV − VAT
a ) = 0. (3.28)

Note that the first part,

AsV − VAs = 2 skew(AsV) = 0, (3.29)

because a skew part of a symmetric tensor is equal to zero. Hence, only
the second part of eq. (3.28) remains,

AaV + VAa = 0, (3.30)

in which Aa is skew-symmetric, and V is symmetric and positive
definite. By Lemma 3.1 in [214], this equation is satisfied only if Aa = 0,
which yields

ω̃∗ − skew∇v = 0. (3.31)

This relation is equivalent to the rate form of the RC equation of eq. (3.24).
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3.5 Rotations calculated from the RC equation

Assume that F is given, and find the rotations from the RC equation.

The solution of the RC of eq. (3.8) is trivial for a rigid rotation, when
F = Q, as then skew(QTF) = skew(QTQ) = skew I = 0, i.e. the RC
equation is an identity.

For large rotations, the RC of eq. (3.8) yields a system of non-linear
equations for {ψ1, ψ2, ψ3}, where ψi

.= (ψ)i and ψ is the rotation
vector, e.g. the canonical vector of eq. (8.79). Methods of solution of these
nonlinear equations for a 2D problem are discussed in Sect. 12.1.

If we assume that rotations are small, then Q ≈ I + ψ̃, where
ψ̃ = ψ × I ∈ so(3). Then the RC equation becomes

C
.= skew(QTF) = skew

[
(I + ψ̃)TF

]
= skewF+skew(ψ̃TF) = 0. (3.32)

These are three equations which can be rewritten as⎡⎣ −F31 −F32 (F11 + F22)
F21 −(F11 + F33) F23

(F22 + F33) −F12 −F13

⎤⎦⎡⎣ψ1

ψ2

ψ3

⎤⎦ = −
⎡⎣F12 − F21

F13 − F31

F23 − F32

⎤⎦ ,

(3.33)
where Fij

.= (F)ij . Note that for F = I, the determinant of the matrix
is equal to 8 and the r.h.s. vector is equal to zero. Hence, a unique solution
exists and is equal to zero.

A unique solution does not exist, e.g., when (i) the off-diagonal com-
ponents are equal to zero, i.e. Fα3 = F3α = 0 and F12 = F21 = 0, and
(ii) at least one of the following conditions for the diagonal components is
satisfied: F11 = −F22 or F11 = −F33 or F22 = −F33.
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3D formulations with rotations

In this chapter, the formulations including rotations as an independent
(primary) variable are derived for a 3D continuum. The derived functionals
amount to various forms of the potential energy modified by the Rotation
Constraint; their extensions to the Hu–Washizu and Hellinger–Reissner
functionals are provided in Sect. 12. Some of these 3D formulations are
used in subsequent chapters as a basis for derivation of shell equations.

Extended configuration space. The classical configuration space of the non-
polar Cauchy continuum is defined as

C .= {χ : B → R3}, (4.1)

where χ is the deformation function defined over the reference configu-
ration of the body B. In the present section, we consider the extended
configuration space, defined in terms of the deformation function χ and
rotations R ∈ SO(3). We do not account for gradients of rotations,
similarly as in the pseudo-Cosserat continuum, see [59, 128, 238]. The
rotations are generated by the (left) skew-symmetric tensor δθ̃

.= δRRT

(in the sense explained for the weak form AMB equation), and are treated
in two different ways:

• remain unconstrained, as in the Cosserat-type continuum. Then the
extended configuration space is defined as

Cext
.= {(χ,R) : B → R3 × SO(3)}. (4.2)

Note that χ does not belong to the classical configuration space. This
approach to rotations is quite popular in shells, which can be treated
as pseudo-Cosserat surfaces, see e.g. [244, 52, 200] and the papers cited
therein.
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• are constrained, either by the polar decomposition of F equation
(3.2) or the RC equation (3.8). Then the extended configuration space
is defined as

Cext
.= {(χ,R) : B → R3 × SO(3) | χ ∈ C}, (4.3)

where C is the classical configuration space. Note that χ is required
to belong to C, i.e. it is identical as for the classical non-polar Cauchy
continuum, see [128, 238, 74, 175, 13]. This approach is used in [252,
253, 254], to define the second-order kinematics of shells.

The basic formulation of this chapter is given for the nominal stress from
which the formulations for other types of stress are derived. The formu-
lations based on the Biot stress, see [191, 42, 249], and the formulations
based on the second Piola–Kirchhoff stress, see [99, 214], are presented.
Several variational principles are also summarized in [9].

Four-field (4-F) formulation exploits the polar decomposition equation,
while the three-field (3-F) formulations are based on the RC equation.
Two-field (2-F) formulations are obtained by regularization of the 3-F
functionals, except the one for unconstrained rotations.

Finally, we note that both approaches, i.e. with constrained and uncon-
strained rotations, can be applied to shells. The 3-F and 2-F formulations
are used in subsequent chapters as the basis for derivation of shell equa-
tions.

4.1 Governing equations

Balance equations and boundary conditions. The local balance equations
and the boundary conditions are

1. linear momentum balance (LMB):

DivP + ρRb = 0 in B, (4.4)

where P is the nominal stress tensor (its transpose is the first Piola–
Kirchhoff stress), ρR is the mass density for the reference (initial)
configuration, and b is the body force.

2. angular momentum balance (AMB):

F × P = 0 or skew(PFT ) = 0 in B, (4.5)

where F = Gradχ and detF > 0.
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3. boundary conditions (BC):

χ = χ̂ on ∂χB and Pn = p̂ on ∂σB, (4.6)

where ∂χB and ∂σB denote disjoint parts of the boundary ∂B
on which the deformation and traction boundary conditions are spec-
ified. The outward normal vector is denoted by n and p̂ is the
external load (surface traction) which we assume as not depending on
deformation.

Weak form of basic equations. The weak form of eqs. (4.4)–(4.6) is obtained
by calculating their scalar products with the respective admissible fields
and integrating over the volume B or the surface traction BC area ∂σB
of the initial configuration.

LMB. For eq. (4.4), we calculate the volume integral of its scalar product
with the kinematically admissible variation of deformation δχ, i.e. such
that δχ = 0 on ∂uB,∫

B
(DivP + ρRb) · δχ dV = 0. (4.7)

Using the formula for the divergence of a product of two tensors, e.g. [33]
eq. (5.5.19), we obtain

DivP · δχ = Div(PT δχ) − P · ∇δχ. (4.8)

For the first r.h.s. term, we use the divergence theorem, e.g. [33] eq. (5.8.11),∫
B

Div(PT δχ) dV =
∫

∂B
(PT δχ) · ndA =

∫
∂B

(Pn) · δχ dA. (4.9)

For the second term, we note that ∇δχ = δF. Then the weak form of
the LMB is ∫

B
(P · δF − ρRb · δχ) dV −

∫
∂B

(Pn) · δχ dA. (4.10)

AMB. For eq. (4.5), we calculate a volume integral of its scalar product
with a skew-symmetric (left) tensor δθ̃,∫

B
skew(PFT ) · δθ̃ dV = 0. (4.11)
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If δθ̃ generates rotations, i.e. {δθ̃ : δR .= δθ̃ R}, which we can assume
for the extended configuration space but not for the classical one, the weak
form AMB becomes∫

B
skew(PFT ) · (RT δR) dV = 0. (4.12)

BCD. For the displacement BC, eq. (4.6), we calculate a surface integral
of a scalar product with δ(Pn),∫

∂χB
(χ − χ̂) · δ(Pn) dA = 0. (4.13)

BCT. For the traction BC, eq. (4.6), we calculate a surface integral of a
scalar product with a kinematically admissible variation δχ,∫

∂σB
(Pn − p̂) · δχ dA = 0. (4.14)

Remark. Note that, compared to the classical 1-F formulation in terms
of χ only, the weak form AMB equation is different while the other
equations are the same. To explain the expression that δθ̃ generates
rotations, we transform δR .= δθ̃ R by using δ( ) = ˙( ) δt, where the
superimposed dot denotes the time-derivative. This yields a differential
equation, Ṙ− ˙̃

θ R = 0, to which we append the initial condition R(t=
0) = R0. From this equation we can calculate (generate) R for an
assumed ˙̃

θ; for details see Sect. 9.4.

Virtual work of stress, strain energy, constitutive law. Below, the VW of the
nominal stress P is transformed to four equivalent forms. Next, the
corresponding strain energy functionals are defined and the respective
constitutive laws are derived.

a. Strain energy W(U). The VW of the nominal stress P · δF can be
expressed as

P · δF = sym(RTP) · δU, (4.15)

where R and U are obtained from the polar decomposition equa-
tion F = RU. Taking a variation of this equation, we have δF =
δR(RTR)U + RδU, where δRRT .= δθ̃, and δθ̃ = −δθ̃T , i.e. is
skew-symmetric. Then



34 3D formulations with rotations

P · δF = P · (δθ̃F) + P · (RδU) = (PFT ) · δθ̃ + sym(RTP) · δU,

and the first term vanishes as a scalar product of a symmetric PFT

(which is a consequence of the AMB: skew(PFT ) = 0) and a skew-
symmetric δθ̃.

The strain deduced from the r.h.s. of eq. (4.15) as the work conjugate
to sym(RTP), is the right stretch strain,

H .= (FTF)1/2 − (IT I)1/2, (4.16)

where I is consistent with F, see eq. (5.17).

Assume that the strain energy density per unit non-deformed volume,
W, is a function of U. W(U) satisfies the material objectivity
(frame indifference) requirement, because U is a polynomial of C, i.e.
U = C

1
2 = a0I + a1C + a2C2, as discussed below eq. (3.2). A variation

of the strain energy is

δW(U) = ∂UW(U) · δU. (4.17)

The term sym(RTP) · δU can be treated as δW and, hence, from
eqs. (4.15) and (4.17), we obtain the constitutive law

sym(RTP) = ∂UW(U). (4.18)

This CL is used in the 4-F formulation for the nominal stress.

b. Strain energy W(C). The VW of the nominal stress P · δF can be
expressed as

P · δF = 1
2S · δC, (4.19)

where S is the second Piola-Kirchhoff stress tensor and C .= FTF is the
right Cauchy–Green deformation tensor. The above formula is obtained
by using P = FS for which the AMB, skew(PFT ) = skew(FSFT ) = 0,
implies S = ST . Equation (4.19) is obtained by the following transfor-
mations:

(FS) · δF = S · (FT δF) = S · sym(FT δF) = S · δ(1
2F

TF) = 1
2S · δC.

The strain deduced from the r.h.s. of eq. (4.19) as the work conjugate
to S, is the Green strain,

E .= 1
2(FTF − IT I). (4.20)



Governing equations 35

This strain can be obtained from the change of the square of the length
of an infinitesimal line element, dx = (∂x/∂y) dy = Fdy,

dx · dx − dy · dy = (Fdy) · (Fdy) − (Idy) · (Idy) = 2dy · (Edy). (4.21)

Note that I is consistent with F, see eq. (5.17).

Assume that the strain energy density per unit non-deformed volume,
W, is a function of C. To satisfy the frame indifference requirement,
W must remain the same for the observer transformation x+ = Ox+c,
where O ∈ SO(3), ([239] p. 44). The observer transformation yields
F+ = OF and the right Cauchy–Green tensor is invariant, i.e. C+ =
(F+)TF+ = FTOTOF = FTF = C. If W is a function of C, then
W(C+) = W(C), and this requirement is satisfied. A variation of the
strain energy is as follows

δW(C) = ∂CW(C) · δC. (4.22)

The term 1
2S · δC can be treated as δW and, hence, from eqs. (4.19)

and (4.22), we obtain the constitutive law

S = 2 ∂CW(C). (4.23)

This CL is used in the formulations for the second Piola–Kirchhoff stress.

c. Strain energy W(QTF). The VW of the nominal stress P · δF can be
expressed as

P · δF = (QTP) · δ(QTF), (4.24)

where Q ∈ SO(3), and (QTF) is non-symmetric.

Proof. First,

P · δF = tr(QQTPδFT) = tr(QTPδFTQ) = (QTP) · (QTδF).

Next, we use QT δF = δ(QTF) − δQTF. Then,

(QTP) · (QT δF) = (QTP) · δ(QTF) − (QTP) · (δQTF),

where the 2nd component,

(QTP) · (δQTF) = tr(QTPFTδQ) = tr(δQQTPFT) = δθ̃ · (PFT) = 0,
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as δQQT .= δθ̃ is skew-symmetric and PFT is symmetric as a conse-
quence of the AMB: skew(PFT ) = 0. This ends the proof. �

The strain deduced from the r.h.s. of eq. (4.24), as the work conjugate
to (QTP), is the non-symmetric relaxed right stretch strain

H̃n
.= QTF − IT I, (4.25)

where I is consistent with F, see eq. (5.17).

Assume that the strain energy density per unit non-deformed volume,
W, is a function of QTF. Note that if skew(QTF) → 0, then QTF →
U and W(QTF) → W(U) which satisfies the material objectivity
(frame indifference) requirement, as discussed earlier. A variation of the
strain energy is

δW(QTF) = ∂QTFW(QTF) · δ(QTF). (4.26)

The term (QTP) · δ(QTF) can be treated as δW and, hence, from
eqs. (4.24) and (4.26), we obtain the constitutive law

(QTP) = ∂QTFW(QTF). (4.27)

We note that the above CL is applicable only to the unconstrained for-
mulation, with rotations restricted neither by the polar decomposition
equation nor by the RC equation.

d. Strain energy W(sym(QTF)). The sum of the VW of the nominal stress
and the weak form of the RC equation can be expressed as

P · δF + δskew(QTP) · skew(QTF)
= sym(QTP) · δsym(QTF) + δ[skew(QTP) · skew(QTF)], (4.28)

where we applied eq. (4.24) to the first component and the split into
symmetric and skew-symmetric parts,

(QTP) · δ(QTF) = sym(QTP) · symδ(QTF) + skew(QTP) · skewδ(QTF).

Besides, commuting of the operations of taking a symmetric (or skew) part
and taking a variation, i.e. symδ(·) = δsym(·) and skewδ(·) = δskew(·),
is accounted for.
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The strain deduced from the first term on the r.h.s. of eq. (4.28), as
the work conjugate to sym(QTP), is the symmetric relaxed right stretch
strain,

H̃ .= sym(QTF) − sym(IT I), (4.29)

where I is consistent with F, see eq. (5.17).

Assume that the strain energy density per unit non-deformed volume,
W, is a function of sym(QTF). Note that if skew(QTF) → 0, then
sym(QTF) → U and W(sym(QTF)) → W(U), which satisfies the
material objectivity (frame indifference) requirement, as discussed earlier.
The variation of the strain energy is

δW(Ũ) = ∂ŨW(Ũ) · δŨ, (4.30)

where Ũ .= sym(QTF) is the relaxed right stretch tensor. The first term
of eq. (4.28), sym(QTP) · δsym(QTF), can be treated as δW and,
hence, from this first term and eq. (4.30), we obtain the constitutive law

sym(QTP) = ∂ŨW(Ũ). (4.31)

This CL is used in the 3-F formulation for the nominal stress.
Using the Biot stress TB

s
.= sym(QTP) of eq. (4.50), we can rewrite

eq. (4.31) as follows:
TB

s = ∂ŨW(Ũ). (4.32)

This CL is used in the formulations for the Biot stress.

4.2 4-F formulation for nominal stress

In this section, we describe a four-field formulation including rotations
derived from the balance equations in terms of the nominal stress, see
[74, 10], which has the following features:

• the rotations Q are constrained by the polar decomposition equation
(3.2),

• the strain energy and the CL are defined for the right stretch strain of
eq. (3.12).

To the set of governing equations (4.4)–(4.6), we append the following
equations:

1. Polar decomposition equation:

F − RU = 0, (4.33)
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2. Constitutive law of eq. (4.18):

sym(RTP) =
∂W(U)

∂U
, (4.34)

which all furnish a mixed formulation in terms of four fields {χ,R,U,P}.

Weak form of basic equations. A weak form of the governing equations,
(4.4)–(4.6), is given by eqs. (4.10) and (4.12)–(4.14). For the polar de-
composition equation, (4.33), we calculate a volume integral of a scalar
product of this equation with δP,∫

B
(F − RU) · δPdV = 0. (4.35)

VW equation. Adding the above weak form (scalar) equations, we obtain
the VW equation∫

B
{P · δF + δ [P · (F − RU)]} dV − δFext = 0, (4.36)

where
δFext

.= δFb + δFσ + δFχ, (4.37)

δFb
.=
∫

B
ρRb · δχ dV , δFσ

.=
∫

∂σB
(Pn − p̂) · δχ dA,

δFχ
.=
∫

∂χB
(χ − χ̂) · δ(Pn) dA.

Proof. The integrand of eq. (4.36) is obtained as follows. Adding the
scalar equations (4.10) and (4.12)–(4.14), we obtain

P · δF + δP · (F − RU) + skew(PFT ) · (δRTR), (4.38)

which can be transformed to the following equivalent form

P · δF + δ [P · (F − RU)] , (4.39)

as follows. Note that the first terms of both equations are identical. The
second term of eq. (4.39) can be rewritten as

δ[P · (F−RU)] = δP · (F−RU)+P ·δF−P · (δRU)−P · (RδU), (4.40)
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where the first term is equal to the second term of eq. (4.38). The second
and fourth terms cancel out because

P · (RδU) = tr(PδURT) = tr(RTPδU) = (RTP) · δU
= sym(RTP) · δU = P · δF,

where the last form was obtained on use of eq. (4.15). The third term is
equal to the third term of eq. (4.39) because

P · (δRU) = P · (δRRTF) = tr(PFTRδRT)
= (PFT ) · (δRRT ) = −skew(PFT ) · (RT δR),

which ends the proof. �

Four-field potential. On use of eqs. (4.15) and (4.18), we have P · δF =
sym(RTP) · δU = ∂UW(U) · δU. Thus, from eq. (4.36) we can deduce
the four-field functional

FP
4 (χ,R,U,P) .=

∫
B

[W(U) + P · (F − RU)] dV − Fext, (4.41)

where P is a Lagrange multiplier for the polar decomposition equation
(4.33). Besides, the functional of external forces

Fext
.= Fb + Fσ + Fχ, (4.42)

where the functionals for the body force, the (deformation independent)
external loads and the displacement boundary conditions are defined as

Fb
.=
∫

B
ρRb ·χdV , Fσ

.=
∫

∂σB
p̂ ·χ dA, Fχ

.=
∫

∂χB
(Pn) · (χ− χ̂) dA.

Remark. In this formulation, the right stretch U is not a function of
χ but an independent tensorial variable. It must be parameterized in
a way ensuring that it is symmetric and positive definite; the latter can
be achieved by expressing U in terms of its principal values, taken as
squares of some parameters, and a rotation tensor. We see that U intro-
duces six additional variables in a complicated form, and that’s why other
simpler formulations were developed; they are presented in the following
sections.
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4.3 3-F formulation for nominal stress

In this section, we describe a three-field formulation including rotations,
in terms of {χ,Q,Ta}, which has the following features:

• the rotations Q are constrained by the Rotation Constraint (RC),
eq. (3.8),

• the strain energy and the CL are defined for the relaxed right stretch,
eq. (3.12).

To the set of governing equations (4.4)–(4.6), we append the following
equations:

1. Rotation Constraint:

C
.= skew(QTF) = 0, (4.43)

2. Constitutive Law of eq. (4.31):

sym(QTP) =
∂W(Ũ)

∂Ũ
, Ũ = sym(QTF), (4.44)

which furnish a formulation in terms of three fields {χ,Q,P}. Com-
paring with the four-field formulation of the previous section, the right
stretch tensor U is not present.

Strain energy and constitutive law. If Q = R, where R ∈ SO(3) satisfies
the polar decomposition equation, then, by eq. (4.15), δW = P · δF =
sym(RTP) · δU, i.e. the tensor sym(RTP) is work-conjugate to U.
Let us assume the existence of the strain energy W in terms of the
relaxed stretch strain Ũ = sym(QTF). Using Ũ in place of U in
eq. (4.34), we obtain the constitutive law (4.18).

Weak form of basic equations. A weak form of the governing equations
(4.4)–(4.6), yields eqs. (4.10) and (4.12)–(4.14). For the RC, eq. (4.43),
we calculate a volume integral of a scalar product of this equation with a
skew-symmetric tensor δskew(QTP),∫

B
skew(QTF) · δskew(QTP) dV = 0. (4.45)

The reason for using here a variation of skew(QTP) will become obvious
in the sequel.
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VW equation. Adding the scalar eq. (4.10), (4.13)–(4.14) and (4.45), we
obtain∫

B

[
P · δF + δskew(QTP) · skew(QTF)

]
dV − δFext = 0, (4.46)

where δFext is defined in eq. (4.37). The integrand can be further
transformed to the form given by eq. (4.28), i.e.∫

B

{
sym(QTP) · symδ(QTF) + δ[skew(QTP) · skew(QTF)]

}
dV

− δFext = 0. (4.47)

Note that the AMB, eq. (4.5), was exploited in the derivation of eq. (4.28),
and earlier of eq. (4.24), but its weak form of eq. (4.12) is not present in
the integrand of eq. (4.46).

Three-field potential. On the basis of eq. (4.47), by using the CL of
eq. (4.32), we can define the three-field potential

FP
3 (χ,Q,P) .=

∫
B

[W(sym(QTF)) + skew(QTP) · skew(QTF)
]

dV −Fext,

(4.48)
where Fext is defined in eq. (4.42). This also proves that the use of
δskew(QTP) in eq. (4.45) was indeed correct.

Remark 1. The right stretch U can also be eliminated from the four-
field formulation in another way. Note that we can rewrite the Lagrange
term of the functional of eq. (4.41) as P·(F−RU) = (RTP)·(RTF−U),
and further split it into a symmetric part and a skew part,

(RTP) · (RTF − U) = sym(RTP) · [sym(RTF) − U
]

+skew(RTP) · skew(RTF). (4.49)

If we assume that U .= sym(RTF), i.e. adopting the relaxed right
stretch of eq. (3.12), then the first term of eq. (4.49) vanishes, and
FP

4 (χ,R,U,P) of eq. (4.41) reduces to the three-field functional of
eq. (4.48), with R in place of Q.
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Remark 2. If we use in eq. (4.47) the CL sym(QTP) = ∂ŨW of
eq. (4.31), then the nominal stress P remains only in the term
skew(QTP). Hence, we can define a skew-symmetric tensor Ta

.=
skew(QTP) with only three components and abandon using P with
nine components. That is the basic motivation behind using the Biot stress
in the next section.

4.4 3-F and 2-F formulations for Biot stress

In this section, we describe a three-field formulation in terms of {χ,Q,Ta},
developed in [42, 191]. This formulation can be obtained from the three-
field formulation for the nominal stress tensor, which is described in the
previous section, just by introducing the definition of the Biot stress. A
two-field formulation, which is valid only for an isotropic material, is also
presented.

Biot stress. Define the tensor T .= QTP, where Q ∈ SO(3), and
split it into the symmetric and skew-symmetric parts, T = TB

s + Ta,
where

TB
s

.= symT = sym(QTP), Ta
.= skewT = skew(QTP). (4.50)

The symmetric part TB
s is called the Biot stress, or the Biot–Lure stress,

or the Jaumann stress. Having TB
s , Ta, and Q, we can uniquely

calculate P.

VW equation. Introducing the definitions of TB
s and Ta of eq. (4.50)

into eq. (4.47), we obtain the VW in the form∫
B

{
TB

s · symδ(QTF) + δ[Ta · skew(QTF)]
}

dV − δFext = 0, (4.51)

where δFext is defined in eq. (4.37), but with P replaced by QT.

Three-field potential. For the symmetric TB
s we can use the CL, eq. (4.32),

i.e. TB
s = ∂ŨW. On the basis of this CL and eq. (4.51), we can define

the three-field potential

FB
3 (χ,Q,Ta)

.=
∫

B

[W(sym(QTF)) + Ta · skew(QTF)
]

dV − Fext,

(4.52)
in which Ta is the Lagrange multiplier for the RC equation. Besides,
Fext is defined in eq. (4.42), but with P replaced by QT.
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Euler–Lagrange equations. Because of this new variable, Ta, we have to
check whether the Euler–Lagrange equations for FB

3 yield the governing
equations (4.4)–(4.6) and (4.43). Using eq. (4.30) and (4.32), we obtain
the following variations of the strain energy (4.52):

δχW(sym(QTF)) = TB
s · δχŨ = TB

s · (QT δF) = (QTB
s ) · δF,

δQW(sym(QTF)) = TB
s · δQŨ = TB

s · (δQTF) = −δθ̃ · skew(QTB
s FT ),

where δQ .= δθ̃ Q. The variations of the RC term are

δχ[Ta · skew(QTF)] = δχ[(QTa) · F] = (QTa) · δF,

δTa [Ta · skew(QTF)] = δTa · skew(QTF), (4.53)

δQ[Ta · skew(QTF)] = (δQTa) · F = tr(δθ̃QTaFT)

= −δθ̃ · skew(QTaFT ).

Hence, the first variation of FP
3 of eq. (4.48) is

δFB
3 (χ,Q,Ta) =

∫
B

[
A · δF + δTa · skew(QTF) − δθ̃ · skew(AFT )

]
dV

− δFext, (4.54)

where A .= Q(TB
s + Ta) = QT = P. We see that δFB

3 is identical
as a sum of eqs. (4.10), (4.12)–(4.14) and (4.45), which now is rewritten
as

∫
B skew(QTF) · δTa dV = 0. Hence, the Euler–Lagrange equation

are identical to eqs. (4.4)–(4.6) and (4.43), and hence FB
3 is a correct

potential for the formulation including rotations.

Remark. Another form of elimination of U from the four-field func-
tional of eq. (4.41), is to use the Legendre transformation

W(U) − TB
s · U = −Wc(TB

s ), (4.55)

where Wc is the complementary energy density, which requires the
constitutive relation to be invertible, ∂Wc/∂TB

s = U. This approach is
described in [9], eq. (3.36).

AMB for isotropic material. For an isotropic material, we can show that the
AMB equation is satisfied when the skew-symmetric stress vanishes, i.e.
Ta = 0. Rewrite the AMB eq. (4.5), as

QTFT − FTTQT = 0. (4.56)
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If the RC is satisfied, then we have F = QFTQ and QTF = U. Using
them in the AMB, we obtain Q (TU − UTT )QT = 0 and the split
T = TB

s + Ta yields

TaU + UTa = TB
s U − UTB

s . (4.57)

For an isotropic material, TB
s and U are a work-conjugate pair, so

they are co-axial and commute. Hence, the r.h.s. of eq. (4.57) vanishes and
the AMB is reduced to

TaU + UTa = 0. (4.58)

Note that U is symmetric and positive definite, while Ta is skew-
symmetric, hence the assumptions of Lemma 3.1 in [214] are satisfied.
Using this lemma, eq. (4.58) is satisfied only when Ta = 0, which
completes the proof. �

When the RC is not satisfied or the material is not isotropic, then
Ta �= 0 and must remain in the functional.

Two-field functional for isotropic material. To obtain a two-field functional
which does not depend on TB

a , we regularize FB
3 of eq. (4.52) in Ta

as follows

F̃B
3 (χ,Q,Ta)

.= FB
3 (χ,Q,Ta) − 1

2γ

∫
B

Ta · Ta dV , (4.59)

where γ ∈ (0,∞) is the regularization parameter. In the volume integral
in F̃B

3 , which is affected by the regularization, the integrand is

W(sym(QTF)) + Ta · skew(QTF) − 1
2γ

Ta · Ta. (4.60)

A variation of F̃B
3 w.r.t. Ta yields the Euler–Lagrange equation:

γ skew(QTF)−Ta = 0, for δTa in B. From this equation, we calculate
Ta and use it in eq. (4.60), which becomes

W(sym(QTF)) +
γ

2
skew(QTF) · skew(QTF), (4.61)

in which the second term is the RC equation skew(QTF) = 0 imposed
by the penalty method. Then, the two-field functional, not depending on
Ta, is defined as

F̃B
2 (χ,Q) .=

∫
B

[
W(sym(QTF)) +

γ

2
skew(QTF) · skew(QTF)

]
dV −Fext.

(4.62)
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The corresponding VW equation is∫
B

[
TB

s · δsym(QTF) + γ skew(QTF) · δskew(QTF)
]

dV − δFext = 0.

(4.63)
This equation can be used only for isotropic material.

4.5 3-F and 2-F formulations for second Piola–Kirchhoff stress

In this section, we assume that the strain energy W is a function of
the right Cauchy–Green tensor C, and we obtain the formulations with
rotations in terms of the second Piola–Kirchhoff stress S. The governing
equations for such a formulation are obtained by using P = FS in
eqs. (4.4)–(4.6), and by appending the RC of eq. (4.43). From the outset,
we assume that S = ST , i.e. that the LMB of eq. (4.5) is satisfied, as in
[214]. The CL for S is given by eq. (4.23).

Weak form of basic equations. We modify the VW of eq. (4.47) as follows:
(i) we use P = FS in the term

δ[skew(QTP) · skew(QTF)] = δ[skew(QTFS) · skew(QTF)],

(ii) we use the strain energy W(C) in terms of the right Cauchy–Green
tensor C,

∂ŨW(Ũ) · symδ(QTF) = ∂CW(C) · symδ(FTF),

where eqs. (4.19) and (4.22) were used. This yields the VW equation,∫
B

{
∂CW(C) · symδ(FTF) + δ[Ta · skew(QTF)]

}
dV −δFext = 0, (4.64)

where Ta
.= skew(QTFS) is used to change the variables, i.e. instead of

S with six components, we use Ta with only three components. δFext

is defined in eq. (4.37), but with P replaced by FS.

Three-field potential. From eq. (4.64), we can deduce the three-field poten-
tial

F 2PK
3 (χ,Q,Ta)

.=
∫

B

[W(FTF) + Ta · skew(QTF)
]

dV − Fext, (4.65)

where Ta is the Lagrange multiplier for the RC equation. Besides, Fext

is defined in eq. (4.42) but with P replaced by FS.
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Euler–Lagrange equations. Because of this new variable, Ta, we have
to check whether the Euler-Lagrange equations for F 2PK

3 of eq. (4.65)
yield the governing equations (4.4)–(4.6) and (4.43).

By using eqs. (4.19) and (4.23), we obtain a variation of the strain
energy δχW(FTF) = (FS) ·δF. The variations of the RC term are given
by eq. (4.53). Hence,

δF 2PK
3 (χ,Q,Ta) =∫

B

[
A · δF + δTa · skew(QTF) − δθ̃ · skew(QTaFT )

]
dV − δFext,(4.66)

where A .= FS + QTa and δθ̃
.= δQQT . The term A · δF can be

transformed further. Using the formula for the divergence of a product of
two tensors, see [33] eq. (5.5.19), and δF = ∇δu, we obtain

DivA · ∇δu = Div(AT δu) − A · ∇δu.

The second term contributes to the equilibrium equation, while the first
term is transformed on use of the divergence theorem, see [33] eq. (5.8.11),
as follows∫

B
Div(AT δu) dV =

∫
∂B

(AT δu) · ndA =
∫

∂B
(An) · δudA.

We see that this term contributes to the traction BC. Finally, the follow-
ing Euler–Lagrange equations are obtained

DivA + ρRb = 0 in B,

skew(QTaFT ) = 0 in B, (4.67)

skew(QTF) = 0 in B,

An = p̂ on ∂σB.

These equations will be equal to the governing equations (4.4), (4.6) and
(4.43) when Ta = 0, as then the second of the above equations is
trivially satisfied and A = FS = P. The proof that Ta = 0 is given
below.

Proof. Eq.(4.67)2 is post-multiplied by Q, and transformed as follows:

2 skew(QTaFT )Q = QTaFTQ−FTT
a QTQ = QTaFTQ + FTa. (4.68)
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From eq. (4.67)3, we have FTQ = QTF and, on the left polar decom-
position F = VQ, where V is the left stretching tensor, we obtain

QTaQTVQ+VQTa = T∗
aVQ+VQQTT∗

aQ = (T∗
aV+VT∗

a)Q, (4.69)

where T∗
a

.= QTaQT is the forward-rotated Ta. Hence, eq. (4.67)2
yields

T∗
a V + VT∗

a = 0. (4.70)

Because T∗
a is skew-symmetric and V is symmetric and positive

definite, the assumptions of Lemma 3.1 in [214] are satisfied. With this
lemma, the above equation is satisfied only when T∗

a = 0. Hence, Ta =
QTT∗

aQ = 0, which ends the proof. �

Two-field functional. We can regularize the functional (4.65) in Ta as
follows:

F̃ 2PK
3 (χ,Q,Ta) = F 2PK

3 (χ,Q,Ta) − 1
2γ

∫
B

Ta · Ta dV , (4.71)

where γ ∈ (0,∞) is the regularization parameter. It can be shown that
the correct Euler–Lagrange equations of F̃ 2PK

3 are obtained not only
when γ → ∞, but for any value of γ. A variation of F̃ 2PK

3 w.r.t. Ta

yields the following Euler–Lagrange equation for δTa in B,

skew(QTF) − 1
γ
Ta = 0. (4.72)

From this equation we calculate Ta = γ skew(QTF), and use it in
eq. (4.71). Then we can define a two-field functional

F̃ 2PK
2 (χ,Q) .=

∫
B

[
W(FTF) +

γ

2
skew(QTF) · skew(QTF)

]
dV − Fext,

(4.73)
with the penalty term for the RC equation. We have to check that the
Euler–Lagrange equations for F 2PK

2 yield the governing equations (4.4),
(4.6) and (4.43); the proof is given in [214], eqs. (22)–(25). This functional
is typically used in numerical implementations.

Remark. In this formulation, the rotations Q appear only in the RC,
but not in the other governing equations. Hence, we can first solve the
problem for χ and determine Q afterwards, which can be done in two
ways, using either the RC equation or the polar decomposition of F, as
discussed earlier. This method cannot be used in the Reissner-type shells,
where Q appears also in the governing equations.
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4.6 2-F formulation with unconstrained rotations

In this section, we describe a two-field formulation in terms of {χ,Q},
which has the following features:

• neither the polar decomposition equation (3.2), nor the RC equation
(3.8) are used to constrain rotations Q.

• the strain energy and the CL are defined for the non-symmetric relaxed
right stretch eq. (3.12).

To the set of governing equations, eqs. (4.4)–(4.6), we only append the
constitutive law, eq. (4.27),

(QTP) = ∂QTFW(QTF), (4.74)

where QTF is non-symmetric.

VW equation. Adding weak forms of the governing equations, i.e. eqs. (4.10),
and (4.13)–(4.14), and applying eq. (4.24), we obtain∫

B
(QTP) · δ(QTF) dV − δFext = 0, (4.75)

where δFext is defined in eq. (4.37). Note that the AMB, eq. (4.12),
was exploited in derivation of eq. (4.24) and, hence, it does not appear
explicitly in eq. (4.75).

Two-field potential. Using eq. (4.74), we obtain

(QTP) · δ(QTF) = ∂QTFW(QTF) · δ(QTF).

Hence, on the basis of this equation and eq. (4.75), we can define a two-
field potential

F ∗
2 (χ,Q) .=

∫
B
W(QTF) dV − Fext, (4.76)

where Fext is defined in eq. (4.42).

Remark. Note that F ∗
2 (χ,Q) can be additionally constrained by the

RC equation, skew(QTF) = 0, by using the penalty method. Then,

F ∗∗
2 (χ,Q) .=

∫
B
W(QTF)+

γ

2
skew(QTF) · skew(QTF) dV −Fext, (4.77)

where γ ∈ (0,∞) is the penalty parameter. Note that the argument of
W is different to that in eq. (4.62).
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Basic geometric definitions for shells

In this chapter, the basic geometric definitions needed to develop the shell
FEs are provided. The shell can be intuitively but imprecisely defined as a
3D body, which has one dimension much smaller than the other two. More
precisely, the shell is a surface in a 3D space equipped with a thickness,
which is much smaller than the size of the surface. This implies a specific
geometrical description of shells.

5.1 Coordinates and position vector

Normal coordinates for shells. For the initial configuration of a shell, we use
the normal coordinates, see Fig. 5.1, the characteristic feature of which
is that one coordinate is normal to the reference surface. The coordinates
involved are defined as follows:

1. The reference shell surface is parameterized by the coordinates ϑα

(α = 1, 2). This surface is selected arbitrarily, but most often the
middle surface is used for this purpose; this is not suitable, e.g., for
composites with non-symmetric stacking sequence of layers. The mid-
dle surface is equidistant from the top and bottom surfaces bounding
the shell. Various types of coordinates can be used as ϑα.

2. The direction normal to the reference surface is parameterized by the
coordinate ζ ∈ [−h/2,+h/2], where h is the initial shell thickness.
We can also use the natural coordinate ξ3 ∈ [−1, +1], which is more
convenient in numerical integration over the thickness. The relation
between these coordinates is ζ = (h/2) ξ3.
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Fig. 5.1 Normal coordinates at a shell cross-section for initial configuration.

Selection of coordinates ϑα. Various types of coordinates can be used as
ϑα.

1. In the FE method, the natural coordinates ξα ∈ [−1, +1] are used
as ϑα. The corresponding tangent natural vectors g1 and g2 are
skew, i.e. neither unit nor perpendicular. The natural coordinates are
arguments of the shape functions for finite elements, see Chap. 10.

2. In analytical derivations, the orthonormal coordinates Sα can be
used as ϑα, see Chap. 6. They are associated with the orthogonal
and unit vectors t1 and t2, in the plane tangent to the reference
surface. Using them, we do not have to distinguish between co-variant
and contra-variant components of vectors and tensors, and derivations
are simplified.

Position vectors for shells. The position vector in the initial configuration
is split as follows:

y(ϑα, ζ) = y0(ϑ
α) + ζ t3(ξα), α = 1, 2, (5.1)

where y0 is the position of the reference surface and t3 is the vec-
tor normal to this surface, called the director, see Fig. 5.2. Besides,
y(ϑα, ζ = const.) defines the lamina while y(ϑα = const., ζ) defines
the fiber of a shell.

We also assume that the normal coordinates are convected, which
means that a position of a selected point is identified by the same pair
(ϑα, ζ) in the initial configuration and in each deformed configuration.
The position vector in the deformed configuration is split as follows:
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x(ϑα, ζ) = x0(ϑα) + d(ϑα, ζ), (5.2)

where x0 is the current position of the reference surface and d is the
out-of-plane vector defined by kinematical assumptions. Note that d is
also called the deformed or current director. For the Reissner hypothesis,
d is not normal to the current reference surface, see Sect. 6, but it is
normal for the Kirchhoff hypothesis, see Sect. 6.3.4.

Various formalisms in shell description. Typically, the displacement and ro-
tation vectors are represented in the reference ortho-normal basis {ik},
to enable linking of finite elements of various spatial orientation. Different
formalisms are obtained as a result of the following two choices:

1. Various bases can be used to represent the position vectors y and x.
a) The local Cartesian basis {tc

k} at the element center. Then, first,
the displacement and rotation components must be transformed
from the reference basis to this local basis and, later, the tangent
stiffness matrix and the residual vector generated in this local basis
must be transformed back to the reference basis {ik}.

b) The reference Cartesian basis {ik}. Then, to apply various shell
assumptions (and techniques related to the FE method), we must
transform strain components to the local Cartesian basis {tk}.

2. Various coordinates can be used to parameterize the position vectors
y and x and, as a consequence, as intermediate variables for differ-
entiation in the deformation gradient:
a) For natural coordinates {ξα, ζ}, the current position vector x =

x(ξα(y), ζ(y)), and the deformation gradient is as follows:

F .=
∂x
∂y

=
∂x
∂ξα

⊗ ∂ξα

∂y
+

∂x
∂ζ

⊗ ∂ζ

∂y
, (5.3)

this form is used, e.g., in Sect. 10.4.
b) For orthonormal coordinates {Sα, ζ}, the current position vector

x = x(Sα(y), ζ(y)), and the deformation gradient is as follows:

F .=
∂x
∂y

=
∂x
∂Sα

⊗ ∂Sα

∂y
+

∂x
∂ζ

⊗ ∂ζ

∂y
, (5.4)

this form is used, e.g., in Chap. 6.
Besides, the natural coordinate ξ3 ∈ [−1, +1] can be used instead of
ζ ∈ [−h/2,+h/2].
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5.2 Basic geometric definitions
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Fig. 5.2 Local bases {ĝα, t3} and {gα, t3} for initial configuration.

Tangent basis varying over thickness. For the initial (non-deformed) con-
figuration, the position vector y = y(ϑα, ζ) is given by eq. (5.1). The
vectors tangent to the reference surface at arbitrary lamina ζ are ob-
tained by differentiation of eq. (5.1),

ĝα(ζ) .=
∂y(ζ)
∂ϑα

= gα + ζ t3,α, α = 1, 2, (5.5)

where gα
.= ∂y0/∂ϑα. These vectors are neither unit nor mutually or-

thogonal, i.e.

ĝα(ζ) · ĝα(ζ) = 1 + 2ζt3,α · gα + ζ2t3,α · t3,α �= 1 (no sum. over α),

ĝ1(ζ) · ĝ2(ζ) = ζ(t3,1 · g2 + t3,2 · g1) + ζ2t3,1 · t3,2 �= 0,

but still ĝα is normal to t3 because

ĝα · t3 = gα · t3 + ζt3,α · t3 = 0,

where gα · t3 = 0 by definition, and t3,α · t3 = 0, as a result of
differentiation of t3 · t3 = 1 w.r.t. ϑα. Hence, ĝα is parallel to gα,
and tangent to the reference surface.
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Co-basis to tangent basis varying over thickness. The co-basis {ĝα, t3} is
also designated as the basis dual (or reciprocal) to {ĝα, t3}. The vectors
ĝα are defined as

ĝα · ĝβ = δα
β , ĝα · t3 = 0. (5.6)

This definition provides three equations for ĝ1 and three for ĝ2, from
which they can be directly determined. Alternatively, we can construct
the co-basis as follows.

The conditions ĝ1 · ĝ2 = 0 and ĝ1 ·t3 = 0 imply that ĝ1 is normal
to ĝ2 and t3. Similarly, ĝ2 is normal to ĝ1 and t3. Hence, we
can construct

ḡ1 = ḡ2 × t3, ḡ2 = t3 × ḡ1, (5.7)

where ḡα
.= ĝα/‖ĝα‖ are auxiliary unit vectors. The so-defined ḡα

have a proper direction, but their length is incorrect, i.e. ḡ1 · ĝ1 �= 1 and
ḡ2 · ĝ2 �= 1. Hence, we define, ĝ1 .= A ḡ1 and ĝ2 .= B ḡ2, and from
the conditions ĝ1 · ĝ1 = 1 and ĝ2 · ĝ2 = 1, we obtain A = 1/(ḡ1 · ĝ1)
and B = 1/(ḡ2 · ĝ2). Finally, the vectors of the co-basis are as follows:

ĝ1 =
ĝ2 × t3

(ĝ2 × t3) · ĝ1

, ĝ2 =
t3 × ĝ1

(t3 × ĝ1) · ĝ2

, (5.8)

and they belong to the plane spanned by ĝα.

From ĝβ(ζ) .= ∂y/∂ϑβ of eq. (5.5) and ĝα · ĝβ = δα
β , we can

deduce the following definition of a vector of the co-basis:

ĝα(ζ) .=
∂ϑα

∂y(ζ)
. (5.9)

Shifter (translation) tensor Z. The tangent vectors of eq. (5.5) can be alter-
natively expressed as

ĝα(ζ) = gα + ζt3,α = (G0 − ζB)gα = Z(ζ) gα, (5.10)

where G0
.= gα ⊗ gα is the metric tensor and B .= −t3,α ⊗ gα is the

curvature tensor, both for the reference surface and symmetric. Hence, the
shifter tensor, Z(ζ) .= G0 − ζB, maps the vectors gα at the reference
surface onto the vectors ĝα at an arbitrary lamina ζ, accounting for
the curvature of the reference surface. For a flat geometry, i.e. when the
curvature B = 0, we have Z(ζ) = G0 i.e. the dependence on ζ
vanishes.
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The shifter tensor for the co-basis vectors ĝα can be found by making
use of the condition ĝα(ζ) · ĝα(ζ) = 1 (no summation over α). Using
the shifter tensor Z for ĝα and an auxiliary (unknown) tensor A for
ĝα, we have to satisfy the condition (Zgα) · (Agα) = 1 or transforming
further, (ATZgα) · gα = 1. As gα · gα = 1, hence ATZgα = gα

must hold. Therefore, a symmetric A .= Z−1 is a shifter for the co-basis
vectors, i.e.

ĝα(ζ) = Z−1(ζ) gα. (5.11)

The inverse Z−1(ζ) can be easily found in terms of components of G0

and B,

(Z)ij =
[
G11 − ζB11 G12 − ζB12

sym. G22 − ζB22

]
,

(Z)−1
ij = μ−1

[
G22 − ζB22 −G12 + ζB12

sym. G11 − ζB11

]
, (5.12)

where μ
.= detZ = detG0 − ζ(G11B22 + G22B11 − 2G12B12) + ζ2 detB.

The inverse of the shifter can be rewritten as

Z−1(ζ) = μ−1
[
(detG0)G−1

0 − ζ(detB)B−1
]

= μ−1 [tr(G0 − ζB)I − (G0 − ζB)] , (5.13)

where the last form does not use the inverse of G0 and B. It is
obtained from the Cayley–Hamilton formula, which, e.g., for B is as
follows:

B2 − I1 B + I2 I = 0, (5.14)

where I1 = trB = 2H and I2 = 1
2(trB− trB2) = detB = K. Besides,

H
.= 1

2trB is the mean curvature and K
.= detB is the Gaussian

curvature. Multiplying eq. (5.14) by B−1, we obtain I2 B−1 = I1I−B,
which provides the last form of eq. (5.13). In a similar way, we modify
the term for G0.

For a flat geometry, i.e. when the curvature B = 0, we obtain μ =
detG0, and Z−1(ζ) = G−1

0 .

Deformation gradient and identity tensor. Assume the initial position vec-
tor of the shell as in eq. (5.1). For the current position vector x =
x(ϑα(y), ζ(y)), the deformation gradient can be written as

F .=
∂x
∂y

=
∂x
∂ϑα

⊗ ∂ϑα

∂y
+

∂x
∂ζ

⊗ ∂ζ

∂y
= x,α ⊗ ĝα + x,ζ ⊗ t3, (5.15)
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where ∂ϑα/∂y(ζ) = ĝα by eq. (5.9) and ∂ζ/∂y = t3 = t3 by eq. (5.1).
Note that

F ĝα = x,α, Ft3 = x,ζ . (5.16)

The identity tensor is defined as the second-rank tensor obtained from
the deformation gradient for the current position vector x assumed as
equal to the initial position vector y, i.e.

I .= F|x=y = ĝα ⊗ ĝα + t3 ⊗ t3. (5.17)

This definition guarantees that the approximations of I and F over ζ
are consistent, and that the approximated F = I for a rigid body motion.
A similar reasoning can be applied to the rotation tensor Q ∈ SO(3),
see the application in eqs. (6.13) and (6.15).

To express eq. (5.11) in the basis on the reference surface, we use
ĝα(ζ) = Z−1(ζ) gα and then the simplicity of the above forms of F and
I disappears.

Restriction on curvature of a shell. Let us estimate the contribution of the
term related to the shell curvature to the norm of the tangent vector.
Using eq. (5.5), we obtain

‖ ĝα‖ = ‖gα + ζt3,α‖ ≤ ‖gα‖ + ‖ζt3,α‖, (5.18)

where ‖gα‖ = (gα · gα)
1
2 , ‖t3,α‖ = (t3,α · t3,α)

1
2 . We may safely omit

the second term, related to curvature, when

h

2
‖t3,α‖ � ‖gα‖. (5.19)

For a cylindrical surface, this restriction becomes

h

2R
� 1, (5.20)

see the example of Sect. 5.3 and eq. (5.36). If eq. (5.19) holds, then the
ζ-dependent part of the shifter Z(ζ) can be omitted, i.e. we use ζB ≈ 0,
which implies

Z(ζ) ≈ G0, Z−1(ζ) ≈ G−1
0 , μ

.= detZ = detG0. (5.21)

Further simplifications are obtained for the orthonormal coordinates Sα,
see the next paragraph.
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Remark. The above restriction on the curvature of the reference surface
is not used in the shell FEs derived in this work. It is used only in some
analytical derivations, e.g. in Chap. 6.

Note, however, that there are FEs in use where this restriction is ap-
plied for efficiency. The curved shell structures can be analyzed by such
elements provided that the discretization error is minimized by using a
sufficiently large number of elements and by a suitable choice of their
shapes and positions.

Simplifications for orthonormal coordinates Sα. The orthonormal coordi-
nates Sα are often used as ϑα in analytical derivations, see e.g.
Chap. 6. These coordinates are associated with the tangent orthonormal
vectors tα, which are used instead of gα.

For the reference surface, ζ = 0, we denote gα = tα, where tα

are unit and orthogonal by the definition of coordinates Sα. Defining
tα .= ĝα(ζ)|ζ=0, we obtain from eq. (5.8)

t1 =
t2 × t3

(t2 × t3) · t1
= t1, t2 =

t3 × t1

(t3 × t1) · t2
= t2, (5.22)

i.e. the basis and the co-basis on the reference surface are identical. Hence,
we do not distinguish between co-variant and contra-variant components
of vectors and tensors, and derivations are simplified.

For the orthonormal coordinates, the metric tensor G0 = I, and
detG0 = 1. The shifter tensor and its inverse of eq. (5.12) become simpler,

(Z)ij =
[

1 − ζB11 −ζB12

sym. 1 − ζB22

]
, (Z)−1

ij = μ−1

[
1 − ζB22 ζB12

sym. 1 − ζB11

]
(5.23)

or
Z−1(ζ) = μ−1

(
I − ζK B−1

)
= μ−1 [I − ζ(2HI − B)] , (5.24)

where μ
.= detZ = 1− ζ(2H)+ ζ2K. For the restriction on curvature of

eq. (5.19), we obtain μ ≈ detG0 = 1, μ−1 = 1, and Z−1(ζ) ≈ G−1
0 =

G0 = I. As a consequence, some expressions are significantly simplified.

Remark. Geometry of the four-node finite element is approximated by
the bilinear shape functions, so it is either flat (planar) or a hyperbolic
paraboloid (h-p) surface. For a planar element, H = 0, and K = 0,
i.e. it consists of only parabolic points. For the h-p element, H is a
complicated function and K < 0, i.e. it consists of hyperbolic points
only.
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5.3 Example: Geometrical description of cylinder

Consider a cylindrical shell shown in Fig. 5.3. Its middle surface can be
parameterized in a standard manner by cylindrical coordinates: the radius
R, the angle θ (measured in the {i1, i3}-plane, and starting from i1)
and the generator coordinate, t. The reference Cartesian basis is denoted
by {ik}.

t1

t3

t2

S
1

R

y3

y2

y1

�

i3
i 2

i1
A

S
2

Fig. 5.3 Local basis {tk} for a cylinder.

A position vector of an arbitrary point on the surface is given by y =
ykik, where y1 = R cos θ, y2 = −t, y3 = R sin θ. The length of a
circumferential arc on the cylinder is

S1 =
∫ θ

0

√
y2
1,θ + y2

3,θ dθ = θR. (5.25)

Next, we introduce the arc-length surface coordinates: one along a circum-
ference, S1 = θR, and the other along a generator, S2 = t. Then, the
components of the position vector are

y1 = R cos
S1

R
, y2 = −S2, y3 = R sin

S1

R
, (5.26)

and their non-zero derivatives are ∂y1/∂S1 = − sin(S1/R), ∂y2/∂S2 =
−1, ∂y3/∂S1 = cos(S1/R). Hence, the tangent vectors of the local basis
associated with the arc-length coordinates are

t1 =
∂y
∂S1

= − sin
S1

R
i1 + cos

S1

R
i3, t2 =

∂y
∂S2

= −i2, (5.27)
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i.e. t1 and t2 are unit and orthogonal. Components of the metric tensor,
G0

.= tα ⊗ tα, are

G11 = t1 · t1 = 1, G12 = t1 · t2 = 0, G22 = t2 · t2 = 1. (5.28)

For the arc-length coordinates, a unit length of tangent vectors is a general
property, see [230] p. 6, while their orthogonality is implied here by a
specific choice of S1 and S2. The unit vector normal to the surface
can be obtained as

t3 = t1 × t2 = cos
S1

R
i1 + sin

S1

R
i3, (5.29)

and its derivatives are

t3,1 =
1
R

(
− sin

S1

R
i1 + cos

S1

R
i3

)
=

1
R

t1, t3,2 = 0. (5.30)

Hence, the curvature tensor is B .= −t3,α ⊗ tα = − 1
Rt1 ⊗ t1, at its

components in the basis {tα} are

B11 = −t3,1 · t1 = − 1
R

, B12 = −t3,1 · t2 = 0, B22 = −t3,2 · t2 = 0.

(5.31)
Then, the mean curvature H

.= 1
2trB = −1/(2R) and the Gaussian

curvature K
.= detB = 0.

Let us construct a shell-like body by equipping the cylindrical surface
with the thickness h. Then the position vector is y(ζ) = y0 + ζ t3,
where ζ ∈ [−h/2, +h/2]. For an arbitrary ζ, the basis vectors defined
by eq. (5.5) are

t̂1(ζ) =
(

1 +
ζ

R

)
t1, t̂2(ζ) = t2, (5.32)

where the mid-surface tangent vectors of eq. (5.27) and the derivatives of
eq. (5.30) are used. We see that the basis vector t̂1(ζ) has a direction
of t1, but its length varies with ζ, see Fig. 5.4. This has a obvious
consequence that, e.g. for a displacement vector u constant over ζ,
the component u1(ζ) .= u · t̂1(ζ) varies with ζ. This also implies a
nontrivial form of the shifter tensor of eq. (5.10), which becomes

Z(ζ) =
(

1 +
ζ

R

)
t1 ⊗ t1 + t2 ⊗ t2. (5.33)
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Fig. 5.4 Tangent vector t̂1 at characteristic values of coordinate ζ.

We can easily check that t̂1(ζ) = Z(ζ) t1 and t̂2(ζ) = Z(ζ) t2, indeed.
Besides, μ

.= detZ = 1 + (ζ/R).

Now, we can examine the basis vector t̂α(ζ) = tα+ζt3,α, and estimate
a contribution of the second term resulting from the shell curvature. Thus,

‖ t̂α‖ = ‖tα + ζt3,α‖ ≤ ‖tα‖ + ‖ζt3,α‖, (5.34)

where ‖t1‖ = (t1 · t1)
1
2 = 1, ‖t2‖ = (t2 · t2)

1
2 = 1, and ‖t3,1‖ =

(t3,1 · t3,1)
1
2 = 1/R, ‖t3,2‖ = (t3,2 · t3,2)

1
2 = 0. For ζ = ±h

2 , we obtain

‖t̂1‖ ≤ 1 +
h

2R
, ‖t̂2‖ = 1. (5.35)

The second term of ‖t̂1‖ is negligible when

h

2R
� 1, (5.36)

which illustrates the restriction of eq. (5.19).

The vector t̂2(ζ) given by eq. (5.32) is a unit vector and, hence, we
can easily obtain the co-basis, i.e.

t̂1(ζ) =
(

1 +
ζ

R

)−1

t1, t̂2(ζ) = t2, (5.37)

and check that t̂1 · t̂1 = 1, t̂2 · t̂2 = 1, t̂1 · t̂2 = 0, and t̂2 · t̂1 = 0,
indeed. The inverse of the shifter is

Z−1(ζ) =
(

1 +
ζ

R

)−1

t1 ⊗ t1 + t2 ⊗ t2, (5.38)

and, using eq. (5.33), we can check that indeed Z−1(ζ)Z(ζ) = I.



6

Shells with Reissner kinematics and
drilling rotation

In this chapter, we derive shell equations with drilling rotation from the
3D mixed functionals with rotations of Sect. 4.4. The shell equations are
based on the classical Reissner hypothesis and on the assumption regard-
ing rotations. Various types of strain and stress tensors are used. To obtain
equations of relative simplicity, we use the orthonormal coordinates, see
Sect. 5.1 and the restriction on curvature of eq. (5.19).

6.1 Kinematics

Kinematical assumptions. The 3D mixed functionals with the rotations of
Sect. 4.4 depend on the deformation vector χ and the rotation tensor Q.
For shells, we make assumptions regarding their dependence on the thick-
ness coordinate, ζ, which are arbitrary, but must be properly balanced.
The Reissner kinematics of first order is based on two assumptions:

A1. The rotations are constant over the shell thickness,

Q(ζ) ≈ Q0, (6.1)

where Q0 ∈ SO(3) is unrestricted in magnitude (finite).
A2. The current position vector is expressed by the classical Reissner

hypothesis,
x(ζ) ≈ x0 + ζ a3, (6.2)

where a3
.= Q0t3 is the current director, defined as the forward-

rotated initial director t3. The same Q0 ∈ SO(3) is used here as
in A1.
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Fig. 6.1 The pairs (position, basis) for characteristic configurations.

Hence, the initial and current configurations of a shell are characterized
by two pairs, (y0, {tk}) and (x0, {ak}), similarly as the Cosserat
surface, see Fig. 6.1. The difference is, however, that here the rotations
are linked with displacements by the RC, while in the Cosserat theory
they are separate fields. Note that:

1. In the classical Reissner kinematics, only A2 is applied to the standard
3D potential energy, which is a simplistic way of introducing rotations.
Then, only two-parameter rotations can be used, excluding the drilling
rotation.

2. When we apply A1 and A2 to the mixed 3D functional with rota-
tions, then, the three-parameter rotations can be used and the drilling
rotation is naturally retained in shell equations.

Forward-rotated basis and co-rotational basis. In the sequel, we use the
forward-rotated vectors

ak
.= Q0tk, k = 1, 2, 3, (6.3)

which form the forward-rotated basis {ak}. Because the vectors tk

are unit and orthogonal, hence the forward-rotated vectors ak form
the ortho-normal basis {ak} associated with the deformed configura-
tion. This basis is not tangent to the deformed mid-surface, unless the
transverse shear strains are equal to zero. Note the difference between
the forward-rotated vector and the convected vector which is obtained by
using the deformation gradient

F0 tk︸ ︷︷ ︸
convected

= V0 (Q0 tk)︸ ︷︷ ︸
forward-rotated

(6.4)

and the left polar decomposition formula of eq. (3.3).
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The forward-rotated basis is also called the “co-rotational” basis. The
basis {ak} is local and associated with a point on the reference surface,
so it is different from the co-rotational bases used, e.g., in [228, 60, 64],
which are associated (bound) with the finite element and move with it.

Deformation gradient. The deformation function χ : x = χ(y) maps the
reference configuration of the shell onto the current (deformed) one. For
the orthonormal coordinates {Sα, ζ}, we have x = χ(Sα(y), ζ(y)), and
the deformation gradient can be written as

F(ζ) .=
∂x
∂y

=
∂x
∂Sα

⊗ ∂Sα

∂y
+

∂x
∂ζ

⊗ ∂ζ

∂y
, (6.5)

where ∂Sα/∂y = t̂α and ∂ζ/∂y = t3 = t3, see Chap. 5 for basic geo-
metrical definitions for a shell. For the local restriction on shell geometry,
specified by eq. (5.19), we have t3,α ≈ 0 and t̂α ≈ tα.

For x(ζ) of eq. (6.2) and the Taylor expansion w.r.t. ζ at ζ = 0,
we obtain

F(ζ) = F0 + ζ(F,ζ)0, (6.6)

where the particular parts are

F0
.= x0,α⊗tα +a3⊗t3, (F,ζ)0

.= a3,α⊗tα = (ω̄α×a3)⊗tα. (6.7)

The derivative of the forward-rotated director a3 is obtained in the
following way:

a3,α = (Q0t3),α = Q0,αt3 + Q0t3,α = Ω̄αa3 = ω̄α × a3, (6.8)

where the skew-symmetric tensor Ω̄α and its axial vector ω̄α are as
follows:

Ω̄α = Ωα + Q0Ω
0
αQT

0 , ω̄α = ωα + Q0ω
0
α,

Ωα = Q0,αQT
0 , Ωαa3 = ωα × a3,

Ω0
α = Q0

0,α(Q0
0)

T , Ω0
αa3 = ω0

α × a3.

(6.9)

Here Q0
0 is a rotation tensor describing the position of t3, i.e. t3 = Q0

0 i3.
Note that t3,α = Γ k

3αtk, where Γ k
3α is the second Christoffel symbol. For

the locally restricted shell geometry, we have Q0
0,α ≈ 0 and Ω̄α ≈ Ωα,

hence a3,α = (Q0t3),α ≈ Q0,αt3 = Ωαa3 = ωα × a3.
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Product QTF. For the approximation of F(ζ) by eq. (6.6) and Q(ζ)
by eq. (6.1), the product QTF is

QT(ζ)F(ζ) = QT
0 F0 + ζ QT

0 (F,ζ)0, (6.10)

where, using eq. (6.7),

QT
0 F0 = (QT

0 x0,α) ⊗ tα + t3 ⊗ t3, QT
0 (F,ζ)0 = [(QT

0 ω̄α) × t3] ⊗ tα.
(6.11)

For the restricted shell geometry, we obtain a simpler form

QT
0 (F,ζ)0 ≈ [(QT

0 ωα) × t3] ⊗ tα = QT
0 Q0,αt3 ⊗ tα. (6.12)

Identity tensor. By the definition of eq. (5.17), the identity tensor is consis-
tent with the deformation gradient so we can use the above-derived forms
of F(ζ), and write I(ζ) = I0 + ζ(I,ζ)0, where

I0
.= F0|u=0 = y0,α ⊗ tα + t3 ⊗ t3 = tk ⊗ tk,

(I,ζ)0
.= (F,ζ)0|a3=t3

= t3,α ⊗ tα, (6.13)

where we used eq. (6.7) and tα
.= y0,α. For the locally restricted shell

geometry, see eq. (5.19), we have t3,α ≈ 0, which implies (I,ζ)0 ≈ 0.
Hence, the product

IT(ζ) I(ζ) = IT
0 I0 + ζ

[
IT
0 (I,ζ)0 + (I,ζ)T

0 I0

]
+ ζ2(I,ζ)T

0 (I,ζ)0 ≈ IT
0 I0 = I0.

(6.14)

A similar reasoning as that for F can be also applied to the rotation
tensor Q0 ∈ SO(3). Note that the rotation tensor can be represented
as Q0 = ak ⊗ tk, for which we obtain ai

.= Q0ti, as required. We
can define the identity tensor as consistent with Q0 by assuming that
the forward-rotated basis {ai} is equal to the initial basis {ti}, which
yields

I(ζ) .= Q0|ai=ti
= tα ⊗ tα + t3 ⊗ t3 = I0. (6.15)

Hence, the product of eq. (6.10) is reduced to

QT(ζ)F(ζ)
∣∣
x=y,ai=ti

= IT
0 [I0 + ζ(I,ζ)0] ≈ IT

0 I0 = I0, (6.16)

obtained for the locally restricted shell geometry, eq. (5.19), for which
(I,ζ)0 ≈ 0.
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Variation of deformation gradient. The variation of the deformation gradient
F can be expressed as δF(ζ) = δF0 + ζδ(F,ζ)0, where

δF0
.= δx0,α ⊗ tα + δa3 ⊗ t3, δ(F,ζ)0

.= δa3,α ⊗ tα = δ[ω̄α × ζa3] ⊗ tα.
(6.17)

The particular terms are as follows:

δ[ω̄α × ζa3] = δω̄α × ζa3 + ω̄α × ζδa3, (6.18)

δa3 = δQ0t3 = (δQ0Q
T
0 )a3 = δθ̃ a3 = δθ × a3, δθ̃

.= δQ0Q
T
0 , (6.19)

where δθ̃ = δθ×I is a (left) skew-symmetric tensor and δθ is its axial
vector. Besides,

δω̄α = δθ,α + δθ × ω̄α, (6.20)

which is proven below. Summarizing, δF(ζ) is expressed by a variation
of displacements, δx0 = δu0, and by a variation of the axial vector δθ.

Proof. Let us calculate the vector product of both sides of eq. (6.20)
with ai,

δω̄α × ai = δθ,α × ai + (δθ × ω̄α) × ai. (6.21)

Applying the Lagrange identity for the triple cross-product of vectors, e.g.
[33] p. 66, eq. (4.9.10), we can modify the last term

(δθ × ω̄α) × ai = −(ω̄α × ai) × δθ − (ai × δθ) × ω̄α (6.22)

and obtain

δω̄α × ai = δθ,α × ai − (ω̄α × ai) × δθ − (ai × δθ) × ω̄α. (6.23)

By using ai,α = ω̄α × ai and δai = δθ × ai, we have

δω̄α × ai − δai × ω̄α = δθ,α × ai − ai,α × δθ, (6.24)

which can be simplified to

δ(ω̄α × ai) = (δθ × ai),α. (6.25)

Finally, we obtain
δ(ai,α) = (δai),α, (6.26)

i.e. the condition that the operations of taking a variation and differenti-
ation commute, which is generally true and ends the proof. �
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6.2 Rotation Constraint for shells

In this section, we derive shell counterparts of the RC equation, C
.=

skew(QTF) = 0. We expand it into the Taylor series w.r.t. ζ at ζ = 0
and, using eq. (6.11), we obtain

C(ζ) = C0 + ζ(C,ζ)0 = 0. (6.27)

This equation implies two RC equations:

C0
.= skew(QT

0 F0) = skew
[
(QT

0 x0,α) ⊗ tα

]
= 0, (6.28)

(C,ζ)0
.= skew[QT

0 (F,ζ)0] = skew
[
(QT

0 a3,α) ⊗ tα

]
= 0, (6.29)

which are analyzed separately below.

A. The zeroth order RC equation, C0 = 0 of eq. (6.28), provides three
scalar equations,

x0,1 · a2 − x0,2 · a1 = 0, x0,α · a3 = 0, (6.30)

where the first equation is the RC for the drilling rotation.

To show this, we decompose the rotation tensor as follows: Q0
.=

Qd Qm, where Qm is a rotation around an axis tangent to the middle
surface, while Qd denotes a rotation around the normal vector t3. In
the auxiliary basis {am

i }, where am
i = Qmti, we have

Qd(ωd) = cosωd(am
1 ⊗ am

1 + am
2 ⊗ am

2 )

+ sinωd(am
2 ⊗ am

1 − am
1 ⊗ am

2 ) + am
3 ⊗ am

3 . (6.31)

Using ai = QdQmti = Qd am
i , we have

a1 = Qda
m
1 = cos ωdam

1 + sinωdam
2 ,

a2 = Qda
m
2 = − sinωdam

1 + cos ωdam
2 . (6.32)

Then, the first of eq. (6.30) becomes

x0,1 · (cos ωd am
2 − sinωd am

1 ) − x0,2 · (cos ωd am
1 + sinωd am

2 ) = 0 (6.33)

and we can extract the drilling rotation

tanωd =
x0,1 · am

2 − x0,2 · am
1

x0,1 · am
1 + x0,2 · am

2

. (6.34)

Note that the second equation of eq. (6.30) is related to transverse shear
strains and, enforcing it, we obtain zero transverse shear strain, see
eq. (6.74). Alternatively, we can neglect it and retain the transverse shear
strains.
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B. The first order RC equation, (C,ζ)0 = 0 of eq. (6.29), provides
three scalar equations,

a3,1 · a2 − a3,2 · a1 = 0, a3,α · a3 = 0 (6.35)

and, from the first one, we can extract the drilling rotation as follows:

tanωd =
a3,1 · am

2 − a3,2 · am
1

a3,1 · am
1 + a3,2 · am

2

. (6.36)

For a3,α ≈ Q0,αt3, the second of eq. (6.35) becomes

a3,α · a3 =
(
Q0,αt3

) · a3 =
(
QT

0 Q0,αt3

) · t3 = 0 (6.37)

and both of the last two forms will be used in the sequel.

Remark. We note that eqs. (6.34) and (6.36) provide two formulas for
the drilling rotation which, in general, can be contradictory. From the
viewpoint of the kinematics described in the current section, it is difficult
to judge which of these equations should be used. This issue was addressed
in [252]. We shall use the first of eq. (6.30), while the first of eq. (6.35)
is neglected.

6.3 Shell strains

In this section we derive shell counterparts of several types of the 3D
strains. We assume that the local geometry of a shell is restricted by
eq. (5.19).

6.3.1 Non-symmetric relaxed right stretch strain

The non-symmetric relaxed right stretch strain is defined by eq. (4.25),
and for the defined shell kinematics, Hn(ζ) .= QT

0 F(ζ) − IT
0 I(ζ), where

QT
0 F(ζ) is defined by eq. (6.10) and IT

0 I(ζ) by eq. (6.16). Then we
obtain Hn(ζ) = ε + ζ κ, where

ε = εα ⊗ tα, κ = κα ⊗ tα. (6.38)

The shell strain vectors are defined as

εα
.= QT

0 x0,α − tα, κα
.= (QT

0 ω̄α) × t3 ≈ QT
0 a3,α, (6.39)

where the last form of κα is for the restricted shell geometry, when
t3,α ≈ 0.

Components of the shell strain tensors in the basis {ti} are as follows:
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- 0th order strains,

ε11 = x0,1 · a1 − 1, ε22 = x0,2 · a2 − 1, ε33 = 0, (6.40)

ε12 = x0,1 · a2, ε21 = x0,2 · a1, εα3 = x0,α · a3, ε3α = 0,

- 1st order strains,

κ11 = a3,1 · a1, κ22 = a3,2 · a2, κ33 = 0, (6.41)

κ12 = a3,1 · a2, κ21 = a3,2 · a1, κα3 = 1
2a3,α · a3, κ3α = 0,

where εij = ε · (ti ⊗ tj) and κij = κ · (ti ⊗ tj). An alternative form of
components of κ is obtained for a3,α ≈ Q0,αt3, i.e. for the restriction
regarding the local geometry.

The in-plane shear components, ε12 and ε21, are non-symmetric
but we can enforce the drill RC in order to symmetrize them. Besides, we
can use the symmetrized transverse shear strains

εs
α3 = εs

3α
.= 1

2(εα3 + ε3α) = 1
2x0,α · a3,

κs
α3 = κs

3α
.= 1

2(κα3 + κ3α) = 1
2a3,α · a3. (6.42)

Then the transverse shear (α3) components of the RC are abandoned;
see the consequences of enforcing them specified by eq. (6.74) and the
discussion therein.

Objectivity of strains. Superpose a rigid body motion on the current po-
sition vector x as follows: x+ = cr + Qrx, where cr denotes a
rigid translation, and Qr ∈ SO(3) is a rigid rotation. For the Reissner
hypothesis of eq. (6.2), we obtain

x+(ζ) = cr + Qr(x0 + ζa3) = x+
0 + ζa+

3 , (6.43)

where x+
0

.= cr + Qrx0 and a+
3

.= Qra3. Note that a+
3

.= Qra3 =
QrQ0t3 = Q+

0 t3, where Q+
0

.= QrQ0. We see that the rigid rotation
affects x0 and Q0, and that the x+(ζ) obeys the Reissner hypothesis.

Below, we check the strain vectors, eq. (6.39), for a superposed rigid
motion, i.e. for the position vector and rotations indicated by “+”. First,
we evaluate the components

x+
0,α = Qrx0,α, Q+T

0 x+
0,α = Q+T

0 Qrx0,α = QT
0 x0,α, (6.44)
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a+
3,α = (Qra3),α = Qra3,α, Q+T

0 a+
3,α = Q+T

0 Qra3,α = QT
0 a3,α,

(6.45)
as cr,α = 0 and Qr,α = 0. Then, the strain vectors of eq. (6.39) are

ε+
α

.= Q+T
0 x+

0,α − tα = QT
0 x0,α − tα = εα

κ+
α

.= Q+T
0 a+

3,α = QT
0 a3,α = κα, (6.46)

i.e. they are invariant w.r.t. the superposed rigid motion. Thus, also the
strain tensors of eq. (6.38) are invariant.

6.3.2 Symmetric relaxed right stretch strain

The symmetric relaxed right stretch strain is defined by eq. (4.29) and for
the defined shell kinematics, H(ζ) .= sym[QT

0 F(ζ)]− sym[IT
0 I(ζ)], where

QT
0 F(ζ) is defined by eq. (6.10) and IT

0 I(ζ) by eq. (6.16). Note that H
is the symmetric part of the earlier-defined non-symmetric Hn(ζ) and,
hence, H(ζ) = ε + ζκ, where

ε = sym(εα ⊗ tα), κ = sym(κα ⊗ tα). (6.47)

The strain vectors εα and κα are defined in eq. (6.39). Components
of the shell strain tensors in the basis {ti} are as follows:

- 0th order strains,

ε11 = x0,1 · a1 − 1, ε22 = x0,2 · a2 − 1, ε33 = 0, (6.48)

ε12 = ε21 = 1
2 (x0,1 · a2 + x0,2 · a1) , εα3 = ε3α = 1

2x0,α · a3,

- 1st order strains,

κ11 = a3,1 · a1, κ22 = a3,2 · a2, κ33 = 0, (6.49)

κ12 = κ21 = 1
2 (a3,1 · a2 + a3,2 · a1) , κα3 = κ3α = 1

2a3,α · a3,

where εij = ε ·(ti⊗tj) and κij = κ ·(ti⊗tj). Comparing with the non-
symmetric strain components of eqs. (6.40)–(6.41) with the symmetriza-
tion of eq. (6.42), the difference is that the in-plane shear components are
equal, i.e. ε12 = ε21.
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6.3.3 Green strain

The Green strain tensor defined in eq. (4.20) is E .= 1
2(FTF− IT I). We

shall use the approximations

F(ζ) = F0 + ζF1, I(ζ) = I0 + ζI1, (6.50)

where F0 and F1
.= (F,ζ)0 are defined in eq. (6.7), while I0 and

I1
.= (I,ζ)0 in eq. (6.13). Note that I is defined consistently with F,

see eq. (5.17). For these approximations, the products are

FT(ζ)F(ζ) = FT
0 F0 + ζ

(
FT

0 F1 + FT
1 F0

)
+ ζ2FT

1 F1,

IT(ζ) I(ζ) = IT
0 I0 + ζ

(
IT
0 I1 + IT

1 I0

)
+ ζ2IT

1 I1,

(6.51)

where the approximations of both products over ζ are analogous. Then
the Green strain can be expressed as the second order polynomial of ζ,

E(ζ) = ε + ζκ + ζ2μ, (6.52)

where the shell strains are defined as

ε
.= 1

2(FT
0 F0 − IT

0 I0), κ
.= 1

2

(
FT

0 F1 + FT
1 F0 − IT

0 I1 − IT
1 I0

)
, (6.53)

μ
.= 1

2

(
FT

1 F1 − IT
1 I1

)
.

Components of the shell strain tensors in the basis {ti} are:

- 0th order strains,

ε11 = 1
2(x0,1 · x0,1 − t1 · t1), ε22 = 1

2(x0,2 · x0,2 − t2 · t2), ε33 = 0,
(6.54)

ε12 = ε21 = 1
2x0,1 · x0,2, εα3 = ε3α = 1

2(x0,α · a3 − tα · t3),

- 1st order strains,

κ11 = 1
2 (x0,1 · a3,1 − t1 · t3,1) , κ22 = 1

2 (x0,2 · a3,2 − t2 · t3,2) , κ33 = 0,

κ12 = κ21 = 1
2 (x0,1 · a3,2 + x0,2 · a3,1 − t1 · t3,2 − t2 · t3,1) , (6.55)

κα3 = κ3α = 1
2(a3,α · a3 − t3,α · t3),

- 2nd order strains,

μ11 = 1
2(a3,1 ·a3,1−t3,1 ·t3,1), μ22 = 1

2(a3,2 ·a3,2−t3,2 ·t3,2), μ33 = 0,

μ12 = μ21 = 1
2 (a3,1 · a3,2 + a3,2 · a3,1 − t3,1 · t3,2 − t3,2 · t3,1) , (6.56)

μα3 = μ3α = 0,



70 Shells with Reissner kinematics and drilling rotation

where Tij = T · (ti ⊗ tj) for the second rank tensor T. Obviously,
t1 · t1 = 1, t2 · t2 = 1, and tα · t3 = 0, but the above forms are better
suited to obtaining shell strain components in the natural co-basis. We
note that for the locally restricted shell geometry, eq. (5.19), we should
use t3,α ≈ 0 in the first and second order strains, which then become
much simpler.

The quadratic term ζ2μ in eq. (6.52) is usually omitted in FEs and
then the Green strain is linear in ζ, similarly as the relaxed right stretch
strains, Hn and H.

Covariant components of Green strain. Components of the Green strain in
the ortho-normal basis {ti} of eqs. (6.54)–(6.56) depend on the deriva-
tives of the current position vector x0 w.r.t. the local ortho-normal
coordinates Sα.

These derivatives are not directly available and must be computed
from derivatives w.r.t. the natural coordinates {ξ, η}. Hence, to calculate
eq. (6.54)–(6.56), we first determine the covariant components of the Green
strain in the co-basis {gk}. By the chain rule

x0,1 = x0,ξ
∂ξ

∂S1
+ x0,η

∂η

∂S1
, x0,2 = x0,ξ

∂ξ

∂S2
+ x0,η

∂η

∂S2
, (6.57)

which can be rewritten as

x0,1 = J−1
11 x0,ξ + J−1

21 x0,η, x0,2 = J−1
12 x0,ξ + J−1

22 x0,η, (6.58)

where J−1
αβ are components of the inverse of the Jacobian J of

eq.(10.41). We can transform tα similarly because tα
.= y0,α, i.e. it

also is a derivative w.r.t. Sα, see eq. (10.44). Hence, we have

t1 = J−1
11 g1 + J−1

21 g2, t2 = J−1
12 g1 + J−1

22 g2, (6.59)

where the vectors of the natural basis, g1
.= y0,ξ and g2

.= y0,η. Using
the above relations, we can express the components of eqs. (6.54)–(6.56)
in terms of the covariant strain components.

Membrane strain components. On use of the above expressions for deriva-
tives, the components of the membrane shell strain of eq. (6.54) become

2ε11 = x0,1 · x0,1 − t1 · t1 = (J−1
11 )2 (2εξξ) + (J−1

21 )2 (2εηη) + 2J−1
11 J−1

21 (2εξη),

2ε22 = x0,2 · x0,2 − t2 · t2 = (J−1
12 )2 (2εξξ) + (J−1

22 )2 (2εηη) + 2J−1
12 J−1

22 (2εξη),

2ε12 = x0,1 · x0,2 = J−1
11 J−1

12 (2εξξ) + J−1
21 J−1

22 (2εηη)

+ (J−1
11 J−1

22 + J−1
21 J−1

12 )(2εξη),
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and ε21 = ε12, or, in the matrix form,⎡⎣ε11

ε22

ε12

⎤⎦ = T∗

⎡⎣ εξξ

εηη

εξη

⎤⎦ , (6.60)

where the operator T∗ is defined in eq. (2.29). The covariant compo-
nents of the membrane strain are defined as

2εξξ
.= x0,ξ · x0,ξ − g1 · g1, 2εηη

.= x0,η · x0,η − g2 · g2,

2εξη
.= x0,ξ · x0,η − g1 · g2.

(6.61)

Note that g1 and g2 are derivatives of y0 w.r.t. ξ and η. In the
FE method, x0 and y0 are approximated by shape functions in terms
of ξ and η, so the above components can be directly computed.

Bending and twisting strain components. The transformation formulas
for the derivatives of the directors t3 and a3 are similar to these
derived earlier for the derivatives of x0, i.e.

t3,1 = J−1
11 t3,ξ + J−1

21 t3,η, t3,2 = J−1
12 t3,ξ + J−1

22 t3,η, (6.62)

and

a3,1 = J−1
11 a3,ξ + J−1

21 a3,η, a3,2 = J−1
12 a3,ξ + J−1

22 a3,η. (6.63)

Hence, for the bending and twisting strain components of eq. (6.55), we
can write in matrix form ⎡⎣κ11

κ22

κ12

⎤⎦ = T∗

⎡⎣ κξξ

κηη

κξη

⎤⎦ , (6.64)

where the covariant components of the bending-twisting strain are defined
as follows:

κξξ = x0,ξ · a3,ξ − y0,ξ · t3,ξ, κηη = x0,η · a3,η − y0,η · t3,η,

κξη = κηξ = 1
2

(
x0,ξ · a3,η + x0,η · a3,ξ − y0,ξ · t3,η − y0,η · t3,ξ

)
.

(6.65)



72 Shells with Reissner kinematics and drilling rotation

Transverse shear zeroth and first order strains. For the transverse shear
strain components of eqs. (6.54) and (6.55) we obtain, in a similar manner,[

ε13

ε23

]
= J−T

[
εξ3

εη3

]
,

[
κ13

κ23

]
= J−T

[
κξ3

κη3

]
, (6.66)

see also eq. (2.27). The covariant transverse shear components are defined
as follows:

εξ3 = ε3ξ
.= 1

2(x0,ξ ·a3−g1 · t3), εη3 = ε3η
.= 1

2(x0,η ·a3−g2 · t3), (6.67)

κξ3 = κ3ξ = 1
2(a3,ξ ·a3−t3,ξ ·t3), κη3 = κ3η = 1

2(a3,η ·a3−t3,η ·t3), (6.68)

where gα · t3 = 0, as t3 is perpendicular to the tangent plane spanned
by gα.

Green strain in the forward-rotated basis. We can derive in-plane components
of the Green strain in the forward-rotated basis {ai}, where ai

.= Q0 ti.
The derivative of the current position vector in the forward-rotated basis
is

x0,α = (x0,α · a1) a1 + (x0,α · a2) a2 + (x0,α · a3) a3 (6.69)

and the scalar products of derivatives are

x0,1 · x0,1 = (x0,1 · a1)2 + (x0,1 · a2)2 + (x0,1 · a3)2,
x0,2 · x0,2 = (x0,2 · a1)2 + (x0,2 · a2)2 + (x0,2 · a3)2, (6.70)
x0,1 · x0,2 = (x0,1 · a1) (x0,2 · a1) + (x0,1 · a2) (x0,2 · a2)

+ (x0,1 · a3) (x0,2 · a3).

Using them, the in-plane components of eq. (6.54) become

ε11 = 1
2

[
(x0,1 · a1)2 + (x0,1 · a2)2 + (x0,1 · a3)2 − 1

]
,

ε22 = 1
2

[
(x0,2 · a1)2 + (x0,2 · a2)2 + (x0,2 · a3)2 − 1

]
, (6.71)

ε12 = 1
2 [(x0,1 · a1) (x0,2 · a1) + (x0,1 · a2) (x0,2 · a2)

+ (x0,1 · a3) (x0,2 · a3)]

and ε21 = ε12. Note that the terms x0,α ·a3 are equal to the transverse
shear components, i.e. x0,α · a3 = 2εα3 = 2ε3α by eq. (6.54) and, hence,

(x0,1 · a3)2 = 4ε2
31, (x0,2 · a3)2 = 4ε2

32, (x0,1 · a3) (x0,2 · a3) = 4ε31 ε32.
(6.72)
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If the transverse shear strains are small, then these terms can be neglected,
and we obtain

ε11 = 1
2

[
(x0,1 · a1)2 + (x0,1 · a2)2 − 1

]
,

ε22 = 1
2

[
(x0,2 · a1)2 + (x0,2 · a2)2 − 1

]
, (6.73)

ε12 = ε21 = 1
2 [(x0,1 · a1) (x0,2 · a1) + (x0,1 · a2) (x0,2 · a2)] .

Comparing with the in-plane components of the shell strains of eqs. (6.40)
and (6.48), we see that they all contain the product (x0,α · aβ), and
depend on the drilling rotation through a1 and a2.

Remark. Comparing transverse shear components for various shell strains
of eqs. (6.42), (6.48)–(6.49) and (6.54)–(6.56), we see that εα3 and κα3

are identical. Regarding the normal strains of a shell, we note that, for all
types of strains, they are equal to zero, i.e. ε33 = 0 and κ33 = 0, see
eqs. (6.40), (6.48), (6.54), and (6.55). These zero values are unrealistic
for most cases of deformation and more accurate values must be either re-
covered using some auxiliary conditions or obtained via the enhancement
of kinematics.

6.3.4 Transverse shear strains satisfying RC. Kirchhoff kinematics

The shell forms of the RC are given by eqs. (6.30) and (6.35). Below,
we specify the strains taking into account the α3-components of the RC
equations.

Consider the second equations of eqs. (6.30) and (6.37), i.e. x0,α ·a3 = 0
and

(
Q0,αt3

) ·a3 = 0. If these relations are used in the transverse shear
components, which are identical for all the derived shell strains, then

εα3 = ε3α = 1
2x0,α · a3 = 0, κα3 = κ3α = 1

2(Q0,αt3) · a3 = 0, (6.74)

i.e. the transverse shear strains of the zeroth and the first order are equal
to zero. The zero shear strains are characteristic for the Kirchhoff-type
kinematics which is described below. We note that

1. the conditions (6.74) also affect the strain vectors of eq. (6.39), because
they imply that their normal components are equal to zero, i.e.

εα · t3 = x0,α · a3 = 0, κα · t3 = (Q0,αt3) · a3 = 0, (6.75)

where we used κα = QT
0 a3,α ≈ QT

0 Q0,αt3. Hence, the strain vectors
belong to the tangent plane {t1, t2} and, instead of strain vectors,
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we can use their projections on the tangent plane {t1, t2}, defined
as follows:

ε•α
.= (εα · tβ) tβ, κ•

α
.= (κα · tβ) tβ , β = 1, 2. (6.76)

2. For εα3 = ε3α = 0, the quadratic terms of eq. (6.72) are equal to
zero and the components in the forward-rotated basis of eq. (6.74) are
exact.

Kirchhoff kinematics. This kinematics was defined in [124], and is chrono-
logically earlier than the Reissner kinematics. It dominated the shell lit-
erature when the computer era had not yet been in full bloom, and a
simplicity of equations was essential to obtain any solution. Many the-
oretically vital results were obtained then; for an account we refer to
[156, 78, 153, 127, 129, 171, 173, 174]. Still this kinematics is used in more
mathematically-oriented papers, e.g. in the so-called asymptotic theories
of shells, see [240, 134].

In the Kirchhoff hypothesis, the current position vector is defined by

x(ζ) .= x0 + ζ a3, a3
.= n, (6.77)

where n is a unit vector normal to the deformed mid-surface. The
current director a3 must remain normal to the deformed surface so this
hypothesis is more restrictive than the Reissner hypothesis and implies
zero shear strains.

The Kirchhoff kinematics is less popular in FE implementations than
the Reissner kinematics for the following reasons:

1. the transverse shear strains are assumed equal to zero, which is not
correct in some important practical applications such as layered com-
posites.

2. the corresponding shell equations contain second derivatives, which
require the C1 approximation functions. This reduces the radius of
convergence of the Newton method, and the stable time step in explicit
dynamics, see [23].

However, in use still are very good elements based on the so-called Kirch-
hoff constraint, i.e. the condition that the transverse shear strain is zero.
Such a condition is applied at some selected (discrete) points to mod-
ify the Hermitian shape functions which yields very good bending parts
of two-node beam and four-node shell elements. The Discrete Kirchhoff
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(DK) beam element is derived in Sect. 13.1.2, other DK elements are
characterized in Sect. 13.2.4.

Finally, we note that having an element with the Reissner kinemat-
ics, we can obtain the Kirchhoff kinematics by enforcing the equations
for the (α3)-components of the shell RC of eq. (6.30), i.e. the condition
x0,α · a3 = 0.

6.3.5 Rotation as an intermediate variable symmetrizing strain

Symmetry of strains is important because it allows us to use standard
constitutive equations. This question is undertaken in the early works of E.
Reissner, cited in [205, 204] and later in [191, 42]. In [191], the rotation
is chosen so that the QTF product becomes symmetric. Besides, the
symmetric part of the first Piola–Kirchhoff PT is used, and the inverse
constitutive equation QTF = ∂Wc(symP)/∂symP, where Wc is the
complementary energy.

The above idea was adapted for shells in [262]. The rotation is decom-
posed as Q0 = Q2Q1Qd, where Q1 and Q2 are rotations around
the tangent vectors and Qd is a rotation around the normal vector of
the local basis. Then,

eα
.= QT

0 x0,α = QT
d ẽα, nα

.= QT
0 n∗

α = QT
d ñα, (6.78)

where ẽα
.= QT

1 QT
2 x0,α and ñα

.= QT
1 QT

2 n∗
α are the vectors back-

rotated by Q2Q1 and n∗
α is the stress resultant obtained for the stress

vector of PT .
The stretch and stress tensors are defined as follows: U .= QT

d ẽα⊗tα =
QT

d Ũ and N .= QT
d ñα ⊗ tα = QT

d Ñ. The rotation Qd is required to
yield a symmetric U, when applied to non-symmetric Ũ, i.e.

Qd : U = QT
d Ũ. (6.79)

In other words, the angle of rotation ωd of Qd(ωd, t3) is determined
from the condition U12 = U21. The membrane strain is defined as H =
(QT

d ẽα − tα) ⊗ tα.
A different procedure is used for the bending/twisting strain and the

couple stress resultants. First, the vectors are back-rotated by Qd, i.e.
κ̄α = QT

d κ̃α and m̄α = QT
d m̃α. Then the tensors κ̄ = κ̄α ⊗ tα and

M̄ = m̄α ⊗ tα are non-symmetric. Hence, only their symmetric parts are
used in the virtual work, i.e.
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N · δH + M · δκ ≈ (QT
d Ñ) · δH + symM̄ · symδκ̄, (6.80)

and we see that the method is approximate. Note that ωd is an inter-
mediate variable depending on Ũ, i.e. ωd(Ũ), and cannot be used as a
degree of freedom.

6.3.6 In-plane deformation with drilling rotation

Consider an in-plane deformation of a shell for which the drilling rotation
ωd about the normal vector t3 is non-zero, while the rotations about
the tangent vector Qm = I. Then Qd of eq. (6.31) becomes

Q0 = Qd(ωd) = c (t1⊗t1 +t2⊗t2)+s (t2⊗t1−t1⊗t2)+t3⊗t3, (6.81)

where s
.= sinωd and c

.= cos ωd. Note that the normal vector t3 is
the eigenvector of Qd(ωd) associated with the eigenvalue +1. Hence,
a3 = Q0t3 = Qd(ωd) t3 = t3 and the normal vector t3 is unaltered by
the drill rotation. But the tangent vectors tα are rotated about t3 by
the angle ωd, and aα = Q0tα = Qd(ωd) tα yields

a1 = c t1 + s t2, a2 = −s t1 + c t2. (6.82)

We see that the strains which depend on aα are affected by the drilling
rotation! This includes the right stretch strains of eqs. (6.40) and (6.48)
and the Green strain in the forward-rotated basis of eq. (6.74). On the
other hand, the components of the Green strain in the initial basis {ti},
eqs. (6.54)–(6.56), are not affected by the drill rotation.

Let us consider the strain components in the initial basis {ti} and
compare the strains based on the products (FTF) and (QTF). For
eq. (6.81), the parts of F of eq. (6.7) become

F0 = x0,α ⊗ tα + t3 ⊗ t3, (F,ζ)0 = t3,α ⊗ tα (6.83)

and we see that they do not depend on the drilling rotation, ωd. The
same is true for the Green strain, E .= 1

2(FTF − I), depending on the
product FTF.

On the other hand, the strains using the product (QTF) naturally
contain the drilling rotation. For eq. (6.81), the components of (QTF)
become

QT
0 F0 = (QT

d x0,α)⊗ tα + t3 ⊗ t3, QT
0 (F,ζ)0 =

(
QT

d Qd,α + Ω0
α

)
t3 ⊗ tα

(6.84)
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and they depend on ωd. If we apply the drill RC of eq. (6.30) to such
formulations, then, simply, the drilling rotation already existing within
the formulation is constrained.

Below, we determine the drill RC and the strains for the displacement
vector u = u1t1 + u2t2.

Drill RC. In terms of the component displacements and the drilling
rotation, eq. (6.30) becomes

−(u2,2 + u1,1 + 2) s + (u2,1 − u1,2) c = 0. (6.85)

Linearization w.r.t. ωd at ωd = 0 gives cosωd ≈ 1 and sinωd ≈ ωd,
and for small strains, u1,1 ≈ 0 and u2,2 ≈ 0, we obtain the well-known
expression for the infinitesimal drill rotation ωd = 1

2(u2,1 − u1,2).

Symmetric relaxed right stretch strain. The components of this strain of
eq. (6.48) are

ε11 = (1 + u1,1) c + u2,1 s − 1, ε22 = −u1,2 s + (1 + u2,2) c − 1,

ε12 = ε21 = 1
2 [(u2,2 − u1,1) s + (u2,1 + u1,2) c] (6.86)

and they depend on the drill rotation ωd. Linearization w.r.t. ωd at
ωd = 0 gives cos ωd ≈ 1 and sinωd ≈ ωd and then

ε11 = u1,1 + u2,1 ωd, ε22 = −u1,2 ωd + u2,2,

ε12 = ε21 = 1
2 [(u2,2 − u1,1) ωd + (u2,1 + u1,2)] . (6.87)

For an infinitesimal rotation, ωd ≈ 0, we obtain ε11 = u1,1, ε22 = u2,2,
and ε12 = ε21 = 1

2(u2,1 + u1,2).

Green strain. The components of the Green strain of eq. (6.54) are

ε11 = 1
2

[
(1 + u1,1)2 + u2

2,1 − 1
]
, ε22 = 1

2

[
u2

1,2 + (1 + u2,2)2 − 1
]
,

ε12 = ε21 = 1
2 [(1 + u1,1)u1,2 + u2,1(1 + u2,2)] (6.88)

and they do not depend on ωd. By neglecting of the quadratic terms,
we obtain the linearized formulas ε11 = u1,1, ε22 = u2,2, ε12 = ε21 =
1
2(u1,2 + u2,1), which are identical to the linearized components of the
symmetric relaxed right stretch strain of eq. (6.87) for ωd ≈ 0.
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6.3.7 Forward-rotated shell strains variations

The forward-rotated symmetric relaxed right stretch strain is defined as
H∗ .= Q0 HQT

0 , where H .= sym(QT
0 F) − I. Hence,

H∗ .= Q0 HQT
0 = sym(FQT

0 ) − I. (6.89)

The forward-rotated shell strains, which are counterparts of H∗, are
defined as

ε∗ .= Q0 εQT
0 = sym [(Q0εα) ⊗ (Q0tα)] = sym (ε∗α ⊗ aα) , (6.90)

κ∗ .= Q0 κQT
0 = sym [(Q0κα) ⊗ (Q0tα)] = sym (κ∗

α ⊗ aα) , (6.91)

where

ε∗α = Q0 εα = Q0(Q
T
0 x0,α − tα) = x0,α − aα, (6.92)

κ∗
α = Q0 κα = Q0(Q

T
0 ω̄α − t3,α) = ω̄α − Q0t3,α. (6.93)

For a shallow shell κ∗
α = ωα, because ω̄α ≈ ωα and t3,α ≈ 0.

The forward-rotated variation of the zeroth order strain δε = sym(δεi⊗
ti) is defined as

(δε)∗ .= Q0 δεQT
0 = Q0 δ(QT

0 ε∗Q0)Q
T
0

.=
◦
δε∗, (6.94)

where the last form defines the co-rotational variation of the rotated strain,
which has a form of the Green–McInnis–Naghdi objective rate, see [97].
The above definition yields

◦
δε∗ = sym [(Q0δεα) ⊗ (Q0tα)] = sym(

◦
δε∗α ⊗ aα), (6.95)

where the co-rotational variation of the strain vector can be expressed as

◦
δε∗α

.= Q0δεα = Q0

[
δ(QT

0 ε∗α)
]
. (6.96)

Relations of the results of particular operations to the vector εα are as
follows:

1. rotate-back ε∗α,

(QT
0 ε∗α) = QT

0 x0,α − tα (= εα),
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2. calculate a variation,

δ(QT
0 ε∗α) = δQT

0 x0,α + QT
0 δx0,α (= δεα), (6.97)

3. rotate-forward,

Q0

[
δ(QT

0 ε∗α)
]

= (x0,α × δθ) + δx0,α (= Q0δεα =
◦
δε∗α).

In the last form, we used Q0δQ
T
0 = δθ̃T , in accord with the definition

of δθ̃ in eq. (6.19). We proceed similarly for the first-order strain, and,
finally, we have

◦
δε∗α = δx0,α + (x0,α × δθ),

◦
δκ∗

α = δω̄α + (ω̄α × δθ), (6.98)

where both expressions depend on the axial vector δθ but not on the
rotation tensor.

Example. We compare the strain vectors ε1 and ε∗1 for a planar
deformation.

Let us first specify the strain ε1 in the basis {t1, t3}, see Fig. 6.2.
The displacement vector is decomposed as u = ut1 + wt3. For the arc-
length coordinate S1, the derivative of the initial position vector is
y0,1 = t1. For x0 = y0 +u, the derivative of the current position vector
is

x0,1 = (1 + u,1) t1 + w,1 t3. (6.99)

The rotation tensor can be expressed as

Q0 = cos β [t1 ⊗ t1 + t3 ⊗ t3]−sinβ [t1 ⊗ t3 − t3 ⊗ t1]+t2⊗t2, (6.100)

where β is the angle of rotation. Then the strain vector ε1 = QT
0 x0,1−t1

is

ε1 = [(1 + u,1) cos β + w,1 sinβ − 1] t1 + [−(1 + u,1) sin β + w,1 cos β] t3.
(6.101)

Next, we specify the strain ε∗1 in the basis {a1,a3} for the same
deformation. The displacement vector is decomposed as u = ūa1 + w̄a3.
The derivative of the initial position vector is y0,1 = t1 = Q0a1 =
cos β̄a1 − sin β̄a3, where the rotation tensor

Q0 = cos β̄ [a1⊗a1 +a3⊗a3]− sin β̄ [a1⊗a3−a3⊗a1]+a2⊗a2 (6.102)
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and β̄ is an angle of rotation. For x0 = y0 + u, we get a derivative of
the current position vector,

x0,1 = (cos β̄ + ū,1)a1 + (sin β̄ + w̄,1)a3. (6.103)

The forward-rotated strain vector, ε∗1 = x0,1 − a1, is

ε∗1 = (cos β̄ − 1 + ū,1)a1 + (− sin β̄ + w̄,1)a3. (6.104)

Comparing eqs. (6.101) and (6.104), we note that expressions for ε∗1 are
simpler than for ε1.
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Fig. 6.2 Geometrical interpretation of strain vectors ε1 and ε∗
1.

6.4 Virtual work equation for shell

In this section, the shell VW equation is derived from the 3D VW equa-
tions of Chap. 4, for the kinematics defined in Sect. 6.1. The shell stress
and couple resultants are defined as integrals over the thickness.

6.4.1 Virtual work of Biot stress

The 3D VW of the Biot stress is given by the first term in eq. (4.51). The
corresponding VW for a shell is defined as the integral of this term over
the shell thickness,

δΣ
.=
∫ +h

2

−h
2

TB
s · symδ(QTF) μdζ. (6.105)

For symδ(QTF) = δsym(QTF) = δH = δε + ζδκ, using of eq. (6.47),
where the strain vectors are given by eq. (6.39), the integrand is
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TB
s · symδ(QTF) = TB

s · sym(δεα ⊗ tα) + ζTB
s · sym(δκα ⊗ tα). (6.106)

The stress tensor T .= QTP of eq. (4.50), can be expressed as T =
fi ⊗ ti, where fi is the stress vector corresponding to the vector ti of
the local Cartesian basis. The shell stress and couple resultant vectors are
defined as

ni
.=
∫ +h

2

−h
2

fi(ζ) μdζ, mi
.=
∫ +h

2

−h
2

ζ fi(ζ) μdζ, (6.107)

and we can introduce the following shell stress and couple resultant ten-
sors,

N .= ni ⊗ ti, M .= mi ⊗ ti. (6.108)

Integrating eq. (6.106) over the thickness, we obtain the shell form of
the VW for the Biot stress of eq. (6.105) in the following form:

δΣ = NB
s · δε + MB

s · δκ, (6.109)

where the strain tensors ε and κ are given by eq. (6.47) and are
symmetric.

The 3D strain energy W(Ũ) depends on the symmetric relaxed right
stretch tensor Ũ .= sym(QTF) and the CL for the Biot stress is obtained
by TB

s = ∂ŨW, see eq. (4.32). For the Reissner kinematics of first
order, Ũ is a linear polynomial of the thickness coordinate ζ, i.e.
Ũ(ζ) = (Ũ)0 + ζ(Ũ,ζ)0, see eq. (6.10). The shell strain energy is defined
as an integral of the 3D strain energy over the shell thickness, i.e. Σ

.=∫ +h
2

−h
2

W[Ũ(ζ)]μdζ. Hence, Σ = Σ
(
(Ũ)0, (Ũ,ζ)0

)
, and the CLs for the

shell stress and couple resultants are defined as

NB
s =

∂Σ

∂(Ũ)0
, MB

s =
∂Σ

∂(Ũ,ζ)0
. (6.110)

VW of stress for forward-rotated stress and couple resultants and shell strains.
Define the forward-rotated stress and couple resultants as

NB∗
s

.= Q0N
B
s QT

0 = sym[(Q0ni) ⊗ (Q0ti)] = sym (n∗
i ⊗ ai) , (6.111)

MB∗
s

.= Q0M
B
s QT

0 = sym[(Q0mi) ⊗ (Q0ti)] = sym (m∗
i ⊗ ai) , (6.112)

where
n∗

i
.= Q0ni, m∗

i
.= Q0mi. (6.113)
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Note that these vectors become the shell counterparts of the nominal stress
P when Q = Q0 is used in T .= QTP.

The forward-rotated shell membrane strain is defined in eq. (6.90),
while the forward-rotated variation of this strain in eq. (6.94) and it is

equal to the co-rotational variation of the rotated strain
◦
δε∗. Using the

above forward-rotated tensors, the first term of the shell VW of eq. (6.109)
becomes

NB
s · δε = tr(NB

s δεT ) = tr(Q0N
B
s QT

0 Q0δε
TQT

0 ) = N∗
s ·

◦
δε∗. (6.114)

Similar relations can be obtained for the bending/twisting strain and,
hence, the shell VW can be expressed in terms of the forward-rotated
tensors as

δΣ = NB∗
s · ◦

δε∗ + MB∗
s · ◦

δκ∗. (6.115)

For the 3D elasticity, it can be shown that the structure of a constitutive
equation and a constitutive operator for the forward-rotated Biot stress
are analogous to that for the Biot stress, but for U replaced by U∗ =
QUQT = V, see [251]. This result is also valid for shells and, hence,
for the expansion Ũ∗(ζ) = (Ũ∗)0 + ζ(Ũ∗

,ζ)0 and the shell strain energy
Σ = Σ((Ũ∗)0, (Ũ∗

,ζ)0), we obtain

NB∗
s =

∂Σ

∂(Ũ∗)0
, MB∗

s =
∂Σ

∂(Ũ∗
,ζ)0

, (6.116)

which is the counterpart of eq. (6.110).

6.4.2 Virtual work of second Piola–Kirchhoff stress

The 3D VW of the second Piola–Kirchhoff stress is given by the first
term in eq. (4.64), which can be expressed as S · 1

2δsym(QTF). The
corresponding VW for a shell is defined as the integral of this term over
the shell thickness

δΣ
.=
∫ +h

2

−h
2

S · 1
2symδ(FTF) μdζ, (6.117)

where 1
2symδ(FTF) = δ 1

2sym(FTF) = δE = δε + ζδκ + ζ2δμ, by
eq. (6.52). Then, the integrand of eq. (6.117) is

S · 1
2symδ(FTF) = S · δε + ζS · δκ + ζ2S · δμ. (6.118)
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The second Piola–Kirchhoff stress tensor can be expressed as S = si⊗ ti,
where si is the stress vector corresponding to the vector ti of the local
Cartesian basis. The shell stress and couple resultant vectors are defined
as

ni
.=
∫ +h

2

−h
2

si(ζ) μdζ, mi
.=
∫ +h

2

−h
2

ζ si(ζ) μdζ, ki
.=
∫ +h

2

−h
2

ζ2 si(ζ) μdζ,

(6.119)
and we can introduce the shell stress and couple resultant tensors, N .=
ni ⊗ ti, M .= mi ⊗ ti, and K .= ki ⊗ ti. Integrating eq. (6.118) over
the thickness, we obtain the following shell form of the VW equation:

δΣ = N · δε + M · δκ + K · δμ, (6.120)

where the strain tensors ε, κ and μ are given by eq. (6.52).

Below, we derive the shell strain energy and define the CL for the
shell stress and couple resultant tensors N, M, and K. The 3D
strain energy W(C) depends on the right Cauchy–Green tensor C .=
FTF, and the CL for the second Piola–Kirchhoff stress is obtained as
S = 2 ∂CW(C), see eq. (4.23). For the Reissner kinematics, C is a
quadratic polynomial of the thickness coordinate ζ, i.e. C(ζ) = (C)0 +
ζ(C,ζ)0 + 1

2ζ2(C,ζζ)0, see eq. (6.51). The shell strain energy is defined
as an integral of the 3D strain energy over the shell thickness, i.e. Σ

.=∫ +h
2

−h
2

W (C(ζ)) μdζ. Hence, Σ = Σ ((C)0, (C,ζ)0, (C,ζζ)0), and the

CLs for the shell stress and couple resultants are defined as follows:

N =
∂Σ

∂(C)0
, M =

∂Σ

∂(C,ζ)0
, K =

∂Σ

∂(C,ζζ)0
. (6.121)

Finally, we note that the VW of the forward-rotated stress and couple
resultants and shell strains can be obtained in a similar manner as for the
formulation based on the Biot stress.

6.4.3 Variation of RC term

The RC terms are identical for the formulations based on the Biot stress
and the second Piola–Kirchhoff stress. We consider two forms of the RC
term.

1. The term δ[Ta·skew(QTF)] of eq. (4.51) or (4.64). Using skew(QTF)
= C0+ζ(C,ζ)0 of eq. (6.27) and by the integration over the thickness,
we obtain
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δFRC =
∫ +h

2

−h
2

δ
[
Ta · skew(QTF)

]
μdζ = δ [Na · C0 + Ma · (C,ζ)0] .

(6.122)
For C0 and (C,ζ)0 reduced to the first equations of eqs. (6.30) and
(6.35), we obtain

δFRC = δ [N12 C12 + M12 D12] ≈ δ [N12 C12], (6.123)

where N12 = (Na)12, M12 = (Ma)12, and

C12
.= 1

2 (x0,1 · a2 − x0,2 · a1) , D12
.= a3,1 · a2 − a3,2 · a1. (6.124)

2. The term γ skew(QTF) · δskew(QTF) of eq. (4.63) or (4.73), where
γ ∈ (0,∞). On use of skew(QTF) = C0 + ζ(C,ζ)0 of eq. (6.27) and
by the integration over the thickness, we obtain

δFRC = γ

∫ +h
2

−h
2

skew(QTF) · δskew(QTF) μdζ

= γ

[
hC0 · δC0 +

h3

12
(C,ζ)0 · δ(C,ζ)0

]
, (6.125)

which, for C0 and (C,ζ)0 reduced to the first equations of eqs. (6.30)
and (6.35), can be rewritten as

δFRC ≈ γ

[
hC12 δC12 +

h3

12
D12 δD12

]
≈ γh C12 δC12. (6.126)

In both forms, the term with D12 is neglected for the reasons given in
the Remark in Sect. 6.2.

6.4.4 Virtual work of body forces and external forces

For the Reissner kinematics of Sect. 6.1, the position vector in the de-
formed configuration is defined as x(ζ) = x0 + ζa3. Its variation is as
follows:

δx = δx0 + ζ δa3, (6.127)

where δa3 = δθ × a3. In the above, δθ is the axial vector of a left
skew-symmetric tensor δθ̃ = δθ × I such that δQ0 = δθ̃ Q0.

i. The VW of the body force is defined as δFb
.=
∫
B ρRb · δxdV . For

the shell, we assume that b is constant over the thickness and integrate
over the thickness with μ ≈ 1, which yields

δFb
.=
∫ +h

2

−h
2

ρR b · δxμdζ = ρRhb · δx0. (6.128)
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ii. The VW of external forces acting on the top and bottom surface
bounding the shell is defined as δA .=

∫
S+ p̂+ ·δx+ dS++

∫
S− p̂− ·δx− dS−.

The subscript “+” indicates the top surface, at ζ = +h/2, and “−”
indicates the bottom surface, at ζ = −h/2. The orientation of these
surfaces is approximately defined by ±a3, where a3 = Q0t3. Besides,
p̂ denotes the external force corresponding to a3. Using δx of
eq. (6.127) and ζ = ±h/2, the definition yields

δA .= q̂ · δx0 + m̂3 · δθ, (6.129)

where the external forces and moments for the shell are defined as follows

q̂ .= p̂+ + p̂−, m̂3
.=

h

2
a3 ×

(
p̂+ − p̂−) . (6.130)

Note that the projection of m̂3 on a3 is equal to zero.

iii. The VW of external forces p̂ν acting upon the lateral boundaries of

the shell can be defined as δAν
.=
∫ +h

2

−h
2

p̂ν ·δxμdζ. The lateral boundary

of a non-deformed shell is a surface generated by t3 along a boundary
curve ∂S. If a denotes a unit vector, tangent to the deformed ∂S,
then the vector normal to the lateral boundary is ν = a×a3, where a3

generates the lateral surface for the deformed shell. Using eq. (6.127), the
VW can be written as

δAν
.= q̂ν · δx0 + m̂ν3 · δθ, (6.131)

where the external load and external moment for the shell are

q̂ν
.=
∫ +h

2

−h
2

p̂ν μdζ, m̂ν3
.=
∫ +h

2

−h
2

ζa3 × p̂ν μdζ. (6.132)

6.4.5 Virtual work equation for shell

Finally, the VW equation for a shell, comprising the contribution of the
stress and couple resultants, the RC and the external loads, becomes

δΠsh
.=
∫

S
( δΣ + δFRC − δFb − δA) dS −

∫
∂σS

δAν d∂σS, (6.133)

where S denotes the middle surface of the shell and ∂σS is a trac-
tion part of the middle surface boundary. The particular components of
eq. (6.133) are defined as follows:
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1. The VW of the stress and couple resultants, δΣ, is given by eq. (6.109)
for the Biot stress, and by eq. (6.120) for the second Piola–Kirchhoff
stress,

2. The variation of the RC term, δFRC, is given for the three-field
shell formulation by eq. (6.123), while for the two-field formulation by
eq. (6.126),

3. The VW of the body force, δFb, is given by eq. (6.128),
4. The VW of the external forces acting on the lower and upper bounding

surfaces, δA, is given by eq. (6.129),
5. The VW of the external forces acting upon the lateral boundaries,

δAν , is given by eq. (6.131).

6.5 Local shell equations

In this section, the local shell equations are obtained from the shell VW
equation for the Biot stress. In several aspects, the derivation is similar
to the derivation of the Euler–Lagrange equations for the 3-F potential in
Sect. 4.4.

First, we consider the first two terms of the VW equation of eq. (6.133),

δΣ + δFRC = NB
s · δε + MB

s · δκ + δ [Na · C0 + Ma · (C,ζ)0] , (6.134)

where eqs. (6.109) and (6.122) were used. They can be transformed to

δΣ+δFRC = N·(δεα⊗tα)+M·(δκα⊗tα) + δNa·C0+δMa·(C,ζ)0, (6.135)

where N and M are defined in eq. (6.108). The transformation which
was used to obtain the latter form is similar to that of eq. (4.28), plus
P · δF = (QTP) · (QT δF), to have a full analogy. This form is more
convenient as it does not contain symmetric tensors, so we can use vectors
instead of tensors. Below, we separately transform the first two terms and
the last two terms on the r.h.s. of eq. (6.135).

First two terms. First, we consider the case when the RC equations are
not satisfied and the strain vectors εα and κα are defined by eq. (6.39).
The first two terms of eq. (6.135) can be transformed as follows:

N · (δεα ⊗ tα) = nα · δεα = nα · δ(QT
0 x0,α), (6.136)

M · (δκα ⊗ tα) = mα · δκα = mα · [δ(QT
0 ω̄α) × t3]

= (t3 × mα) · δ(QT
0 ω̄α), (6.137)
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where the stress and couple resultant vectors are defined in eq. (6.107).
The last form of eq. (6.137) was obtained by using the identity a·(b×c) =
b · (c × a), which is valid for arbitrary vectors a,b, c. Note that

t3 × mα =
∫ +h

2

−h
2

t3 × ζfα(ζ) μdζ, (6.138)

can also serve as a definition of the shell couple resultant vector, alternative
to eq. (6.107).

Furthermore, we transform eqs. (6.136) and (6.137) using the forward-
rotated stress and couple resultant vectors of eq. (6.113). First, we trans-
form the respective terms according to the scheme a·δb = (QT

0 Q0a)·δb =
(Q0a) · (Q0δb), where a and b are vectors. Then we introduce the
forward-rotated vectors, which yields

nα · δ(QT
0 x0,α) = n∗

α · [Q0δ(Q
T
0 x0,α)] = n∗

α · (δx0,α − δθ × x0,α), (6.139)

(t3 × mα) · δ(QT
0 ω̄α) = (a3 × m∗

α) · [Q0δ(Q
T
0 ω̄α)]

= (a3 × m∗
α) · (δω̄α − δθ × ω̄α)

= (a3 × m∗
α) · δθ,α, (6.140)

where n∗
α and m∗

α are defined in eq. (6.113), and eq. (6.97) was applied
to [Q0δ(Q

T
0 x0,α)] and [Q0δ(Q

T
0 ω̄α)]. The last form of eq. (6.140) is

obtained by using the identity of eq. (6.20). We note that a3 × m∗
α =

(Q0t3) × (Q0mα) = Q0(t3 × mα), i.e. it is the forward-rotated shell
couple resultant vector. Hence,

δΣ + δFRC = n∗
α · (δx0,α − δθ × x0,α) + (a3 × m∗

α) · δθ,α. (6.141)

Special case: RC equations satisfied. If the RC equations are satisfied,
then the strain vectors εα and κα can be replaced by their projections
ε•α and κ•

α of eq. (6.76). Then the first two terms of the r.h.s. of
eq. (6.135) can be transformed as follows:

N · (δε•α ⊗ tα) = nα · δε•α = n•
α · δεα, (6.142)

M · (δκ•
α ⊗ tα) = mα · δκ•

α = m•
α · δκα, (6.143)

where the projections of nα and mα of eq. (6.107) on the tangent
plane {t1, t2} are defined as
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n•
α

.= (nα · tβ) tβ, m•
α

.= (mα · tβ) tβ. (6.144)

Hence, we can use the projections of stress and couple resultant vectors
instead of the projections of strain vectors, and in the final eq. (6.141),
the asterisk denotes the forward-rotated projections, i.e. n∗

α = Q0n
•
α, and

m∗
α = Q0m

•
α.

Last two terms. The last two terms of eq. (6.135) can be written as

δNa · C0 = skew(δnα ⊗ tα) · skew[(QT
0 x0,β) ⊗ tβ] ≈ δN12 C12, (6.145)

δMa · (C,ζ)0 = skew(δmα ⊗ tα) · skew[(QT
0 ω̄β) ⊗ tβ ] ≈ δM12 D12, (6.146)

where N12 = (Na)12, M12 = (Ma)12, and C12 and D12 are given
by eq. (6.124). D12 is neglected by the reasons given in the Remark in
Sect. 6.2.

Local shell equations. To obtain the local shell equations, we have to
perform several additional transformations.

A. First, we transform the first term of eq. (6.141), i.e. A
.=
∫
S n∗

α ·
(δx0,α − δθ × x0,α) dS. On use of the divergence theorem, Div(TTv) =
T ·Gradv + (DivT) ·v, ([33], eq. (5.5.19)), where T is the second-rank
tensor and v is a vector, we obtain

n∗
α · δx0,α = N∗ · Gradδx0 = Div(N∗Tδx0) − (DivN∗) · δx0, (6.147)

where Grad ( · ) = ( · ),α ⊗aα, N∗ = n∗
α ⊗aα, and DivN∗ = n∗

α,α ⊗aα.
The integral of its first component is∫

S
Div(N∗Tδx0) dS =

∫
∂S

(N∗Tδx0) ·ν dS =
∫

∂S
(N∗ν) · δx0 d∂S, (6.148)

by the Gauss’ integral identity ([33], eq. (5.8.11), p. 164), where ∂S
denotes the boundary curve on the mid-surface, and ν is a vector tangent
to the mid-surface and normal to this curve. Besides, for the second part
of A, by the cyclic permutation of vectors, see [33], eq. (4.9.8), p. 66,
we obtain

−n∗
α · (δθ × x0,α) = −δθ · (x0,α × n∗

α). (6.149)

Collecting the above formulas, we have

A = −
∫

S
n∗

α,α · δx0 dS−
∫

S
(x0,α ×n∗

α) · δθ dS +
∫

∂S
[(n∗

α ⊗aα)ν] · δx0 d∂S.

(6.150)
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B. The second term of eq. (6.141), i.e. B
.=
∫
S(a3 × m∗

α) · δθ,α dS, is
treated similarly as

∫
S n∗

α · δx0,α dS, and provides

B = −
∫

S
(a3 ×m∗

α),α · δθ dS +
∫

∂S
{[(a3 ×m∗

α)⊗aα]ν} · δθ d∂S. (6.151)

Finally, collecting all the terms, we obtain∫
S
−(n∗

α,α + q̂ + hρRb) · δx0 − [(a3 × m∗
α),α + (x0,α × n∗

α) + m̂3] · δθ dS

+
∫

S

1
2 (x0,1 · a2 − x0,2 · a1) δN12 dS

+
∫

∂S
[(n∗

α ⊗ aα)ν] · δx0 + {[(a3 × m∗
α) ⊗ aα]ν} · δθ d∂S = 0, (6.152)

from which we obtain the following local equations:

n∗
α,α + hρRb + q̂ = 0 in S,

(a3 × m∗
α),α + x0,α × n∗

α + m̂3 = 0 in S, (6.153)

x0,1 · a2 − x0,2 · a1 = 0 in S,

(n∗
α ⊗ aα) ν = 0, [(a3 × m∗

α) ⊗ aα] ν = 0 on ∂S.

These are the LMB and AMB equations, the drill RC equation in the form
of eq. (6.30), and the natural BC for a shell with the Reissner kinematics
of first order, respectively. These equations involve n∗

α and m∗
α, which

are the forward-rotated vectors of eq. (6.113).

The AMB equation (6.153)2 contains only two scalar equations,
because its projection on the director a3 is equal to zero. The proof is
given below.

Proof. The projections of selected terms of eq. (6.153)2 are as follows:

(a3 × m∗
α),α · a3 = (a3,α × m∗

α) · a3 + (a3 × m∗
α,α) · a3 = (a3,α × m∗

α) · a3,
(6.154)

m̂3 · a3 =
h

2
[
a3 × (p̂+ − p̂−)

] · a3 = 0, (6.155)

by which, the projection of the whole eq. (6.153)2 is

(a3,α × m∗
α) · a3 + (x0,α × n∗

α) · a3 = 0. (6.156)
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Using the definitions of eqs. (6.107) and (6.113), we have

n∗
i =

∫ +h
2

−h
2

Q0fi(ζ) μdζ, m∗
i =

∫ +h
2

−h
2

ζ Q0fi(ζ) μdζ. (6.157)

Inserting the above formula into eq. (6.156) and considering the integrands
only, we obtain

[(x0 + ζa3),α × (Q0fα)] · a3 = 0. (6.158)

This equation can be rewritten in a different form. Note that (x0 +
ζa3),α = x(ζ),α, by eq. (6.2), and that Q0fα = pα. The latter results
from the definition T .= QTP, see Sect. 4.4, as well as T = fi ⊗ ti

and P = pi ⊗ ti, from which we obtain fi = QTpi, where the stress
vectors fi and pi correspond to the vector ti of the mid-surface
ortho-normal basis. Then eq. (6.158) can be rewritten as

[x(ζ),α × pα] · a3 = 0. (6.159)

Now we recall the AMB equation, (4.5), F × P = 0, which can be
rewritten as x,i × pi = 0, (i = 1, 2, 3). From this equation we obtain
x,α ×pα = −x,3×p3 = −a3×p3, because x,3 = x,ζ = a3, for x(ζ) of
eq. (6.2). Then, eq. (6.159) becomes −(a3×p3)· a3 = 0, i.e. is identically
equal to zero, which ends the proof that a projection of eq. (6.153)2 on
a3 is equal to zero. �

Remark. We can count the number of scalar equations in the system of
equations (6.153). The first equation contains three scalar equations, while
the second one only two, because its projection on the director a3 is
equal to zero, as shown above. Equation (6.153)3 is the RC for the drilling
rotation, ωd, i.e. eq. (6.30), and it provides the sixth equation.

Summarizing, we have six scalar equations which, using the CL and
kinematical relations for strains, can be written in terms of x0 and Q0.
If these equations are written in an incremental form, then we can assume
that the increment of the angle of rotation is smaller than π, so the
rotation tensor Q0 can be parameterized using three parameters, see
Chap. 8. The current position of the mid-surface x0 also provides three
parameters, and hence, the number of equations is equal to the number
of unknowns.
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Local shell equations for shell resultants for second Piola–Kirchhoff stress. For
the 3D continuum, when we express the governing equations (4.4)–(4.6) in
terms of the second Piola–Kirchhoff stress S, they become more compli-
cated, because they depend not only on S but also on the deformation
gradient F, through P = FS. A similar situation is in the case of shells
when we introduce the shell stress and couple resultants corresponding to
S. Then the local shell equations also depend on the particular parts of
F, and are complicated. For this reason, they are not provided here.

6.6 Enhanced shell kinematics

A majority of the shell FEs used nowadays are based on the Reissner
kinematics of the first order. However, a lot of research is being carried
out to extend the range of applicability of shell elements, and this can be
done only by enhancing the shell kinematics. This requires additional kine-
matical parameters which, unfortunately, render the equations to become
very complicated and the FE approximations more difficult to control. As
a consequence, very few of the extensions have proven manageable and
remain as a permanent part of shell FEs.

Having this in mind, we separately present the most important en-
hancements and their geometrical meaning, as it is not difficult to com-
bine these assumptions together. Then, however, the equations for the
combined assumptions are not a simple sum of the equations for partic-
ular cases, but contain terms coupling various parameters. The judicious
handling of these very complicated equations is necessary.

6.6.1 Two normal stretches

The Reissner kinematics with two additional normal stretches is based on
the following assumptions:

A1. The position vector in the deformed configuration is a quadratic poly-
nomial of the thickness coordinate

x(ζ) = x0 + λ(ζ)a3, λ(ζ) .= ζλ0 +
1
2
ζ2λ1, (6.160)

where the scalars λ0 and λ1 are the normal stretch parameters,
i.e. the normal components of the right stretching tensor, see Fig. 6.3.
Comparing with eq. (6.2) for the Reissner kinematics of first order, we
see that λ(ζ) is used in place of ζ.
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Fig. 6.3 Normal stretch.

A2. The rotations have the same form as for the Reissner kinematics of
the first order, see eq. (6.1),

Q(ζ) ≈ Q0, (6.161)

The two-parameter scalar-valued function multiplying the director is used
in [48, 49] for the Kirchhoff shell and, subsequently, a general form of this
function is used for the Reissner kinematics in [147]. An alternative form
of Reissner kinematics with two stretches is given in [254], eq. (50).

Note that for two normal stretch parameters, the order of approxima-
tion of the normal strain is the same as when recovered from the zero
normal stress (ZNS) condition. The normal stretches λ0 and λ1 are
needed for the following purposes:

1. to account for the thickness changes in stretching and for the shift of
the initial middle surface in bending,

2. to avoid recovery of the normal strains from either the zero normal
stress (ZNS) condition or the incompressibility condition, which are
discussed in Sect. 7.2.

Finally, we note that the simplest way of handling the stretches in FEs is to
treat them as the local elemental parameters. Then they are discontinues
at the element’s boundaries, but the boundary conditions for them are
not required.

6.6.2 In-plane twist rotation

The in-plane twist rotation is performed about the shell director but is
different from the drilling rotation, see Fig. 6.4.

The Reissner kinematics with the in-plane twist rotation is based on
the following assumptions:



Enhanced shell kinematics 93

drilling in-plane twist

a3

m

Fig. 6.4 Drilling and in-plane twist rotations.

A1. The position vector in the deformed configuration has the same form
as for the classical Reissner hypothesis of eq. (6.2), i.e.

x(ζ) .= x0 + ζa3. (6.162)

A2. The rotations are assumed as

Q(ζ) = Qt(ζ)Q0, (6.163)

where Qt(ζ) is the in-plane twist rotation tensor which is superim-
posed on Q0 used by the first-order kinematics, eq. (6.1).

We can split Q0 = Qd Qm, where Qd is the drilling rotation tensor
and Qm is the rotation around an axis tangent to the middle surface and
both are constant over the shell thickness. Then we can rewrite eq. (6.163)
as

Q(ζ) = Qt(ζ) Q0 = Qt(ζ) Qd Qm, (6.164)

where Qt(ζ) and Qd are performed about the same forward-rotated
director am

3
.= Qmt3. The normal rotation angle ω(ζ) is approximated

linearly,
ω(ζ) = ωd + ζ ωt, (6.165)

where ωd is the drilling rotation and ωt is the in-plane twist rotation,
see Fig. 6.4. We assume that ωt is small and use a linearized form of
Qt(ζ).

The Reissner kinematics with the in-plane twist rotation was proposed
in [252]. It was shown, using the first order RC equation, that the in-plane
twist parameter can be expressed as

ωt =
a3,1 · a2 − a3,2 · a1

x0,1 · a1 + x0,2 · a2
, (6.166)
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i.e. in terms of vectors available within the first-order kinematics, and can
be treated as the internal kinematical parameter. The consequences of this
enhanced kinematics are as follows:

1. The moment normal to the middle surface is a variationally consistent
external load, which means that the in-plane bending can be induced
either by an in-plane force or by a twisting moment normal to the
mid-surface.

2. The new first-order strain, ρ, can be expressed in terms of the known
bending and stretching strain vectors.

3. The presence of the twist correction should eliminate the in-plane twist
rigid body mode in some elements, see [98], p. 333.

Finally, we note that treating the in-plane twist rotation as an internal
parameter, we enrich the shell kinematics without increasing the number
of dofs of a discrete model.

6.6.3 Warping parameters for cross-section

To account for the bubble-like warping of a cross-section, we have to en-
hance the position vector and the rotations simultaneously. The accord-
ingly enhanced Reissner kinematics is based on the following assumptions:

A1. The current position vector is assumed as a quadratic polynomial of
the thickness coordinate

x(ζ) = x0 + ζa3 + B(ζ)(d1a1+d2a2), B(ζ) .= 1− 4
h2

ζ2, (6.167)

where d1 and d2 are the scalar warping coefficients, and B(ζ) is
a bubble function, such that B(0) = 1 and B(±h/2) = 0.

A2. The rotations are assumed as

Q(ζ) = Q1(ζ)Q0, (6.168)

where Q0 was used in the first-order kinematics, eq. (6.1). The
ζ-dependent rotation tensor Q1 is assumed in a linearized form

Q1(ζ) ≈ I + ζψ∗ × I, ψ∗ = ψ∗
1 a1 + ψ∗

2 a2, (6.169)

where ψ∗
α are rotation coefficients.

Note that ψ(ζ) .= ζ ψ∗ is equal to zero at ζ = 0, and has opposite
directions at ζ = ±h/2, see Fig. 6.5. We see that only the tangent
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Fig. 6.5 Bubble-like warping of cross-section. Warping parameter d2 and tangent
rotation ψ∗

1 = ψ∗
1 a1 are linked.

rotations correspond to the warping coefficients dα. For this reason, the
normal vector ψ∗

3 a3 is omitted in eq. (6.169).

Note that the higher-order terms in eq. (6.167) are imposed hierarchi-
cally on the first order kinematics because aα

.= Q0tα are the forward-
rotated vectors. Similarly, Q1(ζ) is imposed hierarchically on Q0 in
eq. (6.168). This kinematics in a similar but slightly different form was
addressed in [253, 254].

6.6.4 Shift of the reference surface

The shift of the position of the reference surface is used in layered com-
posites with non-symmetric stacking sequence of layers.

The total thickness of the laminate is designated by H, the normal
coordinate z ∈ [0,H], and the reference surface is located at z = z0.
The coordinates of the interfaces of layers are shown in Fig. 6.6a. The
initial position vector is defined as

y(ζ) = y0 + (z − z0) t3, z, z0 ∈ [0,H], (6.170)

where z0 is the position of the reference surface. The value of z0 is
calculated as an average of positions of the neutral axes for unidirectional
bending in two directions. For symmetric stacking sequence of layers, it co-
incides with the middle surface, but for non-symmetric ones, it is shifted.
Note that z0 is a geometric parameter but depends on particular prop-
erties of the laminate and affects its effective (integral) properties.

The Reissner kinematic with the shift parameter is based on the fol-
lowing assumptions:
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A1. The position vector in the deformed configuration is

x(ζ) = x0 + (z − z0)a3, z, z0 ∈ [0,H]. (6.171)

Comparing with eq. (6.2) for the first-order Reissner kinematics, we
see that (z − z0) is used in place of ζ.

A2. The rotations are identical as for the Reissner kinematics of first
order, eq. (6.1),

Q(ζ) ≈ Q0, (6.172)

The shift of the reference surface from the middle position means that
the split of the in-plane strains into the stretching and bending parts is
different, see Fig. 6.6.
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Shell-type constitutive equations

In this chapter we assume that the constitutive equation for a 3D body is
given and we derive various forms of constitutive equation for shells. The
elastic materials, compressible and incompressible, are considered.

The shell-type constitutive equations are discussed as follows: for the
3D shells in Sect. 7.1, while for the shells for which the normal strain is
recovered in Sect. 7.2. The correction factors for the transverse shear are
derived in Sect. 7.3.

7.1 Constitutive equations for 3D shells

Introduction. The 3D shells, by definition, have a non-zero normal strain
and two formulations belong to this class:

1. the so-called “solid-shells”, which have nodes on the top and bottom
surfaces bounding the shell and use the translational degrees of free-
dom but not rotations. The “solid-shell” element, which is a counter-
part of the four-node shell element, has eight nodes and three dofs per
node, see [100, 199, 241]. The normal strain κ33 must be enhanced
and properly approximated, see [31].

2. the shells based on Reissner kinematics with two additional normal
stretch parameters, see Sect. 6.6.1. The normal stretch parameters
enhance the shell kinematics but require additional equilibrium equa-
tions. They can be treated as elemental variables and eliminated at
the element’s level.

The 3D shells are not within the scope of this book but the constitu-
tive equations for them have relatively simple forms and, hence, they are
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instructive. The constitutive equations for 3D shells can assume the fol-
lowing forms:

1. The 3D constitutive equations, written for 3D stresses and strains, can
be used without any modification, see Sect. 7.1.1. They are particularly
useful for non-linear complicated constitutive laws, e.g. for plasticity.

2. The shell-type constitutive equations, which are written for shell stress
and couple resultants. They can be formulated either in the incremen-
tal form, see Sect. 7.1.2, or in the general form, see Sect. 7.1.3. They
are particularly useful for linear constitutive laws, especially when they
can be integrated over the thickness either analytically as for the linear
SVK material or numerically as for layered composites.

7.1.1 Incremental 3D constitutive equations

Assume that the strain E is a polynomial of the normal coordinate
ζ ∈ [+h/2,−h/2], i.e. E(ζ), and all components of E are non-zero.
Let S designate the stress which is work-conjugate to E. The VW of
the stress S is

δW =
∫

V
δE · S dV . (7.1)

To define the tangent matrix, we calculate the directional derivative of
δW which yields

ΔδW =
∫

V
[δE · (C ΔE) + S · ΔδE] dV , (7.2)

where C
.= ∂S/∂E denotes the 3D constitutive operator. Note that

1. To calculate the integral over the volume V we have to integrate over
the thickness h and over the reference surface A, see Sect. 10.5.

2. The stress S is updated by using the incremental constitutive equa-
tion

ΔS = C ΔE (7.3)

at Gauss points. This form is general and applies to arbitrary non-
linear materials.

In this approach, the modifications related to shells are minimal:

1. For shells based on the Reissner kinematics, the strain E(ζ) = ε+ ζκ
is used,
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2. The shell stress and couple resultants can be obtained in the post-
processing phase but are not required to obtain the solution. The shell
stress and couple resultants are defined as the following integrals:

Ni
.=
∫

h
ζi S(ζ) μdζ, i = 0, ..., L, (7.4)

where ζi denotes the i-th power of ζ, μ
.= detZ, and Z is

the shifter tensor, see eq. (5.10). The same Gauss points over the
thickness are used as in the integration of ΔδW.

7.1.2 Incremental constitutive equations for shell resultants

Below, we derive the shell resultants and the constitutive (stiffness) ma-
trices assuming that strain E is represented as the polynomial of the
normal coordinate ζ,

E(z) = E0 + ζ E1 + ... + ζL EL, (7.5)

where the number of terms L is arbitrary. This form encompasses the
first-order as well as the second-order kinematics of a shell as special cases.
Separating the integration over the thickness from the integration over the
reference surface and using eq. (7.5), the VW of stress S of eq. (7.1)
becomes

δW =
∫

A
[δE0, δE1, ..., δEL]

⎡⎢⎢⎢⎣
N0

N1
...
NL

⎤⎥⎥⎥⎦ dA, (7.6)

where A is the area of the reference surface. The shell stress resultants
for the stress S are defined as

Ni
.=
∫

h
ζi S(ζ) μdζ, i = 0, ..., L. (7.7)

The shell form of ΔδW(ζ) is defined as ΔδΣ
.=
∫
h ΔδW(ζ) μdζ,

and, upon integration of eq. (7.2) over the thickness and by using eq. (7.5),
we obtain
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ΔδΣ =
∫

A
[δE0, δE1, ..., δEL]

⎡⎢⎢⎢⎣
C0 C1 ... CL

C1 C2 ... CL+1
...

...
. . .

...
CL CL+1 ... CL+L

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

ΔE0

ΔE1
...
ΔEL

⎤⎥⎥⎥⎦

+ [N0,N1, ...,Ni]

⎡⎢⎢⎢⎣
ΔδE0

ΔδE1
...
ΔδEi

⎤⎥⎥⎥⎦ dA, (7.8)

where the shell constitutive operators are defined as

Ck
.=
∫

h
ζk C(ζ) μdz, k = 0, ..., 2L, (7.9)

where k indicates the power of the thickness coordinate ζ.
The stress and couple resultants are updated by the incremental con-

stitutive equations⎡⎢⎢⎢⎣
ΔN0

ΔN1
...
ΔNL

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
C0 C1 ... CL

C1 C2 ... CL+1
...

...
. . .

...
CL CL+1 ... CL+L

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

ΔE0

ΔE1
...
ΔEL

⎤⎥⎥⎥⎦ . (7.10)

This form is effective if we calculate the shell constitutive operators Ck

only once, as for linear materials.

For strain linear over shell thickness. For shells based on the Reissner kine-
matics, we use a linear representation of strain

E(ζ) = E0 + ζ E1 = ε + ζκ (7.11)

and the shell stress and couple resultants are

N0
.=
∫

h
S(ζ) μdζ = N, N1

.=
∫

h
ζ S(ζ) μdζ = M. (7.12)

The shell form of the VW of stress, eq. (7.8), becomes

ΔδΣ =
∫

A

{
[δε, δκ]

[
C0 C1

C1 C2

] [
Δε
Δκ

]
+ [N,M]

[
Δδε
Δδκ

]}
dA, (7.13)

where the shell constitutive operators are
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C0
.=
∫

h
C(ζ) μdζ, C1

.=
∫

h
ζ C(ζ) μdζ, C2

.=
∫

h
ζ2 C(ζ) μdζ.

(7.14)
In general, the integrals in the definitions of N, M, and Ck are
evaluated numerically, although for simple materials analytical integration
is also possible.

The stress and couple resultants can be updated using the incremental
constitutive equations [

ΔN
ΔM

]
=
[

C0 C1

C1 C2

] [
Δε
Δκ

]
. (7.15)

If cross-sectional properties are symmetric w.r.t. ζ = 0, then C1 = 0 and
the constitutive equations are uncoupled, which means that ΔN depends
only on Δε, and ΔM only on Δκ, i.e.[

ΔN
ΔM

]
=
[

C0 0
0 C2

] [
Δε
Δκ

]
. (7.16)

Finally, we recall that this formulation requires non-zero normal compo-
nents of ε and κ, so it is suitable only for 3D shells.

7.1.3 General form of constitutive equations for shell resultants

In this section, the constitutive equations are derived in a general (non-
incremental) form and the shell stress and couple resultants are used.
The shell strain energy is obtained by the analytical integration over the
thickness and two types of material are considered: (A) the linear SVK
material and (B) the incompressible material.

A. Linear SVK material

The first-order isotropic elastic St.Venant–Kirchhoff (SVK) material is
linear and is applicable only to small strain problems. The standard form
of the strain energy function for the SVK material is

W(E) .= 1
2λ (trE)2 + G trE2, (7.17)

where E is a symmetric strain, and λ, G are Lamé constants. The
energy is defined per unit volume of the initial (non-deformed) configura-
tion. The constitutive equations are S .= dW(E)/dE and, for the SVK
material, we obtain the Hooke’s law
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S = λ tr(E)I + 2GE, (7.18)

where the identities d(trE)/dE = I and d(trE)2/dE = 2E were used.

The form of the strain energy of eq. (7.17) is only valid for a symmetric
E because, for a non-symmetric E, it yields S12 = 2GE21. For non-
symmetric E, we should replace trE2 by tr(EET).

Strain energy for shell. Assume that the strain is expressed as a linear
polynomial of the thickness coordinate ζ, i.e. E = ε + ζκ, where ε
and κ are symmetric shell strains. For this derivation, we assume that
all components of these strain are non-zero. Then

trE = trε + ζtrκ, (trE)2 = (trε)2 + 2ζ(trε)(trκ) + ζ2(trκ)2, (7.19)

E2 = ε2+ζ(εκ+κε)+ζ2κ2, trE2 = trε2+2ζtr(εκ)+ζ2trκ2. (7.20)

Substituting these expressions into the strain energy (7.17) and integrating
over the thickness, we obtain

Σ
.=
∫ +h

2

−h
2

W(E(ζ)) μdζ = h W(ε) +
h3

12
W(κ), (7.21)

which is the shell strain energy per unit area of the reference surface in
the initial configuration. Note that the couplings (trε)(trκ) and tr(εκ)
dropped out because the integral of terms depending linearly on ζ is
zero.

Shell constitutive equations. A kinematically admissible variation of the
shell strain energy is

δΣ =
∂Σ

∂ε
· δε +

∂Σ

∂κ
· δκ. (7.22)

The stress and couple resultants are defined as

N .=
∂Σ

∂ε
= h

dW(ε)
dε

, M .=
∂Σ

∂κ
=

h3

12
dW(κ)

dκ
(7.23)

and then the variation of the shell strain energy can be concisely written
as

δΣ = N · δε + M · δκ. (7.24)
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Because, the derivatives dW(ε)/dε and dW(κ)/dκ have analogous
forms as dW(E)/dE, hence, the constitutive equations for the stress
resultants and the couple resultants are

N = h [λ (trε)I + 2G ε] , M =
h3

12
[λ (trκ)I + 2Gκ] . (7.25)

Note that the distribution of the shear stresses over the thickness is
parabolic and the constitutive equations for the components Nα3 and
Mα3 have to be corrected, see Sect. 7.3.

B. Incompressible Mooney–Rivlin material

Consider a class of second-order hyper-elastic materials which undergo
an isochoric (or volume-preserving) deformation. Because the relation
between the initial volume dV and the current volume dv is
dv = detF dV , the incompressibility of the material is defined by the
condition

detF = 1, (7.26)

where F is the deformation gradient. This definition implies that the
third invariant of the right Cauchy–Green tensor C is equal to one,
I3(C) .= detC = (detF)2 = 1. Thus, the strain energy of incompressible
materials depends only on the two first principal invariants of C,

I1(C) .= trC, I2(C) .= 1
2

[
(trC)2 − trC2

]
. (7.27)

Below, we define two classical incompressible materials:

1. The so-called neo-Hookean material is defined by the following strain
energy function:

W̃(I1(C)) .= c1 [I1(C) − 3] , (7.28)

where c1 is a material constant. This energy function depends only
on the first invariant of C.

2. The Mooney–Rivlin is the material is defined by the following strain
energy function,

W̃(Iα(C)) .= c1 [I1(C) − 3] + c2 [I2(C) − 3] , α = 1, 2, (7.29)

where c1, c2 are material constants. This energy function depends
on the two first invariants of C.
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For more details on incompressible materials, see [81, 159, 93, 116].

For membranes, the strain energy for the incompressible material can
also be expressed in terms of principal stretches. Then the incompress-
ibility condition is applied to the Ogden’s form of the strain energy of
eq. (7.93).

Formulation for right stretching tensor U. The incompressibility condition
can also be formulated in terms of the third invariant of the right stretching
tensor U,

I3(U) .= detU = 1. (7.30)

This form is obtained from the polar decomposition F = QU, for which

detF = det(RU) = (detR)(detU) = detU = 1, (7.31)

as detR = 1 for R ∈ SO(3). Hence, for the incompressible material,
the strain energy depends on the two first principal invariants of U, i.e.
W̃ = W̃(I1(U), I2(U)), where the principal invariants of U are

I1(U) .= trU, I2(U) .= 1
2

[
(trU)2 − trU2

]
. (7.32)

The constitutive equation for the symmetric Biot stress tensor is

TB
s

.=
∂W(U)

∂U
+ p I =

∂W̃(I1(U), I2(U))
∂U

+ p I. (7.33)

Using the chain rule, we obtain

∂W̃
∂U

=
∂W̃
∂I1

∂I1

∂U
+

∂W̃
∂I2

∂I2

∂U
, (7.34)

where ∂I1/∂U = I and ∂I2/∂U = I1I − U. Thus, the constitutive
equation can be rewritten as a linear polynomial of U, i.e. TB

s = β0I +
β1U, where β0 and β1 are scalar coefficients depending on the
invariants.

The invariants of C in eq. (7.29) can be written as functions of the
invariants of U,

I1(C) = I2
1 (U) − 2I2(U), I2(C) = I2

2 (U) − 2I1(U) I3(U), (7.35)

where, for I3(U) = 1, the second one is reduced to I2(C) = I2
2 (U) −

2I1(U). Thus, the Mooney–Rivlin strain energy of eq. (7.29) is, in terms
of the invariants of U, as follows:
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W̃(Iα(U)) = c1

[
I2
1 (U) − 2I2(U) − 3

]
+ c2

[
I2
2 (U) − 2I1(U) − 3

]
. (7.36)

Assume that the right stretching tensor is a linear polynomial of the
thickness coordinate ζ of the shell, i.e. U = e + ζk, where e and
k are the symmetric shell strains. Then the invariants of U can be
expressed as

I1(U) = I1(e) + ζI1(k), I2(U) = I2(e) + ζA + ζ2I2(k), (7.37)

I3(U) =
1
6
[
I3(e) + ζB(e,k) + ζ2B(k, e) + ζ3I3(k)

]
, (7.38)

where the auxiliary scalars are

A
.= I1(e) I1(k) − tr(ek), (7.39)

B(a,b) .= 6
[
I2(a) I1(b) + tr(a2b) − I1(a) tr(ab)

]
, (7.40)

for the second rank tensors a and b. Note the presence of the coupling
terms in A and B(a,b), which render that the second and third
invariant of U are not expressible in terms of the invariants of e and
k. For the squares of invariants of U, which are also present in eq. (122),
we have

I2
1 (U) = I2

1 (e) + 2ζI1(e) I1(k) + ζ2I2
1 (k), (7.41)

I2
2 (U) = I2

2 (e) + ζ2A2 + ζ4I2
2 (k) + 2ζI2(e) A

+ 2ζ2I2(e) I2(k) + 2ζ3I2(k) A, (7.42)

where
A2 = I2

1 (e) I2
1 (k) − 2I1(e) I1(k) tr(ek) + [tr(ek)]2 . (7.43)

Note that for the assumed approximations of U, the strain energy is
the second order polynomial of ζ for the neo-Hookean material and the
fourth order polynomial for the Mooney–Rivlin material.

Strain energy for shell. Let us define the shell strain energy density per
unit area of the middle surface in the initial configuration, as the integral
of the strain energy over the thickness, i.e.

Σ̃(Iα(U)) .=
∫ +h

2

−h
2

W̃(Iα(U)) μdζ. (7.44)
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The integration over the thickness renders that the terms of W̃(Iα(U))
multiplied by even powers of ζ are equal to zero and the shell energy
splits as follows:

Σ̃ = c1 Σ̃1 + c2 Σ̃2, (7.45)

where

Σ̃1 = h
[
I2
1 (e) − 2I2(e) − 3

]
+

h3

12
[
I2
1 (k) − 2I2(k)

]
, (7.46)

Σ̃2 = h
[
I2
2 (e) − 2I1(e) − 3

]
+

h3

12
[
A2 + I2(e)I2(k)

]
+

h5

80
I2
2 (k). (7.47)

In the neo-Hookean component Σ̃1, the terms depending on e and k
are separated, leading to uncoupled constitutive equations. On the other
hand, the component Σ̃2 contains coupling terms such as I1(e)I1(k),
I2(e)I2(k), tr(ek), and some products and powers of them.

Shell constitutive equations. For symmetric e, δe, k, and δk, the
variation of the shell strain energy may be written as

δΣ̃(e,k) = NB
s · δe + MB

s · δk, (7.48)

where the stress and couple resultants are defined as

NB
s

.=
dΣ̃

de
, MB

s
.=

dΣ̃

dk
. (7.49)

To facilitate further differentiation, we calculate the following derivatives:

∂tr(ek)
∂e

= k,
∂ [tr(ek)]2

∂e
= 2tr(ek) k,

∂A2

∂e
= 2A D(k), (7.50)

∂tr(ek)
∂k

= e,
∂ [tr(ek)]2

∂k
= 2tr(ek) e,

∂A2

∂k
= 2A D(e), (7.51)

where the auxiliary tensor is defined as

D(A) .= I2(A),A = I1(A) I − A. (7.52)

The derivatives of the shell strain energy are

∂Σ̃1

∂e
= 2he,

1
2

∂Σ̃2

∂e
= h [I2(e)D(e) − I] +

h3

12
π(k, e), (7.53)
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∂Σ̃1

∂k
= 2

h3

12
k,

1
2

∂Σ̃2

∂k
=

h3

12
π(e,k) +

h5

80
I2(k)D(k), (7.54)

where the term which couples the contribution of e and k is defined
as follows:

π(a,b) .= A D(b) + 1
2I2(b) D(a). (7.55)

Using the above equations, the following coupled constitutive equations
for the shell are obtained:

NB
s = c1 [2he] + c22

[
h (I2(e)D(e) − I) +

h3

12
π(k, e)

]
, (7.56)

MB
s = c1

[
2
h3

12
k
]

+ c22
[
h3

12
π(e,k) +

h5

80
I2(k)D(k)

]
. (7.57)

Note that these constitutive equations for the hyper-elastic incompress-
ible material have been obtained without any simplifications of the strain
energy and have quite a complicated form. In numerical implementations,
the incremental forms are much more convenient.

7.2 Reduced shell constitutive equations

The reduced shell constitutive equations are obtained by using the normal
strain recovered from an auxiliary condition. This recovery is performed
because the standard Reissner hypothesis yields the normal strains ε33

and κ33 equal to zero, as we can see in

1. Eqs. (6.40)–(6.41) for the non-symmetric relaxed right stretch strain,
2. Eqs. (6.48)–(6.49) for the symmetric relaxed right stretch strain, and
3. Eqs. (6.54)–(6.55) for the Green strain.

The zero values of the normal strains are non-physical and inaccurate,
which can be easily shown for membranes, see eq. (7.73) and Fig. 7.1.

For the Kirchhoff shells, the components of strain are usually evaluated
as follows:

εαβ ∼ hκ(αβ) = O(η), ε3β ∼ hκ3β = O(ηθ), ε33 = O(νη). (7.58)

where η is the maximum eigenvalue of the Green in-plane strains and ν
is the Poisson’s ratio. The small parameter θ is defined in [171], p. 111,
eq. (6.3.4). We note that a special methodology, proposed in [119, 120] and
later successfully developed in [129, 173, 174], must be used to construct
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consistent approximations to the strain energy. Obviously, ε33 is not
negligible compared to the other strain components.

To improve accuracy, we can calculate the normal strains from auxil-
iary conditions, such as (a) the zero normal stress (ZNS) condition, see
Sect. 7.2.1, or (b) the incompressibility condition, see Sect. 7.2.2. This
approach using the recovery is classical and most often used despite several
difficulties involved such as:

1. the auxiliary conditions are not always fully physically justified, e.g.
the ZNS condition in case of the multi-layer shells,

2. the reduced constitutive laws are often difficult to derive for some con-
stitutive equations and are very complicated. For the ZNS condition,
this problem can be alleviated by using the incremental form of the
constitutive equations, see Sect. 7.2.1.

3. the reduced constitutive equations can be more difficult to solve than
the original 3D equations, e.g. for the J2 plasticity, where the 2D yield
surface is not spherical and the radial return algorithm cannot be
applied.

The recovery of the normal strain renders that the constitutive equations
are more accurate but also more complicated.

7.2.1 Reduced constitutive equations for ZNS condition

For thin membranes, we can use the plane stress conditions

S31(z) = 0, S32(z) = 0, S33(z) = 0, (7.59)

where S31 and S32 are transverse shear stresses and S33 is the
normal stress, all in the local Cartesian basis {tk}. However, for the
Reissner shells, only the condition for the normal stress is acceptable,

S33(z) = 0, (7.60)

while the transverse shear strains must remain unconstrained. This ZNS
condition was used for the Kirchhoff shells in the classical works [153, 171,
172].

A. Incremental formulation in stresses

In the 3D formulation of Sect. 7.1.1, the incremental constitutive equation
(7.3) is written for stresses as ΔS = C ΔE and can be rewritten as
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[
ΔSv

ΔS33

]
=
[

Cvv Cv3

C3v C33

] [
ΔEv

ΔE33

]
, (7.61)

where (·)v denotes a vector of tangent components arranged in the
order {11, 22, 12}. Besides, dim Cvv = 3 × 3, dim Cv3 = 3 × 1, and
dim C3v = 1 × 3. This equation involves only the tangent components
and the normal components 33, while the transverse shear components
were omitted for simplicity.

From the condition of a zero increment of the normal stress, i.e. ΔS33 =
0, and the last (scalar) equation of eq. (7.61), we can calculate the normal
strain increment

ΔE33 = − 1
C33

C3v ΔEv, (7.62)

for which the first (matrix) equation of eq. (7.61) becomes

ΔSv = CvvΔEv + Cv3ΔE33 = C∗ ΔEv, (7.63)

where the constitutive matrix is defined as

C∗ .= Cvv − 1
C33

Cv3C3v. (7.64)

The above-reduced incremental constitutive equation (7.63) and the re-
duced constitutive matrix C∗ are for tangent components and both
account for the increment of normal strain, i.e. the change of thickness.
The normal strain is updated as

Ei
33 = Ei−1

33 + ΔE33, (7.65)

where ΔE33 is given by eq. (7.62), and Ei−1
33 is the value for the

previous iteration.

Remark. Note that this incremental procedure is quite general and can be
applied to any non-linear hyper-elastic materials, e.g. to the compressible
neo-Hookean materials, which are generalizations of the incompressible
neo-Hookean material of eq. (7.28). For instance, in [212], the strain energy
function has the form

W .=
λ

2
(lnJ)2 − G lnJ︸ ︷︷ ︸
compressible part

+
G

2
(trC − 3), (7.66)

where J
.= detF. For F = I, we obtain W = 0 and the constitutive

operator is reduced to the one for the SVK material. A simpler form of the
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compressible part is obtained when the first term is replaced by the first
term of its series expansion at J = 1, i.e. (lnJ)2 = (J −1)2 +O(J −1)3;
other forms of this part are listed in [116], p. 160.

Remark. A very simple scheme of treating the normal strain was used
for shells in [101]. The nonlinear governing equations are solved itera-
tively and the normal strain is evaluated for the last available solution,
so its value lags one iteration behind. This certainly somehow impairs the
convergence rate, but it is acceptable as long as the iterations converge.

B. Incremental formulation in stress resultants and couple resultants

For the constitutive equations of Sect. 7.1.2, we use the recovery procedure
for the shell stress and couple resultants, which is analogous to that for
stresses. Note that the condition S33(z) = 0 implies, by eq. (7.12), the
zero values of shell resultants, i.e. N33 = 0 and M33 = 0. We use these
conditions in the incremental form

ΔN33 = 0, ΔM33 = 0. (7.67)

We assume that the shell constitutive equations are decoupled, as in
eq. (7.16), and consider them separately.

For the first of eq. (7.16), ΔN = C0 Δε, we use the condition ΔN33 =
0, and the results are analogous to these for stresses, if we replace

E → ε, ΔS33 → ΔN33, ΔE33 → Δε33, C → C0, C∗ → C∗
0.

(7.68)
For the second of eq. (7.16), i.e. ΔM = C2 Δκ, we use the condition
ΔM33 = 0, and the results are analogous to these for stresses, if we
replace

E → κ, ΔS33 → ΔM33, ΔE33 → Δκ33, C → C2, C∗ → C∗
2.

(7.69)
For the recovered Δε33 and Δκ33, the normal strain of a shell is
linearly approximated in z,

ΔE33(z) = Δε33 + z Δκ33. (7.70)

The example of the 2D beam indicates that the recovery of both normal
strains is beneficial, although each one for a different deformation, see
Table 7.1.
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C. Constitutive equations for SVK material using ZNS condition

For the linear SVK material, the procedure of the previous section is re-
duced to the classical procedure using the general form of the ZNS condi-
tion. In terms of components, the SVK strain-energy function of eq. (7.17)
has the following form:

W(E) .=
λ

2
(E11 + E22 + E33)

2

+ G
(
E2

11 + 2E2
12 + E2

22 + E2
33 + 2E2

13 + 2E2
23

)
(7.71)

and the constitutive equations are

S11 = λ (E11+E22+E33)+2GE11, S22 = λ (E11+E22+E33)+2GE22,

S33 = λ (E11 + E22 + E33) + 2GE33, (7.72)

S12 = 4GE12, S13 = 4G E13, S23 = 4GE23.

For simplicity, in the sequel we neglect the transverse shear strain compo-
nents. From the ZNS condition S33 = 0 and for S33 of eq. (7.72), we
can calculate the normal strain

E33 = −c0 (E11 + E22), c0
.=

λ

λ + 2G
=

ν

1 − ν
, (7.73)

where c0 is plotted for ν ∈ [0, 1
2 ] in Fig. 7.1. We see that 0 ≤ c0 ≤ 1,

and always is greater than ν, which is shown as a straight line in this
figure. Note that ν is used in the estimation ε33 = O(νη) of eq. (7.58).
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Fig. 7.1 Coefficient c0 for ν ∈ [0, 1
2 ].
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Using eq. (7.73), the strain energy (7.71) becomes

W∗(Ev)
.=

1
2
c1(E2

11 + E2
22) + c2 E11E22 +

1
2
c3 E2

12, (7.74)

where

c1
.=

4G(λ + G)
λ + 2G

=
E

1 − ν2
, c2

.=
2Gλ

λ + 2G
=

Eν

1 − ν2
, c3

.= 4G =
2E

1 + ν
.

(7.75)
This form of strain energy depends only on the tangent components
{11, 22, 12}.

The reduced constitutive equations Sv(εv)
.= ∂W∗(Ev)/∂Ev and the

reduced constitutive matrix Cvv
.= ∂Sv(Ev)/∂Ev are as follows:⎡⎣S11

S22

S12

⎤⎦ =

⎡⎣ c1 E11 + c2 E22

c2 E11 + c1 E22

c3 E12

⎤⎦ , Cvv =

⎡⎣ c1 c2 0
c2 c1 0
0 0 c3

⎤⎦ . (7.76)

The inverse of the constitutive matrix is

C−1
vv =

⎡⎣d1 d2 0
d2 d1 0
0 0 d3

⎤⎦ , d1 =
λ + G

G(3λ + 2G)
,

d2 =
−λ

2G(3λ + 2G)
, d3 =

1
4G

. (7.77)

The eigenvalues of the constitutive matrix are

eigv Cvv =
{

2G

λ + 2G
(3λ + 2G), 4G, 2G

}
=
{

E

1 − ν
,

2E

1 + ν
,

E

1 + ν

}
. (7.78)

For ν ∈ [0, 1
2 ], the smallest eigenvalue of Cvv is E/(1 + ν) = 2G.

Finally, we note that the strain energy of eq. (7.74) can be expressed
using the constitutive matrix Cvv as follows:

W∗(Ev)
.=

1
2

Ev · (CvvEv). (7.79)
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For in-plane strain linear over shell thickness. For shells, we use the in-plane
strains which are linear in the normal coordinate, i.e. Ev(ζ) = εv + ζκv.
Using the strains of this form in eq. (7.73), we obtain the normal strain
of the shell as a linear polynomial of ζ,

E33(ζ) = ε33 + ζκ33, (7.80)

where ε33 = c0 (ε11 + ε22) and κ33 = c0 (κ11 + κ22). Hence, we obtain
a linear approximation of the normal strain when the in-plane strains are
linear in ζ.

Using Ev(ζ) = εv+ζκv, and integrating the strain energy of eq. (7.74)
over the thickness, we obtain the shell strain energy as a sum of the mem-
brane energy and the bending energy

Σ
.=
∫ +h

2

−h
2

W∗(Ev(ζ)) μdζ = h W∗(εv) +
h3

12
W∗(κv). (7.81)

We can rewrite eq. (7.76) as Sv = Cvv Ev and use it in the definition
of eq. (7.12) to obtain the constitutive equations for the shell stress and
couple resultants

Nv
.=
∫ +h

2

−h
2

Sv(ζ) μdζ = h Cvvεv, Mv
.=
∫ +h

2

−h
2

ζ Sv(ζ) μdζ =
h3

12
Cvvκv.

(7.82)

D. Effects of normal strain recovery for 2D beam

Consider a straight 2D beam in the {t1, t3}-plane, where {tj} (j = 1, 3)
is the local ortho-normal basis associated with the initial configuration.
For the standard Reissner hypothesis, x(ζ) = x0 + ζQ0t3, we can split
the non-symmetric relaxed right stretch strain, H̃n

.= QT
0 F − I, as

follows: H̃n(ζ) = ε + ζκ, where the components in {ti} are

ε11 = x0,1 · a1 − 1, 2 ε13 = x0,1 · a3, ε33 = 0, (7.83)

κ11 = ω,1, κ13 = 0, κ33 = 0,

where ai
.= Q0 ti. The 3D formulation is reduced to a 2D formulation

by setting the 21 and 23 components of stress and strain to zero
and recovering ε22 from the condition σ22 = 0. Then, for the SVK
material, we obtain the following beam-type constitutive equations:
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N11 = Ch (ε11 + νε33) , N33 = Ch (νε11 + ε33) ,

N13 = k Ch
1 − ν

2
(2ε13), (7.84)

M11 = C
h3

12
(κ11 + νκ33) , M33 = C

h3

12
(νκ11 + κ33) ,

where C = E/(1− ν2), E is the Young’s modulus, ν is the Poisson’s
ratio, and k is the shear correction factor. Note that only the components
{11, 33, 13} are involved.

The normal strains ε33 and κ33 are equal to zero in eq. (7.83),
but we can recover them as follows. The condition N33 = 0 yields
ε33 = −ν ε11. Similarly, κ33 can be recovered using the condition
m33 = 0, which yields κ33 = −ν κ11. Due to the recovery, the normal
strain is linearly approximated over ζ,

H̃n33(ζ) = ε33 + ζκ33 = −ν(ε11 + ζκ11). (7.85)

Using the recovered normal strains, the constitutive relations of eq. (7.84)
become

N11 = Ch
(
1 − ν2

)
ε11 = Eh ε11, N11 = C

h3

12
(
1 − ν2

)
κ11 = E

h3

12
κ11.

(7.86)
Comparing these forms with N11 of eq. (7.84) for ε33 = 0 and M11

of eq. (7.84) for κ33 = 0, we see that, in both cases, the strain recovery
renders that the stiffness is reduced by the factor

(
1 − ν2

)
.

Numerical test. The slender cantilever test is described in Sect. 15.3.1,
Fig. 15.13. The cantilever is modeled by 100 two-node beam elements and
loaded by either the stretching force Px = 1 or the bending moment
Mz = 1, or by the transverse force Py = 1.

The linear solutions are presented in Table 7.1, where the tip’s displace-
ment and rotation are reported. We see that for Px = 1, the recovery
of ε33 is beneficial, while the recovery of κ33 has no effect. On the
other hand, for Mz = 1 and Py = 1, the situation is opposite and
only the recovery of κ33 is beneficial. Without the recovery of κ33, the
solutions are too stiff and the error is 9%, as ν = 0.3.
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Table 7.1 Slender cantilever. Effect of recovery of normal strains for different loads.

Recovered strains Px = 1 Mz = 1 Py = 1
ux × 104 uy × 102 ω × 103 uy ω × 102

none 0.91 5.46 1.0920 3.6402 5.46
ε33 1.00 5.46 1.0920 3.6402 5.46
κ33 0.91 6.00 1.2000 4.0002 6.00

Ref. 1.00 6.00 1.2000 4.0000 6.00

7.2.2 Reduced constitutive equations for incompressibility condition

The incompressibility condition, eq. (7.26) or (7.30), can be exploited in
two ways:

1. It can be appended to the potential energy, i.e. Π
′
(χ, p) .= Π(χ) +∫

V p (detGradχ − 1) dV , where the pressure p serves as the La-
grange multiplier. Note that unless p is included as a variable, the
calculated stress is determined up to the pressure, see [239], pp. 70–72.
This method is generally applicable, see [218] and the literature cited
therein.

2. It can be treated as an auxiliary equation to recover the normal strain
for shells made of an incompressible material. This application is of
interest in this section and two formulations are presented below:
a) For membranes, the description is given in terms of principal

stretches and we assume that all strains are constant over the thick-
ness, see Sect. 7.2.2A,

b) For arbitrary shells, we assume that all components, except the
normal one, are linear polynomials of ζ. Hence, the recovered
U33 is a rational function of ζ, and the question arises of how
many terms in the expansion should be retained, see Sect. 7.2.2B.

A. Membranes. Description in principal stretches

The principal directions of the right stretching tensor U are defined as
follows:

Q ∈ SO(3) : QUQT = Û, (7.87)

where Û = diag{λ1, λ2, λ3} and λi (i = 1, 2, 3) are the principal
stretches. For isotropic materials, the Biot stress T̂B

s is coaxial with Û
and, hence, also QTB

s QT = T̂B
s holds, where T̂B

s = diag{t1, t2, t3}
and ti are the principal values of the Biot stress. Note that Q can
vary during deformation.
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For membranes, the stretches λi are constant over the thickness.
Besides, the transverse shear stresses and strains are equal to zero, so one
principal direction is normal to the membrane; we designate it as λ3. As
a consequence a one-parameter rotation Q describes the orientation of
the tangent principal axes.

To find the principal directions in the tangent plane, we note that the
Cauchy–Green tensor C .= FTF = U2 has the same principal directions
as U, but has a simpler form. Hence, instead of eq. (7.87), we use the
equation Ĉ = QCQT , where

Ĉ .=
[
Ĉ11 Ĉ12

Ĉ12 Ĉ22

]
, Q .=

[
cos θ − sin θ
sin θ cos θ

]
, C .=

[
C11 C12

C12 C22

]
(7.88)

and θ is the angle defining the first principal direction. From the condi-
tion Ĉ12 = 0, we find θ(Cαβ) and, next, Ĉ11(Cαβ) and Ĉ22(Cαβ),
where α, β = 1, 2. Besides, we have the relations to stretches

λ2
1 = Ĉ11(Cαβ), λ2

2 = Ĉ22(Cαβ), (7.89)

which are used to calculate the derivatives needed in constitutive equa-
tions, see eq. (7.100).

For incompressible materials, we can use the incompressibility condi-
tion of eq. (7.30) written in terms of the principal stretches, det Û =
λ1λ2λ3 = 1, to calculate the normal stretch

λ3 = (λ1λ2)−1, (7.90)

and, next, to obtain the reduced strain energy.

Ogden’s strain energy. The Ogden form of the strain energy is an isotropic
function of principal stretches

W(λi) =
∑

r

μr

αr
[λαr

1 + λαr
2 + λαr

3 − 3] , i = 1, 2, 3, (7.91)

where μr and αr are the material constants, see [158, 159]. The
number of terms r is selected to characterize a particular material, e.g.
for rubber r = 3 is used. The principal values of the Biot stress are
obtained as

ti
.=

∂W(λj)
∂λi

, i, j = 1, 2, 3. (7.92)
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For incompressible materials, we can use λ3 of eq. (7.90), and then the
reduced strain energy depends only on two stretches

W∗(λα) =
∑

r

μr

αr

[
λαr

1 + λαr
2 + (λ1λ2)−αr − 3

]
, α = 1, 2 (7.93)

and the principal values of the Biot stress are

t∗α
.=

∂W(λβ)
∂λα

, α, β = 1, 2. (7.94)

Strain energy depending on invariants of U. Assume that the strain energy
is a function of the principal invariants of U which, in turn, are expressed
by stretches λi,

W̃(Ii(U)) = Ŵ(Ii(Û)), i = 1, 2, 3, (7.95)

where the principal invariants of Û are as follows:

I1(Û) = λ1 + λ2 + λ3, I2(Û) = λ1λ2 + λ2λ3 + λ3λ1, I3(Û) = λ1λ2λ3.
(7.96)

The constitutive equation for the principal values of the Biot stress is
calculated as

ti
.=

∂Ŵ(Ij(Û))
∂λi

=
∂Ŵ
∂Ij

∂Ij

∂λi
, i, j = 1, 2, 3. (7.97)

Using λ3 of eq. (7.90) in the two first invariants, we obtain

I∗1 (Û) = λ1 +λ2 +(λ1λ2)−1, I∗2 (Û) = λ1λ2 +(λ1)−1 +(λ2)−1. (7.98)

The strain energy becomes a function of λ1 and λ2, i.e. W̃(Ii(U)) =
Ŵ(I∗α(Û)), α = 1, 2, and the constitutive equation is calculated as

t∗α
.=

∂Ŵ(I∗β(Û))
∂λα

=
∂Ŵ
∂I∗β

∂I∗β
∂λα

, α, β = 1, 2. (7.99)

Remark. The above formulas are simple, but the computational proce-
dure for rubber-like membranes is not trivial because the relation between
the stretches and strain components is complicated. For instance, the con-
stitutive equation for the Ogden energy is
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Sαβ =
∂W(λγ)
∂Eαβ

=
∂W(λγ)

∂λ1

∂λ1

∂Eαβ
+

∂W(λγ)
∂λ2

∂λ2

∂Eαβ
, α, β, γ = 1, 2,

(7.100)
where the derivatives ∂λ1/∂Eαβ and ∂λ2/∂Eαβ are computed by
using eq. (7.89) and are complex. The computational procedure for the
formulation in terms the second Piola–Kirchhoff stress and Green strain
is given in [86].

Incompressibility condition for small strains. For small strains, we can obtain
an alternative expression for the incompressibility condition. Consider the
following linear Taylor expansions at λ1 = λ2 = λ3 = 1,

detU .= λ1λ2λ3 = 1 + dλ1 + dλ2 + dλ3 + O(dλ2
1, dλ2

2, dλ2
3), (7.101)

tr(U − I) .= λ1+λ2+λ3−3 = dλ1+dλ2+dλ3+O(dλ2
1,dλ2

2,dλ2
3). (7.102)

Hence,
detU − 1 = tr(U − I) = trH, (7.103)

with the second-order accuracy. Thus, for small strains, the incompress-
ibility condition detU = 1 can be replaced by the condition trH = 0.

B. Arbitrary shells

Consider the incompressibility condition of eq. (7.30), which is expressed
in terms of the right stretching tensor. Let us write this condition as

detU = U31D31 − U32D32 + U33D33 = 1, (7.104)

where the minors are

D31
.= U12U23 −U13U22, D32

.= U11U23 −U13U12, D33
.= U11U22 −U2

12.
(7.105)

The normal component U33 appears in this equation only once and can
be calculated as

U33 =
1

D33
(1 − U31D31 + U32D32), (7.106)

where the r.h.s. depends on all components of U except the normal one.

We denote the U without the 33 component by U∗, and assume
that it is a linear polynomial of ζ, i.e. U∗ = e∗ + ζk∗. Then U33

is a rational function of ζ with a polynomial of the third order in the
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nominator, and a polynomial of the second order in the denominator.
Hence, unless the denominators are equal to zero, U33(ζ) is infinitely
times differentiable and we can perform the Taylor series expansion of it
around the middle surface, retaining as many terms as necessary,

U33(ζ) = (U33)0 + (U33,ζ)0 ζ + 1
2 (U33,ζζ)0 ζ2 + O(ζ3), (7.107)

where we can denote (U33)0
.= e33 and (U33,ζ)0

.= k33 to keep the
notation consistent. The so-recovered e33 and k33 can be used in U.

A rigorous analysis of the question of how many terms of the expan-
sion should be retained is difficult, see [202], because we must define, in
advance, the class of deformation and geometry which is analyzed. Some
insight provides the example given below in which we determine accuracy
of the linear expansion of the normal strain.

Example. Inversion of a spherical cap. The example of an inversion of a
spherical cap is solved analytically in [232]. The current position vec-
tor is assumed as x(ζ) = x0 +λ(ζ) n̄, where n̄ is a unit vector normal
to the deformed middle surface and λ(ζ) is the extension function. The
deformed configuration also has a spherical shape, so λ(ζ) is obtained
analytically, see eq. (6.4) therein. The obtained normal strain has the fol-
lowing form:

ε33(ξ̂)
.=

∂λ

∂ζ
=

(1 + h
R ξ̂)2[

1 + η3 − (1 + h
R ξ̂)3

]2/3
, (7.108)

where ξ̂ = −(ζ + h/2)/h, ξ̂ ∈ [−1, 0] and η is the in-plane stretch of
the reference surface. We see that ε33 is a complicated function of ξ̂, but
a constant approximation of it is sufficient for the following limit cases:

1. Thin and/or flat shells. For h/R → 0, we have ε33(ξ̂) → 1/η3.
2. Large stretches. For η → ∞, we have ε33(ξ̂) → 0, i.e. the normal

strain vanishes. In reality, for the inflated structures made of rubber-
like materials, η ≤ 10.

The relative error of a linear expansion of ε33(ξ̂) at the middle surface
(ξ̂ = −0.5) is given in Table 7.2. We see that, when the 1% error at the
external surface is acceptable, the linear approximation of ε33 can be
used for a range of values of η and h/R.



120 Shell-type constitutive equations

Table 7.2 Relative error [in %] for linear expansion of normal strain ε33.

η h/R
0.2 0.1 0.05 0.01 0.001

0.5 14.95 4.98 1.53 0.070 0.00080
1.0 8.57 2.42 0.67 0.030 0.00030
1.5 3.54 0.83 0.20 0.008 0.00008
2.0 2.37 0.51 0.12 0.005 0.00005
5.0 1.61 0.32 0.07 0.003 0.00003

10.0 1.57 0.31 0.07 0.003 0.00003

7.3 Shear correction factor

The value of the shear correction factor k can be determined in several
ways, see [259, 260]. Below, for the assumption that the distribution of
the in-plane stresses is linear across thickness, we find that the transverse
shear is parabolic and determine the value of the shear correction factor.

3D equilibrium equations and traction boundary conditions. The 3D equilib-
rium equations in a local Cartesian basis {ti} at the reference surface
of a shell are as follows:

σαβ,α + σ3β,3 = 0, σα3,α + σ33,3 = 0, (7.109)

where σij (i, j = 1, 2, 3) is the stress (symmetric). We assume that the
body force bi = 0. The indices α, β = 1, 2 correspond to the tangent
(in-plane) directions and the index 3 to the normal direction of the basis
{tk}, see Fig. 7.2.
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Fig. 7.2 The external loads and distribution of in-plane stress.

The transverse shear stress σ3β and the transverse normal stress σ33

have to satisfy the traction boundary conditions at surfaces bounding the
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shell,

σ3β|ζ=+ h
2

= τ+
β , σ3β|ζ=−h

2
= τ−

β , (7.110)

σ33|ζ=+h
2

= q+, σ33|ζ=−h
2

= q−, (7.111)

where τ+
β and τ−

β are the tangent components while q+ and q−

are the normal components of the external load on the top and bottom
surfaces, respectively.

Distribution of transverse shear stress. We assume that the in-plane stresses
are linear over the thickness, i.e. σαβ(ζ) = σ0

αβ + ζσ1
αβ, where ζ ∈

[−h/2, +h/2]. Using the equilibrium equations (7.109), we determine the
distribution of the transverse shear stress σ3β over the thickness.

Integrating eq. (7.109)1 w.r.t. ζ (or 3), we have

σ3β(ζ) = C − ζσ0
αβ,α − ζ2

2
σ1

αβ,α. (7.112)

By the boundary condition at the bottom boundary, σ3β |ζ=−h
2

= τ−
β , we

obtain

σ3β(ζ) = τ−
β −

(
h

2
+ ζ

)
σ0

αβ,α +
(

h2

8
− ζ2

2

)
σ1

αβ,α. (7.113)

There is no another constant to account for the condition at the top bound-
ary ζ = +h/2, but it is satisfied, as shown below. The integral of
eq. (7.109)1 over the thickness yields the relation∫ +h

2

−h
2

σαβ,α dζ + (τ+
β − τ−

β ) = hσ0
αβ,α + (τ+

β − τ−
β ) = 0. (7.114)

On the other hand, for the top boundary, eq. (7.113) yields

σ3β (+h/2) = τ−
β − hσ0

αβ,α (7.115)

and, by eq. (7.114), the r.h.s. of this equation is equal to τ+
β . Hence,

σ3β(ζ) of eq. (7.113) satisfies both the boundary conditions.

We can rewrite eq. (7.113) in several equivalent forms. By using σ0
αβ,α

calculated from eq. (7.114), we rewrite eq. (7.113) as

σ3β(ζ) =
1
2

(
1 − 2ζ

h

)
τ−
β +

1
2

(
1 +

2ζ

h

)
τ+
β +

(
h2

8
− ζ2

2

)
σ1

αβ,α (7.116)
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or, using the natural coordinate ζ̄
.= 2ζ/h ∈ [−1, +1],

σ3β(ζ̄) = S1(ζ̄) τ−
β + S2(ζ̄) τ+

β +
h2

8
S3(ζ̄) σ1

αβ,α, (7.117)

where the component functions are

S1(ζ̄) .=
1
2
(
1 − ζ̄

)
, S2(ζ̄) .=

1
2
(
1 + ζ̄

)
, S3(ζ̄) .= 1 − ζ̄2, (7.118)

see Fig. 7.3. For the zero boundary conditions, τ+
β = τ−

β = 0, we obtain
a very simple formula

σ3β(ζ̄) =
h2

8
(1 − ζ̄2) σ1

αβ,α. (7.119)

Concluding, for the in-plane stress linearly distributed over the thickness,
the distribution of the transverse shear stress is parabolic in ζ̄.

S3

S2S1

�
-

0

0 1

1

-1

Fig. 7.3 Component functions for transverse shear stress.

Transverse shear stress in terms of shell resultants. We can express σ3β of
eq. (7.117) in terms of the stress and couple resultants.

For the membrane stress σαβ(ζ) = σ0
αβ + ζσ1

αβ , the in-plane stress
and couple resultants are

Nαβ
.=
∫ +h

2

−h
2

σαβ(ζ) dζ = hσ0
αβ , Mαβ

.=
∫ +h

2

−h
2

ζσαβ(ζ) dζ =
h3

12
σ1

αβ.

(7.120)
We calculate σ1

αβ = (12/h3) Mαβ from the last formula and use it in the
transverse shear stress of eq. (7.117),
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σ3β(ζ̄) = S1(ζ̄) τ−
β + S2(ζ̄) τ+

β +
3
2h

S3(ζ̄) Mαβ,α. (7.121)

For this form of σ3β, the transverse shear stress and couple resultants
are

N3β
.=
∫ +h

2

−h
2

σ3β(ζ) dζ =
h

2
(τ+

β + τ−
β ) + Mαβ,α, (7.122)

M3β
.=
∫ +h

2

−h
2

ζ σ3β(ζ) dζ =
h2

12
(τ+

β − τ−
β ). (7.123)

For the zero tangent loads, τ̂−
β = τ̂+

β = 0, these resultants are reduced to

N3β = Mαβ,α, M3β = 0, (7.124)

where the first equation is a well-known formula linking the bending mo-
ment and the transverse shear resultant. By using it in the transverse
shear stress of eq. (7.121), we obtain

σ3β(ζ̄) =
3
2h

S3(ζ̄) Mαβ,α =
3
2h

S3(ζ̄)N3β , (7.125)

which depends on the transverse shear resultant. The last form is identical
to eq. (20.5)2 of [153], p. 573.

Remark. Note that for the zero tangent loads, we have M3β = 0 in
eq. (7.124) and, hence, by the inverse constitutive equation, the first-order
shell strain κ3β = 0. Then we can omit the term with κ3β in the shell
strain energy.

Shear correction factor. We can use the parabolic transverse shear stress to
derive the shear correction factor. Note that, for the Reissner kinematics,
the transverse shear strain is linear in ζ and cannot match the parabolic
shear stress of eq. (7.125).

For the SVK material, the complementary energy density is

Wc
.=

1 + ν

2E
(σ2

11 + σ2
22 + σ2

33 + 2σ2
21 + 2σ2

31 + 2σ2
32)

− ν

2E
(σ11 + σ22 + σ33)2, (7.126)

where E is Young’s modulus and ν is the Poisson’s ratio. For simplicity,
we separate the term for the transverse shear stress,
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W3β
c

.=
1 + ν

E
σ2

3β, β = 1, 2. (7.127)

For the transverse shear stress of eq. (7.125), the shell (integral) counter-
part of W3β

c becomes

Σ3β
c

.=
∫ +h

2

−h
2

W3β
c (ζ) dζ =

1 + ν

E

6
5h

N2
3β . (7.128)

Then the inverse constitutive equations for the transverse shear strain is

ε3β
.=

∂Σ3β
c

∂N3β
=

6
5h

2(1 + ν)
E

N3β, (7.129)

from which we can obtain the constitutive equation for the transverse
shear stress resultant

N3β =
5
6

E

2(1 + ν)
h ε3β = k Gh ε3β, (7.130)

where G
.= E/[2(1+ν)] is the shear modulus and k = 5/6 is the shear

correction factor. This factor accounts for the parabolic distribution of
σ3β corresponding to the linear distribution of σαβ over the thickness,
and was obtained in [190]. Equation (7.130) corresponds to eq. (20.12)2
of [153], p. 574.

Finally, we note that the shear correction factor can also be derived
for the shearing moment M3β but it is rarely used, as usually the strain
energy of κ3β is omitted in shell elements, as the second order quantity.

Summarizing, three results were obtained for shells in this section:

1. the formula for distributions of σ3β over the shell thickness, eq. (7.116)
or (7.117),

2. the motivation for omitting the first-order shell strain κ3β in the
strain energy, see eq. (7.124), and the remark which follows,

3. the shear correction factor for constitutive equation for N3β , eq. (7.130).
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FINITE ROTATIONS FOR SHELLS



8

Parametrization of finite rotations

In this chapter, we describe the basic questions related to properties and
parametrization of rotations; the subject of the algorithmic treatment of
rotations is addressed separately in Chap. 9.

The topic of finite rotations is very important in practice and often
undertaken in the works on rigid-body dynamics, see [197, 79] and on
multi-body dynamics of rigid and flexible bodies, see [258, 4, 44, 77, 76, 9].
There are also mathematical works on rotations, such as, e.g., [231, 45, 2].
This subject is also covered in the works on the Cosserat continuum and
on structures with rotational degrees of freedom, such as shells and 3D
beams; these works are cited in Chap. 4.

The rotations are described by a proper orthogonal tensor and its basic
properties are presented in Sect. 8.1. However, in numerical implementa-
tions, we have to use some rotational parameters; several of them are in use
and their properties are very different. We describe a wide, although not
complete, selection of parametrizations in Sect. 8.2; some of them provide
a theoretical background but are not used in computation of structures.
For more details, see [5, 8, 107].

8.1 Basic properties of rotations

In this section, we provide elementary information related to rotations,
such as the definition of the rotation tensor, and two basic problems: the
rotation of a vector about an axis and the rotation of a Cartesian triad of
vectors. Basic properties of orthogonal tensors and skew-symmetric ten-
sors are provided.
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8.1.1 Rotation tensor

Let us denote by R the rotation tensor belonging to the special orthog-
onal group defined as follows

SO(3) := {R : IR3 → IR3 is linear | RTR = I and detR = +1}.
(8.1)

The orthogonality condition RTR = I renders that preserved are (i)
the angle between two rotated vectors a, b, because (Ra) · (Rb) =
a · (RTRb) = a · b, and (ii) the length of a rotated vector, because√

(Ra) · (Ra) =
√

a · (RTRa) =
√

a · a.

Example. The orthogonality condition RTR = I itself does not suffice
to define the rotation as the transformation representing a reflection also
satisfies this condition. Consider two orthogonal matrices

R1
.=
[

cos ω − sinω
sinω cos ω

]
, R2

.=
[

cos ω sinω
sinω − cos ω

]
. (8.2)

For the vector a .= [1, 1]T and ω
.= π, we obtain

b .= R1 a = [−1,−1]T , c .= R2 a = [−1, 1]T , (8.3)

which are shown in Fig. 8.1. Note that R1 rotates a about point “0”,
while R2 reflects it across the line 0Y. We can check that detR1 = +1,
while detR2 = −1.

X

0

Y

a

b

c

1

-1

-1

1

Fig. 8.1 Rotation of vector a yields vector b; reflection yields vector c.
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Consider the right-handed triad of ortho-normal vectors, such that
[t1 × t2] · t3 > 0. The rotation tensor R ∈ SO(3) applied to each
vector of this triad yields a triad of the same handedness, i.e. [(Rt1) ×
(Rt2)] · (Rt3) > 0, see Sect. 8.1.3. The parallelepipeds spanned by these
triads have identical volumes, i.e. [(Rt1)× (Rt2)] · (Rt3) = [t1 × t2] · t3.

8.1.2 Rotation of vector about axis

Consider an arbitrary vector v and rotate it about an axis A-B to
the position v

′
, see Fig. 8.2. Associate with the axis of rotation A-B,

a unit vector e and define two auxiliary vectors

e2 =
e × v
|e × v| , e1 = e2 × e, (8.4)

which are perpendicular to e and ortho-normal. The angle ω between
the planes e−v and e−v

′
is called the rotation angle and it is assumed

positive when it is in accord with the handedness of {e1, e2}.

S
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QS
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1

e
2

Fig. 8.2 Rotation of vector v around axis e.

A position of the rotated vector v
′

can be obtained from the following
formula:

v
′
= v + Δv, Δv =

−→
PQ +

−→
QP

′
, (8.5)

where
−→
PQ= −e1 r (1 − cos ω),

−→
QP

′
= e2 r sinω, r = |v| sinα,

and α is an angle between e and v. After elementary algebraic
transformations, we obtain
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v
′
= v + sinω (e × v) + (1 − cos ω) [e × (e × v)]. (8.6)

Let us introduce a tensor S .= e× I ∈ so(3), where so(3) is a linear
space of skew-symmetric tensors such that

so(3) := {S : IR3 → IR3 is linear | ST = −S}. (8.7)

Some useful properties of S are given in Table 8.1. Note that e is
the axial vector of S, i.e. Se = 0. (To emphasize this, we can use
the tilde and define: S .= ẽ.) S can be expressed by an arbitrary
pair of ortho-normal vectors of this plane (see Property 2 below), e.g.
S .= e2 ⊗ e1 − e1 ⊗ e2, where e1 and e2 are the vectors of eq. (8.4).
Then, the cross-products in eq. (8.6) can be expressed as

e × v = Sv, e × (e × v) = S2v, (8.8)

and eq. (8.6) can be rewritten as a linear mapping v
′
= Rv, where

R .= I + sinωS + (1 − cos ω)S2. (8.9)

Several properties of R are listed in Table 8.2. The meaning of particular
terms of R becomes clear if we consider components of Δv = Rv− v,
see Fig. 8.3.

v

�v

e

Rv

�

(1-cos )� S v
2

sin� Sv

Fig. 8.3 Tangent and normal components of increment Δv .= Rv − v.

Property 1. The coefficients of R of eq. (8.9) are identical for ω +
k 2π, where k is some integer, due to periodicity of the sine and cosine
functions. In particular, for 0 + k2π, R = I. Hence, we can restrict
the range of the rotation angle to −π ≤ ω ≤ +π. The number of turns
indicated by the integer k often is meaningless, e.g., in free rigid body
motion, where only a position has significance. But for rotational springs,
the number of turns is important as it changes the internal force.
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Property 2. It can be seen that R of eq. (8.9) is an isotropic function
of S. Let us calculate

QRQT = QQT + sinωQSQT + (1 − cos ω)QS2QT , (8.10)

where Q ∈ SO(3). Noting that QS2QT = QS(QTQ)SQT = (QSQT )2,
we obtain QR(S)QT = R(QSQT ), which is a definition of an isotropic
function, see [239] p. 23, eq. (8.7). If we denote the rotate-forward oper-
ation as (·)∗ .= Q (·)QT , then

I∗ = Q(ei ⊗ ei)QT = e∗i ⊗ e∗i ,
S∗ = Q(e2 ⊗ e1 − e1 ⊗ e2)QT = e∗2 ⊗ e∗1 − e∗1 ⊗ e∗2, (8.11)
(S∗)2 = −(e∗1 ⊗ e∗1 + e∗2 ⊗ e∗2),

where e∗ .= Qe and e∗α
.= Qeα. By these equations, the components

of R are identical in all bases {e∗, e∗α}. In particular, if Q is chosen
as a rotation about e, then {e1, e2} can be replaced by any co-planar
orthonormal pair {e∗1, e∗2}.

Property 3. The relation between R and the set {ω, e} is 1-to-2,
because two sets, {ω, e} and {−ω,−e}, yield the same R of eq. (8.9)
and, as shown in Fig. 8.4, are physically equivalent, i.e. for both, the
vector v is rotated into the vector v

′
. When calculating ω and

e from a given R, we must choose either the sign of ω or the sense
of e. This can be deduced as follows. From eq. (8.9), we can calculate
sinω S = 1

2(R−RT ), and because S = e×I, the corresponding vectorial
equation is

sinω e =
1
2

[
I × 1

2
(R − RT )

]
, (8.12)

where the right-hand side vector is known. Hence, only the product
sinω e is defined by this equation and whether we use {sinω, e} or
{− sinω,−e} is a matter of choice.

Skew-symmetric tensor and its axial vector. Designate the skew-symmetric
tensor by ṽ ∈ so(3), i.e. using a tilde, and its axial vector by v. They
are linked by the relations

ṽ = v × I, v = 1
2(I × ṽ), (8.13)

where the cross-product of a vector and a tensor is defined as in [33] p. 74.



Basic properties of rotations 131

Table 8.1 Properties of S ∈ so(3).

dyadic representation: S = e × I = e2 ⊗ e1 − e1 ⊗ e2, e1, e2 ⊥ e

skew-symmetricity: ST = −S

powers: odd S2n+1 = (−1)nS,
i.e. S, S3 = −S, S5 = S, S7 = −S,. . .
even S2n+2 = (−1)n+2S2 , n = 0, 1, . . .
i.e. S2, S4 = −S2, S6 = S2, S8 = −S2, . . .
where S2 = SS = −(e1 ⊗ e1 + e2 ⊗ e2) = e ⊗ e − I

norms: ‖S‖E =
√

S · S =
√

2, ‖S‖2 = 1

scalar invariants: trS = 0, trS2 = −2, detS = 0

principal invariants: I1(S) = 0, I2(S) = 1, I3(S) = 0

eigenpair in IR × IR3: {0, e}, i.e. (S − 0I)e = 0

zero products: Se = 0, S(e ⊗ e) = 0, S · (e ⊗ e) = 0, S2e = 0

relation to rotations: S = 1
2 sin ω

(R − RT ), S2 = 1
2(1−cos ω)

(R + RT − 2I)

Table 8.2 Properties of R ∈ SO(3).

dyadic representation: R = I + sin ω S + (1 − cos ω) S2

exponential representation: R = exp(ωS) = I + ωS + 1
2!

ω2S2 + ...

orthogonality: RT = R−1

norms: ‖R‖E =
√

R · R =
√

3, ‖R‖2 = 1

scalar invariants: trR = 1 + 2 cos ω, trR2 = 1 + 2 cos 2ω, detR = 1

principal invariants: I1(R) = I2(R) = 1 + 2 cos ω, I3(R) = 1

eigenpair in IR × IR3: {1, e}, i.e. (R − 1I)e = 0

products: Re = e, R(e ⊗ e) = e ⊗ e

invariance of length: ‖Rx‖2 = ‖x‖2, x - vector

invariance of angle: x · y = (Rx) · (Ry), x,y - vectors
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Fig. 8.4 Rotations {ω, e} and {−ω,−e} are physically equivalent.

These relations are quite simple in terms of components. Skew-symmetry
of ṽ (i.e. ṽ = −ṽT ) implies that its representation must have the form

(ṽ)ij =

⎡⎣ 0 −a −b
a 0 −c
b c 0

⎤⎦ . (8.14)

Note that {0,v} are the eigenpair of ṽ, see Table 8.1, and because
det ṽ = 0, the set of eigenequations (ṽ−0 I)v = ṽv = 0 is undetermined
and one solution must be chosen.

Designate the components of the vector v as (v)i
.= [v1, v2, v3]T .

If we choose a = v3, then the remaining two equations yield b = −v2

and c = v1, so, in terms of the components of v, we obtain

(ṽ)ij =

⎡⎣ 0 −v3 v2

v3 0 −v1

−v2 v1 0

⎤⎦ , (ṽ2)ij =

⎡⎣v2
1 − v2 v2v1 v3v1

v1v2 v2
2 − v2 v3v2

v1v3 v2v3 v2
3 − v2

⎤⎦ ,

(8.15)
where v2 .= v2

1 + v2
2 + v2

3. Note that the components of v can be
obtained by extraction of the appropriate components from the skew-
symmetric (ṽ)ij ,

(v)i = [(ṽ)32, (ṽ)13, (ṽ)21]
T . (8.16)

which corresponds to eq. (8.13)2.

Eigenvalues of R. Let us find the eigenpairs {λ, z} of R, such that
(R − λI)z = 0. This equation is homogeneous, and has a nontrivial
solution z if and only if det(R − λI) = 0. Consider a matrix of
components of R in the basis {e1, e2, e}. We can select the following
basis vectors:

e1
.= [1, 0, 0]T , e2

.= [0, 1, 0]T , e .= [0, 0, 1]T ,
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for which R of eq. (8.9) has the following representation:

R =

⎡⎣ cos ω − sinω 0
sinω cos ω 0

0 0 1

⎤⎦ . (8.17)

Then

R − λI =

⎡⎣ cos ω − λ − sinω 0
sinω cos ω − λ 0

0 0 1 − λ

⎤⎦ , (8.18)

and det(R − λI) = 0 yields the characteristic equation

λ3 − Aλ2 + Aλ − 1 = 0, A
.= 1 + 2 cosω. (8.19)

We note that λ1 = +1 is a root of this equation, and rewrite it as

(λ − 1) [λ2 + λ(1 − A) + 1) ] = 0. (8.20)

For the quadratic equation in brackets, Δ = (1−A)2−4 = −4 sin2 ω ≤ 0,
and hence it has complex roots, λ2,3 = cosω ± i sinω. The associated
eigenvectors are

z1
.= [0, 0, 1]T , z2

.= [−i , 1, 0]T , z3
.= [i , 1, 0], (8.21)

where only z1 is real.
Note that for {λ1, z1}, the eigenequation (R− λI) z = 0 becomes

Rz1 = z1. Hence, the vector z1 is unaffected by the rotation R and
therefore it defines the axis of rotation, i.e. z1 = e. We can also check
the property Re = e using eqs. (8.9) and (8.8). Hence, {+1, e} is
the real eigenpair of the rotation tensor.

Remark. To ensure a noticeable effect of any R �= I, we must use at
least two non-parallel vectors. The traditional choice is to use an ortho-
normal triad of vectors, although a dyad of vectors plus the assumption
that the third vector is ortho-normal to these two vectors would suffice,
as shown in Sect. 8.2.1. The triads are used not only in analytic geometry
of space, when a transformation of coordinates is considered, but also in
mechanics of rigid bodies and shells.
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8.1.3 Rotation of a triad of vectors

Consider two Cartesian triads (of ortho-normal vectors) {tk} and {ak},
k = 1, 2, 3, shown in Fig. 8.5. Assume that the latter triad is obtained
by a rotation of the first triad, i.e. ak

.= Rtk. Hence, both triads have
the same handedness. The Cartesian reference basis is denoted by {ik}.

t
3

a 3

t
1

a 1

t
2

a 2

i1

i2

i3

Fig. 8.5 Ortho-normal triads of vectors.

For these triads, we can calculate nine scalar products (ai · tj), i, j =
1, 2, 3, which can be interpreted in three ways, either (i) as coordinates
of the vectors ai in the basis {tj} or (ii) as coordinates of the vectors
ti in the basis {aj}, or (iii) as direction cosines of angles between the
vectors ai and tj .

Let us define the rotation tensor as the following tensorial product:

R .= ak ⊗ tk. (8.22)

We can easily check that Rti = ai, as we earlier assumed. Besides,
Rij

.= (Rti) · tj = ai · tj , i.e. the components of R in the basis {ti}
are scalar products of ai and tj . Let us check that the so-defined R
is proper orthogonal.

1. The orthogonality can be easily checked,

RTR = (ti ⊗ ai)(ak ⊗ tk) = (ai · ak)(ti ⊗ tk) = tk ⊗ tk = I. (8.23)

2. The determinant property, detR = +1, is much more complicated
to prove. We shall use the fact that both {ti} and {ai} are right-
handed. Then we can write t3 = t1 × t2 and a3 = a1 × a2, so the
representation of rotation tensor is

R =

⎡⎣ (a1 · t1) (a1 · t2) a1 · (t1 × t2)
(a2 · t1) (a2 · t2) a2 · (t1 × t2)

(a1 × a2) · t1 (a1 × a2) · t2 (a1 × a2) · (t1 × t2)

⎤⎦ . (8.24)
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Next we use the results of Sect. 8.2.1, where it is shown that if (a) the
first two rows of R are ortho-normal and (b) the third row of R is
a vector product of the first two rows, then detR = +1. Hence, for

R =

⎡⎣ a
b
c

⎤⎦ , (8.25)

where the rows are a = [a1, a2, a3], b = [b1, b2, b3], and c =
[c1, c2, c3], we have to check that

c = a × b = [(a2b3 − a3b2), (a3b1 − a1b3), (a1b2 − a2b1)]. (8.26)

Let us check this for the first term c1 = (a2b3 − a3b2), which can be
transformed as follows:

c1 = (a1 · t2) [a2 · (t1 × t2) ] − [a1 · (t1 × t2) ] (a2 · t2)
= (a1 ⊗ a2) · [ t2 ⊗ (t1 × t2) − (t1 × t2) ⊗ t2 ] , (8.27)

where in brackets we have a skew-symmetric tensor t2⊗t3−t3⊗t2 =
−t1 × I. Hence,

c1 = (a1 ⊗ a2) · (−t1 × I ) = skew(a1 ⊗ a2) · (−t1 × I ) (8.28)

or, in terms of the axial vectors,

c1 = 21
2(a2 × a1) · (−t1) = (a1 × a2) · t1, (8.29)

which is identical as the 31-component of R of eq. (8.24). Similar
results can be derived for c2 and c3, thus we conclude that the third
row of R is a vector product of the first two rows and detR = +1
indeed.

Euler’s theorem. If two triads are given, then we can always calculate R
using eq. (8.24) and, as it is a proper orthogonal matrix, we can determine
the vector ±e, which defines the axis of rotation, as in Sect. 8.1.2. This
fact is stated as Euler’s theorem: If two ortho-normal triads of vectors are
given in space, one can always specify a line such that {ti} goes into
{ai} by a rotation about this line.
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Numerical example. Consider two ortho-normal triads, {ti} and {ai}
shown in Fig. 8.5. Their components in the reference basis {ik} are
orthogonal matrices, which we denote as Rt and Ra, respectively. For
the known Rt,Ra ∈ SO(3), we would like to determine the matrix R,
such that

Ra = R︸︷︷︸
unknown

Rt. (8.30)

The matrix R can be obtained in two ways:

1. using orthogonality of Rt, i.e. R−1
t = RT

t . Then, by right post-
multiplication by RT

t , we have

R = RaR−1
t = RaRT

t , (8.31)

2. not using orthogonality of Rt. Then, we have to solve the matrix
equation corresponding to eq. (8.30). To obtain this matrix equation,
we assume a general form of the unknown matrix R, with nine un-
known components Rij , (i, j = 1, 2, 3). They are arranged as a
vector x .= [R11, R12, R13, ..., R31, R32, R33]T . Performing the multi-
plication in eq. (8.30) and next writing each equation separately, and
extracting x, we obtain a set of nine linear equations

Ax = b, (8.32)

where A is non-singular for any Rt and Ra, so the set can be
uniquely solved. Re-arranging x, we obtain R and, as we checked,
it is proper orthogonal.

Obviously, the first way, using the orthogonality of Rt, is much more
effective.

Numerical example. Assume that positions of two Cartesian dyads of vec-
tors are known, see Fig. 8.6. These dyads are denoted by {t1, t2} and
{a1,a2} and belong to the plane i1 − i2. Our objective is to calculate
the angle ω characterizing the difference in the position of these frames,
such that

ω : ak = R(ω) tk, R ∈ SO(1), k = 1, 2, (8.33)

for the following parametrization of ω:

ω =
√

ψ2 + τ , where τ = 10−8. (8.34)
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Fig. 8.6 Position of two Cartesian dyads of vectors.

(Note that we can use a similar perturbed form for the canonical rotation
tensor, see eq. (8.89).) The rotational parameter ψ is determined from
the minimization problem

min e(ψ), (8.35)

where

e(ψ) =
2∑

k=1

ek(ψ), ek(ψ) .= [ak − R(ψ) tk] · [ak − R(ψ) tk], (8.36)

i.e. e(ψ) is the sum of squares of errors. The Newton method is used to
solve this problem with the tangent operator and the residual given by
eqs. (9.94)–(9.96).

The calculations are performed for a range of values of angles ω0,
where ω0 is the angle characterizing the assumed difference in the posi-
tion of the two frames. The number of iterations N in which the conver-
gence is obtained is shown in Table 8.3 and we see that up to ω0 = 175o,
less than 10 iterations are required.

Table 8.3 Rate of convergence for various positions of two Cartesian dyads of
vectors.

ω0 [deg] 10 20 40 60 70 80 100 120 140 160 170 175 180
N [iterations] 4 4 4 5 5 5 6 6 7 7 8 9 20

8.2 Parametrization of rotations

If two ortho-normal triads {ti} and {ai} are given, then the rotation
tensor can be easily found by using eq. (8.22). However, in real physical
problems, we have a different and much more complicated situation: we
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must assume some form of R to be used in governing equations. This
form must ensure that R is proper orthogonal.

The most obvious form is to use nine components of the rotation ten-
sor R, but it has two drawbacks: (i) a large number of components
must be manipulated and stored, (ii) the orthogonality conditions must
be additionally enforced. For components of R written as

R .=

⎡⎣ a
b
c

⎤⎦ , (8.37)

where the rows are a .= [a1, a2, a3], b .= [b1, b2, b3], and c .= [c1, c2, c3],
we have to enforce the following conditions:

a · a = 1, b · b = 1, c · c = 1, (8.38)

a · b = 0, a · c = 0, b · c = 0, (8.39)

detR = (a × b) · c = +1. (8.40)

Identical relations are obtained if a, b and c denote the columns
of R. As there is no easy way to account for these conditions, other
ways of dealing with them have been developed. Basically, we have three
possibilities:

• to neglect the orthogonality conditions when the governing equation is
solved and later fit in an orthogonal matrix. This way is tested for free
body dynamics, e.g. in [90] p. 115, but its accuracy is doubtful.

• to devise such an algorithm that the calculated R is orthogonal,
see [105], where the generalized mid-point method is applied to the
equation generating rotations Ṙ(t) = ψ̃ R(t), where R(0) = I and
ψ̃ is a skew-symmetric tensor.

• to use a certain specific parametrization of R, which either accounts
for the orthogonality conditions or allows us to correct the set of pa-
rameters in a simple way. Several types of parametrization of rotations
have already been proposed; they are surveyed in [231, 224].
We discuss them in the next sections, while here, we only note that
the number of orthogonality conditions (constraints) which must be
enforced increases with the number of rotational parameters, see Ta-
ble 8.4.
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Table 8.4 Number of orthogonality constraints for various parametrizations.

no of rotation parameters 9 6 5 4 3

no of additional constraints 7 3 2 1 0

8.2.1 Six parameters

For the (right-handed) ortho-normal triad {ti}, the vector t3 can
be expressed in terms of t1 and t2 as t3 = t1 × t2. Therefore, for
a3

.= Rt3, we obtain a3 = R(t1 × t2) = (Rt1) × (Rt2) = a1 × a2, i.e.
a3 can be calculated using a1 and a2. We see that we do not need
to use a triad as it suffices to describe the rotation of the dyad {t1, t2}
and calculate a3 afterwards. Hence, instead of eq. (8.22), we can use the
following form of the rotation tensor:

R .= a1 ⊗ t1 + a2 ⊗ t2, (8.41)

for which Rtα = aα and Rαj
.= (Rtα) · tj = (aα · tj) are six direction

cosines of angles between aα and tj . The same can be shown for the
representation of R in {ti},

R =

⎡⎣ a
b
x

⎤⎦ , (8.42)

where the rows are a .= [a1, a2, a3], b .= [b1, b2, b3], and x .= [x1, x2, x3].
Assume that a and b are ortho-normal, i.e.

a · a = 1, b · b = 1, a · b = 0. (8.43)

The remaining conditions of eqs. (8.38)–(8.40), i.e. the orthogonality of
rows of R and detR = +1 can be written as follows:

a · x = 0
b · x = 0

(a × b) · x = 1

⎫⎬⎭ . (8.44)

This set of three equations has the solution x = a × b, where x is
a unit vector, as x · x = 1. Hence, the representation of the rotation
matrix is

R =

⎡⎣ a
b

a × b

⎤⎦ =

⎡⎣ a1 a2 a3

b1 b2 b3

(a2b3 − a3b2) (a3b1 − a1b3) (a1b2 − a2b1)

⎤⎦ , (8.45)
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where six components of a and b serve as rotational parameters. Still,
however, a and b must be ortho-normal, i.e. we have to enforce three
conditions of eq. (8.43).

The relation between the rotation matrix and the six parameters is
non-singular as {a,b} → R is realized by the vector product a × b,
while R → {a,b} is obtained by a selection of the first two rows of R.

Example. We can calculate the angle between two given dyads {t1, t2}
and {a1,a2} in 3D space, where aα = Rtα, which is of interest in
crystallography, where dyads are associated with some specific material
directions. For Rαj = aα · tj , eq. (8.45) becomes

R =

⎡⎣ (a1 · t1) (a1 · t2) . . .
(a2 · t1) (a2 · t2) . . .

. . . . . . (a1 · t1)(a2 · t2) − (a1 · t2)(a2 · t1)

⎤⎦ , (8.46)

where only the components obtained from the dyads are specified. Then,
we calculate

trR = (a1 · t1) + (a2 · t2) + (a1 · t1)(a2 · t2) − (a1 · t2)(a2 · t1) (8.47)

and the rotation angle ω = arccos 1
2(trR − 1) ∈ [0, π].

8.2.2 Five parameters

The number of independent parameters which are used in eq. (8.45) to
describe a position of the dyad {t1, t2}, can be reduced to five by using
the constraint equations (8.43) in several ways.

For instance, from the condition a · a = 1, we can calculate a1 =√
1 − a2

2 − a2
3 and insert it in eq. (8.45). However, this parametrization

will not be generally applicable because of the square-root problem for the
Newton scheme, see the description of this problem for eq. (8.71).

Another way is to take the orthogonality condition a · b = 0, calcu-
late a1 = −(a2b2 + a3b3)/b1, and next use it in eq. (8.45). However,
this formula is singular for b1 = 0 and then we have to use either
a2 = −(a1b1 + a3b3)/b2 or a3 = −(a1b1 + a2b2)/b3 instead; one of them
certainly is non-singular because b2

1 + b2
2 + b2

3 = 1. Hence, in the case of
singularity, we have to replace the parametrization in terms of {a2, a3,b}
by either {a1, a3,b} or {a1, a2,b}, which complicates a solution al-
gorithm. We note that two constrains, a · a = 1 and b · b = 1, still
remain and must be enforced.
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The above difficulties are avoided if we use the five-parameter repre-
sentation based on the concept of the stereographic projection, [231].

Stereographic projection. This projection establishes a one-to-one corre-
spondence between the points of a sphere (except the north pole) and the
points of the plane passing through the equator; the historical note on it is
given in [230], p. 175. Here, we consider a 2D form of the projection, with
a circle instead of a sphere. The circle has the center at point O(0, 0),
and the radius 1. A line passing through the north pole, P(1, 0), and
an arbitrary point on the circle, X(x1, x2), intersects OY-axis at point
Y(0, y2), which is called a stereographic projection of X, see Fig. 8.7.
By simple geometric calculations,

y2 =
x2

1 − x1
, (8.48)

which is singular at x1 = 1, for X coinciding with P. The inverse
relation is as follows

x1 =
y2
2 − 1

y2
2 + 1

, x2 =
2y2

y2
2 + 1

, (8.49)

and x2
1 + x2

2 = 1, indeed. Note that (x1, x2) and (0, y2, ) are
coordinates of points X and Y in the orthonormal basis {e1, e2}, such
that e1 locates the north pole.

e1

x

1

2

e2

x2

y

X

Y

P

O

A

Fig. 8.7 Stereographic projection.
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Five-parameter representation based on stereographic projection. Let us define
a vector composed of the first two rows of the six-parameter representa-
tion, x = [a/

√
2, b/

√
2], such that

M = {x ∈ E6 : x · x = 1, x · (Ji x) = 0, i = 1, 2}, (8.50)

where

J1 =
[
I3 0
0 −I3

]
, J2 =

[
0 I3

I3 0

]
. (8.51)

We see that the set M is on a unit sphere S5 in E6. The properties of
eq. (8.50) can be rewritten in terms of a and b as follows

x · x = (a · a)/2 + (b · b)/2 = 1, (8.52)

x · (J1 x) = (a · a − b · b)/2 = 0, x · (J2 x) = a · b = 0. (8.53)

By the first of eq. (8.53), a and b have the same length and, from
eq. (8.52), x · x = a · a = 1, and b · b = 1. Besides, a and b are
orthogonal by the second of eq. (8.53). Hence, the properties of eq. (8.50)
are an alternative form of eq. (8.43).

Using the concept of the stereographic projection, we project the set
M onto the hyperplane A in E5. The hyperplane is perpendicular to
e1, which locates the north pole, and cannot be in M. We assume that
A is spanned by one of two bases of five orthonormal vectors, either by
{r2, ..., r6} where ri are of dimension 6, or by {v1, ...,v5} where vi

are of dimension 5. The relation between the two bases is set up by the
tensor

V = vj ⊗ rj+1, j = 1, .., 5, (8.54)

where vi = Vri+1, i = 1, .., 5. On the other hand, ri+1 = (rj+1⊗vj)vi =
VTvi. Note that VTV = I6 and VVT = I5. Besides, r1 = e1.

Denote an orthogonal (not stereographic !) projection of x ∈ E6 onto
A as x2, and define the unit vector e2

.= x2/‖x2‖, see Fig. 8.7.
Multiplying eq. (8.48) by e2 and noting that y2 e2 = y ∈ E5 and
x2 = ‖x2‖, we obtain

y =
x2e2

1 − x1
=

x2

1 − x · e1
. (8.55)

We can also find x for a given y by using x = x1e1 + x2e2 with x1

and x2 specified in eq. (8.49),



Parametrization of rotations 143

x =
y · y − 1
y · y + 1

e1 +
2‖y‖

(y · y + 1)
y

‖y‖ =
(y · y − 1) e1 + 2y

1 + y · y , (8.56)

where e2
.= y/‖y‖, y2 = ‖y‖ =

√
y · y were used. Note that eqs. (8.55)

and (8.56) are always non-singular. In the denominator of eq. (8.55),
x ·e1 �= 1 because we assumed that the north pole cannot be in M, while
in the denominator of eq. (8.56), y · y �= −1 because y · y ≥ 0.

For x specified by eq. (8.56), we can check conditions (8.50), i.e.

x · x =
1

(c + 2)2
(
4y · y + 4cy · e1 + c2 e1 · e1

)
=

4(c + 1) + c2

(c + 2)2
= 1,

(8.57)
x ·(Ji x) = 4y ·(Ji y)+2c[y ·(Ji e1)+e1 ·(Ji y)]+c2 e1 ·(Ji e1) = 0, (8.58)

where c = y ·y−1. We see that the first condition, which is the equation
of the unit sphere, is satisfied, but the next two, eq. (8.58), remain as
constraints.

Five-parameter representation in terms of components. Let us now write eqs.
(8.55) and (8.56) in terms of components. Components of eq. (8.55) in the
basis {v1, ...,v5} are as follows:

{(y · v1), ..., (y · v5)}T =
{(x · v1), ..., (x · v5)}T

1 − x · e1
, (8.59)

where x2 · vk = x · vk is used. Components of eq.(8.56) in the basis
{r1, ..., r6}, are

[(x · r1), (x · r2), ..., (x · r6)]T

=
1

1 + y · y
[
(y · y − 1) [1, 0, ..., 0]T + 2[(y · r1), (y · r2), ..., (y · r6)]T

]
. (8.60)

We define the following 5D and 6D vectors of components

y = [(y · v1), ..., (y · v5)]T , ri = [(ri · v1), ..., (ri · v5)]T , (8.61)

x = [(x · r1), ..., (x · r6)]T , vi = [(vi · r1), ..., (vi · r6)]T , (8.62)

e1 = [(e1 · r1), ..., (e1 · r6)]T = [1, 0, 0, 0, 0, 0]T . (8.63)

Using vi and ri, we can form either a 5×6 matrix V = [v1, . . . ,v5]T ,
i.e. with rows formed by vi of dimension 6, or a 6 × 5 matrix VT =
[r1, . . . , r6]T , i.e. with rows formed by ri of dimension 5. Because,
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(Vri+1) · rj+1 = vi · rj+1, we see that V is a matrix of components of
V, which can be used to rewrite some terms of eqs. (8.59) and (8.60),

(x · vi) =
6∑

k=1

(x · rk)(vi · rk) = vi x, [(x · v1), ..., (x · v5)]T = Vx, (8.64)

(y · ri) =
5∑

k=1

(y · vk)(ri · vk) = ri y, [(y · r1), ..., (y · r6)]T = VTy. (8.65)

Then, eqs. (8.59) and (8.60) can be rewritten in terms of the vectors and
matrices of components as follows:

y =
Vx

1 − eT
1 x

, x =
(yTy − 1) e1 + 2VTy

1 + yTy
. (8.66)

Comparing the 5- and six-parameter representations, we see that the num-
ber of parameters and orthogonality constraints is reduced by one, as x
is replaced by y, and eq. (8.43) is replaced by eq. (8.58). However, the
new parameters and constraint equations are more complicated and do
not have such a clear interpretation as the previous ones.

Finally, we note that new formulas obtained by using the stereographic
projection, are also more complicated than these derived at the beginning
of the section.

8.2.3 Four parameters: Euler parameters (quaternions)

The set {ω, e} introduced in Sect. 8.1 can be replaced by the so-called
Euler parameters (or quaternions), [2, 224], which are defined as

q0
.= cos(ω/2), q .= sin(ω/2) e. (8.67)

The rotation tensor, eq. (8.9), in terms of {q0,q} is expressed as

R .= (2q2
0 − 1)I + 2q0q × I + 2q ⊗ q, (8.68)

or by using the skew-symmetric q̃ .= sin(ω/2)S, as

R .= I + 2q0q̃ + 2q̃2 (8.69)

and both these forms are never singular. The parameters {q0,q} must
satisfy the constraint equation, q2

0 + q · q = 1, which is equivalent to
e · e = 1 and, in this sense, they form a unit quaternion. The constraint
equation must be appended either to eq. (8.68) or (8.69), e.g.
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{
R .= (2q2

0 − 1)I + 2q0q × I + 2q ⊗ q,
q2
0 + q · q = 1.

(8.70)

If we eliminate the constraint equation by calculating q0 =
√

1 − q · q
and inserting it into the first equation, then the expression for R contains
the square root, which can cause a failure of the Newton method, typically
used to solve the equilibrium equations (see the example below).

Example. Consider a simple equation with a square root:

y
.=
√

1 − x2 = 0, |x| ≤ 1, (8.71)

The Newton solution scheme can be written as{
(dy/dx)i Δx = −yi,
xi+1 = xi + Δx,

(8.72)

where yi =
√

1 − x2
i and (dy/dx)i = −xi/

√
1 − x2

i . This scheme fails
if |xi| > 1 appears in iterations, because then the argument of the square
root is negative. In fact, for eq. (8.71) such a situation will always occur
because eqs. (8.72) are equivalent to one equation: xi+1 = 1/xi. Hence,
|xi| < 1 yields |xi+1| > 1, for which the argument of the square root is
negative.

Note that the relation between a quaternion and the rotation tensor
is 2-to-1, because {q0,q} and {−q0,−q} represent the same rotation
similarly as {ω, e} and {−ω,−e}.

The matrix of components of the rotation tensor, eq. (8.68), for q =
[q1, q2, q3]T , becomes

(R)ij = 2

⎡⎣ q2
0 + q2

1 − 1
2 q1q2 − q3q0 q1q3 + q2q0

q1q2 + q3q0 q2
0 + q2

2 − 1
2 q2q3 − q1q0

q1q3 − q2q0 q2q3 + q1q0 q2
0 + q2

3 − 1
2

⎤⎦ . (8.73)

If R is given, then we can calculate

q0 =
1
2

√
trR + 1, q̃ =

1
4q0

(R − RT ). (8.74)

Note that the formula for skew-symmetric q̃ is singular for q0 = 0, i.e.
for trR = −1 or ω = arccos 1

2(trR−1) = arccos(−1) = π. The rotation
axis and angle can be extracted from the quaternion q as follows:
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e =
q√
q · q ,

⎧⎨⎩
ω = 2 arccos q0, 0 ≤ ω ≤ +π,
or
ω = 2 arcsin

√
q · q, 0 ≤ ω ≤ +π.

(8.75)

Note that the arguments of the arccos and arcsin functions must be smaller
than 1, i.e. q0 ≤ 1 and

√
q · q ≤ 1. To avoid arguments out of the

domain due to round off errors, we can use the minimum function

ω = 2 arcsin (min (
√

q · q, 1)) , 0 ≤ ω ≤ +π. (8.76)

Only ω ≥ 0 is yielded by this equation, while the sign of q is transferred
to e.

Remark 1. Note that the ω extracted from the quaternion is ≤ +π,
which means that for rotations exceeding this value, the rotation vector
is shortened, similarly as by the operation of eq. (8.82). Recall that this
operation is correct for the rotation tensor R, but not for the tangent
operator T(ψ) of Sect. 9.1, which is not periodic, see eq. (9.23). Hence,
we can use the operation of extraction of ω from a quaternion only to
the rotations ≤ +π.

Remark 2. Using the rotation tensor in the form of eq. (8.68), the rotated
(current) shell director can be expressed as

a3
.= Q0t3 = (2q2

0 − 1) t3 + 2q0q × t3 + 2(q · t3)q, (8.77)

where only operations on scalars and vectors are performed. As we shall
see in Sect. 8.3.2, the quaternions can be conveniently used to compose
(accumulate) rotations.

8.2.4 Three parameters: rotation pseudo-vectors

The rotation pseudo-vectors are used to parameterize the rotation tensor
of eq. (8.9) obtained for the rotation of a vector around an axis. Several
rotation pseudo-vectors were proposed in the literature; they all have the
direction of the axis of rotation e, but differ in length. The two most
often used vectors are presented in detail below.

The rotation pseudo-vectors have only three components, and directly
generate R ∈ SO(3). Hence, there is no need to reduce the number of
parameters or to additionally impose the orthogonality constraints.
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The basic relations for the rotation vector are

ψ̃ = ψ × I, ψ = 1
2(I× ψ̃), ‖ψ‖ =

√
ψ · ψ, e =

ψ

‖ψ‖ , (8.78)

where the tilde denotes the associated skew-symmetric tensor and the
cross-product of a vector and a tensor is defined as in [33] p. 74. In terms
of components, the relation between the rotation vector and the associated
skew-symmetric tensor can be specified as in eq. (8.15).

A. Canonical rotation vector

This vector is defined as
ψ

.= ω e, (8.79)

for which we have

ψ̃ = ωS, ψ̃2 = ω2S2, ψ · ψ = 1
2ψ̃ · ψ̃ = ω2.

The rotation tensor, eq. (8.9), can be rewritten in terms of ψ as follows

R .= I + c1 ψ̃ + c2 ψ̃2, ‖ψ‖ =
√

ψ · ψ ≥ 0, (8.80)

where the scalar coefficients are

c1
.=

sin ‖ψ‖
‖ψ‖ , c2

.=
1 − cos ‖ψ‖

‖ψ‖2
. (8.81)

The representation (8.80) can be obtained from the exponential represen-
tation of the rotation tensor, R = exp(ψ̃) .= I + ψ̃ + · · · + 1

n!ψ̃
n + · · · ,

by using the expressions for the odd and even powers of S of Table 8.1.

The representation (8.80) is a periodic function of ‖ψ‖, which can
be shown by transforming it to the form of eq. (8.9) by using ω

.= ‖ψ‖.
Because ω > 0, we can restrict its range to ω ≤ 2π. As a consequence,
we can shorten the rotation vector for ‖ψ‖ > 2π using the following
transformation:

k
.= Integer Part

(‖ψ‖
2π

)
, ψ∗ .=

(
1 − k

2π

‖ψ‖
)

ψ. (8.82)

We can check that R(ψ∗) = R(ψ). Note that this operation is correct
for the rotation tensor R but not for the tangent operator T(ψ) of
Sect. 9.1, which is not periodic, see eq. (9.23). Hence, we cannot shorten
the rotation vectors, e.g., for shells.

The representation (8.80) is never singular but the coefficients must be
considered for three characteristic values of ‖ψ‖:
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1. ‖ψ‖ = 0, at which c1 and c2 are numerically indeterminate. We
have to extend their domain and define c1 and c2 at ‖ψ‖ = 0 as
the limit values, see the details below. Then, R(ψ = 0) = I.

2. ‖ψ‖ = kπ, (k = 1, 2, ...), at which c1 = 0 and c2 �= 0 and
then R = I + c2 ψ̃2 and is symmetric ! For these values, we cannot
uniquely recover ψ̃ from R, see eq. (8.93).

3. ‖ψ‖ = 2kπ, (k = 1, 2, ...), at which c1 = 0 and c2 = 0 and then
R = I.

In numerical calculations, we encounter two problems:

1. Only c1 converges correctly, while c2 does not, see Table 8.5, due to
round-off errors. Then we use the identity 1−cos ‖ψ‖ = 2 sin2(‖ψ‖/2)
to obtain

c2
.=

1 − cos ‖ψ‖
‖ψ‖2

=
1
2

[
sin(‖ψ‖/2)
(‖ψ‖/2)

]2

, (8.83)

which ensures a correct numerical behavior for a wider range of values
of ‖ψ‖ → 0, see Table 8.5, with the results of calculations in double
precision.

Table 8.5 Values yielded by two expressions of c2 for ‖ψ‖ = 10−n.

n 5 6 7 8 9 10
1−cos ‖ψ‖

‖ψ‖2 0.50000 0.50004 0.49960 0.00000 0.00000 0.00000

1
2

h
sin(‖ψ‖/2)
(‖ψ‖/2)

i2
0.50000 0.50000 0.50000 0.50000 0.50000 0.50000

2. At exactly ‖ψ‖ = 0, both coefficients are indeterminate,

c1 =
sin ‖ψ‖
‖ψ‖

∣∣∣∣
‖ψ‖=0

=
0
0
, c2 =

1
2

[
sin(‖ψ‖/2)
(‖ψ‖/2)

]2
∣∣∣∣∣
‖ψ‖=0

=
0
0
,

(8.84)
which indicates that the point ‖ψ‖ = 0 does not belong to their
domains. However, for ‖ψ‖ → 0, limits of the coefficients are finite,
i.e.

lim
‖ψ‖→0

c1 = 1, lim
‖ψ‖→0

c2 = 1
2 , (8.85)

so we can define c1 and c2 at ‖ψ‖ = 0 as the limit values. Then
R(ψ = 0) = I. Nonetheless, we still have the problem of derivatives
of R at ‖ψ‖ = 0. Simple remedies can be used to alleviate this
problem; they are explained below.
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Methods of avoiding numerical indeterminacy. Instead of c1 of eq. (8.81),
we consider the expression

c
.=

sin
√

x2

√
x2

, (8.86)

where x is a scalar. Because calculations of the tangent operator
involve the first and second derivative, we calculate

dc

dx
=

cos
√

x2

x
− sin

√
x2

x
√

x2
,

d2c

dx2
= −2 cos

√
x2

x2
+

2 sin
√

x2

(x2)3/2
− sin

√
x2

(x2)1/2

and they need to be considered. Their limits for x → 0 are

lim
x→0

c = 1, lim
x→0

dc

dx
= 0, lim

x→0

d2c

dx2
= −1

3
, (8.87)

and the derivatives exist. However, numerically evaluating the deriva-
tives at x = 0, we obtain indeterminate expressions. Two remedies
to this problem are as follows:
a) Perturbation. We can use the perturbed value

√
x2 + τ instead

of
√

x2 and consider

cp
.=

sin
√

x2 + τ√
x2 + τ

(8.88)

instead of c. Then, for x = 0, we obtain

cp|x=0 =
sin

√
τ√

τ
,

dcp

dx

∣∣∣∣
x=0

= 0,
d2cp

dx2

∣∣∣∣
x=0

=
cos

√
τ

τ
− sin

√
τ

τ3/2
,

and for τ → 0 they yield the limits of eq. (8.87). The first deriva-
tive provides a correct limit regardless of the value of τ , but
the value of τ must be selected properly because of cp and
its second derivative. Evaluating them for τ = 0, we find that
they are indeterminate, which indicates that the value of pertur-
bation cannot be too small. The perturbation value τ = 10−8 is
suitable for calculations in double precision and it yields a good
approximation of the limits of eq. (8.87).

Similar considerations can be performed for c2 of eq. (8.83),
and they provide similar conclusions. We can check that the mod-
ified form of c2 of eq. (8.83) is still needed to obtain a correct
value of the second derivative.



150 Parametrization of finite rotations

Note that, for the canonical rotation vector ψ, the perturbation
is applied as follows:

‖ψ‖ =
√

ψ · ψ + τ . (8.89)

b) Taylor expansion. Another way to avoid problems at x = 0 is to
use a truncated Taylor series expansion at x = 0, e.g.

c1 =
sinx

x
≈ 1 − 1

6
x2 +

1
120

x4,

c2 =
1
2

[
sin(x/2)
(x/2)

]2

≈ 1
2
− 1

24
x2 +

1
720

x4,

where x
.= ‖ψ‖. The above three-term expansions preserve a good

accuracy of both coefficients and their first and second derivatives
for the range up to |x| ≈ 1, see Fig. 8.8. In this figure, the
three-term expansions are indicated by letter “e”, and we see that
the curves for them coincide with the original curves.
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Fig. 8.8 Approximations of coefficients c1 and c2 and their derivatives.

Matrix of components. The matrix of components of the rotation tensor
of eq. (8.80), for c1 given by eq. (8.81) and c2 by eq. (8.83), is as
follows:
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(R)ij =

⎡⎢⎢⎢⎣
ψ2

1+(ψ2
2+ψ2

3)c
ψ2

2ψ1ψ2 sin2(ψ/2)
ψ2 − ψ3s

ψ
2ψ1ψ3 sin2(ψ/2)

ψ2 + ψ2s
ψ

2ψ1ψ2 sin2(ψ/2)
ψ2 + ψ3s

ψ
ψ2

2+(ψ2
1+ψ2

3)c
ψ2

2ψ2ψ3 sin2(ψ/2)
ψ2 − ψ1s

ψ

2ψ1ψ3 sin2(ψ/2)
ψ2 − ψ2s

ψ
2ψ2ψ3 sin2(ψ/2)

ψ2 + ψ1s
ψ

ψ2
3+(ψ2

1+ψ2
2)c

ψ2

⎤⎥⎥⎥⎦ ,

(8.90)
where ψ

.= {ψ1, ψ2, ψ3}, s
.= sinψ, c

.= cos ψ, and ‖ψ‖ .= ψ =√
ψ2

1 + ψ2
2 + ψ2

3. Note that trR = 1 + 2 cosψ. For instance, for the
rotation around the axis 0–3, we have [ψ1, ψ2, ψ3] = [0, 0, ψ3] and ψ

.=√
ψ2

3, so the matrix becomes

(R)ij =

⎡⎢⎢⎣
ψ2

3c
ψ2 −ψ3s

ψ 0
ψ3s
ψ

ψ2
3c

ψ2 0

0 0 ψ2
3

ψ2

⎤⎥⎥⎦ =

⎡⎢⎢⎢⎣
ψ2

3

ψ2
3

cos ψ − ψ3√
ψ2

3

sinψ 0

ψ3√
ψ2

3

sinψ
ψ2

3

ψ2
3

cos ψ 0

0 0 ψ2
3

ψ2
3

⎤⎥⎥⎥⎦ . (8.91)

Note that this matrix cannot be reduced to⎡⎣ cos ψ − sinψ 0
sinψ cos ψ 0

0 0 1

⎤⎦ , but can be reduced to

⎡⎣ cos ψ3 − sinψ3 0
sinψ3 cos ψ3 0

0 0 1

⎤⎦ .

Extraction of rotation vector from rotation matrix. Given the rotation
tensor R, we can extract the skew-symmetric tensor as follows:

ψ̃ =
1
2

ω

sinω
(R−RT ), where ω = arccos

1
2
(trR−1) ∈ [ 0, π ]. (8.92)

If trR = 3, then ω = 0 and R = I but, by the first of eq. (8.85), the
expression for ψ̃ is not singular and we obtain ψ̃ = 0. If trR = −1
then we have ω = π, (sinω)/ω = 0, (1 − cos ω)/ω2 = 2/π2, and, from
eq. (8.80), we obtain

ψ̃ = ±
√

π2

2
(R − I), (8.93)

i.e. two solutions for one R. Hence, the relation R → ψ̃ is 1-to-2. The
canonical rotation vector ψ = [ψ1, ψ2, ψ3]T is obtained by extraction of
proper components of ψ̃.

Using eq. (8.92), we must control that the argument of arccos is
in the range [−1, 1]. Besides, the ω extracted from R is ≤ π,
which means that for rotations exceeding this value, the rotation vector
is shortened as by the operation of eq. (8.82).
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Extraction of rotation vector from quaternion. Given the quaternion
{q0,q}, see eq. (8.67), we can extract e and ω from the quaternion
using eqs. (8.75) and (8.76). The canonical rotation vector is calculated
as

ψ = ω e. (8.94)

Quaternion for given rotation vector. From a canonical rotation vector,
we can obtain

ω = ‖ψ‖ > 0, e = ψ/‖ψ‖ = ψ/ω (8.95)

and then we can calculate the quaternion as follows:

q0
.= cos(ω/2), q .= sin(ω/2) e =

sin(ω/2)
ω

ψ. (8.96)

B. Semi-tangential rotation vector

This vector is defined as follows:

ψ
.= t e, t

.= tan(ω/2), (8.97)

for which we have

ψ̃ = tS, ψ̃2 = t2S2, ψ · ψ = 1
2ψ̃ · ψ̃ = t2.

This vector is attributed to B.O. Rodrigues (1795-1851), [79]. Compo-
nents of the semi-tangential vector are also called the Cayley parameters.

The semi-tangential vector is undetermined at ω = (2k + 1)π for
some integer k, at which tan (ω/2) has asymptotes. By using t of
eq. (8.97) and the trigonometric identities

sinω =
2t

1 + t2
, cos ω =

1 − t2

1 + t2
, (8.98)

the rotation tensor of eq. (8.9) can be represented in terms of ψ as

R .= I +
2

1 + ‖ψ‖2

(
ψ̃ + ψ̃2

)
, ‖ψ‖ =

√
ψ · ψ ≥ 0. (8.99)

This representation never is singular because the denominator 1+‖ψ‖2 �=
0 for ‖ψ‖2 ≥ 0. An alternative form of eq. (8.99), called the Cayley
form, is
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R .= (I + ψ̃)(I − ψ̃)−1. (8.100)

To verify this formula, we must post-multiply eqs. (8.99) and (8.100) by
(I − ψ̃) and then use ψ̃3 = −‖ψ‖2 ψ̃, which directly leads to the
identity of both forms.

The representation (8.99) does not contain trigonometric functions and
is not a periodic function of ‖ψ‖, which can be shown by transforming
it to the form

R .= I + c1S + c2S2, c1
.=

2t

1 + t2
, c2

.=
2t2

1 + t2
, (8.101)

where c1 and c2 are plotted in Fig. 8.9 as functions of t
.= ‖ψ‖.

Hence, we cannot shorten the rotation vector as we could for the canonical
parametrization, see eq. (8.82).
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Fig. 8.9 Semi-tangential parametrization. Coefficients c1 and c2.

Remark. We note that even if t grows large, the rotation angle
ω remains restricted because the mapping t → ω = 2 arctan t :
(−∞,+∞) → (−π, +π) and the points ±π are asymptotic. To es-
tablish how the rotation tensor behaves for a growing t, we rewrite
eq. (8.99) as R .= I + 2

1+t2

(
tS + t2S2

)
. For t → ±∞, we have

2t

1 + t2
→ 0,

2t2

1 + t2
→ 2

and, hence, R → I + 2S2 = −I + 2 e⊗ e, where the formula for S2 of
Table 8.1 was used. In the basis {e, e1, e2},

t → ±∞ : R →
⎡⎣+1 0 0

0 −1 0
0 0 −1

⎤⎦ , detR → +1, trR → −1.
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Matrix of components. The matrix of components of the rotation tensor
of eq. (8.99) is

(R)ij =

⎡⎢⎢⎢⎢⎢⎢⎣
1 − 2(ψ2

2+ψ2
3)

1+ψ2
2(ψ1ψ2−ψ3)

1+ψ2
2(ψ1ψ3+ψ2)

1+ψ2

2(ψ1ψ2+ψ3)
1+ψ2 1 − 2(ψ2

1+ψ2
3)

1+ψ2
2(ψ2ψ3−ψ1)

1+ψ2

2(ψ1ψ3−ψ2)
1+ψ2

2(ψ2ψ3+ψ1)
1+ψ2 1 − 2(ψ2

1+ψ2
2)

1+ψ2

⎤⎥⎥⎥⎥⎥⎥⎦ , (8.102)

where ψ
.= [ψ1, ψ2, ψ3]T and ‖ψ‖ .= ψ =

√
ψ2

1 + ψ2
2 + ψ2

3. Note that
trR = (3 − ψ2)/(1 + ψ2) = 4/(1 + ψ2)− 1. For instance, for the rotation
around the axis 0-3, we have [ψ1, ψ2, ψ3] = [0, 0, ψ3] and ψ

.=
√

ψ2
3, so

the matrix becomes

(R)ij =

⎡⎢⎣1 − 2ψ2
3

1+ψ2
−2ψ3

1+ψ2 0
2ψ3

1+ψ2 1 − 2ψ2
3

1+ψ2 0
0 0 1

⎤⎥⎦ . (8.103)

Extraction of rotation vector from rotation matrix. Given a rotation ten-
sor R, we can calculate the skew-symmetric tensor as

ψ̃ =
1

1 + trR
(R − RT ), (8.104)

where we used (1 + ‖ψ‖2)/4 = 1/(1 + trR), and the form of R of
eq. (8.99). Equation (8.104) is singular for trR = −1, but this value
is not attained for ψ ∈ [0, +∞] and only limψ→∞ trR = −1. The

rotation angle can be calculated from ω = 2arctan
√

1
2ψ̃ · ψ̃ ∈ [0, π].

Extraction of rotation vector from quaternion. Given the quaternion
{q0,q} (see eq. (8.67)), note that

tan(ω/2) =
±
√

sin2(ω/2)
cos(ω/2)

, ‖q‖ .=
√

q · q = ±
√

sin2(ω/2). (8.105)

We can extract the semi-tangential rotation vector as follows:

ψ = tan(ω/2)
q
‖q‖ =

±
√

sin2(ω/2)
cos(ω/2)

q

±
√

sin2(ω/2)

=
1

cos(ω/2)
q = q/q0. (8.106)
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Quaternion for given rotation vector. For the semi-tangential rotation
vector, eq. (8.97), we can calculate

‖ψ‖2 = ψ · ψ = t2. (8.107)

Because tan(ω/2) = sin(ω/2)/ cos(ω/2) and sin2(ω/2)+cos2(ω/2) = 1,
we can obtain

cos(ω/2) =
1√

1 + t2
, sin(ω/2) =

√
t2√

1 + t2
. (8.108)

Besides, e = ψ/‖ψ‖ = ψ/
√

t2. Then we can calculate the quaternion
as follows:

q0
.= cos(ω/2) =

1√
1 + t2

, q .= sin(ω/2) e =

√
t2√

1 + t2
ψ√
t2

= q0 ψ

(8.109)
and it depends only on ψ and t2.

Example. Extraction of rotation vectors from rotation matrix. In this example,
we test the extraction formulas for the parametrizations based on rotation
vectors. Given is the rotation matrix

(R)ij =

⎡⎣ cos α − sinα 0
sinα cos α 0

0 0 1

⎤⎦ (8.110)

and the angle α is an independent parameter. We calculate the skew-
symmetric ψ̃ and the angle ω. Next, the rotation vector ψ and the
axis e are obtained.

a. For the canonical vector, by eq. (8.92), we obtain

β = arccos 1
2(trR − 1) = arccos(cosα), (8.111)

ψ̃ = 1
2

β

sinβ
(R − RT ) = A

⎡⎣0 −1 0
1 0 0
0 0 0

⎤⎦ , A
.=

β sinα

sinβ
, (8.112)

ω =

√
1
2
ψ̃ · ψ̃ = |A|. (8.113)

b. For the semi-tangential vector, by eq. (8.104) we obtain
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ψ̃ =
1

1 + trR
(R − RT ) = A

⎡⎣0 −1 0
1 0 0
0 0 0

⎤⎦ , A
.=

sinα

1 + cos α
, (8.114)

ω = 2 arctan
√

−1
2tr ψ̃2 = 2 arctan |A|. (8.115)

The angle of rotation is plotted in Fig. 8.10a, and we see that the curves
coincide and ω ∈ [0, π]. For all parametrizations, the rotation vector
and the rotation axis are as follows:

ψ = [0, 0, A]T , e =
ψ

‖ψ‖ = [0, 0, sign(A)]T (8.116)

and their third components are shown in Figs. 8.10b and c. Note that the
component ψ3 is different for each parametrization, while the component
e3 is identical for all parametrizations and has the sign of ψ3.

Example. Extraction of canonical rotation vector from quaternion. In this ex-
ample, we test the extraction formulas for the canonical parametrization,
assuming that a quaternion {q0,q} is given. Note that in the previous
example, the rotation matrix was given.

Assume that e .= [0, 0, 1]T and that α is an independent parameter,
so the quaternion of eq. (8.67) becomes

q0
.= cos(α/2), q .= sin(α/2) e. (8.117)

(Note that for this data, using eq. (8.69), we obtain the same rotation ma-
trix (8.110) as in the previous example.) To extract the canonical rotation
vector from the given quaternion, we use eq. (8.94). The rotation angle
ω is calculated as

‖q‖ =
√

sin2(α/2), ω
.= ‖ψ‖ = 2 arcsin

√
sin2(α/2) ∈ [0, π] (8.118)

and ω is shown in Fig. 8.11a. The rotation vector and the rotation axis
are as follows:

ψ =
‖ψ‖
‖q‖ q = [0, 0, A]T , e =

ψ

‖ψ‖ = [0, 0, sign(A)]T , (8.119)

A
.=

2arcsin
√

sin2(α/2) sin(α/2)√
sin2(α/2)

(8.120)

and their third components are shown in Figs. 8.11b and c.

Comparing Figs. 8.10a and 8.11a, we see that there is no difference in
the recovered ω. The difference is in
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Fig. 8.10 Example. Extraction of rotation vectors from rotation matrix.
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1. the rotation vector ψ (compare Figs. 8.10b and 8.11b). The rotation
matrix yields a jump of ψ at π + 2kπ for some integer k, while
there is no such jump if we use a quaternion and

2. the axis of rotation e (compare Figs. 8.10c and 8.11c). For the
rotation matrix, e changes the sign at 0 + kπ, while for the
quaternion at 0 + 2kπ, i.e. with the period twice as long.

Hence, using the quaternions, we avoid abrupt changes of the recovered
ψ and e.

An example of such jumps is shown in Fig. 8.12 where the canonical
rotation vector is obtained either from a quaternion or from a rotation
matrix, where, for the latter, the jumps occur. These plots are for the ex-
ample of unstable rotations of a rigid body about the axis of intermediate
moment of inertia (Example 6.1 of [221]) using our modified form of the
conserving algorithm ALGO-C1.
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Fig. 8.12 Rotation vector obtained either from quaternion or from rotation matrix.
Note vertical jumps of the line obtained from rotation matrix !



Parametrization of rotations 159

8.2.4.1 Transformation of rotation vector to another basis

Here we show that rotation vectors can be transformed from one basis to
another as ordinary vectors. For the sake of simplicity, the proof is for the
semi-tangential vector but the same is true for the canonical vector.

Consider two Cartesian bases; the global basis {ei} and the local
basis {ti}, with the position of the latter described by R0 ∈ SO(3),
i.e. ti = R0 ei. We assume that a semi-tangential rotation vector is given
in {ei}, so ψ = ψiei, and we wish to transform it to {ti}. An ordinary
vector v transforms from {ei} to {ti} as follows: v∗ = RT

0 v and,
as shown below, this rule is also valid for the semi-tangential ψ. The
proof amounts to showing that

R(ψ∗) = RT
0 R(ψ)R0, where ψ∗ = RT

0 ψ, (8.121)

i.e. that the rotation tensor for ψ∗ and the back-rotated rotation tensor
for ψ are identical. This relation can be easily verified numerically.

First, we establish the transformation rule for ψ. For a given ψ,
we calculate the rotation tensor on use of eq. (8.99) and transform this
tensor from {ei} to {ti} using R∗= RT

0 RR0. Next, we extract the
skew-symmetric tensor ψ̃∗ ∈ so(3) from R∗ using eq. (8.104), i.e.

ψ̃∗ =
1

1 + trR∗ (R∗ − R∗T ), (8.122)

and, finally, we calculate the rotation vector ψ∗ = 1
2(I × ψ̃∗). As a

result, ψ∗ is a function of ψ which defines the transformation rule for
the semi-tangential vector.

Below, we inspect the above-obtained expression for the skew-symmetric
ψ̃∗ (instead of its axial vector ψ∗), and show that

ψ̃∗ = ψ̃R, (8.123)

where ψ̃R .= RT
0 ψ̃ R0 ∈ so(3) is obtained by a standard transformation

rule for tensors. Using eq. (8.99), we obtain

R∗ = RT
0 RR0 = I + A

[
ψ̃R + (ψ̃R)2

]
, (8.124)

where A
.= 2/(1 + t2), and t2

.= ψ ·ψ = 1
2ψ̃ · ψ̃. Hence, R∗ −R∗T =

2A ψ̃R, and eq. (8.122) becomes
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ψ̃∗ =
2A

1 + trR∗ ψ̃R. (8.125)

To prove that ψ̃∗ = ψ̃R, we show that the fraction in front of ψ̃R is
equal to 1. Note that

trR∗ = 3 − Aψ̃R · ψ̃R = 3 − Aψ̃ · ψ̃, (8.126)

using the property that the trace of a tensor is the first invariant, i.e.
ψ̃R · ψ̃R = −tr(ψ̃R)2 = −tr(RT

0 ψ̃2R0) = −trψ̃
2

= ψ̃ · ψ̃. Then

A =
4

2 + ψ̃ · ψ̃ , Aψ̃R · ψ̃R =
4ψ̃ · ψ̃

2 + ψ̃ · ψ̃ ,

1 + trR∗ = 4 − 4ψ̃ · ψ̃
2 + ψ̃ · ψ̃ =

8
2 + ψ̃ · ψ̃

and we obtain

2A

1 + trR∗ =
8

2 + ψ̃ · ψ̃
2 + ψ̃ · ψ̃

8
= 1, (8.127)

which ends the proof. �
Because the skew-symmetric ψ̃ transforms as an ordinary tensor, we

can conclude that its axial vector ψ transforms as an ordinary vector.

8.2.5 Three parameters: Euler angles

The parametrization based on Euler angles is classical and has been used
in many problems of mechanics; e.g. to describe rotations of a shell director
in the shell theories with two rotational parameters, see Sect. 8.2.6.

Elementary rotation. The elementary rotation is defined as a rotation about
a chosen vector of an ortho-normal basis. For instance, the elementary
rotation about the axis t3 by the angle ω3 is defined as follows:
e .= t3 and ω

.= ω3 and denoted as R(ω3, t3). For convenience,
we choose e1

.= t1 and e2
.= t2. Then the skew-symmetric tensor,

eq. (8.7), and the rotation tensor, eq. (8.9), are expressed as

S = t2 ⊗ t1 − t1 ⊗ t2, (8.128)
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R(ω3, t3) = cos ω3(t1 ⊗ t1 + t2 ⊗ t2) + sinω3(t2 ⊗ t1 − t1 ⊗ t2) + t3 ⊗ t3,
(8.129)

or, in terms of components in {tk},

(S)ij =

⎡⎣ 0 −1 0
+1 0 0
0 0 0

⎤⎦ , (R)ij =

⎡⎣ cos ω3 − sinω3 0
+ sin ω3 cos ω3 0

0 0 1

⎤⎦ . (8.130)

The sign of ω3 is positive for the “shortest” rotation of t1 to t2.
The elementary rotations about the axes t1 to t2 are defined in an
analogous way, permuting the indices.

Because each elementary rotation introduces one rotation angle, the
rotation matrix can be obtained as a multiplication of three elementary
rotations; the most popular are the Euler angles (3–1–3 Euler angles), and
Brayant or Cardan angles (1–2–3 Euler angles). A form of the resulting
rotation matrix depends on the sequence in which the elementary rotations
are performed and in this sense it is not invariant. A systematic list of 24
sequences of rotations is given, e.g., in [122] and further comments are
provided in [90] p. 113.

This type of parametrization of rotations is well suited for motion con-
strained by hinges such as, e.g., of a gyroscope in gimbals. In the absence
of physical hinges, the choice of the axes of rotations is arbitrary and
not related to properties of the motion. For such problems, this type of
parametrization is not considered as optimal, and for free rigid body rota-
tion, it leads to singularities of the equation of motion, even for physically
sound conditions (see [231], p. 427). Such difficulties can be overcome to
a certain extent by an update of rotations.

Rotation tensor R for Euler angles. Consider the following (left) sequence
of the elementary rotations

R = R3(−ω3, t
′′
3) R2(ω2, t

′
2) R1(−ω1, t1), (8.131)

where ω1, ω2, and ω3 are three Euler angles. The rotated bases,
designated by the prime and the double prime, are used in this definition
and they are

t
′
k = R1(−ω1, t1) tk, t

′′
k = R2(ω2, t

′
2) t

′
k, k = 1, 2, 3. (8.132)

In order to perform the elementary rotations about the axes of the initial
basis {tk}, we can use the right sequence of rotations, see Sect. 8.3.1,
which yields
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R = R1(−ω1, t1) R∗
2(ω2, t2) R∗

3(−ω3, t3). (8.133)

We can check that the resulting matrix of components for these two se-
quences of rotations is identical. In terms of components in {tk}, for the
right sequence, we have

(R)ij =

⎡⎣1 0 0
0 c1 s1

0 −s1 c1

⎤⎦⎡⎣ c2 0 s2

0 1 0
−s2 0 c2

⎤⎦⎡⎣ c3 s3 0
−s3 c3 0
0 0 1

⎤⎦ , (8.134)

where si
.= sinωi and ci

.= cos ωi. After multiplication, we obtain

(R)ij =

⎡⎣ c2c3 c2s3 s2

−c3s1s2 − c1s3 c1c3 − s1s2s3 c2s1

−c1c3s2 + s1s3 −c3s1 − c1s2s3 c1c2

⎤⎦ (8.135)

and it can be checked that indeed (RT )ij(R)ij = δij and det(R)ij = 1.

Extraction of Euler angles from rotation matrix. The values of sine and cosine
functions si and ci can be extracted from Rij in the following way:

1. Note that R11 = c2c3 and R12 = c2s3, so R2
11 + R2

12 = c2
2.

Besides, R13 = s2. Therefore,

c2 =
√

R2
11 + R2

12, s2 = R13. (8.136)

2. Upon inserting the above relations into the first row of R, we have
c3

√
R2

11 + R2
12 = R11 and s3

√
R2

11 + R2
12 = R12, from which, if√

R2
11 + R2

12 �= 0, we can calculate

c3 =
R11√

R2
11 + R2

12

, s3 =
R12√

R2
11 + R2

12

. (8.137)

3. Similarly, for the last column of R, we have s1

√
R2

11 + R2
12 = R23

and c1

√
R2

11 + R2
12 = R33, from which we calculate

c1 =
R33√

R2
11 + R2

12

, s1 =
R23√

R2
11 + R2

12

. (8.138)

In the update scheme, we can directly use si and ci, without the
recovery of angles.
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Having si and ci of eqs. (8.136)–(8.138), we can uniquely determine
the Euler angles ω1, ω2, and ω3 in [−π, +π]. For instance, for ω1,
we can use

ω1 = Sign(α1) α2 ∈ [−π, +π], (8.139)

where α1
.= arcsin s1 ∈ [−π/2,+π/2] and α2

.= arccos c1 ∈ [0,+π],
see Fig. 8.13. Similar formulas can be used for ω2 and ω3.
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Fig. 8.13 Euler angles. a) α1 ∈ [−π/2, +π/2], α2 ∈ [0, +π]. b) ω1 ∈ [−π,+π].

Non-uniqueness of Euler angles for ω2 = ±π/2. Note that eq. (8.137) and
(8.138) are derived for the assumption that

√
R2

11 + R2
12 �= 0, which is

equivalent to c2 �= 0, by eq. (8.136). Hence, we have to consider the
case c2 = 0 separately; we proceed similarly as in [231].

Note that c2
.= cos ω2 = 0 for ω2 = ±π/2, if |ω2| ≤ π. For

ω2 = +π/2, we have s2 = 1 and then

(R)ij =

⎡⎣ 0 0 −1
sin(ω1 − ω3) cos(ω1 − ω3) 0
cos(ω1 − ω3) − sin(ω1 − ω3) 0

⎤⎦ , (8.140)
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where we used c3s1−c1s3 = sin(ω1−ω3) and c3c1+s3s1 = cos(ω1−ω3).
This form of R implies four equations:

sin(ω1 − ω3) = R21, sin(ω1 − ω3) = −R32, (8.141)
cos(ω1 − ω3) = R22, cos(ω1 − ω3) = R31. (8.142)

The above pairs of equations are not contradictory, which can be checked
by considering the representation

(R)ij =

⎡⎣ 0 0 −1
R21 R22 0
R31 R32 0

⎤⎦ . (8.143)

The orthogonality conditions, eq. (8.1), yield

R21R22 + R31R32 = 0, R2
21 + R2

31 = 1, R2
22 + R2

32 = 1 (8.144)

and for R21 and R22 specified as above, these conditions yield R32 =
−R21 and R31 = R22, i.e. the same relation between entries of R as
in eq. (8.140). Thus, instead of eqs. (8.141) and (8.142), it suffices to
consider

sin(ω1 − ω3) = R21, cos(ω1 − ω3) = R22. (8.145)

From these two equations we can find the difference of angles (ω1 − ω3)
but ω1 and ω3 cannot be not uniquely determined. A similar reasoning
for the case ω2 = −π/2, yields

sin(ω1 + ω3) = −R21, cos(ω1 + ω3) = R22, (8.146)

from which we can find the sum of angles (ω1 + ω3) but not ω1 and
ω3, separately. Hence, we conclude that we cannot uniquely extract the
rotation angles from R for ω2 = ±π/2. Finally, we note that in the
incremental formulations, we can use the Euler angles for the step only
and limit the step size to remain below this value.

8.2.6 Two parameters: constrained rotations of shell director

Consider the case when a rotation of the shell director t3 is constrained
in such a way that the drilling rotation (around t3) is excluded. This
case is important for shells based on Reissner kinematics which have five
dofs/node.
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A. Canonical rotation vector

The constrained rotation can be parameterized using the rotation vector
ψ, and requiring that the axis of rotation e is perpendicular to the
shell director, i.e. e · t3 = 0, see Fig. 8.14.

t
3

�
e

Fig. 8.14 Constrained rotation: the axis of rotation is perpendicular to the director.

For the constrained rotation we have ψ3
.= ψ · t3 = ω e · t3 = 0,

so ψ = [ψ1, ψ2, 0]T . Hence, only two components of the rotation vector
remain nonzero in the basis {ti}. The rotation tensor of eq. (8.9) can
be rewritten as

R = cosω I + sinω (e × I) + (1 − cos ω) e ⊗ e, (8.147)

where S = ẽ .= e× I and S2 = e⊗ e− I, see Table 8.1. The position
of the rotated shell director is given as

a3
.= Rt3 = cos ω t3 + sinω(e × t3), (8.148)

where the term (e ⊗ e) t3 = 0, because e · t3 = 0. For the canonical
rotation vector, ψ

.= ω e, we obtain

a3 = cos ‖ψ‖ t3 +
sin ‖ψ‖
‖ψ‖ (ψ × t3). (8.149)

To grasp the geometrical meaning of this equation, we can take ψ/‖ψ‖ =
t2, for which a3 = cos ‖ψ‖ t3 + sin ‖ψ‖ t1, see Fig. 8.15a, where
ω

.= ‖ψ‖.
Note that ‖ψ × t3‖ = ‖ψ‖, e.g. by the identity (4.9.11) of [33].

Then, eq. (8.149) becomes

a3 = cos ‖ψ × t3‖ t3 +
sin ‖ψ × t3‖
‖ψ × t3‖ (ψ × t3), (8.150)

in which we have only one argument, ψ× t3. We stress that this simple
form can be obtained only for two-parameter rotations!



166 Parametrization of finite rotations

a)

t1

t3 a
3

y

sin�

cos�

�

b)

t1

t
3 a

3

y

�

�t3

�t
3
*

Fig. 8.15 Rotated director for two-parameter rotations.
a) Components of a3, b) Increment Δt∗3 and its projection Δt3.

Director update scheme. Denote ψ × t3
.= Δt3. Note that Δt3 is

not the full increment of the director, Δt∗3, but only its projection on
the t1 − t2 plane, see Fig. 8.15b. In the basis {ti}, only two first
components of Δt3 are nonzero. For the so-defined Δt3, eq. (8.150)
can be used as the director update formula

tk+1
3 = cos ‖Δt3‖ tk

3 +
sin ‖Δt3‖
‖Δt3‖ Δt3, (8.151)

where ‖ψ × t3‖ = ‖Δt3‖ and k and k + 1 are the iteration indices.
Besides, by ω

.= ‖ψ‖ = ‖Δt3‖, eq. (8.147) can be used to define the
increment of rotation tensor,

ΔR = cos ‖Δt3‖ I + sin ‖Δt3‖ (e × I) + (1 − cos ‖Δt3‖) e ⊗ e, (8.152)

where
e .=

ψ

‖ψ‖ = tk
3 × Δt3

‖Δt3‖ .

Hence, tk+1
3 and ΔR are expressed in terms of Δt3 and the known

tk
3. The current rotation is computed by the left rule as Rk+1 = ΔRRk.

Equations (8.151) and (8.152) are used in [211], see BOX 2 therein.
In this paper, the directors are updated at nodes and then are interpo-
lated within an element, which implies that at the Gauss points we have
‖tk+1

3 ‖ �= 1. But no loss of accuracy due to this feature was noted in the
computed examples, see Example 4.1 therein.

Rotation tensor for given t3 and a3. The vectors ψ and t3 are perpendic-
ular and the resulting vector a3 = Rt3 is perpendicular to ψ. Hence,
for t3 and a3 known, we have
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t3 · a3 = cos ω, t3 × a3 = sinω e, (8.153)

where ω is the angle of rotation. To avoid the problem with signs, we
choose the axis of rotation as follows:

e =
t3 × a3

‖t3 × a3‖ . (8.154)

The rotation tensor R for this constrained problem can be found from
eq. (8.147) by noting that the particular terms are now as follows:

sinω(e × I) = (t3 × a3) × I, (1 − cos ω) e ⊗ e = A (t3 × a3) ⊗ (t3 × a3),
(8.155)

where

A
.=

1 − cos ω

‖t3 × a3‖2
=

1 − cos ω

sin2 ω
=

1 − cos ω

1 − cos2 ω
=

1
1 + cos ω

=
1

1 + (t3 · a3)
.

(8.156)
Inserting the above formulas into eq. (8.147), we obtain

R = (t3 · a3)I + (t3 × a3)× I +
1

1 + (t3 · a3)
(t3 × a3)⊗ (t3 × a3), (8.157)

which is singular for (t3 · a3) = −1, i.e. for a3 = −t3 or ω = π.
Such an expression for the constrained rotation is obtained, e.g., in [213],
eq. (2.15).

Components of R in basis {ti}. Denote ci
.= a3 · ti and specify

particular terms of eq. (8.157) as follows:

t3 × a3 = t3 × (citi) = c1t3 × t1 + c2t3 × t2 = c1t2 − c2t1,

(t3 × a3) ⊗ (t3 × a3) = c2
2t1 ⊗ t1 + c2

1t2 ⊗ t2 − c1c2(t1 ⊗ t2 + t2 ⊗ t1).

Besides, noting that for ψ = ψi ti we have

ψ̃ = ψ×I = ψ1(t3⊗t2−t2⊗t3)+ψ2(t1⊗t3−t3⊗t1)+ψ3(t2⊗t1−t1⊗t2),
(8.158)

we can write

(t3×a3)×I = (−c2t1+c1t2)×I = −c2(t3⊗t2−t2⊗t3)+c1(t1⊗t3−t3⊗t1).
(8.159)

Hence,

(R)ij =

⎡⎣ c3 + Ac2
2 −c1c2 c1

c1c2 c3 + Ac2
1 c2

−c1 −c2 c3

⎤⎦ , A =
1

1 + c3
, (8.160)

where in the last column of the matrix we have the components of a3 in
the basis {ti}.
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Example. Numerical solution for rotation around known axis. Let us assume
that the vectors a and b = Ra are known. For simplicity, we take
the axis of rotation e .= t3, and a and b which belong to the plane
spanned by t1 and t2. The governing equation can be written as

r .= Ra − b = 0, R = R(ω, t3), (8.161)

where r is a residual. This equation constitutes a set of two nonlinear
equations for one unknown, ω. Note that, due to periodicity of the
sine and cosine functions, each of the equations has multiple solutions;
of interest are only those which satisfy both equations. The analytical
solution of this problem is

ω = arccos(a · b) + 2kπ, (8.162)

but we want to obtain it by using the Newton method combined with the
penalty method. In terms of components, we have

a = a1t1 + a2t2, b = b1t1 + b2t2, (8.163)

S = t2 ⊗ t1 − t1 ⊗ t2, S2 = −I, R = cos ωI + sinωS. (8.164)

The Newton scheme can be written as

Dg · Δω = −g, ω = ω̄ + Δω, (8.165)

where the differential of r is Dr · Δω = (DR · Δω)a. For

DR · Δω =
dR
dω

Δω,
dR
dω

= − sinωI + cosωS, (8.166)

we have

Dr · Δω = (− sinω I + cos ω S)aΔω = SRaΔω, (8.167)

where the identity S2 = −I and the definition of R are used to obtain
the last form. Note that SR defines the tangent plane at R and
SRa = Sā, where ā = Ra is the updated (rotated) a.

We use the penalty method with α = 10−10 and the strategy of
choosing the sequence in which the equations are solved, which is based
on a comparison of residuals. To establish the convergence of this method,
the vector a is taken at 360 uniformly spaced initial locations, differing
from b by the angle from 0o to 360o.
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For b = [0, 1]T and the tolerance τ = 10−10, the convergence is
attained on average in about 2.45 iteration per one starting point, with
the maximum of seven iterations. Such a fast convergence confirms that
the method has been properly implemented. The same strategy but with
α = 0 yields divergence for several starting points.

B. Euler angles

A survey of the literature indicates that the Euler angles dominate in the
class of two-parameter rotations. Then the rotation tensor is assumed as
a composition of two elementary rotations, each defined as in eq. (8.129).
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Fig. 8.16 Rotation of shell director: a) in [186], b) in [262].

a. In [186], the following formula is used to describe a position of the
rotated shell director

a3 = R2(π/2 − ω2, t
′
3) R1(ω1, t1) t2 = R1(ω1, t1) R∗

2(π/2 − ω2, t3) t2,
(8.168)

where t
′
3 = R1(ω1, t1) t3 and the angles ω1 and ω2 are shown in

Fig. 8.16a. In the basis {ti}, the components are

R1 =

⎡⎣1 0 0
0 c1 −s1

0 s1 c1

⎤⎦ , R∗
2 =

⎡⎣ c2 s2 0
−s2 c2 0

0 0 1

⎤⎦ , t2 =

⎡⎣0
1
0

⎤⎦ , (8.169)

where s1
.= sinω1, c1

.= cos ω1, s2
.= sin(π/2−ω2), c2

.= cos(π/2−ω2). On
use of the trigonometric identities sin(π/2−ω2) = cos ω2 and cos(π/2−
ω2) = sinω2, and by a multiplication, we obtain
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R1R∗
2 =

⎡⎣ s2 c2 0
−c1c2 c1s2 −s1

−s1c2 s1s2 c1

⎤⎦ , a3 =

⎡⎣ c2

c1s2

s1s2

⎤⎦ , (8.170)

where s2
.= sinω2 and c2

.= cos ω2.

b. Alternatively, the director can be related to the normal vector t3,
see, e.g., in [262],

a3 = R2(ω1, t
′
1)R1(ω2, t2) t3 = R1(ω2, t2)R∗

2(ω1, t1) t3, (8.171)

where t
′
1 = R1(ω2, t2) t1. In the basis {ti}, the components are

R1 =

⎡⎣ c2 0 −s2

0 1 0
s2 0 c2

⎤⎦ , R∗
2 =

⎡⎣1 0 0
0 c1 −s1

0 s1 c1

⎤⎦ , t3 =

⎡⎣0
0
1

⎤⎦ . (8.172)

Here s1
.= sinω1, c1

.= cos ω1, and s2
.= sinω2, c2

.= cos ω2, where
ω1 and ω2 are defined in Fig. 8.16b. Then

R1R∗
2 =

⎡⎣ c2 −s1s2 −c1s2

0 c1 −s1

s2 s1c2 c1c2

⎤⎦ , a3 =

⎡⎣−c1s2

−s1

c1c2

⎤⎦ . (8.173)

8.3 Composition of rotations

In this section, we consider the composition of rotation tensors and the left
and right sequences of rotations are introduced. Then the corresponding
formulas are derived for rotational parameters, i.e. the quaternions and
the semi-tangential rotation vector. For the canonical rotation vector, the
procedure based on quaternions is described instead.

8.3.1 Composition of rotation tensors

Composition of orthogonal tensors yields an orthogonal tensor. If R1,R2 ∈
SO(3), then R3

.= R2 R1 ∈ SO(3). The proof is immediate:

RT
3 R3 = (R2R1)T (R2R1) = RT

1 (RT
2 R2)R1 = RT

1 IR1 = I, (8.174)

detR3 = det(R2R1) = (detR2)(detR1) = +1, (8.175)

where, for the determinant of a product of tensors, we used eq. (4.9.98) of
[33].
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Left and right sequence of rotations. Let us rotate a vector from the position
“0” to the position “1”, v1 = R1v, and then from the position “1” to the
position “2”, v2 = R∗

2 v1, where R1,R∗
2 ∈ SO(3). The final position

is v2 = R∗
2 v1 = R∗

2(R1 v) = (R∗
2R1)v. Hence, we can define the

total rotation tensor as a multiplicative left composition of the component
rotation tensors, i.e.

Rt = R∗
2 R1. (8.176)

This composition is not commutative, i.e. R∗
2 R1 �= R1 R∗

2, except for the
case of rotations performed around the same axis when R1 and R∗

2

have the same eigenpair {+1, e}.
To have the right composition rule, we define another rotation tensor

R2, such that it yields the same total rotation when applied to R1 from
the right, i.e.

R2 ∈ SO(3) | R∗
2 R1 = R1 R2. (8.177)

This implies
R2 = RT

1 R∗
2 R1, (8.178)

i.e. R2 is obtained by a back-rotation of R∗
2, and their properties are

linked as follows:

1. The eigenvalues of R2 and R∗
2 are identical while their eigenvectors

satisfy the relation λ = RT
1 λ∗.

For the eigenpair {μ,λ∗} of R∗
2, satisfying the equation R∗

2λ
∗ =

μλ∗, and the back-rotated eigenvector, λ
.= RT

1 λ∗, we check that

R2λ = (RT
1 R∗

2R1)(RT
1 λ∗) = RT

1 (R∗
2λ

∗) = RT
1 (μλ∗) = μλ,

i.e. {μ,λ} is the eigenpair of R2.
2. The angles of rotation ω∗

2 and ω2 corresponding to R∗
2 and R2

are equal.
Note that trR2 = tr(RT

1 R∗
2R1) = tr(R1RT

1 R∗
2) = trR∗

2 and, hence,
cos ω∗

2 = 1
2(trR∗

2 − 1) and cosω2 = 1
2(trR2 − 1) are equal.

Analogy with polar decomposition of deformation gradient. The left and
right composition rules introduced above for rotations are also used in
continuum mechanics in conjunction with the polar decomposition of the
deformation gradient

F = VR = RU, (8.179)

where F is the deformation gradient and V, U are the left and right
stretching tensors. Equation (8.179) implies U = RTVR, i.e. U is
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obtained by a back-rotation of V. Hence, the properties of V and U
are linked identically as the properties of R2 and R∗

2.

Components of R∗
2 in co-rotational basis. Consider two bases, the reference

basis {ti} and the co-rotational basis {ai}, where ai
.= R1 ti. For

the representations

R2 = R2ij ti ⊗ tj , R∗
2 = R∗

2ij ai ⊗ aj , (8.180)

eq. (8.178) implies

R2 = RT
1 R∗

2 R1 = RT
1 (R∗

2ij ai ⊗ aj)R1

= R∗
2ij (RT

1 ai ⊗ RT
1 aj) = R∗

2ij ti ⊗ tj . (8.181)

Hence, R2ij = R∗
2ij , i.e. the components of R2 in {ti} and the

components of R∗
2 in the co-rotational basis {ai} are equal. Therefore,

R2 can be considered as R∗
2 parallel transported from the co-rotational

basis to the reference basis.

In incrementally formulated problems, R1 is given and the total
rotation Rt is sought. Then either R∗

2ij or R2ij can be used as the
unknown.

Rotation of a shell director. Let us consider a rotation of the shell director,
which we can write as a3 = R∗

2 t3. Using t3
.= R1i3 and eq. (8.178),

we can write

R∗
2 t3 = (R1 R2 RT

1 )(R1i3) = R1 R2 i3. (8.182)

Hence, either the representation of R∗
2 in {tk} or the representations

of R1 and R2 in {ik} can be used.

8.3.2 Composition of Euler parameters (quaternions)

The Euler parameters {q0,q} defined in eq. (8.67) are a very convenient
tool for composing rotations. Consider a composition of two rotation ten-
sors, Rt = R2R1, and for each of them use the representation (8.68):

R1
.= (2q2

0 − 1)I + 2q0q × I + 2q ⊗ q,

R2
.= (2p2

0 − 1)I + 2p0p × I + 2p ⊗ p, (8.183)
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in which R1 is represented by the quaternion {q0,q} and R2 by
the quaternion {p0,p}. The total rotation must have a form analogous
to (8.68):

Rt
.= (2r2

0 − 1)I + 2r0r × I + 2r ⊗ r. (8.184)

To satisfy Rt = R2R1 for the representations (8.183) and (8.184), the
quaternion corresponding to Rt is obtained as

{r0, r} = {p0,p} ◦ {q0,q}, (8.185)

where the composition of two quaternions is defined as follows:

{p0,p} ◦ {q0,q} .= {p0q0 − p · q, p0q + q0p + p × q}. (8.186)

This formula is non-singular and contains only simple scalar and vector
operations. Note that in the cross-product, the vectors p and q appear
in the same order as the associated rotation tensors in Rt = R2R1.

Remark. If we compose rotation matrices many times, then the prod-
uct loses orthogonality and its re-orthogonalization is complicated. The
advantage of quaternions is that they can be easily re-normalized

r0 = r0/
√

r2
0 + r · r, r = r/

√
r2
0 + r · r, (8.187)

which yields a unit quaternion.

8.3.3 Composition of rotation pseudo-vectors

Below, we derive the composition formula for the semi-tangential vector
and for the canonical vector.

Composition of semi-tangential vectors. The rule of composition of the semi-
tangential vectors is derived below from the rule for quaternions. The
quaternion parameters involved in the composition (8.185) are defined as:

q0 = cos(ω1/2), q = sin(ω1/2) c1,

p0 = cos(ω2/2), p = sin(ω2/2) c2,

r0 = cos(ω3/2), r = sin(ω3/2) c3,

(8.188)

where c1, c2, and c3 are the unit axes of rotation (corresponding
with e of eq. (8.67)). If the first two of the above definitions are used
in eq. (8.186), then we obtain
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r0 = c1c2 − s1s2(c1 · c2), r = c2s1c1 + c1s2c2 + s1s2(c2 × c1),

where si
.= sin(ωi/2) and ci

.= cos(ωi/2), (i = 1, 2, 3). By the
definitions of the semi-tangential rotation vectors, ψi

.= ti ci, where
ti

.= tan(ωi/2), the above equations can be rewritten as

r0 = c1c2 [1 − t1t2(c1 · c2)] = c1c2 [1 − ψ1 · ψ2] ,

r = c1c2 [t1c1 + t2c2 + t1t2(c1 × c2)] = c1c2 [ψ1 + ψ2 + ψ2 × ψ1] .

We can easily obtain a semi-tangential vector from the quaternion and,
therefore by eq. (8.188), ψ3

.= tan(ω3/2) c3 = r/r0. Using the above
expressions for r0 and r, we obtain the formula for the left composition
of semi-tangential rotation vectors

ψ3 =
1

1 − ψ1 · ψ2

(ψ1 + ψ2 + ψ2 × ψ1). (8.189)

Note that in the cross-product, the vectors ψ2 and ψ1 appear in the
same order as the rotation tensors in the product Rt = R2R1. The
rotation tensor R for the semi-tangential vector is given by eq. (8.99).

Remark 1. Formula (8.189) is singular for ψ1 · ψ2 = 1, for which the
denominator is equal to zero. For instance, for two equal co-axial rotations,
ω, this condition becomes tan2(ω/2) = 1, from which we calculate
ω = ±π/2, at which the singularity occurs. Because of the singularity,
the semi-tangential rotation vectors are less convenient in compounding
rotations than quaternions, but can still be used for parametrization of
increments. Besides, due to its simplicity, eq. (8.189) is useful in analytical
derivations; see below, and Sect. 9.1.

Remark 2. For ψ3 of eq. (8.189), the relation

R(ψ3) = R(ψ2)R(ψ1) (8.190)

is satisfied. If we take ψ3 = ψ1 + ψ2, i.e. only a part of eq. (8.189)
instead of the full formula, then, in general,

R(ψ1 + ψ2) �= R(ψ2)R(ψ1), (8.191)

i.e. a rotation tensor for the sum of two rotation vectors is not equal to a
product of the rotation tensors for each vector taken separately.
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Composition of canonical vectors. For the canonical vectors, the procedure
analogous to the one used for the semi-tangential vectors yields very com-
plicated formulas. Hence, instead of a single formula, we can use the pro-
cedure outlined below:

1. the canonical vectors ψ1 and ψ2 are converted to quaternions
{q0,q} and {p0,p}, respectively, as follows:

ω1
.= ‖ψ1‖, q0 = cos(ω1/2), q = [sin(ω1/2)/ω1]ψ1,

ω2
.= ‖ψ2‖, p0 = cos(ω2/2), p = [sin(ω2/2)/ω2] ψ2,

2. the quaternions are composed using eq. (8.185), which yields the total
quaternion {r0, r},

3. the total canonical rotation vector ψ3 is extracted from the total
quaternion {r0, r} using

ψ3 =
2arcsin ‖r‖

‖r‖ r. (8.192)

The above formula was obtained by noting that the final quaternion de-
pends on the final canonical vector as follows:

r0
.= cos(‖ψ3‖/2), r .= sin(‖ψ3‖/2) e,

which is in accord with eq. (8.67). Hence, ‖r‖ = sin(‖ψ3‖/2) and we
can calculate

‖ψ3‖ = 2 arcsin ‖r‖, c3 = r/‖r‖, ψ3 = ‖ψ3‖ c3,

which can be rewritten as eq. (8.192).

Coaxial vectors of the same sense. Let us convert two coaxial canonical
vectors of the same sense ψ1 and ψ2 to quaternions

ω1
.= ‖ψ1‖, q0

.= cos(ω1/2), q .= sin(ω1/2) e, (8.193)

ω2
.= ‖ψ2‖, p0

.= cos(ω2/2), p .= sin(ω2/2) e. (8.194)

The composition formula of eq. (8.186) yields

r0 = p0q0 − p · q = cos(ω1/2) cos(ω2/2) − sin(ω1/2) sin(ω2/2)
= cos[(ω1 + ω2)/2],

r = p0q + q0p + p × q = [cos(ω2/2) sin(ω1/2) + cos(ω1/2) sin(ω2/2)] e
= sin[(ω1 + ω2)/2] e,
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using trigonometric identities. Because, ω1 + ω2 = ‖ψ1‖ + ‖ψ2‖, and
for coaxial vectors of the same sense ‖ψ1‖ + ‖ψ2‖ = ‖ψ1 + ψ2‖, the
obtained quaternion {r0, r} is identical to the quaternion for a sum of
vectors ψ1 + ψ2. This implies

R(ψ2)R(ψ1) = R(ψ1 + ψ2), (8.195)

i.e. the additive composition of coaxial rotation vectors of the same sense
is exact.

Composition of tangent rotation and drilling rotation. Let us examine the com-
position formula (8.189) for ψ1 being tangent to the reference surface,
and ψ2 normal to this surface. The local ortho-normal basis {ti} on
the shell reference surface is used.

Semi-tangential rotation vector. Assume the semi-tangential vectors as
ψ1 = A t1+B t2 and ψ2 = C t3. Because ψ1 ·ψ2 = 0 and ψ2×ψ1 =
CAt2 − CBt1, eq. (8.189) yields the composed rotation

ψ3 = (A − CB) t1 + (B + CA) t2 + C t3, (8.196)

i.e. the normal component C also contributes to the tangent components
(A − CB) and (B + CA). For given ψ3 = ψ1t1 + ψ2t2 + ψ3t3, we
can readily find the inverse relations

A =
ψ1 + ψ2ψ3

1 + ψ2
3

, B =
ψ2 − ψ1ψ3

1 + ψ2
3

, C = ψ3. (8.197)

We see that for semi-tangential rotation vectors, the relation between the
components {A,B, C} and {ψ1, ψ2, ψ3} are nonlinear but non-singular.

Canonical rotation vector. Assume the canonical rotation vectors in the
form ψ1 = a t1 + b t2 and ψ2 = c t3. We can define the corresponding
semi-tangential vectors:

ψ1
.= tan

(‖ψ1‖
2

)
ψ1

‖ψ1‖
=

tan (‖ψ1‖/2)
‖ψ1‖

ψ1 = A t1 + B t2, (8.198)

ψ2
.= tan

(‖ψ2‖
2

)
ψ2

‖ψ2‖
=

tan (‖ψ2‖/2)
‖ψ2‖

ψ2 = C t3, (8.199)

where
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A
.=

tan (‖ψ1‖/2)
‖ψ1‖

a, B
.=

tan (‖ψ2‖/2)
‖ψ2‖

b, C
.=

tan (‖ψ3‖/2)
‖ψ3‖

c.

(8.200)
Then, using the formula for composition of semi-tangential rotation vec-
tors, eq. (8.189), we find ψ3 in a form given by eq. (8.196). Using the
semi-tangential ψ3, we can calculate the resulting canonical rotation
vector as follows:

ψ3 = ω e, ω = 2 arctan
√

1
2ψ3 · ψ3, e =

ψ3

‖ψ3‖
. (8.201)

We see that the formula for the canonical vector will be much more com-
plicated than for the semi-tangential one and for this reason, it is not given
here explicitly.

8.3.4 Composition of Euler angles

The parametrization in terms of Euler angles consists of a sequence of
three elementary rotations around known vectors of a Cartesian basis,
hence it inherently utilizes a composition of rotations. We can use either
the left sequence of eq. (8.131) or the right sequence of eq. (8.133), where
in the latter, the elementary rotations are performed around the vectors
of the initial Cartesian basis.
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Algorithmic schemes for finite rotations

This chapter presents the topics related to the algorithmic treatment of
finite rotations. Mostly static (time-independent) problems are considered,
although angular velocity and acceleration also are defined in Sect. 9.4.

We assume that the Newton method is used to solve the non-linear
equilibrium equations. To generate the tangent matrix and the residual
vector, the total rotation and the increment of rotation are needed.

1. For the total rotation, we use either the rotations matrices or quater-
nions. Both are used in the most general Scheme 2, when the total
rotation is composed of the part which is a result of the update and
the part which is parameterized.

2. For increments of rotations, we use the rotation vector to avoid addi-
tional orthogonality constraints.

The respective formulas are provided for the parametrization by the
canonical rotation vector and by the semi-tangential vector. For both,
it is essential use the formulae which are free of numerical indeterminacy;
this applies not only to the rotation tensor but also to its first and second
differentials.

Besides, the formulae to convert the parameters used for the increment
to those used for the total rotation are required; we show that the afore-
mentioned rotation vectors and quaternions can be conveniently matched
together. Note that the rotation vector and its increment can belong to
different tangent planes to SO(3), which is a matter of choice and can
affect the effectiveness and stability of computations.

Several update schemes of rotational parameters can be considered
but not all of them perform equally well. This cannot be fully predicted
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theoretically and a numerical verification is always needed. The answer to
the question which type of update is optimal, multiplicative or additive,
is quite convoluted, see [30].

Note that the situation in dynamics is more complicated, due to the
presence of the angular velocity and acceleration. The time-stepping (e.g.
Newmark) scheme must be extended to incorporate the rotational dofs,
which can be done in various ways. This is illustrated by the examples for
the rigid-body dynamics in Sect. 9.4 but the dynamics of shells remains
beyond the scope of this work.

9.1 Increments of rotation vectors in two tangent planes

In this section, we consider the tangent spaces at two different rotations,
RA and RB, and establish the relation between the infinitesimal rota-
tion vectors belonging to these spaces, using either a left or right compo-
sition rule. The tangent operators T and their inverses are given for the
semi-tangential and canonical rotation vectors. Finally, the differentials
χT, which are needed in the second variation of the rotation tensor, are
obtained.

Tangent plane. The set of all infinitesimal rotations θ̃ superposed onto
the finite rotation R is referred to as the plane tangent to SO(3) at
R, and denoted by TRSO(3) .= {θ̃ R | for θ̃ ∈ so(3)}. The plane
tangent at R = I is called the initial tangent plane and denoted by
TISO(3) .= {θ̃ | for θ̃ ∈ so(3)}.

The definitions are analogous for the right composition rule; the tan-
gent plane at R is defined as TRSO(3) .= {R Θ̃ | for Θ̃ ∈ so(3)}, and
the initial tangent plane as TISO(3) .= {Θ̃ | for Θ̃ ∈ so(3)}.

9.1.1 Operator T

Generally, in this section we use the notation similar to that of [44], with
the exception of the tangent operator T, which we associate with the
left composition. In [44], the operator for the right composition rule is
designated by T, see eq. (38) therein, while we denote it by TT . Our
T is identical to Γ of [9], eq. (8.31), and T of [40], eq. (68). The
operator T used in [219] and [221], eq. (88), is equivalent to our T−T .
Note that, in these papers, the tangent operators are given only for the
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canonical rotation vector, while we also provide the operators for the semi-
tangential parametrization.

A. Left composition rule

RB RARC

R ( )1 
R ( )2 ��B

R( ) R(= )
 
���� A

Fig. 9.1 Scheme of increments of rotations for the left composition rule.

We adopt the left composition rule and express RB = R1(ψ)RA, where
ψ is the rotation vector, see Fig. 9.1. The perturbed rotation RC can
be related either to RA or to RB,

RC = R(ψε)RA, RC = R2(εθB)RB, (9.1)

where ψε
.= ψ + εθA and ε is a scalar parameter. Note that, using the

notation established in mechanics, we can also designate θA as Δψ.
Besides, θA and θB are infinitesimal rotation vectors, and

ψ̃ε RA =
(
ψ̃ + εθ̃A

)
RA ∈ TRA

SO(3), εθ̃B RB ∈ TRB
SO(3), (9.2)

i.e. the perturbations εθ̃A and εθ̃B belong to different tangent planes,
see Fig. 9.2.
Because both relations (9.1) must yield the same RC , we obtain

R2(εθB)RB = R(ψε)RA, (9.3)

which, using RB = R1(ψ)RA, reduces to

R2(εθB) = R(ψε)R
T
1 (ψ). (9.4)

This is a non-linear equation of θA and θB, and to find the relation
between θA and θB, we have to

1. select a specific parametrization of R,
2. convert the tensorial equation to the vectorial form, and
3. locally linearize it using the scheme defined below to obtain the tangent

operator.
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�

��

��B

��A

R() R()

RA

SO(3) RB

RC

Fig. 9.2 Geometrical interpretation of SO(3) and increments of rotation. θA and
θB are not parallel!

Scheme of calculation of operator T. Assume that the l.h.s. of an equation,
such as, e.g., eq. (9.8), depends on θB while the r.h.s. depends on θA.
Hence, the equation can be rewritten as l(θB) = r(θA), where l and
r are, in general, non-linear functions. The differentials of both sides of
the considered equation must be equal,

Dl · θB = Dr · θA. (9.5)

Hence, we calculate two directional derivatives and obtain two tangent
operators,

Tl : Dl · θB = Tl θB, Tr : Dr · θB = Tr θA, (9.6)

where Tl is the left tangent operator, while Tr is the right tangent
operator. By using them, from eq. (9.5), we obtain

θB = T θA, where T .= T−1
l Tr. (9.7)

The directional derivative is calculated in a standard manner, i.e. we dif-
ferentiate the perturbed expression with respect to the perturbation pa-
rameter ε and evaluate it for ε = 0.

Remark. The hand derivation of tangent operators is, in general, quite
tedious work and prone to errors. The same operators can be obtained
in a relatively easier way using a symbolic manipulation program, such



182 Algorithmic schemes for finite rotations

as Mathematica or Maple. Using such programs, we can differentiate
a vectorial expression w.r.t. a scalar variable and evaluate it for ε = 0,
so they are well suited to calculate the directional derivative. Then, it
remains to recast the obtained expressions into a concise tensorial form
and extract the tangent operator.

Semi-tangential parametrization. Assume that θA, θB, ψ and ψε are
semi-tangential rotation vectors. For the semi-tangential parametrization,
we can apply the composition formula (8.189), use the identity RT

1 (ψ) =
R1(−ψ) in eq. (9.4), and write its vectorial counterpart as follows:

εθB =
1

1 + ψε · ψ
[ψε − ψ − ψε × ψ] . (9.8)

This is an equation non-linear in θA which we can linearize by using
the scheme explained in eq. (9.7). Then

θB = T(ψ) θA, T .=
∂θB

∂θA
, (9.9)

where the tangent operator is

T(ψ) =
1

1 + ψ · ψ (I + ψ̃). (9.10)

The operator T has the following properties:

1. It is non-singular for arbitrary ψ, as detT = 1/(1 + ‖ψ‖2)2.
2. If ψ = 0, then T(ψ) = I. Then we obtain θB = θA, as expected.
3. If ψ and θA are coaxial, i.e. θA = α ψ, where α is an arbitrary

scalar, then

θB = T(ψ) θA = αT(ψ) ψ =
1

1 + ψ · ψθA, (9.11)

i.e. T(ψ) only shortens θA. In the proof, we used ψ̃ψ = 0.
4. For ‖ψ‖ → ∞, T(ψ) → 0. Hence, we cannot use very long rotation

vectors, the norms of which are big numbers.
5. T(ψ) is not a periodic function of ‖ψ‖. To show this, we use

ψ̃ = ‖ψ‖ ẽ in eq. (9.10), where ẽ = S, to obtain

T(ψ) =
1

1 + ‖ψ‖2
I +

‖ψ‖
1 + ‖ψ‖2

ẽ, (9.12)
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where ẽ does not depend on ‖ψ‖. For example, for e = [0, 0, 1]T ,
we obtain the following representation:

(T)ij =

⎡⎣ 1
1+t2

− t
1+t2

0
t

1+t2
1

1+t2
0

0 0 1
1+t2

⎤⎦ , (9.13)

where its components are not periodical functions of t
.= ‖ψ‖. (Note

that the coefficients in this matrix are equal to c1 and c2 of
eq. (8.101) divided by 2t.) In consequence, we cannot use the short-
ened rotation vector.

6. The inverse operator is as follows:

T−1(ψ) = I − ψ̃ + ψ ⊗ ψ. (9.14)

Note that the derivation of T is relatively simple for semi-tangential
vectors due to the vectorial form of eq. (9.8).

Finally, our T of eq. (9.10) is different from the T operator of [76],
eq. (4.32), in which the additional multiplier 2 appears. Both operators
are correct and their various forms result from different definitions.

Canonical parametrization. Assume that θA, θB, ψ, and ψε are
canonical rotation vectors. For the canonical parametrization, we do not
have a vectorial composition formula, such as for the semi-tangential
parametrization. Therefore, in order to use eq. (8.189), we shall first intro-
duce auxiliary semi-tangential vectors as functions of the canonical vectors

ψ
.= tan(‖ψ‖/2)

ψ

‖ψ‖ , ψε
.= tan(‖ψε‖/2)

ψε

‖ψε‖
,

εθB
.= tan(‖εθB‖/2)

εθB

‖εθB‖ , (9.15)

marked by a horizontal overbar. Using these auxiliary vectors and exploit-
ing RT

1 (ψ) = R1(−ψ) in eq. (9.4), we can write its vectorial counterpart
as

εθB =
1

1 + ψε · ψ
[
ψε − ψ − ψε × ψ

]
. (9.16)

Analogously, as in eq. (9.9), the operator T is defined as

θB = T(ψ) θA, T .=
∂θB

∂θA
. (9.17)
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To obtain the operator T, we use the earlier-described scheme of
eq. (9.7), which yields

T(ψ) = c1 I + (1 − c1) e ⊗ e + c2 ψ̃, (9.18)

where e = ψ/‖ψ‖ and the scalar coefficients c1 and c2 are the same
as in the rotation tensor of eqs. (8.81) and (8.83). Another, equivalent
form of this operator is obtained by using ψ̃2 = ‖ψ‖2S2 = ‖ψ‖2(e⊗e−I),
and is as follows:

T(ψ) = I + c2 ψ̃ + c3 ψ̃2, (9.19)

where c3
.= (1 − c1) /‖ψ‖2. The operator T has the following proper-

ties:

1. If ψ → 0, then T(ψ) → I, i.e. the operator tends to the identity
operator.

2. At ‖ψ‖ = 0, the coefficients of T are numerically indeterminate.
This problem also appeared for the rotation tensor, see eq. (8.85), and
was already solved for c1 and c2. For c3, the problem can be
solved in the same way, by defining it for ‖ψ‖ = 0 as the limit value,
i.e.

lim
‖ψ‖→0

c3 =
1
6
. (9.20)

We have to consider the first derivative of c3, which is used in
the tangent operator. Again, we can use either the perturbation,
‖ψ‖ =

√
ψ · ψ + τ , where τ = 10−8, or the truncated Taylor se-

ries expansion at x = 0, e.g.

c3 =
1 − (sinx/x)

x2
≈ 1

6
− 1

120
x2 +

1
5040

x4,

where x
.= ‖ψ‖. The above three-term expansion preserves a good

accuracy of c3 and its first derivative for the range exceeding |x| = 1.
In consequence, we have T(ψ = 0) = I.

3. T(ψ) is singular at ‖ψ‖ = 2kπ, (k = 1, 2, ...), at which the
determinant detT = 2(1−cos ‖ψ‖)/‖ψ‖2 is equal to zero. At ‖ψ‖ =
0, detT is indeterminate although lim‖ψ‖→0 detT = 1.

4. If ψ and θA are coaxial, i.e. θA = α ψ, where α is an arbitrary
scalar, then

θB = T(ψ) θA = αT(ψ) ψ = θA, (9.21)

i.e. T(ψ) acts as the identity operator. In the proof, we used ψ̃ψ = 0
and e(e · ψ) = ψ.
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5. T(ψ) is not a periodic function of ‖ψ‖. To show this, we use
ψ̃ = ‖ψ‖ ẽ in eq. (9.18), where ẽ = S, to obtain

T(ψ) = c1 I + (1 − c1) e ⊗ e + c2‖ψ‖ ẽ, (9.22)

where e and ẽ do not depend on ‖ψ‖. For example, for e =
[0, 0, 1]T , we obtain the following representation:

(T)ij =

⎡⎢⎣
sin ω

ω − sin2(ω/2)
(ω/2) 0

sin2(ω/2)
(ω/2)

sin ω
ω 0

0 0 1

⎤⎥⎦ , (9.23)

and we see that its components are not periodical functions of ω
.=

‖ψ‖. In consequence, we cannot use the shortened canonical rotation
vector ψ∗ of eq. (8.82) because T(ψ) �= T(ψ∗).

6. T(ψ) is singular for ‖ψ‖ → ∞. Note that for ω
.= ‖ψ‖ → ∞,

eq. (9.22) yields
T(ψ) → e ⊗ e, (9.24)

where det(e ⊗ e) = 0, so the representation of T(ψ) is singular.
Hence, it is not advisable to use very long rotation vectors as their
norms are big numbers.

7. T(ψ) can be represented as the following series:

T(ψ) = I +
1
2!

ψ̃ +
1
3!

ψ̃2 + ... +
1

(n + 1)!
ψ̃n ... , (9.25)

which can be truncated for small ψ.
8. The inverse operator is

T−1(ψ) = c3I + c4 ψ ⊗ ψ − 1
2ψ̃, (9.26)

where
c3

.=
‖ψ‖/2

tan(‖ψ‖/2)
, c4

.=
1 − c3

‖ψ‖2
.

In terms of components of ψ
.= [ψ1, ψ2, ψ3]T , the operator T is as

follows:

(T)ij =

⎡⎣ c1 + Aψ2
1 −c2ψ3 + Aψ1ψ2 c2ψ2 + Aψ1ψ3

c2ψ3 + Aψ2ψ1 c1 + Aψ2
2 −c2ψ1 + Aψ2ψ3

−c2ψ2 + Aψ3ψ1 c2ψ1 + Aψ3ψ2 c1 + Aψ2
3

⎤⎦ , (9.27)

where A
.= (1 − c1)/‖ψ‖2 = (1 − c1)/(ψ2

1 + ψ2
2 + ψ2

3).
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RBRA RC

R ( )1 
 R ( )2 ��B

R( ) = R( )
 
���� A

Fig. 9.3 Scheme of increments of rotations for the right composition rule.

B. Right composition rule

We adopt the right composition rule and express RB = RA R1(ψ), where
ψ is the rotation vector, see Fig. 9.3. The perturbed rotation RC can
be related either to RA or to RB,

RC = RA R(ψε), RC = RB R2(εΘB), (9.28)

where ψε
.= ψ + εθA and ε is a scalar parameter. Besides, θA and

ΘB are infinitesimal rotation vectors, and

RA ψ̃ε = RA

(
ψ̃ + εθ̃A

)
∈ TRA

SO(3), RB εΘ̃B ∈ TRB
SO(3), (9.29)

i.e. the perturbations εθ̃A and εΘ̃B belong to different tangent planes.
Because both relations (9.28) must yield the same RC , we obtain

RB R2(εΘB) = RA R(ψε), (9.30)

which, using RB = RA R1(ψ), is reduced to

R2(εΘB) = RT
1 (ψ)R(ψε). (9.31)

To find the relation between θA and ΘB from this non-linear equation,
we have to use the same steps as for the left composition rule, outlined
below eq. (9.4).

Semi-tangential parametrization. Assume that θA, ΘB, ψ, and ψε are
semi-tangential rotation vectors. For the semi-tangential parametrization,
we use RT

1 (ψ) = R1(−ψ), apply the composition formula (8.189), and
directly write a vectorial counterpart of eq. (9.31) as follows:

εΘB =
1

1 + ψε · ψ
[ψε − ψ − ψ × ψε] . (9.32)
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Comparing with eq. (9.8), we note that ψε and ψ in the cross-product
are interchanged. To obtain the relation between θA and ΘB, we use
the earlier-described scheme of eq. (9.7), which yields

ΘB = TT (ψ) θA, (9.33)

where T was defined in eq. (9.10). Finally, we note that transposition
of T changes the sign of the skew-symmetric ψ̃ so this term needs
special attention.

Canonical parametrization. Assume that θA, ΘB, ψ, and ψε are
canonical rotation vectors. For the canonical parametrization, we do not
have a vectorial composition formula as for the semi-tangential one. There-
fore, in order to use eq. (8.189), we shall first introduce auxiliary semi-
tangential vectors as functions of the canonical vectors

ψ
.= tan(‖ψ‖/2)

ψ

‖ψ‖ , ψε
.= tan(‖ψε‖/2)

ψε

‖ψε‖
,

εΘB
.= tan(‖εΘB‖/2)

εΘB

‖εΘB‖ , (9.34)

marked by a horizontal overbar. On use of the auxiliary vectors, and
RT

1 (ψ) = R1(−ψ), we can write a vectorial counterpart of eq. (9.31), as
follows:

εΘB =
1

1 + ψε · ψ
[
ψε − ψ − ψ × ψε

]
. (9.35)

Comparing with eq. (9.16), we note that ψε and ψ in the cross-product
are interchanged. To obtain the relation between θA and ΘB, we use
the earlier-described scheme of eq. (9.7), which yields

ΘB = TT (ψ) θA, (9.36)

where T was defined in eq. (9.18).

Remark. Note that the multiplicative right update of rotations and the
relation of eq. (9.36) are used, e.g., in the energy and momentum conserv-
ing algorithm for rigid-body dynamics, see Sect. 9.4.3.
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Numerical verification of T. To verify correctness of the form of T, in
particular of the sign in front of the skew-symmetric term, we can numer-
ically calculate the value of ΘB in two different ways. Let us assume,
e.g., that ψ = [0, 0, 1]T , θA = [1, 0, 0]T and ε = 10−8. Then

1. Using T, we obtain εΘB = TT εθA ≈ [8.41, −4.59, 0]T × 10−9.
2. For ψε = ψ + εθA = [10−8, 0, 1]T , we calculate εΘB using the

vectorial eq. (9.35) and, next, by the approximation

εΘB
.= tan(‖εΘB‖/2)

εΘB

‖εΘB‖ ≈ ‖εΘB‖
2

εΘB

‖εΘB‖ =
εΘB

2
, (9.37)

we obtain (εΘB) ≈ 2 (εΘB) ≈ [8.41, −4.59, 0]T × 10−9.

Hence, both methods yield the same value. If we change the sign at
the skew-symmetric term in T, then we obtain: εΘB = TT εθA ≈
[8.41, +4.59, 0]T × 10−9, with a plus at the second component.

9.1.2 Differential χT

In calculations of the second variation of the rotation tensor in Sect. 9.2.4,
we will need the directional derivative of the tangent operator T, which
is defined as

χT .= DT(ψ) · θ+, (9.38)

where the direction θ+ is defined in eq. (9.73).

A. For the semi-tangential parametrization, and the operator T of
eq. (9.10), we obtain

χT(ψ,θ+) = −2a2
1 (θ+ · ψ) (I + ψ̃) + a1 θ̃+, (9.39)

where a1
.= 1/(1 + ψ · ψ). For ψ → 0, χT → θ̃+ ∈ so(3).

B. For the canonical rotation vector, and the operator T of eq. (9.18),
we obtain

χT(ψ, θ+) = a1 (e · θ+) I + a2 (θ+ ⊗ e + e ⊗ θ+)
+ a3 (e · θ+)(e ⊗ e) + a4 (e · θ+)ψ̃ + a5 θ̃+, (9.40)

where e = ψ/‖ψ‖, ω = ‖ψ‖ =
√

ψ · ψ, and the scalar coefficients are
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a1 = b2 − b1, a2 = b3 − b1,

a3 = 3b1 − b2 − 2b3, a4 = −b3b4 + b1, a5 = 1
2b4,

b1 =
sinω

ω2
, b2 =

cos ω

ω
, b3 =

1
ω

, b4 =
[
sin(ω/2)
(ω/2)

]2

. (9.41)

We see that the coefficients bi (i = 1, . . . , 4) are numerically indeter-
minate at ω = 0. For ψ → 0, χT → 1

2 θ̃+ ∈ so(3).

Remark. The derivation of formula (9.40) is cumbersome, see [44], but
its correctness can be verified easier. For instance, we can assume (ψ)i =
{0, 0, 1} and (θ+)i = {0, 0, τ}, where τ is a small value chosen in the
way established for the finite difference operators, see [65]. Then we can
calculate DT · θ+ in two ways: first, using eq. (9.40) and next, by an
approximate difference formula DT · θ+ ≈ T(ψ + θ+) − T(ψ).

A summary of the tangent operators is provided in Table 9.1 where the
variations of the rotation tensor in which they are used are indicated.

Table 9.1 Tangent operators and variations of rotation tensor.

Tangent operator Semi-tangential Canonical Used in variations
parametrization parametrization of rotation

T(ψ) eq. (9.10) eq. (9.18) first, second
χT(ψ,θ+) eq. (9.39) eq. (9.40) second

9.2 Variation of rotation tensor

In this section we derive the formulae for the variation of the rotation ten-
sor assuming the additive and multiplicative (left and right) compositions
of the semi-tangential and canonical rotation vectors. Then we can relate
the obtained variation to each other using the tangent operators derived
in the preceding section.

The notation used below is the same as in the preceding section, see
Figs. 9.1 and 9.3.

9.2.1 Variation of rotation tensor for additive composition

For the additive composition of the rotation parameters, ψε = ψ+εθA ∈
TISO(3), we define the variation as the following directional derivative:
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δθ̃A
R(ψ) .= DR(ψ) · θ̃A =

d
dε

[R(ψε)]ε=0, (9.42)

where ε is a scalar perturbation parameter. Note that we can also
denote θA

.= δψ, following the established convention in mechanics.
Because the function R(ψ) is different for each parametrization, the
variation must be derived separately for the semi-tangential and canonical
parametrization.

The above directional derivative can be calculated using a symbolic
manipulation program, such as Mathematica or Maple, but then we
obtain long and complicated formulas. On the other hand, concise forms
can be derived using the multiplicative composition of rotation tensors, as
we show below.

9.2.2 Variation of rotation tensor for multiplicative composition

We derive the formulae for the variation of the rotation tensor w.r.t.
the rotation vectors (semi-tangential and canonical), at two characteristic
points: (A) at RB = I (or for R1 = I) and (B) at arbitrary RB.

A. Variation of rotation tensor RB = I

Define the variation of RB w.r.t. the skew-symmetric θ̃B ∈ so(3), as
the directional derivative of R2 in the direction θ̃B,

δψ̃RB
.= DRB · θ̃B =

d
dε

[R2(εθ̃B)]ε=0, (9.43)

where ε is a scalar perturbation parameter.

Semi-tangential rotation vector. For the skew-symmetric θ̃B ∈ so(3)
associated with the semi-tangential rotation vector of eq. (8.97), we obtain

δθ̃B
RB = 2 θ̃B, (9.44)

where the form of RB for the semi-tangential vector was used. The proof
is as follows. For εθ̃B, eq. (8.99) becomes

R(εθ̃B) = I +
2

1 + ‖εθB‖2

(
εθ̃B + ε2θ̃2

B

)
, ‖εθB‖2 = 1

2ε2θ̃B · θ̃B ≥ 0.

(9.45)
Denoting the nominator by N

.= 2
(
εθ̃B + ε2θ̃2

B

)
and the denominator

by D
.= 1 + 1

2ε2θ̃B · θ̃B, we calculate the derivative
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d
dε

[
RB(εθ̃B)

]
=

1
D2

(
dN
dε

D − dD
dε

N

)
, (9.46)

where dN
dε = 2

(
θ̃B + 2εθ̃2

B

)
, and dD

dε = εθ̃B · θ̃B. For ε = 0, we
obtain

[N ]ε=0 = 0, [D]ε=0 = 1,

[
dN
dε

]
ε=0

= 2θ̃B,

[
dD
dε

]
ε=0

= 0,

and eq. (9.46) yields the r.h.s. of eq. (9.44). �

Canonical rotation vector. For the skew-symmetric θ̃B ∈ so(3) associ-
ated with the canonical rotation vector of eq. (8.79), we obtain

δθ̃B
RB = θ̃B. (9.47)

The proof is immediate, as for RB we may use the exponential repre-
sentation, i.e. RBε = exp(εθ̃B) = I + εθ̃B + ... + 1

n!(εθ̃B)n + ... . Then

d
dε

[exp(εθ̃B)] =
[
I + εθ̃B + ... +

1
(n − 1)!

(εθ̃B)n−1 + ...

]
θ̃B, (9.48)

and, by setting ε = 0, we obtain the r.h.s. of eq. (9.47). �

B. Variation of arbitrary rotation tensor RB

To calculate the variation of an arbitrary rotation RB, we use the
composition rules for the rotation tensors of eqs. (8.176) and (8.177) with
R1 = R(ψ), and the variations of the rotation tensor RB = I of
eqs. (9.44) and (9.47).

Left (or spatial) variation. For the left composition rule, the perturbed
rotation is defined as RBε

.= R2(εθ̃B)RB, where θ̃B ∈ so(3). The
variation of RB w.r.t. θ̃B is defined as the derivative of RB in the
direction θ̃B,

δθ̃B
RB

.= DRB · θ̃B =
d
dε

[R2(εθ̃B)RB]ε=0 =
d
dε

[R2(εθ̃B)]ε=0 RB.

(9.49)
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Right (Lagrangian, or material) variation. For the right composition
rule, the perturbed rotation is defined as RBε

.= RBR2(εΘ̃B), where
Θ̃B ∈ so(3). The variation of RB w.r.t. Θ̃B is defined as the derivative
of RB in the direction Θ̃B,

δΘ̃B
RB

.= DR · Θ̃B =
d
dε

[RBR2(εΘ̃B)]ε=0 = RB
d
dε

[R2(εΘ̃B)]ε=0.

(9.50)
In the above two definitions, we should use the directional derivative

of R2 given for the semi-tangential vector by eq. (9.44) and for the
canonical vector by eq. (9.47).

9.2.3 Relations between variations for various composition rules

In this section, we establish the relations between variations for the ad-
ditive composition and the multiplicative composition of the canonical
rotational parameters. For the semi-tangential vector, the procedure is
analogous and the results are in eq. (9.60).

The composition equations for the rotation tensors, eqs. (8.176) and
(8.177), can be rewritten together as

Rt = R∗
2 R1 = R1 R2. (9.51)

Let us define Rt
.= R(ψ + εθA), R1

.= R(ψ), R∗
2

.= R2(εθ̃B), and
R2

.= R2(εΘ̃B), where θA, θB, and ΘB are the infinitesimal rotation
vectors, shown in Figs. 9.1 and 9.3. Then eq. (9.51) becomes

R (ψ + εθA)︸ ︷︷ ︸
additive

= R2(εθ̃B)R(ψ)︸ ︷︷ ︸
multiplicative, left

= R(ψ)R2(εΘ̃B)︸ ︷︷ ︸
multiplicative, right

, (9.52)

where the additive and multiplicative compositions of rotational parame-
ters were used.

Below, we calculate three variations (directional derivatives) of eq.
(9.52): (1) in the direction θ̃A ∈ TISO(3), (2) in the direction θ̃BR ∈
TRSO(3), and (3) in the direction RΘ̃B ∈ TRSO(3). The relations are
derived for the canonical rotation vector.

Variation in direction θ̃A ∈ TISO(3). We can calculate the derivative of
eq. (9.52) in the direction θ̃A in a standard manner and the derivatives
of particular parts are as follows:
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a) For the additive composition, R(ψ + εθA), we obtain the derivative
of eq. (9.42).

b) For the left multiplicative composition, R2(εθ̃B)R(ψ),

δθ̃A

[
R2(εθ̃B)R(ψ)

]
=

d
dε

[
R2(εθ̃B)R(ψ)

]
ε=0

, (9.53)

in which we must express θ̃B as a function of the perturbation θ̃A.
Note that θB = T(ψ) θA, where the tangent operator T is defined in
eqs. (9.10) and (9.18) and we can write εθ̃B = [T(ψ) εθA]× I to obtain

δθ̃A

[
R2(εθ̃B)R(ψ)

]
= {[T(ψ) θA] × I}︸ ︷︷ ︸

skew-symm.

R(ψ). (9.54)

c) For the right multiplicative composition, R(ψ)R2(εΘ̃B), we obtain

δθ̃A

[
R(ψ)R2(εΘ̃B)

]
=

d
dε

[
R(ψ)R2(εΘ̃B)

]
ε=0

, (9.55)

in which we must express εΘ̃B as a function of the perturbation εθ̃A.
Note that ΘB = TT (ψ) θA, by eqs. (9.33) and (9.36), and we can write
εΘ̃B = [TT (ψ) εθA] × I to obtain

δθ̃A

[
R(ψ)R2(εΘ̃B)

]
= R(ψ) {[TT (ψ)θA] × I}︸ ︷︷ ︸

skew-symm.

. (9.56)

Writing the above results together, we have the relation linking the
variations for various compositions of rotations

δθ̃A
R(ψ)︸ ︷︷ ︸

additive

= {[T(ψ) θA] × I}R(ψ)︸ ︷︷ ︸
left, multiplicative

= R(ψ) {[TT (ψ) θA] × I}︸ ︷︷ ︸
right, multiplicative

. (9.57)

Note that this relation allows us to express the variation for the additive
composition of eq. (9.42) in the concise forms of variations for multiplica-
tive compositions to avoid long and complicated formulas.

Remark 1. Note that writing the above relation in the short form as

δθ̃A
R︸ ︷︷ ︸

additive

= δθ̃B
R︸ ︷︷ ︸

left

= δΘ̃B
R︸ ︷︷ ︸

right

, (9.58)

we must remember that it holds only if θB = T(ψ) θA and ΘB =
TT (ψ) θA.
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Remark 2. The forms of the variations for the multiplicative rules spec-
ified above are not suitable for numerical implementations. However, if
these variations are multiplied by a vector, e.g. the shell director t3, then
θA can be separated. For instance, for the variation of a shell director,
we can perform the following transformations:

δa3 = δθ̃A
Rt3 = R(ψ) {[TT (ψ) θA] × I} t3 = R(ψ) {[TT (ψ) θA] × t3}

= −R(ψ) {t3 × [TT (ψ) θA]} = −R(ψ) (t3 × I)TT (ψ)︸ ︷︷ ︸
3 × 3 matrix

θA︸︷︷︸
vector

, (9.59)

where, in the final form, we have a product of the matrix and θA.

Variations for the semi-tangential rotation vector. For the semi-tangential ro-
tation vector, the procedure is analogous and eq. (9.57) linking the varia-
tions for various compositions of rotations, becomes

δθ̃A
R(ψ)︸ ︷︷ ︸

additive

= {[2T(ψ) θA] × I}R(ψ)︸ ︷︷ ︸
left, multiplicative

= R(ψ) {[2TT (ψ) θA] × I}︸ ︷︷ ︸
right, multiplicative

. (9.60)

Note the multiplier 2; it appeared earlier in eq. (9.44), as compared to
eq. (9.47).

Variation in direction θ̃BR ∈ TRSO(3). We calculate a derivative of
eq. (9.52) in the direction θ̃BR ∈ TRSO(3) in a standard manner and
obtain the following derivatives of each side:

a) For the additive composition, R(ψ + εθA), we must express θ̃A as
a function of the perturbation θ̃B. Note that θA = T−1(ψ) θB and
we can write

δθ̃B
R(ψ) =

d
dε

[R(ψ + T−1εθB)]ε=0, (9.61)

b) For the left multiplicative composition, R2(εθ̃B)R(ψ), we obtain
eq. (9.49), i.e.

δθ̃B
R =

d
dε

[R2(εθ̃B)]ε=0 R, (9.62)

where the directional derivative of R2 is given either by eq. (9.44) or by
eq. (9.47), but with ψ̃ replaced by θ̃B.

Hence, the variation for the additive composition and the left multi-
plicative composition are mutually related as follows:
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δθ̃B
R(ψ)︸ ︷︷ ︸

additive

= a θ̃B R(ψ)︸ ︷︷ ︸
left

, (9.63)

where a = 2 for the semi-tangential vector and a = 1 for the canonical
vector. Note that we could have also calculated a variation for the right
multiplicative composition R(ψ)R2(εΘ̃B), using ΘB = TTT−1θB,
but it is not used in subsequent calculations.

Variation in direction RΘ̃B ∈ TRSO(3). We calculate a derivative of
eq. (9.52) in the direction RΘ̃B ∈ TRSO(3) in a standard manner,
and obtain the following derivatives of each side.

a) For the additive composition, R(ψ+εθA), we must express θ̃A as
a function of the perturbation Θ̃B. Note that θA = T−T(ψ) ΘB and
we can write

δΘ̃B
R(ψ) =

d
dε

[R(ψ + T−T εΘB)]ε=0. (9.64)

b) For the right multiplicative composition, R(ψ)R2(εΘ̃B), we obtain
eq. (9.50), i.e.

δΘ̃B
R = R

d
dε

[R2(εΘ̃B)]ε=0, (9.65)

where the directional derivative of R2 is given either by eq. (9.44) or by
eq. (9.47) but with ψ̃ replaced by Θ̃B.

Hence, the variation for the additive composition and the right multi-
plicative composition are mutually related as follows:

δΘ̃B
R(ψ)︸ ︷︷ ︸

additive

= aR(ψ) Θ̃B︸ ︷︷ ︸
right

, (9.66)

where a = 2 for the semi-tangential vector and a = 1 for the canonical
vector. Note that we could also calculate a variation for the left multiplica-
tive composition R2(εθ̃B)R(ψ), using θB = TT−T ΘB, but it is not
used in calculations.

Remark. By using θB = T(ψ) θA and ΘB = TT (ψ) θA, eq. (9.57)
yields,

θ̃B = R Θ̃B RT , θB = RΘB, (9.67)
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where ΘB and θB are the axial vectors of Θ̃B and θ̃B, respectively.
We see that θ̃B is the forward-rotated Θ̃B, hence their properties
are linked, as discussed in Sect. 8.3.1. In particular, if we assume two
Cartesian bases, the reference basis {ii} and the rotated basis {ti},
where ti

.= Rii, and the representations,

Θ̃ = Θ̃ij ii ⊗ ij , θ̃ = θ̃ij ti ⊗ tj , (9.68)

then eq. (9.67) implies

Θ̃ = RT (θ̃ij ti ⊗ tj)R = θ̃ij (RT ti ⊗ RT tj) = θ̃ij ii ⊗ ij . (9.69)

Hence, Θ̃ij = θ̃ij , i.e. the components of Θ̃ in the basis {ii} and the
components of θ̃ in the basis {ti} are identical. In other words, Θ̃
can be considered as θ̃ parallel transported from the rotated basis to
the reference basis.

Example. Consider the case when the rotation and the variations are per-
formed around the axis t3 of the basis {ti}. Assume the following
representations of two canonical rotation vectors ψ = [0, 0, ψ3]T and
θA = [0, 0, θ3]T , which yield

R(ψ3) =

[
cos ψ3 − sin ψ3 0

+ sin ψ3 cos ψ3 0
0 0 1

]
, θ̃A = θ3

[
0 −1 0

+1 0 0
0 0 0

]
.

For the additive variation, on use of eq. (9.42), we can calculate,

δθ̃A
R(ψ) .= DR(ψ3) · θ̃A =

d
dε

[R(ψ3 + εθ3)]ε=0 =
dR
dψ3

θ3, (9.70)

where
dR
dψ3

=

[− sin ψ3 − cos ψ3 0
cos ψ3 − sin ψ3 0

0 0 0

]
.

For the left variation of R, we only perform a multiplication, which
yields

δθ̃B
R = θ̃A R = θ3

[− sin ψ3 − cos ψ3 0
cos ψ3 − sin ψ3 0

0 0 0

]
. (9.71)

Similarly for the right variation of R,

δΘ̃B
R = R θ̃A = θ3

[− sin ψ3 − cos ψ3 0
cos ψ3 − sin ψ3 0

0 0 0

]
. (9.72)
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Note that δΘ̃B
R = δθ̃B

R, indeed. This shows that the difference between
the left and right variation vanishes for the rotation and the variations
around one axis. Then the tangent operator T(ψ) acts as the identity
operator, see eq. (9.21).

Example. In this example, we calculate the variations of the rotation ten-
sor in a slightly different way; directly using the composition formula of
eq. (8.189) and the rotation tensor of eq. (8.99) for the semi-tangential
parametrization.

Assume that ψ̃, θ̃A ∈ TISO(3), and their axial vectors are: ψ =
[9, 5,−1]T and θA = [−0.8,−0.1, 0.4]T . The variations are defined as
follows:

1. for the additive composition, we use ψA = ψ + εθA, and calculate

δθ̃A
R(ψ) =

d
dε

[R(ψA)]ε=0 =
[−0.0388889 0.0296296 0.0685185

0.0388889 0.0537037 0.0148148
0.0444444 0.0351852 −0.00925926

]
.

2. for the left composition, we use ψB = 1
1−ψ·εθB

(ψ + εθB + εθB ×ψ),
and calculate

δθ̃B
R(ψ) =

d
dε

[R(ψB)]ε=0 =
[−0.0388889 0.0296296 0.0685185

0.0388889 0.0537037 0.0148148
0.0444444 0.0351852 −0.00925926

]
,

where θB = T(ψ) θA = [0.0101852,−0.0268519, 0.0324074]T . We
checked that δθ̃B

R = (2θ̃B) R(ψ) yields exactly the same matrix.
3. for the right composition, we use ψB = 1

1−ψ·εΘB
(ψ+εΘB−εΘB×ψ),

and calculate

δΘ̃B
R(ψ) =

d
dε

[R(ψB)]ε=0 =
[−0.0388889 0.0296296 0.0685185

0.0388889 0.0537037 0.0148148
0.0444444 0.0351852 −0.00925926

]
,

where ΘB = TT (ψ) θA = [−0.025, 0.025,−0.025]T . We check that
δΘ̃B

R = R(ψ) (2Θ̃B) yields exactly the same matrix.

The above results confirm that, as derived in eq. (9.58), the variations are
equal indeed.

Now, we calculate the rotation matrices R for ψA and ψB

obtained by taking ε = 1, i.e. for the finite increment of rotation vectors.
Note that for ψ = 0 we obtain ψA = ψB, because then ψA = θA

and T = I so θB = θA and ψB = θB, for which we finally obtain
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ψB = θA = ψA. However, for ψ �= 0, a difference between ψA and
ψB exists so the rotation matrices are different, i.e.

R(ψA) =

[
0.473707 0.880682 −0.000431
0.854767 −0.459886 −0.240579

−0.212072 0.113595 −0.970630

]
,

R(ψB) =

[
0.477253 0.878746 −0.005914
0.851921 −0.464315 −0.242162

−0.215545 0.110533 −0.970218

]
.

For both multiplicative composition rules, we obtain the same R(ψB),
which is in agreement with eq. (8.177).

9.2.4 Second variation of rotation tensor

Definition of second variation. To define the second variation, we must ex-
tend the notation used earlier.

For instance, for the additive composition of rotational parameters, we
used ψε = ψ + εθA ∈ TISO(3) to define the first variation in eq. (9.42).
Now, we need two perturbed vectors

ψ− = ψ + εθ− ∈ TISO(3), ψ+ = ψ + εθ+ ∈ TISO(3), (9.73)

so we use two superscripts, “–” and “+”, and omit the subscript “ε”,
to simplify the notation. (Note that we could also denote θ− .= δψ and
θ+ .= Δψ, using the notation typical in mechanics.) We define two
variations of some function f as the following directional derivatives:

δf
.=

d
dε

f(ψ + εθ−)
∣∣∣∣
ε=0

, χf
.=

d
dε

f(ψ + εθ+)
∣∣∣∣
ε=0

, (9.74)

where “δ” and “χ” are associated with the directions θ− and θ+,
respectively. The second variation is defined as the directional derivative
of the first variation,

χ(δf) .=
d
dε

δf(ψ + εθ+)
∣∣∣∣
ε=0

. (9.75)

Analogous expressions will be used for multiplicative composition of rota-
tions.

Below, the second variations are derived for the canonical rotation
vector; for the semi-tangential vector, the procedure is analogous and the
obtained results are provided in eqs. (9.87) and (9.88).
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A. Second variation of rotation tensor for additive composition

For the additive composition of the rotation parameters (in the notation
introduced above), the first variation is defined as

δR .= DR(ψ) · θ̃− =
d
dε

[R(ψ−)]ε=0, (9.76)

while the second variation is defined as

χδR .= D [δR] · θ̃+ =
d
dε

[δR(ψ+)]ε=0. (9.77)

The above directional derivatives can be calculated using automatic dif-
ferentiation of a symbolic manipulation program. The concise forms can
be also derived using the multiplicative composition of rotation tensors,
as shown below.

B. Second variation of rotation tensor for multiplicative composition

Recall eq. (9.57) linking the variations for the additive composition and
the multiplicative (left and right) compositions of canonical rotation pa-
rameters, which can be rewritten as follows:

δR︸︷︷︸
additive

= {[T(ψ)θ−] × I}R(ψ)︸ ︷︷ ︸
left, multiplicative

= R(ψ) {[TT (ψ) θ−] × I}︸ ︷︷ ︸
right, multiplicative

, (9.78)

where the tangent operator T is defined in eq. (9.17). Below, we only
consider the canonical parametrization for which T has the form given
in eq. (9.18).

Left multiplicative rule. The second differential of R is defined as the
directional derivative of the respective first variation of eq. (9.78) in di-
rection θ+,

χ(δ R) .=
d
dε

{
[T(ψ + εθ+) θ−] × I

}
R(ψ + εθ+)

∣∣∣∣
ε=0

. (9.79)

The derivative of a cross-product of a vector a and a tensor A with
respect to the scalar ε is (a × A)

′
= a

′ × A + a × A
′

and, hence,

χ(δ R) = {(χTθ−) × I}R + {(Tθ−) × I}χR. (9.80)

Using χR = [(Tθ+) × I]R, this becomes
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χ(δ R) =
{
[(χTθ−) × I] + [(Tθ−) × I][(Tθ+) × I]

}
R, (9.81)

where R is factored out of the braces.
The second component can be directly evaluated. Regarding the first

component, the differential χT is defined in eq. (9.40) and we can
calculate the product

χT(ψ,θ+) θ− = a1 (e · θ+) θ− + a2 (e · θ−) θ+ + a2 (θ+ · θ−) e
+ a3 (e · θ+)(e · θ−) e + a4 (e · θ+) ψ̃ θ− + a5 (θ+ × θ−), (9.82)

which is a vector, so the term (χTθ−) × I is the associated skew-
symmetric tensor. We see that only two terms (third and fourth) are
symmetric with respect to θ− and θ+.

Right multiplicative rule. The second differential of R is defined as the
directional derivative of the respective first variation of eq. (9.78) in the
direction θ+,

χ(δ R) .=
d
dε

{
R(ψ + εθ+) [TT (ψ + εθ+) θ− × I]

}∣∣∣∣
ε=0

. (9.83)

Then we obtain

χ(δ R) = χR [(TT θ−) × I] + R [(χTT θ−) × I], (9.84)

which, using χR = R [(TT θ+) × I], becomes

χ(δ R) = R
{
[(χTT θ−) × I] + [(TT θ+) × I][(TT θ−) × I]

}
, (9.85)

where R pre-multiplies the term in braces, and in the last term the
position of θ+ and θ− is interchanged, comparing to eq. (9.81) for
the left composition.

The second component can be directly evaluated. In the first compo-
nent, the differential χT is defined in eq. (9.40), and its transposition
changes the sign of skew-symmetric terms at a4 and a5. Then the
product becomes

χTT (ψ,θ+) θ− = a1 (e · θ+) θ− + a2 (e · θ−) θ+ + a2 (θ+ · θ−) e
+ a3 (e · θ+)(e · θ−) e − a4 (e · θ+) ψ̃ θ− − a5 (θ+ × θ−), (9.86)

where only the third and fourth terms are symmetric with respect to θ−

and θ+.
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Second variations for semi-tangential rotation vector. The second differential
of R is defined as the directional derivative of the respective first vari-
ation of eq. (9.60) in direction θ+. Then, for the left composition of
rotations, we obtain

χ(δ R) =
{
2 [(χTθ−) × I] + 4 [(Tθ−) × I][(Tθ+) × I]

}
R, (9.87)

while for the right composition of rotations, we obtain

χ(δ R) = R
{
2 [(χTT θ−) × I] + 4 [(TT θ+) × I][(TT θ−) × I]

}
. (9.88)

Note that the multipliers 2 and 4 have appeared in these formulas, in
comparison with eqs. (9.81) and (9.85).

Special case: co-axial rotation vectors. Consider the case when ψ,θ+,θ−

are co-axial vectors, i.e. the rotations are performed about one axis, e.
Let ψ = ψ e, θ− = α e, and θ+ = β e, where ψ, α, β denote the
angles of rotation. Then, by the property of eq. (9.21), we have

T(ψ) θ− = αe, T(ψ) θ+ = βe, χTθ− = αβ A e, (9.89)

where A
.= (−2b1 + a3 + a2 + b2 + b3) = −[2(cosω − 1) + ω]/ω2, and

ω
.= ‖ψ‖ =

√
ψ2. The plot of A is presented in Fig. 9.4. For ω → ∞,

A tends to zero.
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Fig. 9.4 Coefficient A as a function of ω.

The first differential of R of eq. (9.78) becomes

δR =
{
[T(ψ) θ−] × I

}
R(ψ) = α (e × I) R(ψ), (9.90)

while the second differential of eq. (9.81) becomes
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χ(δ R) = αβ (A e × I + e ⊗ e − I) R. (9.91)

Next, we can use the relations S .= e × I and S2 = e ⊗ e − I
from Table 8.1, and the rotation tensor in the form of eq. (8.9), R .=
I + sS + (1 − c)S2, where s

.= sinω and c
.= cos ω. Then the

differentials of the rotation tensors are as follows:

δR = αSR(ψ) = α[S + sS2 + (1 − c)S3] = α(cS + sS2), (9.92)

χ(δ R) = αβ
(
AS + S2

)
R = αβ

[
(Ac − s)S + (As + c)S2

]
. (9.93)

For simplicity assume that the rotations are performed around the
reference axis i3, i.e. e .= i3. Then

S = i2 ⊗ i1 − i1 ⊗ i2, S2 = −(i1 ⊗ i1 + i2 ⊗ i2),

see Table 8.1, and representations of the tensors are

R = I + sS + (1 − c)S2 =
[

c −s
s c

]
, (9.94)

δR = α(cS + sS2) = α

[−s −c
c −s

]
, (9.95)

χ(δ R) = αβ
[
(Ac − s)S + (A s + c)S2

]
= αβ

[−(As + c) −(Ac − s)
(Ac − s) −(As + c)

]
. (9.96)

Finally, we note that for the co-axial rotation vectors, the difference be-
tween the left and right composition rules vanishes.

9.3 Algorithmic schemes for finite rotations

In this section we consider algorithmic schemes of treating finite rota-
tions for a static (time-independent) problem and assume that the Newton
method is used to solve the non-linear equilibrium equations.

The tangent matrix and residual for the Newton method can be ob-
tained from any of the three forms of variations which were presented
earlier as follows:

1. For the canonical parametrization: the first variation in eq. (9.57) and
the second variation in eqs. (9.77), (9.81), and (9.85).
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2. For the semi-tangential parametrization: the first variation in eq. (9.60)
and the second variation in eqs. (9.77), (9.87), and (9.88).

The tangent matrix and residual obtained for these three forms are fully
equivalent.

RB
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TRref

TI

RB

R =RA B

R =RA Rref

RA=I

R=I RC

RC

RC

��

��

��

�=0

�

�

Last iteration

Fig. 9.5 Three schemes of treating finite rotations.

In the algorithmic treatment of rotations, we have to make several
choices, regarding (a) the rotation vector used for the increment of ro-
tations (e.g. canonical or semi-tangential vector), (b) parameters used to
store nodal rotations (e.g. quaternions or rotation matrices), and (c) an
approximation of nodal rotation parameters over the element.

To select the best algorithmic procedure, we have to consider the the-
oretical properties of each combination of choices, implement them, and
subject them to rigorous testing. This is not only laborious but also re-
quires accounting for certain limitations. For instance, in testing of ro-
tations, we must avoid too complex examples to be able to run them
automatically without the user’s intervention. Non-linear solutions can be
very complex and possess extremum and turning points, as well as bifurca-
tion points. To obtain some solutions, not only is an arc-length procedure
required, but also additional advanced capabilities, enabling localization
of bifurcation points and branch switching. Such capabilities require the
user’s assistance and, for this reason, are not currently available in com-
mercial FE codes. When testing schemes for rotations we should avoid
examples which require them.

Below, we describe three algorithmic schemes of treating finite rota-
tions, formulated in various tangent planes to SO(3):
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Scheme 1 is formulated in the initial tangent plane at RA = I, i.e. in
TI , and corresponds to the Total Lagrangian description. The global
rotation vector ψ is used and updated throughout the whole solution
process.

Scheme 2 is formulated in the tangent plane at RA = Rref , i.e. in
TRref

, where Rref is the last converged solution. This scheme cor-
responds to the Updated Lagrangian description. The rotation vector
θ is used and updated for each step (increment).

Scheme 3 is formulated in the tangent plane at RA = RB, i.e. in TR,
where RB is the last available solution, in general, non-converged.
This scheme corresponds to the Eulerian description. The rotation
vector θ = 0 throughout the whole solution process.

All these schemes are presented in Fig. 9.5 and the increment of a rotation
vector is used in all of them for an iteration of the Newton method. Note
that the rotation vector involves only three parameters and, hence, there
is no need to append orthogonality constraints, which is convenient. The
increment of a rotation vector can also belong to various tangent planes, so
we use either Δψ or Δθ. Additional questions must also be considered,
such as

1. how to update the rotation vector ψ used by Scheme 1 and θ used
by Scheme 2. We can use either a multiplicative update scheme or an
additive update scheme.
In the multiplicative update, we can use either the rotation matrices
or quaternions. The quaternions give the advantage that they can be
easily renormalized, so they always yield orthogonal rotation matrices.
It is complicated to recover the orthogonality for the rotation matrices.

2. How to update the rotation matrix RA, which is used by Schemes 2
and 3. If, instead of the rotation matrices, we use quaternions, then
the update can be achieved via the composition of quaternions given
by eq. (8.185).

For both updates, the increment of the rotation vector must be converted
to a quaternion and composed with the known quaternion; either for the
previous step (in Scheme 2) or for the previous iteration (in Scheme 3).

9.3.1 Scheme 1: formulation in TISO(3)

In this scheme we use as the rotational unknown, the rotation vector ψ
related to RA = I, i.e. ψ̃ ∈ TISO(3), where TI is the initial tangent
plane, see Fig. 9.5. The total rotation is represented by RB

.= R(ψ).



Algorithmic schemes for finite rotations 205

The additive update procedure for the rotation vector and its increment
belonging to the initial tangent plane, i.e. ψ̃,Δψ̃ ∈ TISO(3), is presented
in Table 9.2.

Table 9.2 Scheme 1. Additive update. ψ̃,Δψ̃ ∈ TISO(3).

Initialize: ψ = 0 ← total
Step

Newton loop
Form equilibrium equations using ψ, solve for Δψ
Update ψ = ψ + Δψ ← total (additive)

End of Newton loop

The multiplicative update of rotations is exact, see Sect. 8.3, but the
additive update of Scheme 1 also yields very accurate results for shells,
even in examples involving finite rotations. This can be explained as fol-
lows:

1. The additive update is exact if ψ and Δψ are parallel and have
the same sense, i.e.

RC = R(Δψ) R(ψ)︸ ︷︷ ︸
left

= R(ψ + Δψ), (9.97)

see the proof of eq. (8.195). Such, or almost such, rotations and their
increments are characteristic for the most common one-parameter ex-
ternal loads, i.e. with the magnitude varied by one parameter.

2. Even if the formula ψ + Δψ is not exact, still the operation (ψ +
Δψ) → R is exact.

3. In problems involving large strains and non-linear materials, the ro-
tations are not the only source of non-linearity and, hence, we do not
have to be too exact when updating rotational parameters, as long as
the Newton scheme converges.

However, we must be aware that there are limits of this scheme and, e.g.
in the twisted ring example of Sect. 9.3.5, it yields a wrong solution at the
rotations close to 2π.

9.3.2 Scheme 2: formulation in TRref
SO(3)

In this scheme, we use as the rotational unknown, the rotation vector θ
(or Θ) related to Rref

.= RA where RA is the last converged solution.
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Hence, θ̃ RA (or RA Θ̃) ∈ TRref
SO(3), where TRref

is the reference
tangent plane, see Fig. 9.5.

The total rotation RC is related to the known rotation RB with the
help of the rotation for the step by either the left or the right composition
rule as follows:

RC = R(Δθ) R(θ)︸ ︷︷ ︸
left, for step

RB, RC = RB R(Θ) R(ΔΘ)︸ ︷︷ ︸
right, for step

. (9.98)

The notation used above is similar to that in eqs. (9.1) and (9.28).

For this formulation, we use two schemes based on quaternions which
are presented below; the multiplicative update in Table 9.3 and the multi-
plicative/additive update in Table 9.4. They have the following features:

1. In both schemes, the total quaternion is used. In the first scheme, the
total quaternion X is updated in each iteration,

RB = R(Δθ) R(θ) RA︸ ︷︷ ︸
X

, RB = RA R(Θ)︸ ︷︷ ︸
X

R(ΔΘ), (9.99)

while in the second scheme, the total quaternion Xn is updated when
the Newton iterations have converged,

RB = R(Δθ) R(θ) RA︸︷︷︸
Xn

, RB = RA︸︷︷︸
Xn

R(Θ) R(ΔΘ). (9.100)

In both schemes, the updates of the total quaternion are multiplicative,
via a composition of quaternions, as in eq. (8.185). The calculations
for the step are different in each scheme.

2. In the multiplicative scheme, the increment of the rotation vector ΔΘ
is converted to the quaternion Δq using eq. (8.96). The previous
quaternion for the step q and the quaternion for the increment Δq
are composed as in eq. (8.185) and then the rotation vector for the
step Θ is extracted from q by using eq. (8.94).

3. In the multiplicative/additive scheme, the increment of rotation vector
ΔΘ is added to the rotation vector for the step Θ, converted to
the quaternion for the step q, and composed with the quaternion
Xn for the previous converged solution. Note that Xn is updated
only when the Newton iterations for the step have converged.
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4. In both schemes, the rotation vector for the step, Θ belongs to
the tangent plane at the converged rotation for the previous incre-
ment, R0

n+1Θ̃ ∈ TR0
n+1

SO(3). However, the increments ΔΘ belong
in the multiplicative scheme to TRi

n+1
SO(3), which is the tangent

plane at the last available rotation, not necessarily converged, and to
TR0

n+1
SO(3) in the multiplicative/additive scheme.

5. After the computations shown in Tables 9.3 and 9.4, the total rota-
tion vector χ is extracted from the total quaternion X by using
eq. (8.94).

Note that the presented update schemes are extended is Sect. 9.4.3 for the
rigid body dynamics, see Tables 9.6 and 9.8.

Table 9.3 Scheme 2. Multiplicative updates. Ri
n+1ΔΘ̃ ∈ TRi

n+1
SO(3).

Initialize X ← total
Step

Θ = 0, initialize q
Newton loop
Form equilibrium equations using (X,Θ), solve for ΔΘ
Update

ΔΘ → Δq → X = X ◦ Δq ← total (multiplicative)
→ q = q ◦ Δq → Θ ← for increment (multiplicative)

End of Newton loop

Table 9.4 Scheme 2. Multiplicative/additive updates. R0
n+1ΔΘ̃ ∈ TR0

n+1
SO(3).

Initialize Xn ← total
Step

Θ = 0
Newton loop
Form equilibrium equations using (X,Θ), solve for ΔΘ
Update

Θ = Θ + ΔΘ ← for increment (additive)
Θ → q → X = Xn ◦ q ← total (multiplicative)

End of Newton loop

Update
Xn = X ← total
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9.3.3 Scheme 3: formulation in TRSO(3)

In this scheme we use as the rotational unknown, the rotation vector θ
related to RB, where RB is the last available solution, in general,
non-converged. Hence, θ̃ RB (or RB Θ̃) ∈ TRB

SO(3), where TRB
is

the current tangent plane, see Fig. 9.5.

We use the left composition rule and we assume ψ = 0 in the
scheme of Fig. 9.1, for which R1(ψ) = I and RB = RA. Hence,
R(εθA) = R2(εθB) and both forms of the perturbed rotation of eq. (9.1)
become identical,

RC = R2(εθ)RB, (9.101)

where we denoted θ instead of θB, and εθ̃ RB ∈ TRB
SO(3). Similarly,

for the right composition of eq. (9.28), see Fig. 9.3, which yields

RC = RB R2(εΘ), (9.102)

where we denoted Θ instead of ΘB, and RB εΘ̃ ∈ TRB
SO(3).

For this formulation, we use the multiplicative update scheme which is
presented in Table 9.5, and has the following features:

1. Only one quaternion is used in this scheme. The quaternion X is
used for the total rotation and is updated in every iteration,

RB = R(Δθ)︸ ︷︷ ︸
ΔX

R(θ) RA︸ ︷︷ ︸
X

, RB = RA R(Θ)︸ ︷︷ ︸
X

R(ΔΘ)︸ ︷︷ ︸
ΔX

. (9.103)

The previous quaternion X, and the quaternion for the iteration,
ΔX, are composed multiplicatively, as in eq. (8.185).

2. The increment ΔΘ belongs to TRi
n+1

SO(3), which is the tangent
plane at the last available rotation, not necessarily converged. The
increment ΔΘ is converted to the quaternion ΔX using eq. (8.96).

Table 9.5 Scheme 3. Multiplicative update. Ri
n+1ΔΘ̃ ∈ TRi

n+1
SO(3).

Initialize X ← total
Step

Newton loop
Form equilibrium equations using (X,Θ = 0), solve for ΔΘ
Update

ΔΘ → ΔX → X = X ◦ ΔX ← total (multiplicative)
End of Newton loop
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9.3.4 Symmetry of tangent operator for structures with rotational dofs

The question of symmetry of the tangent operator (stiffness matrix) for
the Newton method is very important in numerical implementations and,
for structures with rotational dofs, was considered, e.g., in [220, 44, 206,
40, 148].

Consider a conservative system, e.g. a shell or a beam made of a hyper-
elastic material and deformation-independent loads, for which the poten-
tial energy exists. The potential energy of the whole body is Π =

∫
V π dV ,

where π is the potential energy density. In general, π depends on dis-
placements and rotations but, for the sake of simplicity, the displacements
are disregarded below.

Below, the notation is the same as in Sect. 9.1, where we considered
increments of rotation vectors in two tangent planes. The variations are
defined as in Sect. 9.2, see eqs. (9.74) and (9.75). If we designate θ− .= δψ
and θ+ .= Δψ in these equations, then this notation becomes suitable
for incremental formulations.

Consider the potential energy density π(R) at some R ∈ SO(3).
The first and second differentials of the potential energy are

δπ =
∂π

∂R
· δR, χ(δπ) = χ

(
∂π

∂R

)
· δR +

∂π

∂R
· χ(δR). (9.104)

The second differential χ(δπ) yields the tangent operator (stiffness ma-
trix), therefore its symmetry is of interest and is examined below.

1. For the first component of χ(δπ) of eq. (9.104), we have

χ(
∂π

∂R
)·δR =

([
∂2π

∂R∂R

]
χR
)
·δR =

([
∂2π

∂R∂R

]T

δR

)
·χR, (9.105)

where the first differentials of the rotation tensor, e.g. for the left com-
position rule and the canonical parametrization, by eq. (9.78) are

δR = (Tθ−) × R, χR = (Tθ+) × R. (9.106)

The last form of eq. (9.105) is obtained by the identity (K8) from [33],
p. 62, and the term in brackets is a fourth-rank tensor. Symmetry of
this term implies symmetry of the whole component w.r.t. θ− and θ+.
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2. In the second component of χ(δπ) of eq. (9.104), we have a scalar
product of ∂π/∂R and the second differential of the rotation tensor,
χ(δR). At the equilibrium configuration ∂π/∂R = 0, so the whole
component vanishes, but otherwise its contribution is non-trivial. The
second differential χ(δR), e.g. for the left composition rule and the
canonical parametrization, is defined by eq. (9.81).

We see that the second differential of π has a complicated form and
non-symmetric components and it is not easy to resolve the question of
symmetry of the corresponding tangent matrix by inspection of the above
formulas. Hence, it is advisable to verify numerically whether the tangent
matrix of a newly developed finite element is symmetric.

9.3.5 Example: twisted ring by 3D beam element

The twisted ring example is highly non-linear and demanding, due to the
presence of finite rotations. It is described in detail and computed using
the shell elements in Sect. 15.3.15. Here, we use our two-node 3D beam
element; it is relatively simple and, therefore, convenient to test various
schemes of treating finite rotations. Below, the results obtained for the
canonical rotation vector are presented.

The ring is twisted by a moment applied at one point and fixed at the
opposite point, both on the same axis. The whole ring is computed using
the arc-length method for the initial M ref

x = 50. Below, we report the
rotation rx and the displacement ux obtained by the schemes of the
preceding sections at point A of Fig. 15.42.

Two solutions by Scheme 1 are shown in Fig. 9.6 for the mesh with
124 and 1000 elements. The curves coincide in the almost whole range
for both meshes, but differ when the rotation rx approaches 2π. It
seems that at this value the curves for the displacement and the rotation
have vertical asymptotes, which are not physically correct. Note that the
curves for the 1000-element mesh are closer to them than the curves for
the 124-element mesh. Other examples of erroneous behavior of Scheme 1
at rotations equal to 2π are given in [107].

The solutions from the two schemes, Schemes 1 and 2, are shown in
Fig. 9.7, and are obtained for the 124-element mesh. Scheme 1 yields
rotations for up to rx = 2π but Scheme 2 allows to perform several
turns and we plotted the rotation for up to rx ≈ 30. Note that in
Scheme 2 we do not use the total rotation vector ψ but, to visualize the
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Fig. 9.6 Twisted ring: vertical asymptote at rx = 2π for Scheme 1.
E = 2.1 · 106, ν = 0.3, w = 1, h = 1/3, r = 20.
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Fig. 9.7 Twisted ring: Scheme 1 and Scheme 2.
E = 2 · 105, ν = 0.3, w = 6, h = 0.6, r = 120.
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rotations, we summed up the increments Δψ, and the result is plotted
in Fig. 9.7. The displacements ux for both schemes coincide and the
same closed curve is obtained for multiple turns.

9.4 Angular velocity and acceleration

9.4.1 Basic definitions

In this section, we present basic notions and relations pertaining to rota-
tions in dynamics, i.e. involving time derivatives of rotational tensors and
parameters. Very important is the difference between the angular velocity
and acceleration and the time derivatives of rotation vectors.

Instantaneous angular motion. Consider instantaneous angular motion of a
rigid body about a fixed point, 0, shown in Fig. 9.8.

p
0

P

�p

P‘

e
inst

��
p

0

P

�* e� �
inst

p

Fig. 9.8 Instantaneous angular motion about an axis einst.

The position vector p0 of an arbitrary point P in the initial configu-
ration is mapped smoothly into a new vector p: p(t) = R(t)p0, where
R ∈ SO(3) and time t ∈ [0, tmax]. By differentiation of both sides of
this relation w.r.t. time t, we obtain

ṗ(t) = Ṙ(t)p0 = Ṙ(t)RT(t)p(t), (9.107)

where ˙(·) .= d(·)/dt denotes the time derivative and ṗ(t) is the velocity
of point P. Note that p0 was eliminated so all terms are at one time
instant, t.

Eulerian (spatial, or left) angular velocity. The Eulerian (spatial, or left) an-
gular velocity tensor and its axial vector are defined as

ω̃∗ .= ṘRT ∈ so(3), ω∗ .= 1
2(I × ω̃∗). (9.108)
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Note that ω̃∗ is a skew-symmetric tensor, which can be shown as follows:
From the time differentiation of the orthogonality condition RRT = I,
we obtain ṘRT + RṘT = 0, which, by eq. (9.108), is equivalent to
ω̃∗ = −(ω̃∗)T , which is the definition of skew-symmetry.

Using ω̃∗, eq. (9.107) can be rewritten in two characteristic ways:

1. ṗ = ω∗×p, from which we see that the velocity ṗ is perpendicular
to the angular velocity vector ω∗ and to the position vector p, see
Fig. 9.8b.

2. Ṙ − ω̃∗R = 0, obtained by using p(t) = R(t)p0. Given the ω̃∗,
this is the ODE generating rotations R, for the initial condition
R(t = 0) = R0.

Direction of ω∗. The direction of the angular velocity vector ω∗ can be
established as follows. Denote the instantaneous axis of rotation by einst,
and the rotation angle by Δψ. Then we can write a simple geometrical
formula,

Δp = (Δψ einst) × p, (9.109)

see Fig. 9.8a. Dividing by Δt, and taking the limit Δt → 0, we obtain

ṗ = (ψ̇ einst) × p, (9.110)

where ṗ .= limΔt→0(Δp/Δt) and ψ̇
.= limΔt→0(Δψ/Δt). By compar-

ison with the earlier derived formula, ṗ = ω∗× p, we see that

ω∗ = ψ̇ einst, (9.111)

i.e. ω∗ has direction of the instantaneous axis einst, see Fig. 9.8b. We
stress that einst is instantaneous, i.e. is valid only for an infinitesimal
Δt, and is usually different from the axis of rotation e for a finite time
period !

Remark. The above relations are typical for the rigid-body mechanics,
but can be also used for shells. We can just replace the position vector p
by the current director a3, to obtain the relation ȧ3 = ω∗× a3, see
the study on shell intersections in [207].
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Lagrangian (material, or right) angular velocity. The Lagrangian (material, or
right) angular velocity tensor and its axial vector are defined as

ω̃
.= RT Ṙ ∈ so(3), ω

.= 1
2(I × ω̃). (9.112)

They can be obtained by back-rotation of the left angular velocity, i.e.

ω̃ = RT ω̃∗ R, ω = RT ω∗. (9.113)

Using the above relation, the equation generating rotations becomes

Ṙ − ω̃∗R = Ṙ − (Rω̃RT )R = Ṙ − Rω̃ = 0, (9.114)

where ω̃ multiplies R from the right.

Angular acceleration. The angular acceleration vectors are defined as time
derivatives of the left and right velocity vectors

a∗
a

.= ω̇∗, aa
.= ω̇, (9.115)

where a∗
a is the Eulerian (spatial, or left) angular acceleration and aa

is the Lagrangian (material, or right) angular acceleration.

To find the relation between these accelerations and time derivatives
of the rotation tensor, we have to introduce skew-symmetric tensors asso-
ciated with the accelerations and use the time-differentiated eqs. (9.108)
and (9.112). More useful, however, are vectorial formulas obtained for
particular parametrizations of rotations.

9.4.2 Angular velocity and acceleration for parametrizations

Below, we derive the relations between the earlier-defined angular velocity
and acceleration vectors and the time derivatives of the rotation vector
for the semi-tangential and canonical parametrization.

A. Left angular velocity

a. For the semi-tangential parametrization, we rewrite the variation for
the left composition rule of eq. (9.60) as follows:

δθ̃A
R(ψ)︸ ︷︷ ︸

additive

= {[2T(ψ) θA] × I}R(ψ)︸ ︷︷ ︸
left, multiplicative

(9.116)
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in which the variation on both sides are calculated in the direction
θ̃A ∈ TISO(3). We can link the variations to the time derivatives by
using δR = Ṙ δt and θA = ψ̇ δt, from which the above equation
becomes

Ṙ(ψ) = {[2T(ψ) ψ̇] × I}R(ψ). (9.117)

By the post-multiplication by RT , we obtain

Ṙ(ψ)RT (ψ)︸ ︷︷ ︸
=ω̃∗

= [2T(ψ) ψ̇] × I, (9.118)

where ω̃∗ = ω∗ × I is the skew-symmetric tensor of the left angular
velocity of eq. (9.108). Hence, in terms of the axial vectors, we have

ω∗ = T(ψ) ψ̇ =
2

1 + ψ · ψ (ψ̇ + ψ × ψ̇), (9.119)

where T of eq. (9.10) was used.
b. For the canonical parametrization, we begin from eq. (9.57):

δR(ψ)︸ ︷︷ ︸
additive

= {[T(ψ)θA] × I}R(ψ)︸ ︷︷ ︸
left, multiplicative

, (9.120)

and, in the same way as for the semi-tangential parametrization, we
obtain

ω∗ = T(ψ) ψ̇ = c1 ψ̇ + A ψ + c2 ψ × ψ̇, (9.121)

where A
.= (1 − c1) (ψ · ψ̇)/(ψ ·ψ), and T of eq. (9.18) was used.

Note that eqs. (9.119) and (9.121) link the left angular velocity vector
ω∗ and the time derivative of the rotation vector ψ.

B. Right angular velocity

a. For the semi-tangential parametrization, we rewrite the variation for
the right composition rule of eq. (9.60) as follows:

δθ̃A
R(ψ)︸ ︷︷ ︸

additive

= R(ψ)
{[

2TT (ψ)θA

]× I
}︸ ︷︷ ︸

right, multiplicative

. (9.122)

Using δR = Ṙ δt and θA = ψ̇ δt, we obtain

Ṙ(ψ) = R(ψ)
{[

2TT (ψ) ψ̇
]
× I
}

. (9.123)
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By the left multiplication by RT , we obtain

RT(ψ) Ṙ(ψ)︸ ︷︷ ︸
=ω̃

=
[
2TT (ψ) ψ̇

]
× I, (9.124)

where ω̃ = ω × I is the skew-symmetric tensor of the right angular
velocity of eq. (9.112). Hence, for the axial vectors we have

ω = 2TT(ψ) ψ̇ =
2

1 + ψ · ψ (ψ̇ − ψ × ψ̇), (9.125)

where T of eq. (9.10) was used.
b. For the canonical parametrization, we rewrite the variation for the right

composition rule of eq. (9.57) as

δR(ψ)︸ ︷︷ ︸
additive

= R(ψ)
{[

TT (ψ) θA

]× I
}︸ ︷︷ ︸

right, multiplicative

(9.126)

and, in the same way as for the semi-tangential parametrization, we
obtain

ω = TT(ψ) ψ̇ = c1 ψ̇ + A ψ − c2 ψ × ψ̇, (9.127)

where A
.= (1 − c1) (ψ · ψ̇)/(ψ ·ψ), and T of eq. (9.18) was used.

Note that eqs. (9.125) and (9.127) link the right angular velocity vector
ω∗ and the time derivative of the rotation vector ψ.

Remark 1. Recall the properties of T for the canonical rotation vector
of Sect. 9.1, where we found that if ψ and θA are coaxial, then
T(ψ) acts as the identity operator. (For the semi-tangential vector, T(ψ)
shortens θA.) The same property holds if we replace T by TT , and
θA by ψ̇. If ψ and ψ̇, are coaxial, then einst = e, i.e. the
instantaneous axis of rotation einst coincides with the axis of rotation e
for a finite time period. Hence, for the angular motion about a fixed axis,
we have ω = ψ̇.

Remark 2. Let us rewrite eq. (9.121), linking the left angular velocity
ω∗ and the time derivative of the canonical rotation vector ψ, in the
form

ψ̇ − T−1(ψ) ω∗ = 0. (9.128)
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If ω∗ is known, then this is the ODE which generates ψ, given the
initial condition ψ(t = 0) = ψ0. This equation is an analogue of the
equation generating rotations R ∈ SO(3),

Ṙ − ω̃∗R = 0, (9.129)

where the skew-symmetric ω̃∗ ∈ so(3) is known. Note that ω∗ of
eq. (9.128) is the axial vector of ω̃∗ of eq. (9.129).

Update of angular velocity. Consider the right angular velocities at two time
instants, tn and tn+1, which, by eq. (9.112), are defined as

ω̃n+1
.= RT

n+1Ṙn+1, ω̃n
.= RT

n Ṙn. (9.130)

Using the incremental rotation ΔR, we have

Rn+1 = RnΔR, Ṙn+1 = ṘnΔR + Rn

˙︷︸︸︷
ΔR (9.131)

and, using them in eq. (9.130)1, we obtain

ω̃n+1 = ΔRT ω̃n ΔR + Δw̃, (9.132)

where Δw̃ .= ΔRT
˙︷︸︸︷

ΔR ∈ so(3) is the (right) angular velocity tensor
for the incremental rotation. In terms of the axial vectors, we can write

ωn+1 = ΔRT ωn + Δw, (9.133)

in which ΔR and Δw are associated with the increment.
The above formula can be simplified for small increments of the rotation

vector and its time derivatives. For ΔR ≈ I+Δψ̃, we have
˙︷︸︸︷

ΔR = Δ
˙̃
ψ

and Δw̃ = (I − Δψ̃)Δ ˙̃
ψ, which yield

ω̃n+1 ≈ (I − Δψ̃)(ω̃n + Δ
˙̃
ψ) ≈ ω̃n + Δ

˙̃
ψ. (9.134)

Generally, the update of the angular velocity should be consistent with
the time-stepping algorithm.
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C. Angular acceleration, left and right

a. For the semi-tangential parametrization, eqs. (9.119) and (9.125) link
the angular velocity vectors ω∗ and ω and the time derivative of
the rotation vector ψ. By time differentiation of them, we obtain

a∗
a

.= ω̇∗ = 2T(ψ) ψ̈ +2 Ṫ(ψ) ψ̇, aa
.= ω̇ = 2TT (ψ) ψ̈ +2 ṪT (ψ) ψ̇.

(9.135)
For T given by eq. (9.10), we obtain

Ṫ(ψ) = a1(I + ψ̃) +
1

1 + ψ · ψ
˙̃
ψ, (9.136)

where a1
.= −2(ψ̇ · ψ)/(1 + ψ · ψ)2. Note that Ṫ is analogous to

χT of eq. (9.39).
b. For the canonical parametrization, eqs. (9.121) and (9.127) link the

angular velocity vectors ω∗ and ω and the time derivative of the
rotation vector ψ. By time differentiation of them, we obtain

a∗
a

.= ω̇∗ = T(ψ) ψ̈ + Ṫ(ψ) ψ̇, aa
.= ω̇ = TT (ψ) ψ̈ + ṪT (ψ) ψ̇.

(9.137)
For T given by eq. (9.18), we obtain

Ṫ(ψ) = a1 (ψ̇ · e) I + a2 (ψ̇ ⊗ e + e ⊗ ψ̇)
+a3 (ψ̇ · e) (e ⊗ e) + a4 (ψ̇ · e) ψ̃ + a5 (ψ̇ × I), (9.138)

where the scalar coefficients are defined by eq. (9.41). Note that Ṫ is
analogous to χT of eq. (9.40). For ψ → 0: ṪT (ψ) → −1

2(ψ̇× I)
and ω̇ → ψ̈, as ψ̇ × ψ̇ = 0.

Finally, we note that using the above-derived relations between the angular
velocities and accelerations and the time derivatives of rotation vectors,
we can formulate various algorithms of dynamics in terms of {ψ, ψ̇, ψ̈},
as in [250].

9.4.3 Examples of updates for rigid body motion

The updates of rotational parameters can be conveniently presented for
the equations of angular motion of a rigid body, which are relatively sim-
ple. We base on the algorithm ALGO-C1 of [221], which conserves the
angular momentum and the kinetic energy and develop our algorithms as
modifications of ALGO-C1.
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In the formulation presented below, the right composition rule of rota-
tions is used, i.e. Λn+1 = Λn exp Θ̃, where Λ ∈ SO(3) is the rotation
tensor and Θ is the canonical rotation vector for the time step. This vec-
tor belongs to the tangent plane at the converged rotation for the previous
time step, i.e. Λ0

n+1Θ̃ ∈ TΛ0
n+1

SO(3), where Λ0
n+1 = Λconv

n . Hence, we
use the formulation in TRref

SO(3) of Sect. 9.3.

The notation used below is similar to that in [221]. Hence, W is
the material (right) angular velocity vector (equal to ω of eq. (9.112))
and A .= Ẇ is the angular acceleration (equal to a of eq. (9.115)).
The spatial angular momentum is π(t) .= Λ(t) JW(t) and the kinetic
energy of the angular motion is Ek(t)

.= 1
2W(t) · [JW(t)], both relative

to the center of mass, where J is the material (time-independent) inertia
tensor.

The basic idea underlying the ALGO-C1 algorithm follows that pro-
posed earlier for the dynamics with translational dofs in [270]. The second
Newton law for the angular motion, dπ/dt = m, where m is the ex-
ternal torque, is integrated w.r.t. time in the interval [tn, tn+1], which
yields

πn+1 − πn =
∫ tn+1

tn

m(t) dt. (9.139)

This eliminates acceleration from the governing equations; still, however,
it can be recovered using angular velocities. Finally, the equation of motion
is

Λn+1 JWn+1 − Λn JWn − hmn+α = 0, (9.140)

where h
.= tn+1 − tn, and α ∈ [0, 1]. The Newmark algorithm for the

rotational parameters used in [221] is as follows:

Θ = hWn + h2

[(
1
2
− β

)
An + βAn+1

]
, β ∈

[
0,

1
2

]
, (9.141)

Wn+1 = Wn + h[(1 − γ)An + γAn+1], γ ∈ [0, 1], (9.142)

and involves {Θ,W,Ẇ}. Note that {Θ, Θ̇, Θ̈} are used, e.g., in
[44, 250]. In [146], the latter set of variables is treated as more correct, but
our experience indicates that its use diminishes the radius of convergence
of the Newton method and the time steps must be smaller.

The motion is free when either the integral in eq. (9.139) is equal to
zero or mn+α = 0 in eq. (9.140) and then πn+1 = πn, i.e. the angular
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momentum is preserved. It is shown in [221] that the kinetic energy Ek

is conserved for any γ = 2β.

The algorithms which are defined below have the following features:

1. In all presented algorithms, the converged results for the step are com-
bined in the same way with the results for previous time steps. It is
done via a composition of two quaternions: the total quaternion X,
and the quaternion for time step q. Hence, the difference between
the algorithms is confined to the computations within the time step.

2. The canonical rotation vector for the time step Θ belongs to the
tangent plane at the converged rotation for the previous time step,
i.e. Λ0

n+1Θ̃ ∈ TΛ0
n+1

SO(3). However, its increments ΔΘ can belong
either to the same plane or to TΛi

n+1
SO(3), which is the tangent

plane at the last available rotation, not necessarily converged. This
constitutes the difference between Algorithm 1 and Algorithms 2 and
3.

3. The update of the angular velocity is as follows:

Wi+1
n+1 = Wi

n+1 +
γ

βh

[
Θ(i+1) − Θ(i)

]
, (9.143)

where i and i+1 designated iterations. In Algorithm 1 of Table 9.6,
Θ(i+1) is recovered from the updated quaternion q for the time step,
while in the algorithms of Tables 9.7 and 9.8, Θ(i+1) is obtained by
the additive update. Hence, Θ̃ used in the update of angular velocity
belongs to the initial tangent plane, i.e. Λ0

n+1Θ̃ ∈ TΛ0
n+1

SO(3), in all
algorithms.

4. After the computations shown in Tables 9.6, 9.7 and 9.8, the total
rotation vector χ is extracted from the total quaternion X and
the angular acceleration A is computed from the angular velocity W.

Algorithm 1. Multiplicative updates. In this algorithm ΔΘ̃ belongs to the
plane tangent at Λi

n+1, which is the last available solution, not neces-
sarily converged. This is basically the ALGO-C1 algorithm of [221].

We assume that the external torque m is independent of Θ. Then
the tangent operator is

K(Λn+1,Θ) = Λn+1

[
γ

βh
JT(Θ) − ˜(JWn+1)

]
, (9.144)

where the operator T, which is used here, is defined as in [221], i.e. it
is equal to our T−T , where our T is given in eq. (9.18). To derive
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the above form of K, the directional derivative of rotation Λi
n+1 is

calculated as

d
dε

[Λn exp Θ̃i︸ ︷︷ ︸
=Λi

n+1

exp(εΔΘ̃)]ε=0 = Λi
n+1ΔΘ̃, (9.145)

where Λi
n+1ΔΘ̃ ∈ TΛi

n+1
SO(3), i.e. the increment belongs to a different

tangent plane than the total rotation vector Θ̃.
On the other hand, the directional derivative of angular velocity,

Wi
n+1 = (γ/βh) Θi + (·)n, where (·)n denotes the terms for tn,

is calculated as follows:

d
dε

[
γ

βh
(Θi + εΔΘ̃)]ε=0 =

γ

βh
ΔΘ̃, (9.146)

where Λ0
n+1ΔΘ̃ ∈ TΛ0

n+1
SO(3), i.e. it belongs to the same tangent plane

as Λ0
n+1Θ̃. The transformation to the plane TΛiSO(3) is

ΔΘ︸︷︷︸
∈T

Λi
n+1

= T ΔΘ︸︷︷︸
∈T

Λ0
n+1

. (9.147)

The multiplicative updates of rotational parameters for the algorithm
in TRSO(3) are presented in Table 9.6. Note that two quaternions are
used: X is the total quaternion, while q is the quaternion for the time
step.

Algorithms 2 and 3. Multiplicative/additive updates. In these algorithms, ΔΘ̃
belongs to the plane tangent at Λ0

n+1, which is the last converged solu-
tion for the previous time step, i.e. Λ0

n+1 = Λconv
n . These algorithms are

our modifications of ALGO-C1.
We assume that the external moment m is independent of Θ. Then

the tangent operator is

K(Λn+1,Θ) = Λn+1

[
γ

βh
J − ˜(JWn+1)T−1(Θ)

]
. (9.148)

This form of K is obtained when we use the inverse relation

ΔΘ︸︷︷︸
∈T

Λ0
n+1

= T−1 ΔΘ︸︷︷︸
∈T

Λi
n+1

(9.149)
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Table 9.6 Multiplicative updates of Algorithm 1. Quaternions.

Initialize
X ← total

Time step
W ← predict for step
W → Θ → q ← for step
X = X ◦ q → Λ ← total (multiplicative)

Newton loop
Form governing equations using K(Λ,Θ) of eq. (9.144)
Solve for ΔΘ
Update

ΔΘ → Δq → q = q ◦ Δq → Θ ← for step (multiplicative)
Δq → X = X ◦ Δq → Λ ← total (multiplicative)

Θ → W ← for step
End of Newton loop

to transform ΔΘ̃ = ΔΘ × I in the directional derivative of rotation
Λi

n+1 of eq. (9.145), but when we leave the derivative of the angular
velocity in eq. (9.146) unchanged. Here, Λ0

n+1ΔΘ̃ ∈ TΛ0
n+1

SO(3).

The multiplicative/additive updates of rotational parameters are pre-
sented in two versions: Algorithm 2 uses the rotation matrices, see Ta-
ble 9.7, while Algorithm 3 uses two quaternions, the total quaternion X
and the quaternion for the time step q, see Table 9.8.

The rotation matrix Λn in Table 9.7 and the total quaternion X in
Table 9.8 are not updated until the Newton iterations for the time step
have converged. The additive update of Θ affects T and either the
rotation matrix Λ(i) or the quaternion q for the time step.

In both schemes, after the convergence of the Newton method, the
total rotation vector χ is recovered from the quaternion X, which is
essential to obtain χ without jumps.

Example. Unstable rotations. In this example, unstable rotations about the
axis of intermediate moment of inertia are simulated, see [221], and we
compare different update schemes of rotation parameters.

The motion consists of three phases: (1) unstable rotations about the
axis of intermediate moment of inertia, (2) small disturbance acts for a
duration of one time step, and (3) free unstable motion. In the third phase,
the kinetic energy and the angular momentum should be preserved. The
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Table 9.7 Multiplicative/additive updates of Algorithm 2. Rotation matrices.

Initialize
X, Λ ← total

Time step
W ← predict for step

W → Θ → Λ(0) ← for step

Λ = ΛnΛ
(0) ← total (multiplicative)

Newton loop
Form governing equations using K(Λ,Θ) of eq. (9.148)
Solve for ΔΘ
Update

Θ = Θ + ΔΘ ← for step (additive)

Θ → Λ(i) ← for step

Λ = ΛnΛ
(i) ← total (multiplicative)

Θ → W ← for step
End of Newton loop

Update
Θ → q → X = X ◦ q ← total (multiplicative)
Λn = Λ ← total

external torque m is defined as

m =

⎧⎨⎩
C1 e1 0 ≤ t ≤ tz
C2 e2 tz ≤ t ≤ tz + h
0 t > tz + h

, tz + h = 2, C1 = 20, h C2 = 0.2,

the moment of inertia J = diag[5, 10, 1], and the initial conditions
χ(0) = 0, W(0) = 0, (A(0) = 0). The parameters for the New-
mark algorithm are β = 1/2, γ = 1. The time step h = 0.1 is used
to show large convergence radius of the algorithms used; nonetheless, it is
too large to yield good accuracy of results.

The results for the multiplicative update (A1) and the multiplica-
tive/additive updates (A1 and A2) are compared in Fig. 9.9 for tmax

=10 sec. The results for A2 and A3 are identical. We see that all algo-
rithms yield exactly the same solution and conserve the kinetic energy
and the angular momentum during free motion. For a longer simulation,
up to tmax =1000 sec, the results were also identical.
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Table 9.8 Multiplicative/additive updates of Algorithm 3. Quaternions.

Initialize
Xn ← total

Time step
W ← predict for step

W → Θ → q(0) ← for step (q(0) - intermediate)

X = Xn ◦ q(0) → Λ ← total (multiplicative)

Newton loop
Form governing equations using K(Λ,Θ) of eq. (9.148)
Solve for ΔΘ
Update

Θ = Θ + ΔΘ ← for step (additive)

Θ → q(i) → Xn ◦ q(i) → Λ← total (multiplicative) (X-not updated)
Θ → W ← for step

End of Newton loop

Update
Θ → q → Xn = Xn ◦ q ← total (multiplicative)

The total number of iterations in the whole simulation is given in Ta-
ble 9.9, and we see that the differences are minor, up to about 1.2% for
the longer run.

Table 9.9 Number of iterations for particular updates. Unstable rotations. h = 0.1.

Algorithm Updates Table Number of iterations in
10 sec 1000 sec

A1 multiplicative 9.6 359 41020
A2,A3 multiplicative/additive 9.7, 9.8 344 41485

(A1/A2) × 100% 104.4 98.9

Example. Fast spinning top. In this example, the motion of a symmetrical
top in a uniform gravitational field is simulated, see [221] for more details.
The top is not rotating freely so the energy and angular momentum are
not to be conserved, but still we can compare the performance of the
developed algorithms. The external torque is rendered by gravitation and
is defined as follows:

mn+α = −Mg l (Λn+α e3) × e3, (9.150)
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Fig. 9.9 Unstable rotations. Multiplicative and multiplicative/additive updates.
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where Λn+α = Λn exp(αΘ̃). Besides, M is mass, g is the gravita-
tional acceleration, l is the distance from the center of mass to the fixed
contact point, which is in the origin of the global frame {ei}. The basis
vector e3

.= {0, 0, 1}.
The data is as follows: Mg = 20, l = 1, J = diag[5, 5, 1] and the

initial conditions are χ(0) = [ 0.3, 0, 0 ]T , W(0) = [ 0, 0, 50 ]T , A(0) = 0,
where χ is the canonical rotation vector parameterizing Λ. At t = 0,
Λ(0) = exp χ̃(0). Besides, α = 1/2.

The torque mn+α depends on Θ and contributes to the tangent
operator in the following way:

KB(Λn+1,Θ) = K(Λn+1,Θ) − hKmα(Θ),

Kmα(Θ) = −Mg l α ẽ3 Λn+α ẽ3, (9.151)

where K(Λn+1,Θ) is defined either by eq. (9.144) or by (9.148).

The results for the multiplicative update (A1) and the multiplica-
tive/additive updates (A2 and A3) are compared in Fig. 9.10 for tmax =10
sec. The results for A2 and A3 are identical. For h = 0.04, all algorithms
give identical results, and needed the same number of iterations (1000 it-
erations).

Finally, we can conclude, that for the incremental formulation with the
iterative (Newton) solution within the time step, the additive update of
rotation vectors provides the same accuracy and a similar effectiveness as
the multiplicative update.



Part IV

FOUR-NODE SHELL ELEMENTS



10

Basic relations for four-node shell
elements

In this chapter we describe the basic relations for four-node shell elements
related to the FE approximations, numerical integration, and derivation of
the tangent matrix and residual vector. The literature on four-node shell
elements is vast, see, e.g., [123, 101, 162, 117, 118, 192, 235, 209, 85, 213,
165, 73, 217, 106, 242, 41, 108, 32, 68, 201, 243, 53], and many others.

The finite element method has achieved remarkable sophistication, but
also great complexity, see the classical textbooks on FEs, such as [36, 98,
125, 61, 62, 16, 268, 58] and the new ones [160] and [161]. The requirements
which new shell elements have to satisfy, are better defined and more
demanding than they were some years ago.

10.1 Bilinear isoparametric approximations

Bilinear shape functions. Consider a bilinear function,

f(ξ, η) .= a0 + a1ξ + a2η + a3ξη, (10.1)

where ξ, η ∈ [−1, +1] are the natural coordinates. Note that the domain
is a bi-unit square, spanned by the corner nodes of coordinates {ξI , ηI} =
{±1,±1}, see Fig. 10.1.

The coefficients ai can be expressed in terms of values of f at corner
nodes, using the conditions (i) f = 1 at one of the corner nodes, say I,
and (ii) f = 0 at all other nodes. This yields a set of four equations,
from which we can determine ai for a selected I. The f , with so-
determined ai, is denoted as NI , and designated as the shape function.
Repeating this procedure for all corner nodes, we obtain
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N1(ξ, η) .=
1
4
(1 − ξ)(1 − η), N2(ξ, η) .=

1
4
(1 + ξ)(1 − η),

N3(ξ, η) .=
1
4
(1 + ξ)(1 + η), N4(ξ, η) .=

1
4
(1 − ξ)(1 + η) (10.2)

or, in concise form,

NI(ξ, η) .=
1
4
(1 + ξI ξ) (1 + ηI η), I = 1, 2, 3, 4, (10.3)

where (ξI , ηI) = (±1,±1) are coordinates of node I in the bi-unit
domain. Note that NI is a hyperbolic paraboloid (saddle) surface of ξ, η.

Vector of shape functions. Let us define the following vector of shape func-
tions

N(ξ, η) .= [N1(ξ, η), N2(ξ, η), N3(ξ, η), N4(ξ, η)] , (10.4)

where NI are defined in eq. (10.2). This vector can be re-arranged as
follows:

N(ξ, η) =
1
4

(s + ξ ξ + η η + h ξη) , (10.5)

where the auxiliary vectors are defined as

s .= [1, 1, 1, 1], ξ
.= [−1, 1, 1,−1],

η
.= [−1,−1, 1, 1], h .= [1,−1, 1,−1], (10.6)

and the subsequent entries correspond to the consecutive nodes. It is easy
to check that the vectors s, ξ, η, h are mutually orthogonal. The vector
s is the translation vector, while the vectors ξ and η define ξ and
η positions of consecutive nodes. The hourglass vector h multiplies the
bilinear term ξη.

Isoparametric approximations for shell elements. In an isoparametric shell
FE, the initial position vector y0, the displacement vector u and
the rotation vector ψ, all for the reference surface, are approximated by
the same shape functions NI(ξα) as follows:

y0(ξ
α) =

nel∑
I=1

NI(ξα)y0I , u(ξα) =
nel∑
I=1

NI(ξα)uI ,

ψ(ξα) =
nel∑
I=1

NI(ξα) ψI , α = 1, 2, (10.7)
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where ( · )I denotes a value at node I, and nel is the number of
nodes on an element; for four-node elements nel = 4. In the sequel, the
natural coordinates are designated in two ways,

ξk .= {ξα, ξ3} = {ξ, η, ξ3}, ξα, ξ3, ξ, η ∈ [−1, +1], (10.8)

where α = 1, 2 and k = 1, 2, 3.

10.2 Geometry and bases of shell element

The initial geometry of a four-node shell element is defined by (i) positions
of four corner nodes and (ii) bilinear shape functions. Using them, we can
define the initial position of the reference surface and construct the local
vector normal to this surface. The shell as a 3D body is generated by
assuming some thickness in this normal direction.

Parametrization of reference surface. The position vector y0, which de-
fines the reference surface in the initial configuration, see Fig. 10.1, is
parameterized in terms of the natural coordinates ξ, η ∈ [−1, +1] in the
following way:

y0(ξ, η) =
4∑

I=1

NI(ξ, η) y0I , (10.9)

where y0I is a position vector of node I, and NI(ξ, η) are shape
functions of eq. (10.3). Alternatively, we can write this expression for
each component k separately,

y0k(ξ, η) =
4∑

I=1

NI(ξ, η) y0kI , k = 1, 2, 3, (10.10)

where y0k
.= y0 · ik and y0kI

.= y0I · ik. We can use the vector of shape
functions of eq. (10.4), to avoid the summation sign,

y0k(ξ, η) = N(ξ, η) y0kI , (10.11)

where y0kI
.= [y0k1, y0k2, y0k3, y0k4] is the vector of kth components of

the position vectors of all nodes.

The parametrization of the reference surface defined by eq. (10.10)
spans either a planar element or a warped element when one of the nodes
is shifted out of the plane spanned by the other three nodes. The latter case
is illustrated by an example below. More information on warped elements
is provided in Sect. 14.
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Fig. 10.1 Physical and reference (parent) bi-unit domain of a four-node element.

Example. Consider a square 2 × 2 element, with nodes 1, 2, 4 located
in the X0Y plane, and node 3 elevated in the z-direction by w, see
Fig. 10.2a.
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Fig. 10.2 a) The hyperbolic paraboloidal surface spanned by four nodes.
b) Two coordinate systems.

Denote the components of the position vector as follows: y01
.= x,

y02
.= y, y03

.= z. The Cartesian coordinates (x, y, z) of corner nodes
are assumed to be p1 = (0, 0, 0), p2 = (2, 0, 0), p3 = (2, 2, w), and
p4 = (0, 2, 0). Grouping the x, y, and z components of all nodes as
follows::

xI = [0, 2, 2, 0], yI = [0, 0, 2, 2], zI = [0, 0, w, 0],

and using eq. (10.10) for each component, we obtain

x = 1 + ξ, y = 1 + η, z =
w

4
(1 + ξ)(1 + η).

From the first two equations, we have ξ = x − 1 and η = y − 1, and
the third equation can be expressed solely in Cartesian coordinates,
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z =
w

4
xy. (10.12)

This is an equation of a hyperbolic paraboloidal (h-p) surface, shown in
Fig. 10.2a, having a saddle point at node 1. To obtain this equation in a
classical form, we introduce the coordinates r, s, rotated by 45o w.r.t.
[x, y] coordinates, see Fig. 10.2b. Then[

x
y

]
=
[

c s
−s c

] [
r
s

]
, (10.13)

where s
.= sinα, c

.= cos α and α = −45o. Using this relation in
eq. (10.12), we obtain

z =
w

8
(r2 − s2), (10.14)

which has the standard form of the h-p surface equation, see [150] p. 545.
If we cut this surface using the vertical planes r=const. or s=const.,
then we obtain parabolas with either minimum or maximum at node 1.
If we cut this surface using horizontal planes z = const., we then obtain
hyperbolas, with the asymptotes intersecting at node 1.

Remark 1. For planar (2D) four-node elements, if all angles are smaller
than π, then there exists a one-to-one mapping between the element
and a bi-unit square spanned on the nodes {ξ, η}I = {±1,±1}, see [98]
p. 116. This is also true for planar shell elements, but for warped ones, the
question of the inverse mapping becomes complicated. In fact, using the
FE method and a numerical integration, we do not need this information,
and the Jacobian matrix and its inverse at integration points suffice.

Remark 2. The four-node quadrilateral shell element can also be de-
fined in another way by additionally using the normal vectors at nodes.
These vectors must be either computed, e.g. using normals of all elements
connected to the node, or be provided as input data, which can be cumber-
some. Another possibility is to use a CAD program, in which we can define
typical shapes of regular surfaces and directly obtain a normal vector at
a selected point.

Natural tangent vectors. The natural vectors tangent to the reference sur-
face are defined as

g1(ξ, η) .=
∂y0(ξ, η)

∂ξ
, g2(ξ, η) .=

∂y0(ξ, η)
∂η

. (10.15)
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In general, these vectors are neither unit nor mutually orthogonal. For the
bilinear approximation and y0 in the form of eq. (10.9), we obtain

gα(ξ, η) =
4∑

I=1

NI,α y0I , α = 1, 2, (10.16)

where the derivatives of the shape functions are NI,1 = 1
4ξI (1 + ηI η)

and NI,2 = 1
4(1 + ξI ξ) ηI . Using the vector of shape functions N(ξ, η)

of eq. (10.11), we have

(gα)k(ξ, η) = N,α y0kI , (10.17)

where N,1 = 1
4 (ξ + h η) and N,2 = 1

4 (η + h ξ). We see that the
tangent vectors vary over the element; g1 is constant in ξ and linear
in η, while g2 is the opposite way round. At the element’s center,
ξ = η = 0, the vectors gα are equal to 1/2 of vectors connecting the
opposite middle-edge points.

Normal vector. The vector normal to the reference surface is defined as a
cross-product of the natural tangent vectors

ḡ3(ξ, η) .= g1(ξ, η) × g2(ξ, η). (10.18)

Note that ḡ3 is perpendicular to the tangent vectors gα, but is not
of unit length. This vector is not associated with the coordinate ξ3 ∈
[−1, +1]; see eq. (10.30).

Local Cartesian basis. For an irregular geometry of an element, the basis
{gα,g3} is normal but skew, which is not convenient, e.g., to define the
constitutive relations for non-isotropic materials. Hence, a local Cartesian
basis is introduced as described below.

Designate the local Cartesian basis by {tk} (k = 1, 2, 3). Define the
normal vector as

t3
.=

ḡ3

‖ḡ3‖
, (10.19)

where ḡ3 is defined by eq. (10.18). The tangent vectors of the local
Cartesian basis can be constructed in several ways; we define them in
terms of the auxiliary normalized natural vectors

g̃α
.=

gα

‖gα‖
, (10.20)

designated by a tilde. Below three types of bases used in shell elements
are presented.
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Basis 1. One vector is parallel to the vector of the natural basis

t1
.= g̃1, t2

.= t3 × t1, (10.21)

where t1 is identical as g̃1, see Fig. 10.3a. This basis was used, e.g.,
in DYNA3D, see [89], eq. (35).
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Fig. 10.3 Ortho-normal frames at a Gauss point. a) Basis 1 and b) Basis 2.

Basis 2. Vectors are equally distant from vectors of the natural basis

t1
.=

1√
2
(t̃1 − t̃2), t2

.=
1√
2
(t̃1 + t̃2), (10.22)

where the auxiliary vectors are

t̃1
.=

g̃1 + g̃2

‖g̃1 + g̃2‖
, t̃2

.= t3 × t̃1. (10.23)

This is the most popular basis, see in [98] p. 386 or [50] p. 111 and is
shown in Fig. 10.3b.

For this basis, we can show that the average of t1 and t2 and the
average of g̃1 and g̃2 are parallel, but have different lengths, i.e.

1
2(t1 + t2) =

1
2
√

2
t̃1 = a 1

2(g̃1 + g̃2),

where a = 1/(
√

2 ‖g̃1 + g̃2‖).
Besides, the term “equally distant” means that the angle between g̃1

and t1 is equal to the angle between g̃2 and t2. This can be checked
in the following way:
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t1 · g̃1 = a {(g̃1 + g̃2) · g̃1 − [t3 × (g̃1 + g̃2)] · g̃1}
= a {g̃1 · g̃1 − [t3 × g̃2] · g̃1} ,

t2 · g̃2 = a {(g̃1 + g̃2) · g̃2 + [t3 × (g̃1 + g̃2)] · g̃2}
= a {g̃2 · g̃2 + [t3 × g̃1] · g̃2} .

These two scalar products are equal, as g̃1·g̃1 = g̃2·g̃2 = 1 by eq. (10.20).

Finally, we note that for 2D problems formulated in the {g1,g2}-plane,
we can obtain the components of t̃2 as follows::

t̃2 = t3 × t̃1 = [0, 0, 1]T × [t1, t2, 0]T = −[t2, t1, 0]T ,

where the components of t̃1 = [t1, t2, 0]T are known.

Basis 2. Version 2. Vectors equally distant from vectors of natural basis

t1
.= cos(−β/2) t̃1 + sin(−β/2) t̃2, t2

.= − sin(−β/2) t̃1 + cos(−β/2) t̃2,
(10.24)

where

β = arctan
(t1 · g2)
(t2 · g2)

, t̃1 = g̃1, t̃2 = t3 × t̃1. (10.25)

Derivation. To obtain the same angle between g1 and t1 and be-
tween g2 and t2, we generate an orthonormal basis and then rotate it
around the normal vector t3. We shall use Basis 1 of eq. (10.21) as the
orthonormal basis to start from and denote its vectors as follows:

t̃1 = g̃1, t̃2 = t3 × t̃1.

The angle between t2 and g2, is denoted by β and we assume that
|β| < π/2. To determine β, we can use the following formulas:

sinβ =
(t̃1 · g2)
‖g2‖

, cos β =
(t̃2 · g2)
‖g2‖

, tanβ =
sinβ

cos β
=

(t̃1 · g2)
(t̃2 · g2)

,

from which we obtain

β = arctan
(t̃1 · g2)
(t̃2 · g2)

.

Then we rotate the frame {t̃1, t̃2} by the angle −β/2 around the
normal vector t3. For the rotation tensor defined as
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R = cos(−β/2)(t̃1 ⊗ t̃1 + t̃2 ⊗ t̃2) + sin(−β/2)(t̃2 ⊗ t̃1 − t̃1 ⊗ t̃2) + t3 ⊗ t3,

from t1 = Rt̃1 and t2 = Rt̃2, we obtain eq. (10.24).

Note that we can obtain sin(−β/2) and cos(−β/2) in another way,
without the use of the arctan function. Then, first we calculate

sinβ = t̃1 · g̃2, cos β = t̃2 · g̃2

and then, using the half-angle formulas, we obtain

sin(−β/2) = s
√

1
2(1 − cos β), cos(−β/2) = +

√
1
2(1 + cos β),

where s = sign(− sinβ).

Basis 3. Vectors related to the reference basis.

If (t3 · i1) < (1 − τ) then t2 =
t3 × i1
‖t3 × i1‖ =

1√
t22 + t23

⎡⎣ 0
t3
−t2

⎤⎦ , (10.26)

otherwise t2 =
t3 × i2

‖t3 × i2‖ =
1√

t21 + t22

⎡⎣ t2
−t1
0

⎤⎦ , (10.27)

and
t1 = t2 × t3, (10.28)

where t3 = [t1, t2, t3]T denotes the components of the normal vector
in the reference (global) basis {ik} and τ is a small parameter. The
advantage of this basis is that it provides easy identification of directions
for complicated curved structures.

The second formula, eq. (10.27), is used when t3 and i1 are almost
or exactly parallel and the cross-product t3 × i1 is not well conditioned.
Consider the result of the above definitions for two limit cases.

1. If t3‖i1, then t2 = t3 × i2‖i3 and t1 = t2 × t3‖i2.
2. If t3‖i2, then t2 = t3 × i1‖ − i3 and t1 = t2 × t3‖i1.
Both these cases are shown in Fig. 10.4. Another basis related to the
reference basis {ik} is defined in [71] p. 242.
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t i1 2||

t i1 1||

t i3 1||

t i2 3||

t i2 3|| -

t i3 2||

i3

i2i1

Case 1 Case 2

Fig. 10.4 Basis 3. Two limit cases of its position.

Normal vector associated with ξ3. Note that the vector ḡ3 of eq. (10.18)
is not associated with the coordinate ξ3 ∈ [−1, +1] and below we derive
the proper vector.

The position vector of a shell lamina ζ = const. relative to the middle
surface is (y−y0) = ζt3, where ζ ∈ [−h/2, +h/2]. We can parameterize
ζ in terms of ξ3 ∈ [−1, +1], as ζ = (h/2) ξ3, and define the normal
vector as a derivative w.r.t. ξ3, i.e.

g3
.=

d(y − y0)
dξ3

=
h

2
t3. (10.29)

This vector stretches from the middle surface to the top surface of a shell,
see Fig. 10.5.
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Fig. 10.5 Associated pairs: (ξ3,g3) and (ζ, t3).

Note that the vector g3 is different from ḡ3 of eq. (10.18) and is
associated with ξ3 because

ξ3g3 = ζ t3. (10.30)

Hence, we can use either (ξ3,g3) or (ζ, t3), but certainly not (ξ3, ḡ3).
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Remark. In some works, the normal vector is approximated as

t3(ξ, η) .=
4∑

I=1

NI(ξ, η) nI , (10.31)

where nI is the normal unit vector at node I defined as

nI =
aI × bI

‖aI × bI‖
and aI and bI are the vectors connecting node I with the adjacent
corners, see Fig. 10.6. When the element is planar, then this definition is
equivalent to eq. (10.19). However, when the element is warped, vectors
nI are not parallel and t3 is neither unit nor perpendicular to the local
tangent vectors gα.
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Fig. 10.6 Normal corner vectors for a planar element and a warped element.

10.3 Jacobian matrices

Bases for initial configuration. Consider three bases:

1. {ik} - the reference (global) Cartesian basis, k = 1, 2, 3,
2. {gk} - the local natural basis at the reference surface for the initial

configuration with the tangent vectors defined by eq. (10.15) and the
normal vector by eq. (10.29).

3. {tk} - the local Cartesian basis at the reference surface for the initial
configuration with the normal vector defined by eq. (10.19) and the
tangent vectors generated in one of the three ways described earlier.
For simplicity, we denote S3 = ζ.

The coordinates associated with these bases are designated as yk, ξk, Sk,
respectively. Note that the zero of the natural coordinates ξα is at the
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element’s center, while the zero of the Cartesian coordinates Sα is at
any considered Gauss point g at which we define the local bases.

The initial position vector y relative to the position vector of the
Gauss point, yg, can be expressed in the following three ways:

y − yg = (yk − yk
g ) ik = (ξk − ξk

g )gk = Sk tk. (10.32)

This equation links the above-defined bases and coordinates on the tangent
plane spanned at a Gauss point.

{t
k
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J
G

J
G

y
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�
k
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{i
k
} {g

k
}

JG

JL
R

Bases:

Coordinates:

Fig. 10.7 Mappings and Jacobian matrices for the initial configuration.

Jacobian matrices for initial configuration. Let us define the following three
types of mappings of coordinates and the Jacobian matrices, see Fig. 10.7:

ξk �→ yl : JG
.=
[

∂yl

∂ξk

]
,

Sl �→ yk : R .=
[
∂yk

∂Sl

]
, (10.33)

ξk �→ Sl : JL
.=
[
∂Sl

∂ξk

]
,

where the components of gradients are the matrices arranged as in
eq. (2.41).

To obtain the equation linking the above gradients, we use the chain
rule of differentiation

∂yk

∂ξl
=

∂yk

∂Sm

∂Sm

∂ξl
, which yields JG = RJL, (10.34)

where k, l, m = 1, 2, 3.
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Rotation matrix R. The angular position of the local basis {tk} rela-
tive to the reference {ik} is described by the rotation tensor R .= tl ⊗ il ∈
SO(3). This definition implies that Rik = tk, i.e. tk is a forward-
rotated ik. The components of R are

Rjk = ij · (Rik) = ij · tk (10.35)

and, in matrix form,

[Rjk] =

⎡⎣ i1 · t1 i1 · t2 i1 · t3

i2 · t1 i2 · t2 i2 · t3

i3 · t1 i3 · t2 i3 · t3

⎤⎦ = [t1 | t2 | t3] , (10.36)

where the columns contain components of tk in {ik}. The vectors of
these components we denote as tk.

We can show that the Jacobian matrix of the mapping of coordinates
Sl �→ yk is equal to the angular position matrix [Rjk], i.e.[

∂yk

∂Sj

]
= [Rjk]. (10.37)

By eq. (10.32), (yj − yj
g)ij = Sktk, from which we obtain (yj − yj

g) =
Sk (tk · ij), and the differentiation of both sides w.r.t. Sk yields
∂yj/∂Sk = ij · tk, where the r.h.s. is identical as the r.h.s. of eq. (10.35),
which ends the proof. �

Global Jacobian matrix JG. For the mapping of coordinates ξk �→ yi

of eq. (10.33), the Jacobian matrix is defined as

JG
.=
[

∂yi

∂ξk

]
=

⎡⎢⎢⎢⎣
∂y1

∂ξ1
∂y1

∂ξ2
∂y1

∂ξ3

∂y2

∂ξ1
∂y2

∂ξ2
∂y2

∂ξ3

∂y3

∂ξ1
∂y3

∂ξ2
∂y3

∂ξ3

⎤⎥⎥⎥⎦ = [g1 |g2 |g3] , (10.38)

where the columns contain components of gk in {ik}. We designate this
Jacobian as “global” because the global (reference) Cartesian coordinates
yi are differentiated.
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Local Jacobian matrices JL. For the mapping of coordinates ξk �→ Sl

of eq. (10.33), we define the Jacobian matrix

JL
.=
[
∂Si

∂ξk

]
=

⎡⎢⎢⎣
∂S1

∂ξ1
∂S1

∂ξ2 0
∂S2

∂ξ1
∂S2

∂ξ2 0

0 0 h
2

⎤⎥⎥⎦ , (10.39)

where the last form is obtained for

∂S3

∂ξ
= 0,

∂S3

∂η
= 0,

∂Sα

∂ξ3
= 0,

∂S3

∂ξ3
=

∂(ξ3h/2)
∂ξ3

=
h

2
. (10.40)

We designate this Jacobian as “local”, because the local Cartesian coor-
dinates Si are differentiated.
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t t1 1

Fig. 10.8 Local bases and coordinates. a) for four-node element, b) for 9-node
element with curved boundaries.

Consider only this part of the local mapping ξβ �→ Sα (α, β = 1, 2)
which is related to the tangent plane, see Fig. 10.8. To obtain a Jacobian
matrix for this part, we extract the upper 2× 2 part of JL, and denote
it as J,

J .=
[
∂Sα

∂ξβ

]
=

⎡⎣ ∂S1

∂ξ1
∂S1

∂ξ2

∂S2

∂ξ1
∂S2

∂ξ2

⎤⎦ =

[
g1 · t1 g2 · t1

g1 · t2 g2 · t2

]
, (10.41)

where columns contain components of gβ in {tα}.
The last form of J is obtained as follows. By eq. (10.32), Sk =

(y − yg) · tk, in which y and tk are functions of ξα, and the
differentiation yields
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∂Sα

∂ξβ
= gβ · tα +

(
y − yg

) · ∂tα

∂ξβ

atGP= gβ · tα, (10.42)

where gβ
.= ∂y/∂ξβ by eq. (10.15). The last form is valid only for the

Gauss point, when
(
y − yg

)
= 0, and the second term drops out so

we obtain eq. (10.41). The Jacobian at the element center is denoted as
Jc

.= J|ξ=η=0.

Relation between gα and tα. The coordinate gradients imply relations
linking the bases with which these coordinates are associated. The natural
basis vectors gα can be decomposed in the ortho-normal {tα} as follows:

gα = (gα · t1) t1 + (gα · t2) t2, (10.43)

in which (gα · tβ) are components of J of eq. (10.41). Hence, we can
rewrite [

g1

g2

]
= JT

[
t1

t2

]
and

[
t1

t2

]
= J−T

[
g1

g2

]
. (10.44)

Inverse Jacobian. An inverse of a 2 × 2 matrix A is given by a simple
formula,

A =
[
a b
c d

]
, A−1 =

1
det A

[
d −b

−c a

]
, (10.45)

providing detA = ad − bc �= 0. Applying this formula to the Jacobian
matrix J of eq. (10.41), we obtain

J−1 =
1

detJ

[
g2 · t2 −g2 · t1

−g1 · t2 g1 · t1

]
, (10.46)

where detJ .= (g1 · t1)(g2 · t2) − (g1 · t2)(g1 · t1).

Another form of the inverse of Jacobian can be obtained with the help
of the co-basis {gα, t3}. The co-basis vectors gα are defined as follows:

gα : gα · gβ = δα
β and gα · t3 = 0 (10.47)

and by analogy with eq. (5.8), they can be calculated as

g1 =
(g2 × t3)

(g2 × t3) · g1

, g2 =
(t3 × g1)

(t3 × g1) · g2

. (10.48)

In terms of the co-basis vectors gα, the inverse of Jacobian is
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J−1 =

[
t1 · g1 t2 · g1

t1 · g2 t2 · g2

]
, (10.49)

where columns of J−1 contain components of tβ in {gα}.

Check. We can check that the inverse matrices of eqs. (10.46) and
(10.49) are identical. Let us transform the 12-component of the matrix
of eq. (10.49) as follows:

t2 · g1 =
t2 · (g2 × t3)
(g2 × t3) · g1

=
g2 · (t3 × t2)
(g1 × g2) · t3

=
−g2 · t1

detJ
, (10.50)

where we used g1 × g2 = t3 detJ, see eq. (10.106) for details. Hence,
the obtained expression is identical to the 12-component of eq. (10.46).
For the other components of J−1, we can proceed similarly.

Relation between gα and tα. As previously in the derivation of eq. (10.44),
we can use the fact that the coordinate gradients imply relations linking
the bases with which these coordinates are associated. The co-basis vectors
gα can be decomposed in the ortho-normal {tα} as follows:

gα = (gα · t1) t1 + (gα · t2) t2, (10.51)

in which (gα · tβ) are components of the inverse Jacobian matrix J−1

of eq. (10.49). Hence, we can rewrite[
g1

g2

]
= J−1

[
t1

t2

]
and

[
t1

t2

]
= J

[
g1

g2

]
. (10.52)

Co-basis definition expressed by Jacobian matrices. The condition defining
the co-basis gα · gβ = δα

β can be rewritten as

(ti · gα)(gβ · ti) = δα
β , i = 1, 2, (10.53)

where gα = (gα · ti) ti and gβ = (gβ · tk) tk (i, k = 1, 2), and we can
calculate

gα · gβ = (gα · ti)(gβ · tk) ti · tk = (ti · gα)(gβ · ti). (10.54)

We note that gβ · ti = ∂Si/∂ξβ by eq. (10.42) and, hence, on the basis
of eq. (10.53), we can define the gradient
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∂ξα

∂Si

.= ti · gα. (10.55)

On the other hand, by eq. (10.49), gα · ti =
[
J−1

]
αi

and, hence,

J−1 =

[
t1 · g1 t2 · g1

t1 · g2 t2 · g2

]
=

[
∂ξ1

∂S1
∂ξ1

∂S2

∂ξ2

∂S1
∂ξ2

∂S2

]
.=
[
∂ξα

∂Si

]
. (10.56)

Therefore, eq. (10.53) can be rewritten simply as J−1J = I, where I
is the identity matrix.

Example. Note that the procedure of calculation of J−1 allows us to
avoid expressing explicitly the natural coordinates ξα in terms of the
ortho-normal coordinates Sα. This is an advantage because such rela-
tions can be quite complicated. For instance, for Basis 1 attached at
the element center, these relations are as follows:

g1 ξ1 = t1 (S1 − S2 tanβ), g2 ξ2 = t1S
2 tanβ + t2S

2,
(10.57)

where β < π/2 is the angle between t2 and g2 and tanβ =
(t1 · g2)/(t2 · g2). Then

J−1 =

[
∂ξ1

∂S1
∂ξ2

∂S1

∂ξ1

∂S2
∂ξ2

∂S2

]
=

[
1/

√
g11 0

− tanβ/
√

g11 1/(cos β
√

g22)

]
, (10.58)

where gαα
.= gα · gα and cosβ = (t2 · g2)/

√
g22.

Local Jacobian and its inverse for the vector of shape functions. We can ap-
proximate the relative vector (y−yg), see eq. (10.32), using a vector of
shape functions N(ξ1, ξ2) of eq. (10.5), and write

Sα =
1
4

[(sSα) + (ξSα) ξ + (ηSα) η + (hSα) ξη] , (10.59)

where Sα .= (yI−yg)·tα = [Sα
1 , Sα

2 , Sα
3 , Sα

4 ]T is the vector of projections
of nodal relative position vectors on tα. Differentiating eq. (10.59) w.r.t.
the natural coordinates, we obtain

∂Sα

∂ξ
=

1
4

[ (ξSα) + (hSα) η ] ,
∂Sα

∂η
=

1
4

[ (ηSα) + (hSα) ξ ] (10.60)

and, hence, the Jacobian matrix of eq. (10.41) is
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J =

[
1
4

[
(ξS1) + (hS1) η

]
1
4

[
(ηS1) + (hS1) ξ

]
1
4

[
(ξS2) + (hS2) η

]
1
4

[
(ηS2) + (hS2) ξ

]] . (10.61)

Note that column 1 varies linearly with η, while column 2 varies linearly
with ξ.

An inverse of the Jacobian can be obtained by eq. (10.45) and it is as
follows:

J−1 =
1

detJ

[
1
4

[
(ηS2) + (hS2) ξ

] −1
4

[
(ηS1) + (hS1) ξ

]
−1

4

[
(ξS2) + (hS2) η

]
1
4

[
(ξS1) + (hS1) η

]] , (10.62)

where
detJ = J(ξ, η) = J0 + J1ξ + J2η, (10.63)

and its components are

J0
.=

1
16
[
(ξS1) (ηS2) − (ηS1) (ξS2)

]
,

J1
.=

1
16
[
(ξS1) (hS2) − (hS1) (ξS2)

]
,

J2
.=

1
16
[
(hS1) (ηS2) − (ηS1) (hS2)

]
.

The bilinear term J12 ξη is not present in the expansion eq. (10.63)
because

J12
.=

1
16
[
(hS1) (hS2) − (hS1) (hS2)

]
= 0.

It can be checked for parallelograms that only J0 �= 0, while J1 = J2 = 0.

Example. Jacobian matrices for basic shapes of element. The Jacobian ma-
trix contains information about the initial shape of the element. In
Fig. 10.9, we show several basic shapes of a planar four-node element.
The Jacobian matrix and its determinant for these shapes are as follows:

a) square 2 × 2: J =
[

1 0
0 1

]
, detJ = 1,

b) rectangle: J =
[

5/2 0
0 1

]
, detJ = 5/2,

c) parallelogram: J =
[

5/2 0
1 1

]
, detJ = 5/2,
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d) trapezoid: J =
[

5/2 + η 0
ξ 1

]
, detJ = 5/2 + η,

e) trapezoid: J =
[

(5 + η)/2 0
(1 + ξ)/2 1

]
, detJ = (5 + η)/2,

f) irregular: J =
[

(5 + η)/2 (1 + η)/4
(1 + ξ)/2 (5 + ξ)/4

]
, detJ = (6 + ξ + η)/2.

45
o

45
o

45
o

a) b) c)

d)

45
o

e)

f)
1

1

Fig. 10.9 Typical shapes of four-node elements.
Elements c), d), e), f) are obtained from the rectangle of size 5 × 2.

We see that J is a diagonal matrix only for the square and the rectangle.
For the square, the rectangle, and the parallelogram, J is constant over
the element.

For trapezoids and irregular elements, J is non-diagonal and non-
constant and linearly depends on ξ, η. Note that for non-rectangular
shapes, especially when the element aspect ratio is far from 1, the accuracy
of four-node elements substantially decreases, see tests of Sects. 15.2.4 and
15.2.6.
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10.4 Deformation gradient, FTF and QTF products

Using various bases in FE computations. To enable linking of finite elements
of various spatial orientation, the displacement vector u and the rotation
vector ψ are represented in the reference Cartesian basis {ik}. However,
in computations on the level of an element, we have a choice and one of
the following two bases can be used:

1. the reference Cartesian basis {ik}. In order to perform the local
operations, we have to transform strain components and components
of the QTF product to the local basis {tk} at a Gauss point.

2. the elemental Cartesian basis {tc
k} at the element center. Then, first,

the displacement and rotation components must be transformed from
the reference basis {ik} to this basis. In order to perform the local
operations, we transform the strain components and components of the
QTF product to the local basis {tk} at a Gauss point. Afterwards,
the tangent stiffness matrix at the residual vector must be transformed
to the reference basis {ik}.
The use of this basis requires additional transformations but, contrary
to expectations, can significantly improve the efficiency of a four-node
element if zero values are accounted for in the implementation.
Note that the use of the elemental basis {tc

k} is indispensable in the
case of warped four-node elements if the substitute flat element and
the warpage correction are used, see Sect. 14.3 for details.

Local operations for shell element. The shell assumptions and several tech-
niques related to the formulation of a finite element require a local defini-
tion of directions, e.g.

• the Reissner hypothesis,
• imposition of the zero normal stress (ZNS) condition,
• modifications of transverse shear strains (using the ANS method),
• formulation of the drilling RC equation,
• integration of the strain energy, when it is separated into the integra-

tion in the normal (fiber) direction and the integration in the tangent
(lamina) direction.

Hence, no matter whether the basis {ik} or {tc
k} is used on the ele-

ment’s level, we have to transform the strain components and components
of the QTF product to the local basis {tk} at a Gauss point. Note that
instead of transforming components from one basis to another, we can
operate on the backward-rotated objects, as described in Sect. 2.
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Remarks on use of a skew basis at element’s center. The skew basis at the ele-
ment center, {gc

α, tc
3}, is used in mixed elements based on the Hellinger–

Reissner functional and the Hu–Washizu functional, see Sect. 11.5. Rep-
resentations of stress are assumed in this basis, while representations of
strain for the Hu–Washizu functional are assumed either in this basis or
in its co-basis. These representations are next transformed to the local
orthonormal basis at the element center {tc

k}.
The formulas for a transformation between a non-orthogonal basis and

a Cartesian basis are derived in Sect. 2. In the case of the in-plane (αβ)
components, for non-symmetric tensors we use eqs. (2.21) and (2.25), while
for symmetric tensors we use eq. (2.29) with T∗ replaced by T∗∗

of eq. (2.30) or eq. (2.31). For the transverse (α3) components, we use
eqs. (2.26) and (2.27).

Deformation gradient, FTF and QTF products. Below, we derive matrices
of components for the deformation gradient F, the Cauchy–Green de-
formation tensor C .= FTF, and the QTF product. They are derived
for the reference basis {ik} and, subsequently, the latter two matrices
are transformed to the local bases {tk}. As mentioned earlier, instead of
the reference basis {ik}, the elemental basis {tc

k} can be used as well.
Two ways of derivation are presented below in which the position vectors
are treated as functions of either (A) the natural coordinates, or (B) the
local Cartesian coordinates.

(A) Natural coordinates. For the coordinates {ξα, ζ}, we take ζ = h
2 ξ3,

express ζ ∈ [−h/2, +h/2] in terms of ξ3 ∈ [−1, +1], and use the
natural coordinates {ξk} (k = 1, 2, 3).

Then the position vector in the initial configuration of eq. (5.1) is as
follows:

y(ξk) = y0(ξ
α) +

h

2
ξ3 t3(ξα), α = 1, 2, (10.64)

and the current position vector is x = x(ξk(y)). The deformation gra-
dient of eq. (5.15) can be written simply as

F .=
∂x
∂y

=
∂x
∂ξk

⊗ ∂ξk

∂y
, (10.65)

with ξk serving as intermediate variables. Let us use the components of
y and x in the reference basis {ik}. Then y = ym im and x = xl il,
(m, l = 1, 2, 3) and we differentiate only the components,
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∂x
∂ξk

=
∂xl

∂ξk
il,

∂y
∂ξk

=
∂ym

∂ξk
im. (10.66)

Hence, the inverse derivative is

∂ξk

∂y
=

∂ξk

∂ym
im (10.67)

and the deformation gradient becomes

F =
∂x
∂ξk

⊗ ∂ξk

∂y
=

∂xl

∂ξk

∂ξk

∂ym
il ⊗ im = Flm il ⊗ im, (10.68)

where

Flm
.=

∂xl

∂ξk

∂ξk

∂ym
. (10.69)

Let us introduce the matrices of components

F .= [Flm], Jcurr
G

.=
[

∂xl

∂ξk

]
, JG

.=
[
∂ym

∂ξk

]
, (10.70)

where JG is the global Jacobian of eq. (10.33). Then the deformation
gradient matrix can be computed as

F = Jcurr
G J−1

G . (10.71)

Now we can compute the components of the Cauchy–Green tensor
C .= FTF and of the QT

0 F product, and transform them to the local
orthonormal basis {tk}. This can be done, as derived in Sect. 2, by the
transformation of components ( · )local = RT ( · )global R, see eq. (2.13).
Note that R is the rotation matrix of eq. (10.33).

1. Components of the Cauchy–Green deformation tensor C .= FT F,

C∗ = RT CR = F̄T F̄, (10.72)

2. Components of the QTF product, i.e. QTF,

(QTF)∗ = RT (QTF)R = (QR)T F̄, (10.73)

where
F̄ .= FR = Jcurr

G J−1
G R = Jcurr

G J−1
L , (10.74)

with the last form obtained on use of eq. (10.34).
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(B) Orthonormal local coordinates. We can express ζ ∈ [−h/2,+h/2] in
terms of ξ3 ∈ [−1,+1] as ζ = (h/2) ξ3, and define S3 .= ξ3. Then we
can use the Cartesian coordinates {Sk} (k = 1, 2, 3) instead of {Sα, ζ}.

The position vector in the initial configuration of eq. (5.1) is now as
follows:

y(Sk) = y0(S
α) +

h

2
S3 t3(Sα), α = 1, 2, (10.75)

and the current position vector is x = x(Sk(y)). The deformation
gradient of eq. (5.15) can be written simply as

F .=
∂x
∂y

=
∂x
∂Sk

⊗ ∂Sk

∂y
, (10.76)

with Sk being intermediate variables. Let us use the components of y
and x in the reference basis {ik}. Then y = ym im and x = xl il
and we can differentiate the components

∂x
∂Sk

=
∂xl

∂Sk
il,

∂y
∂Sk

=
∂ym

∂Sk
im. (10.77)

Hence, the inverse derivative is

∂Sk

∂y
=

∂Sk

∂ym
im (10.78)

and the deformation gradient becomes

F =
∂x
∂Sk

⊗ ∂Sk

∂y
=

∂xl

∂Sk

∂Sk

∂ym
il ⊗ im = Flm il ⊗ im, (10.79)

where

Flm
.=

∂xl

∂Sk

∂Sk

∂ym
. (10.80)

Let us define the following matrices of components

F .= [Flm], ∇x .=
[

∂xl

∂Sk

]
, R .=

[
∂ym

∂Sk

]
, (10.81)

where R is the rotation matrix of eq. (10.33). Then the deformation
gradient matrix can be computed as

F = ∇x RT . (10.82)
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Now we can compute the components of the Cauchy–Green tensor
C .= FTF and of the QT

0 F product and transform them to the local
orthonormal basis {tk}. This can be done, as derived in Sect. 2, by the
transformation of components ( · )L = RT ( · )G R, see eq. (2.13).

1. Components of the Cauchy–Green deformation tensor C .= FT F,

C∗ = RT CR = (∇x)T∇x, (10.83)

2. Components of the QTF product, i.e. QTF,

(QTF)∗ = RT (QTF)R = (QR)T ∇x. (10.84)

Note that, formally, ∇x plays the same role as F̄ in case (A).

The formulation based on the coordinates Sk makes sense when the
derivatives of shape functions are expressed in terms of ortho-normal Sα,
as, e.g., for the one-integration point element. Besides, it is an analogue
of the formulation used in the analytical studies in Sect. 6.

Increment of Green strain. Version 1. For x = xn + Δu, where n refers
to the last known configuration and Δ to the increment from the last
known configuration to the current one, the deformation gradient can be
multiplicatively decomposed as follows:

F .=
∂x
∂y

=
∂x
∂xn

∂xn

∂y
= ΔFFn. (10.85)

Then, the Green strain can be rewritten as

E .= 1
2(FTF − I) = 1

2

[
FT

n (ΔFT ΔF)Fn − I
]
, (10.86)

where
ΔF .=

∂x
∂xn

= ∇nx = I + ∇n(Δu) (10.87)

and ∇n(·) .= ∂(·)/∂xn denotes the gradient w.r.t. the known position
vector. We can linearize the ΔFT ΔF product w.r.t. Δu, which yields

(ΔFT ΔF) = I + ∇n(Δu) + ∇T
n (Δu) + ∇T

n (Δu)∇n(Δu)︸ ︷︷ ︸
neglected

≈ I + 2Δε, (10.88)

where Δε
.= sym∇n(Δu) is the infinitesimal strain increment. Hence,

the Green strain can be expressed as
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E = 1
2

[
FT

n (I + 2Δε)Fn − I
]

= En + FT
n ΔεFn, (10.89)

where En
.= 1

2(FT
nFn − I), and the increment of the Green strain can

be obtained as the pull-back of the infinitesimal strain increment, ΔE .=
E − En = FT

n ΔεFn.

Increment of Green strain. Version 2. The increment of the Green strain can
be defined as ΔE .= En+1 − En and expressed as

ΔE = 1
2(FT

n+1Fn+1 − FT
nFn). (10.90)

The deformation gradients at tn and tn+1 can be expressed by the
mid-point deformation gradient Fn+1/2

.= ∂xn+1/2/∂y as follows:

Fn+1
.=

∂xn+1

∂X
=

∂xn+1

∂xn+1/2

∂xn+1/2

∂y
=
[

∂xn+1

∂xn+1/2

]
Fn+1/2, (10.91)

Fn
.=

∂xn

∂X
=

∂xn

∂xn+1/2

∂xn+1/2

∂y
=
[
∂xn+1/2

∂xn

]−1

Fn+1/2. (10.92)

Then, the increment of the Green strain can be written as

ΔE = FT
n+1/2 Δε Fn+1/2, (10.93)

where the part which is pushed-forward to the mid-point position is

2Δε =
[

∂xn+1

∂xn+1/2

]T [ ∂xn+1

∂xn+1/2

]
−
[

∂xn

∂xn+1/2

]T [ ∂xn

∂xn+1/2

]
. (10.94)

We note that

∂xn+1

∂xn+1/2
=

∂(xn+1/2 + 1
2Δu)

∂xn+1/2
= I + 1

2

∂Δu
∂xn+1/2

(10.95)

and
∂xn

∂xn+1/2
=

∂(xn+1/2 − 1
2Δu)

∂xn+1/2
= I − 1

2

∂Δu
∂xn+1/2

. (10.96)

Using the above relations in eq. (10.94), we obtain

Δε = 1
2

[
∂Δu

∂xn+1/2
+
(

∂Δu
∂xn+1/2

)T
]

. (10.97)

Formula (10.93) is used in finite strain plasticity, e.g., in [97, 250].



Numerical integration of shell elements 255

Rate of Green strain. Differentiation of the Green strain E .= 1
2(FTF− I)

w.r.t. time t, yields

2Ė = ḞTF + FT Ḟ = FT (F−T ḞT + ḞF−1)F
= FT (∇vT + ∇v)F = 2FTdF, (10.98)

where the spatial velocity gradient ∇v .= ḞF−1, and the rate of de-
formation d .= 1

2(∇vT + ∇v). Using this formula, we can obtain an
interpretation of the above two forms of increment of the Green strain.

Writing eq. (10.98) at time instant tn and multiplying by Δt, we
obtain

ΔE = FT
n ΔεFn, (10.99)

where ΔE .= ĖnΔt and Δε
.= dnΔt by the forward Euler finite-

difference scheme, which is first-order accurate. This equation corresponds
to eq. (10.89).

Writing eq. (10.98) at time instant tn+1/2 and multiplying by Δt,
we obtain

ΔE = FT
n+1/2 ΔεFn+1/2, (10.100)

where ΔE .= Ėn+1/2Δt and Δε
.= dn+1/2Δt by the central finite-

difference scheme, which is second-order accurate. This equation corre-
sponds to eq. (10.93).

10.5 Numerical integration of shell elements

Infinitesimal volume and area of shell element. Below we consider the formu-
las suitable for (i) the ortho-normal coordinates Sk and (ii) the natural
coordinates ξk. The latter are actually used in our computations.

(i) Ortho-normal coordinates Sk. The differential of the position vector y
can be written as

dy .= t1 dS1 + t2 dS2 + t3 dS3, (10.101)

where dS3 .= ζ ∈ [−h/2, +h/2]. An infinitesimal volume of the rectan-
gular parallelepiped spanned by vectors (dy)i = ti dSi (no summation)
is as follows:

dV
.= (t1 dS1 × t2 dS2)·(t3 dS3) = (t1 × t2)·t3 dS1dS2dS3 = dS1dS2dS3,

(10.102)
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as t1 × t2 = t3. The infinitesimal area of a rectangle spanned by the
tangent vectors (dy)α (α = 1, 2) is

dA
.= (t1 dS1 × t2 dS2) · t3 = dS1dS2. (10.103)

(ii) Natural coordinates ξk. The differential of the position vector y can
be written as

dy .=
∂y0

∂ξ1
dξ1 +

∂y0

∂ξ2
dξ2 + t3

h

2
dξ3 = g1 dξ1 +g2 dξ2 + t3

h

2
dξ3, (10.104)

where gα
.= ∂y0/∂ξα, ξ3 .= 2ζ/h, and ξk ∈ [−1, +1]. An infinitesimal

volume of the parallelepiped spanned by the component vectors is

dV
.=
(
g1 dξ1 × g2 dξ2

) · (t3
h

2
dξ3

)
=

h

2
(g1 × g2) · t3 dξ1dξ2dξ3.

(10.105)
Note that

g1 × g2 = J t3, J = (g1 · t1)(g2 · t2) − (g2 · t1)(g1 · t2), (10.106)

for gα decomposed in {ti} as gα = (gα · t1) t1 + (gα · t2) t2 and
t1 × t2 = t3. Besides, J

.= detJ, where J is the Jacobian matrix of
eq. (10.41). Using the above relation (g1 × g2) · t3 = J t3 · t3 = J and

dV =
h

2
J dξ1dξ2dξ3. (10.107)

We note that (h/2) J = (h/2) detJ = detJL, for JL of eq. (10.39).
Besides, JL = RTJG, by eq. (10.34), and hence detJL = detJG, as
detR = 1. The infinitesimal area of the parallelogram spanned by vectors
(dy)α (α = 1, 2) is

dA
.= (g1 dξ1 × g2 dξ2) · t3 = (g1 × g2) · t3 dξ1dξ2 = J dξ1dξ2. (10.108)

Remark. In the above derivations, we assumed that the element’s ge-
ometry is approximately flat, see the restriction of eq. (5.19). To account
for curvature, the infinitesimal parallelepiped should be spanned by the
vectors ĝα(ζ) of eq. (5.5) and integrated over the thickness.
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Fig. 10.10 Sign of the Jacobian determinant depends on α or β.

Example. We show that the sign of the Jacobian determinant J is a
function of the angle between t1 and g1, denoted as α in Fig. 10.10.
We assume that the basis {ti} is constructed as Basis 2, see eq. (10.22).

The natural basis vectors gα can be expressed as gα = g̃α ‖gα‖,
where g̃α are unit vectors given in {tα} as follows:

g̃1 = cos α t1 − sinα t2, g̃2 = − sinα t1 + cos α t2.

Then the Jacobian determinant becomes

J = (g1 · t1)(g2 · t2) − (g2 · t1)(g1 · t2)
= ‖g1‖‖g2‖(cos2 α − sin2 α) = ‖g1‖‖g2‖(1 − 2 sin2 α). (10.109)

Because ‖g1‖‖g2‖ > 0, the sign of J depends on the angle α, i.e.

J > 0, for | sinα| < 1/
√

2, or |α| < 45o,
J = 0, for | sinα| = ±1/

√
2, or |α| = 45o,

J < 0, for | sinα| > 1/
√

2, or |α| > 45o.
(10.110)

We can rewrite these conditions in terms of the angle between g1 and
g2, defined as β

.= 90o − 2α, see Fig. 10.10, as follows:

J > 0, for 0o < β < 180o,
J = 0, for β = 0o or β = 180o,
J < 0, for β > 180o .

(10.111)

We see that J is singular when g1 and g2 are co-linear and is
negative if they are inclined at the angle greater than 180o.

Finally, we note that the Jacobian determinant J is computed at the
Gauss points and it should be positive to avoid negative volumes which
are non-physical.
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Remark. Note that the condition requiring that the internal angles
between adjacent edges of a four-node element be within the range
[45o, 135o] is motivated by accuracy concerns, as it is more restrictive
than necessary to avoid J < 0. For instance, if node 3 is placed on the
line linking node 2 and 4, then the angle at node 3 is 180o, far beyond the
above range. Still, J > 0 everywhere except at node 3, where J = 0.

Volume and area of shell element. Below we consider the formulas for inte-
gration suitable for the natural coordinates ξk.

The volume of a shell element is defined as an integral,

V
.=
∫

V
dV =

∫ +1

−1

∫ +1

−1

∫ +1

−1

h

2
J dξ1dξ2dξ3, (10.112)

where we used dV of eq. (10.107). If the thickness h is constant in
the element, then we obtain V = hA, where the shell element area is
defined as

A
.=
∫

A
dA =

∫ +1

−1

∫ +1

−1
J dξ1dξ2, (10.113)

where dA is defined in eq. (10.108). For a four-node element and the
bilinear approximation, detJ = J0 + J1 ξ1 + J2 ξ2, see eq. (10.63), and
the area A = 4J0.

Equation (10.112) is general, can be applied to elements of arbitrary
shape, also to the warped ones, while a simpler expression can be found
for a flat four-node element. We can divide the four-node elements into
two triangles, e.g., by the diagonal 1-3, and calculate its area as follows:

A
.= 1

2 (y32 × y12 − y34 × y14) · t3, (10.114)

where t3 is a unit normal vector and yKL
.= yK − yL, i.e. the vector

connecting nodes K and L (K, L ∈ {1, 2, 3, 4}). Then yKL = Sα
KL tα,

where Sα
KL

.= Sα
K − Sα

L and Sα
I

.= (yI − yc) · tα, where yc is the
position of the element center. Finally, the area can be expressed as

A = 1
2

(
S1

31 S2
42 − S2

31 S1
24

)
(10.115)

or
A =

1
4
[
(ξS1)(ηS2) − (ξS2)(ηS1)

]
. (10.116)

To prove the correctness of the last form, we have to perform multi-
plications and introduce the differences of coordinates Sα

KL, which
yields eq. (10.115). Comparing eq. (10.116) with the definition of J0

of eq. (10.63), we obtain A = 4J0.
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Integration over the element volume. The volume of the shell element is
mapped onto a unit cube and a numerical integration is performed as
follows:∫

V
F dV =

∫ +1

−1

∫ +1

−1

∫ +1

−1
F̄ (ξk)

h

2
J dξ1dξ2dξ3 =

NIP∑
n=1

wn F̄ (ξk
n),

(10.117)
where dV is defined in eq. (10.107), F̄ (ξk) .= 1

2f(ξk) h(ξα) J(ξα), and
wn denotes the weighing factor for the integration point n.

We can separately specify the integration rule for the reference lamina
(l) and for the fiber (f), see Fig. 5.2, as follows:

∫
V

F dV =
N l

IP∑
l=1

wl

Nf
IP∑

f=1

wf F̄ (ξα
l , ξ3

f ). (10.118)

The order in which the above summations are performed can have a sig-
nificant effect on the speed of the FE code and the effect can be contrary
to our expectations; this issue is discussed in [89]. Note that, generally, it
is better to write two integration loops instead of one, as usually it makes
a difference to the compiler’s optimizer.

Integration of strain energy over thickness. For the Reissner kinematics, the
deformation gradient F is a linear function of the normal coordinate
ζ ∈ [−h/2, +h/2]. Hence, the strain E and the strain energy density
function W are polynomials of ζ,

E(ζ) =
N∑

n=0

1
n!

E(n) ζn, W(ζ) =
N∑

n=0

Wn ζn, (10.119)

where E(n) denotes the nth derivative w.r.t ζ at the middle surface,
ζ = 0. The shell-type strain energy is defined as Wsh

.=
∫ +h/2
−h/2 W(ζ) dζ,

and involves the integration through-the-thickness.

In Table 10.1 are (1) the analytically integrated Wsh, and (2) the
minimum number of integration points to obtain exact Wsh for two
types of numerical quadratures, Gauss and Newton–Cotes (NC). Various
forms of strain are assumed. Note that W∗

2 depends on all derivatives
of the strain, while W2 only on E(1).
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Table 10.1 Integration of SVK strain energy over ζ for various forms of strain.
MNIP=minimum no. of integration points

Form of strain Coefficients of strain energy analytically integr. MNIP
E(ζ) W(ζ) Wsh Gauss NC

E(0) W0(E
(0)) hW0 1 1

E(0)+ ζE(1) W0(E
(0)),W1(E

(0),E(1)), hW0 + h3

12
W2 2 3

W2(E
(1))

E(0)+ ζE(1) + ζ2

2
E(2) W0(E

(0)), W1(E
(0),E(1)), hW0 + h3

12
W∗

2 + h5

80
W4 3 5

W∗
2 (E(0),E(1),E(2)),

W3(E
(1),E(2)), W4(E

(2))

Numerical integration of four-node shell elements over thickness. In the four-
node shell element, we use a 2 × 2 Gauss rule for integration over the
reference lamina. (The analytical integration over the lamina is used, e.g.,
in the so-called one-integration point element.) The integration over the
fiber is performed either analytically or one of the following 1D integration
rules is used:

1. the 2-point Gauss rule. The locations of sampling points for the interval
ξ ∈ [−1,+1] and weighing factors for the 2-point Gauss rule are given
in Table 10.2.

Table 10.2 2-point Gauss integration rule.

m 1 2

ξm −1/
√

3 1/
√

3
wm 1 1

2. the 5-point Simpson rule. In the Simpson method, the interval is di-
vided into an even number of intervals and within each pair of intervals
the function is approximated by a parabola. The method is exact for
polynomials of degree at most 3. The locations of sampling points for
the interval ξ ∈ [−1, +1] and weighing factors for the 5-point Simp-
son rule are given in Table 10.3. In the context of shells, the Simpson
rule has the advantage that the sampling points are also located at the
ends of the interval, ξm = ±1, i.e. at the most external laminas.
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Table 10.3 5-point Simpson integration rule.

m 1 2 3 4 5

ξm -1 -1/2 0 1/2 1
wm 1/6 4/6 3/6 4/6 1/6

10.6 Newton method and tangent operator

Newton method. Consider the potential energy functional defined as

F (z) .=
∫

V
W(z) dV − Fext, (10.120)

where W(z) is the strain energy expressed by z .= {u,ψ} and Fext is
a functional of external forces. The below-described procedure is analogous
for other governing functionals.

We write the stationarity condition of F as

δF
.= DF (z̄) · δz =

d
dt

F (z̄ + t δz)
∣∣∣∣
t=0

= 0, (10.121)

where DF (z̄) · δz is the directional derivative of F at z̄ in the
direction δz, t is a scalar parameter, and z̄ denotes the known (last
computed) solution. This is the virtual work (VW) equation.

We designate G
.= δF and rewrite the VW equation as G(z) = 0.

It can be linearized and solved iteratively, e.g., using the Newton scheme
defined as follows:

DG(z̄) · Δz = −G(z̄)

z = z̄ + Δz

}
, (10.122)

where

DG(z̄) · Δz .=
d
dt

G(z̄ + tΔz)
∣∣∣∣
t=0

(10.123)

is the directional derivative of G at z̄ in the direction Δz. This
derivative provides the tangent operator K.

Tangent operator for the linear material. Consider the strain energy
W(z) .= 1

2ε · (C ε), where C
.= ∂σ/∂ε is the tangent constitutive

matrix. For simplicity, we omit the integral and Fext in eq. (10.120).

Then F (z) .= W(z) and its variation is G
.= δF = δW = σ · δε,

where the constitutive equation σ
.= ∂W/∂ε = C ε. The directional

derivative is calculated as
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DG(z̄) · Δz =
∂G

∂z
Δz = Δσ · δε + σ · Δ(δε). (10.124)

The first component of eq. (10.124) can be transformed using the consti-
tutive relation in the incremental form Δσ = C Δε, where B .= ∂ε/∂z
is the kinematical strain-displacement matrix, to obtain

Δσ · δε = (C Δε) · δε = (CBΔz) · (B δz) = δz · (BT CBΔz). (10.125)

The second component of eq. (10.124) can be rewritten as

σ · Δ(δε) = Δ(σ∗ · δε) = Δδ(σ∗ · ε), (10.126)

provided that, in differentiation, σ is treated as independent of z, which
is indicated by the asterisk, i.e. σ∗. Note that the scalar (σ∗ · ε) is
differentiated in the last form of this equation. Then the second component
becomes

Δδ(σ∗ · ε) = δz ·
[
∂2(ε · σ∗)

∂z2
Δz
]

. (10.127)

Finally,

DG(z̄) · Δz = δz · (KΔz ) , K .= BTCB +
∂2(ε · σ∗)

∂z2
, (10.128)

where K is the tangent stiffness operator.

Computation of tangent matrix. The major part of computation of the tan-
gent matrix is the computation of derivatives and for non-linear functions
these derivatives are more complicated than the function itself. There are
three ways to compute the tangent matrix:

1. Analytic, i.e. by hand or using one of the symbolic manipulators such as
Mathematica, Maple, and others, which can be used for manipulating
equations and obtaining expressions for partial derivatives. This way
is exact but laborious.

2. Numerical, i.e. by finite difference (FD) approximations and either two-
sided or one-sided differences can be used. This yields an inefficient
code, which can be also inaccurate.

3. Automatic (or algorithmic) differentiation of the computer program.
The automatic differentiation (AD) programs can deal with constructs
such as branches and loops and derivatives are correct up to the ma-
chine precision. The AD has strong theoretical foundations and is a
mature computational technology, which can be used with confidence,
see, e.g., [185, 82, 84, 83].

Below, we discuss these three ways of generating the tangent matrix.
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1. Stiffness tangent matrix derived analytically. Again, consider the VW equa-
tion in the simplified form, i.e. G(z) .= δW .= σ · δε, where σ

.= ∂W/∂ε.
We can split

δε = [δ1ε, ..., δNε], δiε =
∂ε

∂zi
δqi, i = 1, ..., N, (10.129)

where zi ∈ zI denotes a nodal variable of a discrete FE model and,
for simplicity, we take, only one of its components, i.e. Gi(z) .= σ · δi ε.
We shall calculate a derivative of this component w.r.t. one component,
zj ∈ zI ,

∂Gi(zI)
∂zj

=
∂

∂zj
(σ · δiε) = σ,j · (Bi δzi) + σ · (Bi,j δzi), (10.130)

where

σ,j =
∂σ

∂ε

∂ε

∂zj
= CBj , Bi =

∂ε

∂zi
, Bi,j =

∂Bi

∂zj
=

∂2ε

∂zi ∂zj
, (10.131)

and C
.= ∂σ/∂ε is the constitutive tangent operator. Note that

1. If components of σ and ε are written as matrices, then Bi and
Bi,j are also matrices but C must be a 4D matrix. Using the identity
T1 · T2 = tr(TT

2 T1), we can rewrite eq. (10.130) as

∂Gi(zI)
∂zj

= tr (BT
i CBj + BT

i,j σ) δzi. (10.132)

This form is not used in computations because of the inconvenient
form of C.

2. If components of σ and ε are written as vectors, then Bi and
Bi,j are also vectors, while C can be written as a 2D matrix; this
is the so-called Voigt’s notation. Then we can rewrite eq. (10.130) as
follows:

∂Gi(zI)
∂zj

= (Bi δzi) · (CBj) + (Bi,j δzi) · σ. (10.133)

For all components taken into account, we have i, j = 1, ..., N and
the vectors Bi can be arranged as a matrix B = [B1, ...,BN ]. Then

∂G(zI)
∂z

.=
[
∂Gi(z)

∂zj

]
i,j=1,...,N

= δBT CB +
(

dδB
dz

)T
σ, (10.134)
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where δB = [B1 δz1, ...,BN δzN ] and(
dδB
dz

)T

=

⎡⎣ B1,1 δz1 ... B1,N δz1

... ... ...
BN,1 δzN ... BN,N δzN

⎤⎦ . (10.135)

Equation (10.134) is used to generate the tangent stiffness matrix
which is defined as follows:

K .=
∫

A

[
BT CB +

(
∂B
∂z

)T
σ

]
dV , (10.136)

where the displacement matrix and the initial stress matrix are defined
as

K0 + KL
.=
∫

A
BT CB dV , Kσ

.=
∫

A

(
∂B
∂z

)T
σ dV . (10.137)

Here, K0 is the infinitesimal (linear) stiffness matrix, while Ku

and Kσ are the parts which appear for non-linear strains and/or
non-linear constitutive relations, see the classical textbooks on FEs.

2. Stiffness tangent matrix derived by finite difference method. The stiffness
matrix can be approximated by a secant operator obtained using the Finite
Difference (FD) method. This is a very inefficient method which can be
accelerated by deriving B analytically and using it to compute the initial
stress matrix Kσ by the FD method. This is obtained as follows:

1. First, the analytical formula for B is derived and compared with the
FD approximation

BFD
i =

ε(zi + τ) − ε(zi + τ)
2τ

, zi ∈ zI , (10.138)

where τ = 10−8 for double precision and BFD
i is the ith column

of BFD. This verification should be done for zi �= 0.
2. The so-verified analytical B is used to compute the initial stress

matrix Kσ by the FD method,

(Kσ)FD
i =

BT(zi + τ) σ − BT(zi − τ) σ

2τ
, (10.139)

where (Kσ)FD
i is the ith column of (Kσ)FD. If components of σ

are written as a vector, then B is a matrix and, in the nominator,
we obtain a difference of two vectors.
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Remark. Note that the use of the analytically derived B is very impor-
tant for efficiency. Otherwise we have to compute the second derivative of
strain because

Kσ =
(

dB
dz

)T

σ =
(

d 2ε

dz2

)T

σ. (10.140)

Computation of the second derivative is time-consuming for multidimen-
sional z because, first, a second-order hyper-surface must be spanned.
For instance, for each strain component εkl, we have to span

εkl = a0 +
N∑

i=1

ai zi +
N−1∑
i=1

N∑
j=1+i

aij zi zj +
N∑

i=1

aii z
2
i , (10.141)

where the base functions are polynomials of up to the second order. The
number of coefficients a0, ai, aij , aii which have to be calculated is

p = 1︸︷︷︸
constant

+ N︸︷︷︸
linear

+ (N2 − N)/2︸ ︷︷ ︸
mixed quadratic

+ N︸︷︷︸
pure quadratic

= (N2 + 3N + 2)/2,

(10.142)
and for N = 8 (four-node element × 2 dofs/node ), we obtain p = 45.
The semi-analytical method is more efficient but even this method can be
used only when the efficiency of the FE is not important.

Finally, we note that the formulas given above may also be used to
verify the correctness of B and Kσ derived either analytically or by
an automatic differentiation program.

3. Stiffness tangent matrix by automatic differentiation. Even for a single shell
element, we have to use many independent variables, e.g. in case of shell
elements with six dofs/node, we use 24 variables in the four-node element
and 54 in the 9-node element. This means that the functional F must be
differentiated w.r.t. this number of variables, which produces thousands
of formulas.

In consequence, the process of derivation of this matrix and coding is
time-consuming and error prone. Controlling and modifications of a code
become difficult because of its size. For this reason, the programs in which
we can write operations in a very compact way and perform automatically
differentiation are very useful.

In the automatic differentiation (AD) programs, there are several op-
tions which can be used to calculate the residual vector and the stiffness
tangent matrix. The simplest possibility is
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1. Apply the FE approximations and integrate the functional F , which
yields an algebraic function F̂ (zI) of the set of nodal variables zI ,

F
FE−→ F̂ (zI). (10.143)

2. The residual vector and the stiffness tangent matrix are calculated as
derivatives of F̂ (zI) w.r.t. nodal variables

r .=
dF̂ (zI)

dzI
, K .=

dr
dzI

. (10.144)

These operations of differentiation can be coded in a few lines, and the
form of results depends on the features of a particular AD program.

We develop finite elements using two programs: FEAP [183] and Ace-
Gen [181] and they are combined in the following way. In AceGen, we
derive the algebraic function F̂ (zI) and we code the automatic differ-
entiation operations of eq. (10.144), to obtain the tangent matrix and the
residual for an element. The resulting subroutine is in Fortran and is in-
cluded into FEAP to build an executable program which is the subject of
tests.

• AceGen is a fully reliable system enabling automatic derivation of for-
mulae for numerical procedures developed by J. Korelc1. It is written
as an add-on package for Mathematica and uses the symbolic language
of Mathematica. The approach implemented in AceGen combines sev-
eral techniques such as: (1) symbolic and algebraic capabilities of Math-
ematica, (2) automatic differentiation (forward and backward mode),
(3) automatic code generation, (4) simultaneous optimization of ex-
pressions, and many other techniques. For details, see [130, 131] and
the manuals.

• FEAP is a research finite element environment developed by R.L. Tay-
lor2, and its source is distributed by the University of California at
Berkeley. FEAP has an open architecture which allows us to con-
nect user subroutines through a pre-defined interface, see [268]. This
program is used in many universities as an excellent environment for
developing new finite elements.

1 Prof. Joźe Korelc, University of Ljubljana, Ravnikova 4, SI-1000, Ljubljana, Slovenia.
E-mail: AceProducts@fgg.uni-lj.si (http://www.fgg.uni-lj.si/Symech/).

2 Prof. Robert L. Taylor, Department of Civil Engineering, University of
California at Berkeley, Berkeley, CA 94720. E-mail: rlt@ce.berkeley.edu
(http://www.ce.berkeley.edu/˜rlt/feap/).
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Example: forward and backward automatic differentiation. Automatic differen-
tiation can be performed in two ways, designated as forward and backward.
The basic idea is well illustrated by the simple example used, e.g., in the
manual of AceGen which shows two ways of differentiation of a compos-
ite function, f3(zi, f1(zi), f2(zi, f1(zi))), depending on the variables zi,
i = 1, .., n.

The forward differentiation of the function f3 yields the following
formulas:

v1 = f1(zi), ∂v1
∂zi

= ∂f1

∂zi
, i = 1, ..., n,

v2 = f2(zi, v1), ∂v2
∂zi

= ∂f2

∂zi
+ ∂f2

∂v1

∂v1
∂zi

, i = 1, ..., n,

v3 = f3(zi, v1, v2), ∂v3
∂zi

= ∂f3

∂zi
+ ∂f3

∂v1

∂v1
∂zi

+ ∂f3

∂v2

∂v2
∂zi

, i = 1, ..., n,

(10.145)
where v1, v2, v3 are the intermediate variables generated during differ-
entiation.

The backward differentiation looks like

v3 = f3(zi, v1, v2), v3 = ∂v3
∂v3

= 1,

v2 = f2(zi, v1), v2 = ∂v3
∂v2

= ∂f3

∂v2
v3,

v1 = f1(zi), v1 = ∂v3
∂v1

= ∂f3

∂v1
v3 + ∂f2

∂v1
v2,

zi
∂v3
∂zi

= ∂f3

∂zi
v3 + ∂f2

∂zi
v2 + ∂f1

∂zi
v1, i = 1, ..., n.

(10.146)
The backward differentiation yields more effective algorithms for large n,
although is more time consuming.
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Plane four-node elements (without
drilling rotation)

In this chapter, we describe techniques used to derive plane (2D) four-
node elements with translational degrees of freedom, but without drilling
rotations. Such elements are relatively simple so can be used to test the
concepts which are later incorporated into either the 3D or shell elements.

The 2D elements can be directly used as a membrane part of the shell
elements without drilling rotations, i.e. either in the shell elements with
five dofs/node or in the “solid-shell” elements (without rotational dofs).
However, the 2D elements are flat so for the warped shell elements, the
formulation must be generalized as described in Sect. 14.

11.1 Basic equations

Consider the classical configuration space of the non-polar Cauchy con-
tinuum defined as C .= {χ : B → R3}, where χ is the deformation
function defined on the reference configuration of the body B.

Basic functionals. The following functionals are used in this chapter:

1. The three-field Hu–Washizu (HW) functional.
A. For linear elastic materials, we can use the classical form of the
HW functional

FHW(u,σ, ε) .=
∫

B
{W(ε) + σ · [E(∇u) − ε]} dV − Fext, (11.1)

where W(ε) is the strain energy expressed by the independent strain
ε and the stress σ plays the role of the Lagrange multiplier of the
relation involving the independent strain ε and the Green strain
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E(u), which is a function of the displacement u. At the solution,
we have ε = E(∇u) and σ = S, where S is the second Piola–
Kirchhoff stress tensor. Fext is the potential of the body force, the
external loads, and the displacement boundary conditions.

B. For non-linear materials, the constitutive operator C(ε) .=
∂2W(ε)/(∂ε)2 depends on strain ε and we can use it only with
increments. We write the displacements, stress, and strain in the in-
cremental form

ui = ui−1 + Δu, σi = σi−1 + Δσ, εi = εi−1 + Δε, (11.2)

where i, i − 1 are iteration indices and the increment Δ(·) .=
(·)i − (·)i−1. Inserting these formulas into eq. (11.1), we obtain an
incremental HW functional

F ∗
HW(Δu,Δσ,Δε) .=

∫
B
{W(ε + Δε)

+ (σ + Δσ) · [E (∇(u + Δu)) − (ε + Δε)]} dV − Fext, (11.3)

where the index (i − 1) was omitted for clarity.
2. The two-field Hellinger–Reissner (HR) functional. A. For linear elastic

materials, we can use the classical form of the HR functional

FHR(u,σ) .=
∫

B

[−1
2σ · (C−1σ) + σ · E(u)

]
dV − Fext. (11.4)

This functional is obtained as follows. For the linear elastic material,
the strain energy is W .= 1

2ε · (Cε) = 1
2ε · σ, where C is the

constitutive operator. Then, using ε = C−1σ, we obtain

W − σ · ε = −1
2σ · ε = −1

2σ · (C−1σ).

By using this expression in the HW functional of eq. (11.1), we obtain
the classical form of the HR functional of eq. (11.4).

B. For non-linear materials, the constitutive operator C(ε) .=
∂2W(ε)/(∂ε)2 depends on strain ε and we can use it only with
increments. We write the displacements, stress, and strain in the in-
cremental form

ui = ui−1 + Δu, σi = σi−1 + Δσ, εi = εi−1 + Δε, (11.5)
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where i, i− 1 are iteration indices and the increment Δ(·) .= (·)i −
(·)i−1. The strain increment is expressed by an inverse constitutive
equation

Δε = (Ci−1)−1 Δσ, Ci−1 .= C(εi−1). (11.6)

Inserting these formulas into the Hu–Washizu functional of eq. (11.1),
we obtain an incremental HR functional

F ∗
HR(Δu,Δσ) .=

∫
B

{W (
ε + C−1Δσ

)
− (σ + Δσ) · [ε + C−1Δσ − E(u + Δu)

]}
dV − Fext, (11.7)

where the index (i − 1) was omitted for clarity. This functional
depends on two fields, similarly as in the classical HR functional of
eq. (11.4). The values from the previous (i − 1)th iteration, i.e. u, σ
and ε, must be stored as history variables.

3. The potential energy (PE) functional.

FPE(u) .=
∫

B
W(u) dV − Fext, (11.8)

where W(u) is the strain energy expressed by displacements u. This
functional is obtained from eq. (11.1) assuming that ε = E(u), for
which the term with stress vanishes. Then W(ε) = W(E(u)) = W(u).

These three functionals form the basis of the elements developed in the
next sections.

Strain energy and constitutive equation. Assume that the strain energy den-
sity W, defined per unit non-deformed volume, is a function of the
right Cauchy–Green deformation tensor C .= FTF, where F is the
deformation gradient, so that the objectivity requirement is satisfied. The
constitutive law for the second Piola–Kirchhoff stress S is as follows:

S = 2 ∂CW(C). (11.9)

The work conjugate to S is the Green strain E .= 1
2(C− I). The con-

stitutive tangent operator is defined as C
.= ∂S/∂E = ∂2W(E)/(∂E)2.

The two-dimensional (2D) incremental constitutive equations and the
constitutive operator can be obtained by applying the plane stress condi-
tion to the incremental constitutive equation written for 3D strains and
stresses, see Sect. 7.2.1.
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Natural basis at the element’s center. The position vector in the initial con-
figuration is approximated as

y(ξ, η) =
4∑

I=1

NI(ξ, η) yI , (11.10)

where NI(ξ, η) are the bilinear shape functions of eq. (10.3) and ξ, η ∈
[−1, +1] are natural coordinates.
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Fig. 11.1 Natural basis at the element’s center {gc
k} and the reference basis {ik}.

The vectors of the natural basis are defined as in eq. (10.15),

g1(ξ, η) .=
∂y(ξ, η)

∂ξ
, g2(ξ, η) .=

∂y(ξ, η)
∂η

, (11.11)

and the vectors of the natural basis at the element’s center, i.e. {gc
k}

(k = 1, 2), are defined as

gc
1

.= g1|ξ,η=0 , gc
2

.= g2|ξ,η=0 . (11.12)

In general, gc
1 and gc

2 are neither unit nor orthogonal, see Fig. 11.1.
The co-basis vectors gk

c are defined as in eq. (10.47), by the relation
gk

c · gc
l = δk

l (l = 1, 2).

In the reference Cartesian basis {ik}, we have y = xi1 + yi2, and
the global Jacobian matrix is

J .=

[
∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

]
=

[
g1 · i1 g2 · i1
g1 · i2 g2 · i2

]
, (11.13)

where g1, g2 are the vectors of the natural basis of eq. (11.11).



272 Plane four-node elements (without drilling rotation)

11.2 Displacement element Q4

The basic four-node element derived from the PE functional for displace-
ments approximated by bilinear shape functions, is designated as Q4. The
displacements preserve inter-element continuity, i.e. are compatible, and
the neighboring elements are congruent (conform). However, accuracy of
Q4 is so poor that is of no practical importance.

Compatible displacements, deformation gradient and Green strain. The posi-
tion vector in the initial configuration and the compatible displacements
for the four-node quadrilateral are approximated as

y(ξ, η) =
4∑

I=1

NI(ξ, η) yI , uc(ξ, η) =
4∑

I=1

NI(ξ, η) uI , (11.14)

where NI(ξ, η) .= 1
4(1 + ξI ξ) (1 + ηI η) are the bilinear shape functions,

ξ, η ∈ [−1, +1] are natural coordinates and I designates the corner nodes.
The deformation gradient is defined as

Fc =
∂(y + uc)

∂ξ

∂ξ

∂y
= Fξ J−1, (11.15)

where Fξ
.= ∂(y + uc)/∂ξ, J .= ∂y/∂ξ is the Jacobian matrix and

ξ
.= [ξ, η]T . Then the compatible Green strain in the global frame is

Ec = 1
2(FcTFc − I) = 1

2

[
J−T (FT

ξ Fξ) J−1 − I
]
. (11.16)

The vectors and matrices of components used above are expressed in the
global reference basis {ik}.

Global and local forms of deformation gradient and Green strain. Below, vectors
and matrices of components are considered and the index “G” indicates
that the components are in the global reference basis, while “L” indicates
that they are in the local Cartesian basis at the element’s center. Define
the local position vectors and the local displacements as follows:

yL
.= RT

0c yG, uc
L

.= RT
0c uc

G, (11.17)

where R0c ∈ SO(3) defines the position of the local frame in the global
reference frame. Then,
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JG
.=

∂yG

∂ξ
=

∂(R0cyL)
∂ξ

= R0c
∂yL

∂ξ
= R0cJL,

∂(yG + uc
G)

∂ξ
= R0c

∂(yL + uc
L)

∂ξ

and the deformation gradient can be expressed as

Fc
G =

∂(yG + uc
G)

∂ξ

∂ξ

∂yG

= R0c Fc
L RT

0c, (11.18)

where

Fc
L

.=
∂(yL + uc

L)
∂ξ

J−1
L (11.19)

is the local form of the deformation gradient. In a similar manner, the
Green strain can be expressed as

Ec
G

.= 1
2 [FcT

G Fc
G − I] = 1

2

[
RT

0c (Fc
L)T Fc

L R0c − I
]

= RT
0c Ec

L R0c, (11.20)

where
Ec

L
.= 1

2

[
(Fc

L)T Fc
L − I

]
(11.21)

is the local form of the Green strain. The local Fc
L and Ec

L can be
used to derive the local tangent matrix and the residual vector, which is
more convenient. Afterwards, the matrix and the vector must be rotated
to the global basis.

Approximation of strains in Q4. The bilinear approximations of displace-
ment components can be written as

u(ξ, η) = u0+ξ u1+η u2+ξη u3, v(ξ, η) = v0+ξ v1+η v2+ξη v3, (11.22)

where ξ, η ∈ [−1,+1] and the coefficients ui and vi (i = 0, 1, 2, 3)
are functions of the nodal displacement components.

Consider a bi-unit (2×2) square element, for which the position vector
components are x = ξ and y = η, and the Jacobian matrix is the
identity matrix. Then we have the following approximations:

• the displacement gradient,

∇u .=
[
u,ξ u,η

v,ξ v,η

]
=
[
u1 + η u3 u2 + ξ u3

v1 + η v3 v2 + ξ v3

]
, (11.23)
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• the linear strain,

ε
.= sym∇u =

[
u1 + η u3

1
2 [(u2 + v1) + ξ u3 + η v3]

sym. v2 + ξ v3

]
. (11.24)

We see that ε11 and ε22 are incomplete linear polynomials of ξ and
η, while the shear strain ε12 is a complete linear polynomial.

Despite the completeness of ε12, the Q4 element performs poorly in
tests involving shear strains. When ε12 is calculated (sampled) only at
the element center and this value is used to approximate the whole field
within the element, i.e.

ε12(ξ, η) ≈ (ε12)c, (11.25)

then the element still has a correct rank and the results are improved,
see numerical results for the AS12 element in [256]. This feature leads to
the concept of the “one-integration point” elements. The accuracy of the
AS12 element is worse than of the elements discussed in the next sections.

Fig. 11.2 Pure bending: a) exact deformation, b) deformation of Q4 element.

Another observation made in [248] is that the quadratic terms are
missing in eq. (11.22), so pure bending of the element cannot be properly
represented, see Fig. 11.2.

11.3 Solution of FE equations for problems with additional
variables

Improved formulations of four-node element. A lot of research has been de-
voted to improving the formulation of a four-node element and two direc-
tions were taken:

1. approximations of strains were enhanced, leading to the enhanced
strain methods, see Sect. 11.4. The stress was eliminated from these
formulations.
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2. Mixed HR and HW functionals were applied instead of the PE func-
tional, leading to the mixed methods, see Sect. 11.5. The stress was
retained in these formulations.

Both these directions are combined by the mixed/enhanced methods.

Set of equations for problems with additional variables. For the considered
classes of methods, the governing functional F depends on two sets
of variables: the nodal displacements uI and the elemental multipliers q.

For kinematically non-linear problems, the stationarity condition of
F (uI ,q) yields a system of equilibrium equations for an element,

ru
.=

∂F (uI ,q)
∂uI

= 0, rq
.=

∂F (uI ,q)
∂q

= 0. (11.26)

The linearized (Newton) form of these equations is as follows:[
K L
LT Kqq

] [
ΔuI

Δq

]
= −

[
ru

rq

]
, (11.27)

where

K .=
∂ru

∂uI
, L .=

∂ru

∂q
, Kqq

.=
∂rq

∂q
. (11.28)

To eliminate Δq at the element level, we calculate it from the second
of eq. (11.27) as follows:

Δq = −K−1
qq (rq + LT ΔuI) (11.29)

and, next, we use it in the first equation, which yields

K∗ ΔuI = −r∗, (11.30)

where
K∗ .= K − LK−1

qq LT , r∗ .= ru − LK−1
qq rq. (11.31)

Subsequently, K∗ and r∗ are aggregated for all elements and the
global set of equations is solved for ΔuI . Then we update the nodal
displacements uI = uI +ΔuI . The elemental multipliers q are treated
as described below.
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Remark. Note that the system of equations (11.27) written for all ele-
ments is solvable if the matrix Kqq for each element and the matrix
K∗ for all elements additionally modified by boundary conditions, are
invertible. Note that eigenvalues of the non-reduced tangent matrix of
eq. (11.27) are different from those of matrix K∗ of eq. (11.30).

Schemes of update of multipliers. Several update schemes of the vector of
multipliers can be developed and each requires specific storage and im-
plementation. We have implemented and tested two update schemes; in
both, the update q = q+Δq is local, i.e. it is performed in each element
separately.

Scheme U1. In this scheme, the storage space is minimal, as we store only
one vector q. For the iteration i, we use eq. (11.29) in the following
form:

(Δq)i = −K−1
qq

(
rq + LT Δui−1

I

)
, qi = qi−1 + (Δq)i, (11.32)

where Kqq, rq and L are calculated for (ui−1
I ,qi−1). This update

is performed just after the local matrices have been generated and the
updated qi is stored. Note that so-updated multipliers are not used
until the next iteration, i + 1, and qi is obtained for Δui−1

I , so the
difference is of two iterations!

We tested that this scheme performs better (less often causes diver-
gence) if the update is performed only in the first iteration of each step.
(For the convergent solution of the previous step, Δui−1

I ≈ 0, and then
we can omit the last term in the above equation.)

Scheme U2. This scheme is more exact than the previous one because it
uses the last increment Δui

I , but requires more storage. It is equivalent
to the one globally treating q, in the same way as uI , instead of
eliminating it at the element’s level. The advantage of the scheme U2 over
such a global treatment is that to invert Kqq, we can use a specialized
solver and retain an effective band-profile solver for the global equations.
Let us rewrite eq. (11.29) as follows:

Δq = −K−1
qq rq︸ ︷︷ ︸
.
=v

+ K−1
qq LT︸ ︷︷ ︸
.
=A

ΔuI , (11.33)
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where v and A are updated and stored. Hence, we have to store
vectors q and v of dimension nM, and a matrix A of dimension nM
× nst, where nM is a number of additional modes and nst is a number
of dofs/element (nst = 8 for four-node element with two dofs/node). The
update is performed before the local matrices are generated, as follows:

1. retrieve v and A,
2. calculate

(Δq)i = −v + A Δui−1
I , qi = qi−1 + (Δq)i, (11.34)

for the last available Δui−1
I ,

3. generate the local elemental matrices and vectors.

As a by-product of step 3, we obtain the updated v and A, which we
store for the next step.

The convergence rate for both these schemes is compared in [256, 257],
for the slender cantilever example of Sect.15.3.1. The scheme U1 per-
forms reasonably well only for the enhanced strain elements; the use of
scheme U2 appears to be crucial for mixed elements.

Remark. Finally, we mention that the matrix Kqq is symmetric and
sparse and we can use these properties to effectively compute its inverse.
Besides, we note that to find qi, we can use another approach and
directly solve the set of equations rq = 0 for fixed uI . This can be a
useful approach, e.g., in dynamics and an explicit time-integration scheme.

11.4 Enhanced strain elements based on potential energy

The class of the enhanced strain methods is based on the technique of
adding additional terms either to displacements, or strains, or the dis-
placement gradient, with the purpose of improving the element’s perfor-
mance.

In all the methods described below, the multipliers q are associated
with the element (not with the nodes) and are eliminated (condensed out)
on the element level. They are discontinuous across the element bound-
aries.
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11.4.1 ID4 element

The incompatible displacements (ID) method was proposed in [248] to
improve the behavior of the Q4 element in pure bending, see Fig. 11.2.
Later, it was discovered that the ID element does not pass the patch test
for distorted meshes and a correction was proposed in [234]. From today’s
perspective, the idea of the ID method was ingenious and the whole class
of the enhanced strain methods stems from it.

In the ID method, the assumed incompatible displacements are added
to the compatible ones as follows:

u(ξ, η)︸ ︷︷ ︸
enhanced

.= uc(ξ, η)︸ ︷︷ ︸
compatible

+ uinc(ξ, η)︸ ︷︷ ︸
incompatible

. (11.35)

Original formulation. In the original paper, the incompatible displacements
are assumed in the following form:

uinc(ξ, η) .= i1 uinc(ξ, η) + i2 vinc(ξ, η), (11.36)

where [
uinc(ξ, η)

vinc(ξ, η)

]
.=

[
q1 P1(ξ) + q3 P2(η)

q2 P1(ξ) + q4 P2(η)

]
. (11.37)

and the quadratic (bubble) modes P1(ξ)
.= 1 − ξ2 and P2(η) .= 1 − η2.

Four multipliers qi are used, see Fig. 11.3. The incompatible displace-
ments are assumed in the Cartesian basis {ik}, similarly to the compat-
ible displacements.

P
1

P
1

�

�

P
2

P
2

Fig. 11.3 Incompatible modes P1 and P2.

The effect of introducing the incompatible displacements can be shown
as follows. Consider a bi-unit (2×2) square element, for which the position
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vector components are x = ξ and y = η and the Jacobian matrix is
the identity matrix. Then, for the incompatible displacements, we obtain

• the “incompatible” displacement gradient,

∇uinc .=

[
uinc

,ξ uinc
,η

vinc
,ξ vinc

,η

]
= −2

[
q1ξ q3η
q2ξ q4η

]
, (11.38)

• the “incompatible” linear strain,

εinc .= sym∇uinc = −2
[

q1ξ
1
2(q2ξ + q3η)

sym. q4η

]
. (11.39)

Note that εinc
11 and εinc

22 of (11.39) enhance the compatible ε11 and ε22

of eq. (11.24), so these components become complete linear polynomials.
The role of the shear component εinc

12 is different; it rather de-enhances
the compatible ε12, in which the ξ and η terms were already present.
Nonetheless, this de-enhancement is beneficial and significantly improves
accuracy in tests involving the in-plane shear. It is more effective than the
sampling of ε12 at the element’s center of eq. (11.25).

Modified formulation. Element ID4. We can define the incompatible displace-
ments in the natural basis at the element’s center {gc

k} of Fig. 11.1,

uinc(ξ, η) .= gc
1 uinc(ξ, η) + gc

2 vinc(ξ, η), (11.40)

which can be rewritten as [
uinc

C

vinc
C

]
= Jc

[
uinc

vinc

]
, (11.41)

where Jc is the Jacobian matrix of eq. (11.13) at the element’s center,
and uinc

C , vinc
C are the components in the Cartesian basis {ik}. The

last form is obtained by using gc
1 = (gc

1 · i1)i1 + (gc
1 · i2)i2 and gc

2 =
(gc

2 · i1)i1 + (gc
2 · i2)i2, by separation of terms multiplied by i1 and i2.

The discrete FPE functional depends on two sets of variables: the
nodal displacements uI and the elemental multipliers q of the incom-
patible displacement modes. The obtained set of FE equations is given
by eq. (11.27) and to update the stress multipliers, the scheme U2 of
eq. (11.34) should be used.
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Variational basis of the ID method. We can write the PE functional of
eq. (11.8) for the enhanced displacements,

FPE(uenh) .=
∫

B
W(uenh) dV − Fext, (11.42)

on use of eqs. (11.35) and (11.40), which furnishes a general formula. The
original ID method was developed for small strains and the SVK material,
for which the strain energy can be written as

W(uenh) .= 1
2

∫
B

(εc
v + εinc

v )T C (εc
v + εinc

v ) dV , (11.43)

where εc
v

.= εv(uc), εinc
v

.= εv(uinc). Here, (·)v denotes a vector of
tensorial components. The obtained set of FE equations has the structure
given by eq. (11.27), where

K .=
∫

B
BT CBdV , L .=

∫
B

BT CGdV , Kqq
.=
∫

B
GT CGdV ,

(11.44)
ru = −p, rq = 0.

The tangent operators are defined as

B .= ∂εc
v/∂uI , G .= ∂εinc

v /∂q, (11.45)

where B is for compatible strains, while G for incompatible strains.
Besides, p is the vector of external loads.

The stress for the linear material is obtained in the ID method as
follows:

σenh
v

.= ∂W(uenh)/∂εenh
v = C (εc

v + εinc
v ). (11.46)

Sufficient condition to pass the patch test. The incompatible modes are
quadratic functions and yield the incompatible strains which are linear,
see eq. (11.39). Hence, these modes should not be activated in the patch
test, in which the strains are constant. This leads to the requirement that
the formulation of the ID element should yield q = 0 in this test and,
generally, for any nodal displacements uI generating constant strains.

It can be shown that to obtain q = 0 in the constant strain patch
test, it suffices to satisfy the condition∫

B
GdV = 0, (11.47)
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by the reasoning of [234], which we outline below. From the second of
eq. (11.27), we can calculate

q = −K−1
qq LT uI . (11.48)

To obtain q = 0, we may require the condition LTuI = 0 to be
satisfied. By the definition of L of eq. (11.44),

LTuI =
∫

B
GT (CBuI) dV =

∫
B

GT σ dV , (11.49)

where σ
.= C (BuI) is the stress, as BuI is the strain in a kine-

matically linear problem. In the patch test, the nodal displacements yield
a constant strain and, hence, for a constant C, also the stress σ is
constant and can be taken away from under the integral, which yields the
condition of eq. (11.47). This condition is enough to yield LTuI = 0,
q = −K−1

qq LTuI = 0, and to pass the constant strain patch test.

The original version of the ID method of [248], based on eq. (11.36),
did not pass the patch test for elements of distorted initial geometry (non-
parallelograms) and was subsequently corrected in [234] by using the Jaco-
bian matrix at the element’s center and the modified Jacobian inverse, see
eq. (11.50). In the modified version of the ID method of eq. (11.41), only
the second of these corrections is necessary because the Jc is present as
a natural consequence of the use of {gc

k}.

Modification of the Jacobian inverse. The Jacobian inverse J−1 varies over
the element area. To eliminate the dependence of it on ξ, η, we may define

(J−1)∗ .= J−1
c

(
jc

j

)
, (11.50)

where j
.= detJ, and the subscript c indicates the value at the element’s

center. The 2 × 2-point Gauss integration of (J−1)∗ yields∫
A
(J−1)∗ dA =

4∑
g=1

(J−1)∗g jg = 4J−1
c jc, (11.51)

which is exactly the result of the 1-point integration of J−1. Here, g is
the index of integration points.
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Displacement gradient for incompatible displacements. The displacement gra-
dient can be split into a compatible and incompatible part,

∇u =
[
∂(uc + uinc)

∂ξ

]
J−1 =

[
∂uc

∂ξ

]
J−1 +

[
∂uinc

∂ξ

]
J−1. (11.52)

The incompatible (underlined) part is evaluated at the Gauss point g
by using the incompatible displacements of eq. (11.41) and the modified
inverse Jacobian of eq. (11.50),

∇uinc
g = Jc

⎡⎣ ∂uinc

∂ξ
∂uinc

∂η

∂vinc

∂ξ
∂vinc

∂η

⎤⎦
g

J−1
c

(
jc

jg

)
, (11.53)

where ⎡⎣ ∂uinc

∂ξ
∂uinc

∂η

∂vinc

∂ξ
∂vinc

∂η

⎤⎦ = −2

[
q1ξ q3η

q2ξ q4η

]
.

The deformation gradient, F = I + ∇u, is the sum of the compatible
deformation gradient Fc

g and the incompatible displacement gradient

Fg = Fc
g + ∇uinc

g . (11.54)

Recall that in the back-rotated C∗ of eq. (10.72) and (QT
0 F)∗ of

eq. (10.73), we use the product F̄ .= FR0 of eq. (10.74), which is now
calculated as follows:

F̄g
.= Fg R0g = Fc

g R0g + ∇uinc
g R0g. (11.55)

In the above equation, we still use R0g at the Gauss point because,
as we have verified, if it is replaced by R0c for the element’s center,
then the patch test is not satisfied. The compatible term Fc

g R0k can be
transformed as shown in eq. (10.74).

The functional FPE depends on two sets of variables: the nodal
displacements uI and the elemental multipliers of incompatible modes
q. The obtained set of FE equations is given by eq. (11.27) and to update
the stress and strain multipliers, the scheme U2 of eq. (11.34) should be
used.

The finite element for the incompatible displacement gradient of eq.
(11.53) is designated as ID4. It is invariant, has a correct rank, and passes
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the patch test. Its accuracy and robustness is much better than that of
the Q4 element; in linear tests it performs identically as the EAS4 and
EADG4 elements.

Note that we can also use only two modes, q2 and q3, and enhance
only the shear strain, see eq. (11.39). Such an element (designated as ID2)
is particularly useful for shells, for which it performs in a very stable way
in nonlinear tests.

11.4.2 EAS4 element

Introduction. The Enhanced Assumed Strain (EAS) method was intro-
duced in [216] and it embodies the following modifications of the ID
method:

1. Not displacements but strains are enhanced. The enhancing modes
are directly introduced on the level of strains without resorting to
displacements.

2. The HW functional is used instead of the PE functional. This change
strengthens the variational background and shows the importance of
orthogonality of the assumed strain to stress. The crucial result per-
taining to the ID method, see eq. (11.47), is fully adopted.

Within the EAS method, the strain for the compatible displacements
Ec .= E(uc) is enhanced additively by the strain εenh as follows

ε(ξ, η)︸ ︷︷ ︸
enhanced

.= Ec(ξ, η)︸ ︷︷ ︸
compatible

+ εenh(ξ, η)︸ ︷︷ ︸
enhancing

. (11.56)

Variational basis of the EAS method. We take the three-field HW functional
of eq. (11.1), and use eq. (11.56), which yields

F (u,σ, εenh) =
∫

B

[
W(Ec + εenh) − σ · εenh

]
dV − Fext. (11.57)

We wish to eliminate the stress σ from this functional, thus we require
the enhancing strain to be orthogonal to the stress, i.e.∫

B
σ · εenh dV = 0, (11.58)

for which the term with σ in eq. (11.57) vanishes and F becomes the
two-field potential energy functional of eq. (11.8) in the following form:
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FPE(u, εenh) =
∫

B
W(Ec + εenh) dV − Fext. (11.59)

We note that the orthogonality condition plays an important role in the
above derivation, because (1) it allows us to reduce the number of inde-
pendent fields, (2) it establishes the relation with the elements explicitly
using the assumed stress, and (3) it defines the admissible strain enhance-
ments, as such for which the integral (11.58) vanishes for the assumed
stress.

Kinematically linear problems. For small strains, i.e. when εc
v is a linear

function of uc, we proceed as follows. A quadratic Taylor’s expansion
of the strain energy at some εv = ε+

v is as follows

W(εv) ≈ W+ + σ+
v · Δεv +

1
2
ΔεT

v C+ Δεv, (11.60)

where the symbols with “+” are evaluated at ε+
v , and (·)v denotes

a vector of tensorial components. Besides, σv
.= ∂W/∂εv is the stress

and Cvv
.= ∂2W/∂ε2

v is the constitutive matrix. For kinematically linear
problems, we have ε+

v = 0, W+ = 0, σ+
v = 0, Δεv = εv, for which we

obtain W(εv) = 1
2 εv · (Cvv εv). Hence, the strain energy of eq. (11.59)

becomes

W(εc
v + εenh

v ) = 1
2 (εc

v + εenh
v )T Cvv (εc

v + εenh
v ), (11.61)

which can be compared with eq. (11.43) for the ID method. We see that
εenh

v plays an analogous role as εinc
v in the ID method.

Enhancing strain. The enhancing strain is constructed as follows:

εenh = J−T
c εξ J−1

c , (11.62)

which is the transformation rule for covariant components εξ of a second-
rank tensor, from the natural basis at the element’s center {gc

k} to the
reference Cartesian basis. We note that the modification of [234], where
the Jacobian matrix at the element’s center is used to enable passing
the patch test by the ID element, is naturally present in eq. (11.62), as
a consequence of the use of the basis at element’s center. At the Gauss
integration point g, we write

εenh
g = J−T

c εξg J−1
c

(
jc

jg

)
, εξ

.=
[

q1 ξ q3 ξ + q4 η
q3 ξ + q4 η q2 η

]
, (11.63)
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where εξ is a matrix of the assumed strain, and j
.= detJ. Note

that (jc/jg) is added, and that the 2 × 2-point Gauss integration of it
yields 4jc, which is the result of the 1-point integration of j. This
modification can be compared with that of eq. (11.50) for J−1

c . The
matrix εξ involves four parameters qi, and two modes {ξ, η}.

The discrete FPE functional depends on two sets of variables: the
nodal displacements uI and the elemental multipliers q of the assumed
strain modes. The obtained set of FE equations is given by eq. (11.27) and
to update the stress multipliers, the scheme U2 of eq. (11.34) should be
used.

The finite element for the assumed strains of eq. (11.62) is designated
as EAS4 and, currently, it is a standard in the class of four-node EAS
elements. It is invariant, has the correct rank, and passes the patch test.
Its accuracy and robustness is much better than that of the Q4 element.

Remark 1. Other representations. Several other forms of εξ were tested
in the literature. The representation with seven parameters (EAS7), ob-
tained from EAS4 by adding the bilinear term ξη to each component,
also gained some popularity, but it turned out that it does not satisfy
the compatibility condition. The same is true about the five-parameter
representation (EAS5), obtained from EAS4 by adding the bilinear term
ξη to the shear component only. The EAS2 representation, which uses
two parameters for the shear strain enhancement, is particularly stable
in non-linear shell applications, but the response is slightly stiffer, which
renders that more elements must be used.

Remark 2. Enhancement of Cauchy–Green tensor. In eq. (11.15), the
deformation gradient for compatible displacements is written down as
Fc = Fξ J−1, for which the Cauchy–Green tensor becomes Cc .=
(Fc)TFc = J−T (FT

ξ Fξ)J−1 and involves the transformation J−T ( · )J−1.
The same transformation, but with J replaced by Jc, is used in
eq. (11.62). Hence, when we use the Green strain, we can interpret the
EAS method as the enhancement of the Cauchy–Green tensor.

Analytical verification of orthogonality condition for constant stress. Assume
that the stress σ is constant over the element domain. Then, in
eq. (11.64),

∫
B σ · εenh dV = σ · ∫B εenh dV , and the orthogonality

condition is reduced to
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∫
B

εenh dV = 0, (11.64)

which is analogous to eq. (11.47) for the ID method and suffices to pass
the patch test. On use of the 2 × 2-point Gauss integration, the integral
of the enhancing strain becomes

∫
B

εenh dV =
4∑

g=1

J−T
c εξg J−1

c

(
jc

jg

)
jg = J−T

c

⎛⎝ 4∑
g=1

εξg

⎞⎠ J−1
c jc,

(11.65)
where eq. (11.62) was used and g is a Gauss point. To satisfy eq. (11.64),
it suffices that

4∑
g=1

εξg = 0. (11.66)

We can check that this condition is satisfied for the EAS4 element, because

4∑
g=1

[
q1 ξg q3 ξg + q4 ηg

q3 ξg + q4 ηg q2 ηg

]
= 0, (11.67)

for ξg, ηg = ±1/
√

3. This element passes the patch test of Sect. 15.2.3.

Verification of orthogonality condition for non-constant stress. The orthogo-
nality condition is checked for the non-constant five- and seven-parameter
stress representations in [256], Appendix B. The stress is assumed as
σ = Jc σξ JT

c , which is the transformation rule of the contra-variant
tensor components from the {gc

k} basis at the element center to the ref-
erence Cartesian basis. The enhancing strain εenh is taken in the form
given by eq. (11.62). Then, the orthogonality condition becomes∫

B
σ · εenh dV = h

∫ +1

−1

∫ +1

−1
tr[(Jc σξ JT

c )T(J−T
c εξ J−1

c )] j dξ dη.

(11.68)
Evaluating this integral for various forms of σξ and εξ, we can test the
orthogonality of the involved fields. As σξ, we take the five-parameter
stress of eq. (11.125), or the seven-parameter stress of eq. (12.96), and we
use εξ of eq. (11.62), both assumed either in the natural coordinates
{ξ, η} or in the skew coordinates of eq. (11.81).

We have verified, using a symbolic manipulator, that the orthogonality
condition is not satisfied for these representations for irregular elements
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but is satisfied for parallelograms. Hence, for irregular elements, the PE
functional (11.59) is not fully equivalent to the HW functional (11.57),
but only approximates it.

Verification of compatibility of enhancing strains. The compatibility condition
for 2D strains is as follows,

∂2εxx

∂y2
+

∂2εyy

∂x2
= 2

∂2εxy

∂x ∂y
. (11.69)

It was evaluated for the following specifications of the assumed strain and
its derivatives:

1. The enhancing strain in the reference basis is obtained from the as-
sumed representation εξ using eq. (11.62).

2. The first and the second derivatives w.r.t. x, y are expressed by the
derivatives w.r.t. ξ, η as specified in eqs. (11.132) and (11.133).

This condition is satisfied in the case of the EAS4 and EAS2 enhancement,
only for parallelograms. Because the strain enhancement is added to the
compatible strain, eq. (11.56), the total strain has the same property.

The compatibility condition is not satisfied by the EAS5 and EAS7
representations, even for parallelograms, which is caused by the term ξη
in ε12. The use of them is therefore not advisable.

Couplings of uI and q in matrix K. For kinematically nonlinear prob-
lems, the tangent matrix K of eq. (11.28) can be a function of multipliers
q. This is a consequence of couplings of the compatible strain εc and
the enhancing strain εinc in the strain energy.

Consider the SVK strain energy, W(ε) .= 1
2λ (trε)2 + μ trε2, where

λ and μ are Lamé constants. For ε = εc + εenh, we obtain

trε = trεc + trεenh,

(trε)2 = (trεc)2 + 2(trεc)(trεenh) + (trεenh)2,

ε2 = (εc)2 + (εcεenh + εenhεc) + (εenh)2,

tr(ε)2 = tr(εc)2 + 2tr(εcεenh) + tr(εenh)2.

Hence, W(ε) �= W(εc)+W(εenh), i.e. the contribution of εc and εenh

to the strain energy is not additive, due to the coupling (underlined) terms.
Due to these terms, the tangent matrix K .= ∂2W/∂uI∂uJ can be a
function of multipliers q and this depends on the type of strain used.
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a) The compatible strain εc is a linear function of uI for (i) a kinemat-
ically linear problem when ε

.= 1
2(∇u+∇Tu) and (ii) for a nonlinear

problem when we use the right stretch strain H .= sym[QT (I+∇u)].
Then the coupling terms do not affect K.

b) The compatible strain εc is a quadratic function of uI for the Green
strain E .= 1

2(∇u+∇Tu+∇Tu∇u). Then K for the coupling terms
is non-zero and depends on q.

Summarizing, we obtain additional couplings of uI and q in matrix
K for the Green strain but neither for the infinitesimal strain nor for the
right stretch strain.

11.4.3 EADG4 element

The method of Enhanced Assumed Displacement Gradient (EADG) was
proposed in [208] and, in fact, its basic concept is deeper rooted in the ID
method than the concept of the EAS method which was published two
years earlier.

Within the EADG method, the gradient of compatible displacements
uc is additively enhanced by the enhancing matrix H̃ as follows:

F(ξ, η)︸ ︷︷ ︸
enhanced

.= I + ∇uc(ξ, η)︸ ︷︷ ︸
compatible

+ H̃(ξ, η)︸ ︷︷ ︸
enhancing

. (11.70)

Construction of H̃. In eq. (11.53) for the ID method, the incompatible
displacements were differentiated to calculate the matrix⎡⎣ ∂uinc

∂ξ
∂uinc

∂η

∂vinc

∂ξ
∂vinc

∂η

⎤⎦ = −2
[
q1ξ q3η
q2ξ q4η

]
.

In the EADG method, we directly assume the form of this matrix, desig-
nated as Gξ, without resorting to the concept of incompatible displace-
ments and without differentiation. Equation (11.53) of the ID method is
rewritten for the EADG method as follows:

H̃g
.= Jc Gξ

g J−1
c

(
jc

jg

)
, Gξ .=

[
q1ξ q3η
q2ξ q4η

]
, (11.71)

where the factor (−2) was omitted in Gξ and g is a Gauss point.
Other representations can also be used in Gξ so the EADG and EAS
methods are equally versatile.
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Variational basis of the EADG method. The EADG method is based on the
three-field HW functional, although involving not strains but the defor-
mation gradient

F (u,F,P) .=
∫

B

{ W(FTF) + P · [(I + ∇u) − F]
}

dV − Fext, (11.72)

where P is the nominal stress, F is an independent field, and Fext

is a potential of the body force, the external loads, and the displacement
boundary conditions. Note that P serves as a Lagrange multiplier for
the relation (I + ∇u) − F.

Using eq. (11.70), we obtain

F (u, H̃,P) =
∫

B

{
W[(I + ∇u + H̃)T (I + ∇u + H̃)] − P · H̃

}
dV −Fext,

(11.73)
in which we do not have F but the enhancing H̃. If the assumed H̃
is orthogonal to the stress, i.e.

∫
B P · H̃ dV = 0, then the last term

of the above functional vanishes and we obtain a two-field enhanced PE
functional

FPE(u, H̃) =
∫

B
W[(I + ∇u + H̃)T (I + ∇u + H̃)] dV − Fext, (11.74)

which does not depend on the stress P.

The discrete FPE functional depends on two types of variables: the
nodal displacements uI and the elemental multipliers q of assumed
displacement gradient modes. The obtained set of FE equations is given
by eq. (11.27), and the scheme U2 of eq. (11.34) should be used to update
the stress multipliers.

The finite element for the representation of eq. (11.71) is designated as
EADG4 and, currently, it is a standard in the class of four-node EADG
elements. It is invariant, has a correct rank, and passes the patch test. Its
accuracy and robustness are much better than those of the Q4 element.
In linear tests, it performs identically as ID4 and EAS4 elements, but
is superior to them in the case of elements with a drilling rotation, see
Sect. 12.

Remark 1. Relation to EAS method. The EADG and ID method use the
Jc( · )J−1

c transformation, see eqs. (11.53) and (11.71), while the EAS
method is based on the J−T

c ( · )J−1
c transformation, see eq. (11.62).
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These transformations are identical only when Jc = J−T
c , e.g. when

Jc ∈ SO(3). Hence, in general, these methods are different although based
on the same concept and perform similarly in some tests. The variational
foundations of the assumed strain methods are revised in [215].

Remark 2. Spatial formulation. Using the deformation function, χ : x =
χ(y), the approximation of eq. (11.70) can be rewritten as F = ∇χ+H̃.
Defining the spatial enhanced displacement gradient h̃ .= H̃∇χ−1, we
obtain F = (I+h̃)∇χ, in which the enhanced deformation gradient (I+
h̃) is superposed multiplicatively on the standard deformation gradient
∇χ. This form of F and the variational problem in the spatial setting,
i.e. P · δF = τ · [∇(δu)F−1], where τ is the Kirchhoff stress, are used
in [208].

Finally, we note that some enhanced strain elements can experience
problems in the range of large compressive strains. This problem was de-
tected in [63] and studied in [264], where a single square element was
compressed by two equal forces and the solution was obtained for the
compressible neo-Hookean material. At the first zero eigenvalue, the non-
symmetric bifurcation point was obtained. This test can also be performed
for a block of elements, as in [263] where the eigenvector at the bifurca-
tion point is checked for the presence of hourglassing. This topic is also
addressed in [154].

11.5 Mixed Hellinger–Reissner and Hu–Washizu elements

Definition of mixed formulations. To improve the performance of early ele-
ments, several non-standard formulations were tested, including the mixed
formulation in [168], and the hybrid mixed formulation in [121]. A lot
of work has been done since these pioneering papers to improve mixed
methods; the elements and their theoretical foundations.

Various definitions exist of the mixed formulation in the literature; we
adopt the one referring to the features of the governing functional:

1. the governing functional must depend on several types of variables,
2. some of the variables must be Lagrange multipliers. Hence, the gov-

erning functional attains a saddle point, not a minimum, at a solution.

This definition implies that the Hellinger–Reissner (HR) functional and
the Hu–Washizu (HW) functional are mixed, but the potential energy
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(PE) functional is not. For shells, the formulations with rotations of Sect. 4
are mixed but the use of the Reissner hypothesis does not yield a mixed
formulation, although it introduces the rotational dofs. Note that the for-
mulation remains mixed, even if the multipliers are eliminated by a local
regularization of the functional.

Compared with the standard elements, the mixed elements have the
following features:

1. the inter-element continuity of certain fields is relaxed,
2. the level of non-linearity for finite strains is reduced,
3. the non-zero eigenvalues of the non-reduced tangent matrix of eq.

(11.27) for mixed elements are either positive or negative because the
discrete HR and HW functionals have a saddle point at (u = 0,q = 0).
The number of negative eigenvalues is identical to the number of stress
parameters, i.e. five in Fig. 11.4.

HR5-S

1 2 3 4 5 6 7 8 9 10 11 12 13

-1

-0.5

0.5

1

HW14-SS

1 2 3 4 5 6 7 8 9 10111213141516171819202122

10

20

30

40

Fig. 11.4 Eigenvalues of non-reduced matrix of mixed elements.

The mixed finite elements show (i) a slightly higher accuracy of displace-
ments and stresses for coarse distorted meshes, (ii) a better convergence
rate in non-linear problems than elements based on other formulations.
They can be cast in a similar form to the standard elements by eliminat-
ing the additional variables on the element level.

In this section, we describe 2D mixed elements based on the HR and
the HW functionals. We also provide comments on the mixed/enhanced
elements.

Skew coordinates. To define the representation of stress (and strain) in
mixed elements, we use the skew coordinates instead of the natural coor-
dinates as proposed in [256, 257]. This modification improves the accuracy
of mixed elements.
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Fig. 11.5 Bases at element’s center. a) Natural coordinates {ξ, η}. b) Natural
basis {gc

k} and skew coordinates {xS , yS}. c) Oblique basis {sc
k}, which is

not used here!

The skew coordinates relative to the natural basis at the element’s
center {gc

k} are designated by {xS , yS}. They can be defined in relation
to the Cartesian coordinates {x, y} associated with the reference basis
{ik} as follows:

The position vector of a particle in the initial configuration can be
expressed in the reference Cartesian basis, see Fig. 11.5A, as y = xi1 +
yi2, where x, y are approximated by the bilinear shape functions of
ξ, η of eq. (11.10). Consider the position vector relative to the element’s
center, i.e. ȳ = y− yc, and write it relative to these two bases as follows

ȳ = x̄ i1 + ȳ i2 = xS gc
1 + yS gc

2. (11.75)

Taking the scalar product of this equation with the vectors i1 and i2,
we obtain two equations which can be written in the following form:[

x̄
ȳ

]
= Jc

[
xS

yS

]
, Jc =

[
gc

1 · i1 gc
2 · i1

gc
1 · i2 gc

2 · i2

]
, (11.76)

where Jc is the Jacobian of eq. (11.13) at the element’s center. Then
the skew coordinates are calculated as[

xS

yS

]
= J−1

c

[
x̄
ȳ

]
. (11.77)

This relation implies

J−1
c =

[ ∂xS
∂x̄

∂xS
∂ȳ

∂yS
∂x̄

∂yS
∂ȳ

]
. (11.78)

For the position vector of eq. (11.10) rewritten as
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[
x
y

]
=
[
a0 + a1ξ + a2η + a3ξη
b0 + b1ξ + b2η + b3ξη

]
, (11.79)

where the coefficients ai, bi are functions of the positions of nodes, we
have [

x̄
ȳ

]
.=
[
x − a0

y − b0

]
=
[
a1ξ + a2η + a3ξη
b1ξ + b2η + b3ξη

]
, (11.80)

where a0, b0 are coordinates of the element’s center. Using this relation
in eq. (11.77), the skew coordinates become the following functions of the
natural coordinates: [

xS

yS

]
=
[

ξ + Aξη
η + B ξη

]
, (11.81)

where
A

.=
a3b2 − a2b3

a1b2 − a2b1
, B

.=
a1b3 − a3b1

a1b2 − a2b1
.

The coefficients A and B can be expressed using the determinant of
the Jacobian J of eq. (11.13). This Jacobian, using eq. (11.79), becomes

J .=

[
g1 · i1 g2 · i1
g1 · i2 g2 · i2

]
=

[
a1 + a3η a2 + a3ξ

b1 + b3η b2 + b2ξ

]
, (11.82)

where g1, g2 are defined in eq. (11.11). Note that this Jacobian is
not associated with the element’s center, differently from the Jacobian
of eq. (11.76). We can expand the determinant of this Jacobian as follows:

detJ = jc + (j,ξ)c ξ + (j,η)c η, (11.83)

where jc = a1b2 − a2b1, (j,ξ)c = a1b3 − a3b1, and (j,η)c = a3b2 − a2b3.
Hence, an alternative form of the coefficients is

A =
(j,η)c

jc
, B =

(j,ξ)c

jc
. (11.84)

For the elements of a parallelogram shape, (j,ξ)c = (j,η)c = 0, so A =
B = 0 and, by eq. (11.81), the skew coordinates {xS , yS} are equal to
the natural coordinates {ξ, η}.

Remark 1. It is a common error that the natural coordinates are treated
as being associated with the natural basis at the element’s center. To prove
that it is incorrect, it suffices to define the position vector not as ȳ =
xS gc

1+yS gc
2, which is the correct form, but using the natural coordinates,
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Fig. 11.6 “Fictitious” parallelogram yielded by the use of natural coordinates.

i.e. as ȳ = ξ gc
1 + η gc

2. For the latter form and ξ, η ∈ [−1, +1], we
obtain a “fictitious” parallelogram element as shown in Fig. 11.6 by the
dotted line. The difference between the two forms of ȳ vanishes for
parallelograms, as then the skew and natural coordinates are identical.

Remark 2. In literature, the idea to replace a trapezoidal element by an
“equivalent” parallelogram element, identical with the “fictitious” paral-
lelogram of Fig. 11.6, is put forward. Note, however, that the “equivalent”
element does not pass the patch test!

Remark 3. Note that we can also define another basis at the element’s
center, the so-called oblique basis, as follows:

sc
1

.=
gc

1

‖gc
1‖

, sc
2

.=
gc

2

‖gc
2‖

, (11.85)

where sc
k are unit vectors, co-linear with the natural basis, see Fig. 11.5C.

The oblique basis and the corresponding oblique coordinates are described
in [151] where they are used to skew membranes and plates. They were
also applied in several elements, e.g., in [184]. The advantage of using the
oblique stresses is that the bi-harmonic equation retains a simple form.
Therefore, the Airy stress function can be easily found and the homoge-
nous equilibrium equation and the strain compatibility equation are sat-
isfied. The disadvantage is that the oblique stresses are different from the
real stresses, for which the constitutive equation is written, see [151], p. 25.
The oblique basis and the associated coordinates are not used in our work.
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Inf-sup (LBB) condition. In mixed formulations, the full (non-reduced) tan-
gent matrix of eq. (11.27) is not positive definite, which can cause problems
with the well-posedness of the equations, i.e. with solvability and stability.
The requirement to safely solve the system of equations is called the inf-
sup condition and there is a vast mathematical literature related to it, see
e.g. [11, 12, 38, 37, 193]. This condition depends on the FE discretization
and, hence, analytical expressions are difficult and beyond the scope of
this work.

On the other hand, we can much easier check a numerical counterpart of
this condition, called the LBB condition, where the LBB is the acronym
for the names Ladyzhenskaya–Babuška–Brezzi. Below, we consider the
problem which is kinematically and materially linear, using a procedure
similar to that presented in [38].

For the purely displacement formulation, the FE equilibrium equations
have the form

K0 u = p, (11.86)

where K0 is the tangent matrix, u is the vector of nodal values of dis-
placements, and p is the vector of external nodal loads. Equation (11.86)
is well-posed if the following condition of positive definiteness (ellipticity)
is satisfied

∃β > 0 uT K0 u ≥ β ‖u‖2 (11.87)

for an arbitrary non-zero vector u and some norm ‖ · ‖ for the space
of u. Usually, the energy norm is used, i.e. ‖u‖2 = uTK0u, and then
β = 1. Below, we consider the mixed formulations and procedures for
obtaining their reduced displacement form.

Inf-sup (LBB) for two-field mixed formulation. For a mixed two-field formu-
lation, the equilibrium equations have the form[

0 L
LT K

] [
u
q

]
=
[
p
0

]
, (11.88)

where q is the vector of additional variables, e.g. the stress parameters
for the HR functional. The matrix of eq. (11.88) is symmetric, but indef-
inite i.e. has positive and negative eigenvalues. The sub-matrix K is
symmetric and positive definite, L can be rectangular.

To obtain the reduced displacement form of the mixed equations, we
calculate q = K−1LTu from the second equation of the system (11.88)
and use it in the first equation,
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K∗ u = p, where K∗ .= LK−1LT . (11.89)

This equation is well-posed if

∃β > 0 uT K∗ u ≥ β ‖u‖2, (11.90)

for an arbitrary non-zero vector u. We can use the energy norm, ‖u‖2 .=
uTK0u, where K0 is the matrix of the purely displacement eq. (11.86),
so the above condition becomes

∃β > 0 uT K∗ u ≥ β uTK0u. (11.91)

Thus, we have to find

β
.= inf

u

uT K∗ u
uT K0 u

(11.92)

and check whether β > 0. The fraction on the r.h.s. is the Rayleigh
quotient, hence β is the smallest eigenvalue of the generalized eigenvalue
problem

K∗ u = γ K0 u. (11.93)

A more general form of eq. (11.92) is obtained if we note that uT K∗ u =
uT LK−1LT u and use the following equivalence:

uT LK−1LT u = sup
q

(qT LT u)2

qT Kq
, (11.94)

the proof of which is given below. Then we obtain the inf-sup condition
for the system (11.88),

β
.= inf

u
sup
q

(qT LT u)2

(qT Kq) (uT K0 u)
> 0. (11.95)

The advantage of this condition is that it does not contain inverse matrices,
i.e. we don’t have to solve the problem to see if it is solvable.

Proof of equivalence, eq. (11.94). ([12], Sect. 7) The crucial fact is that
K is symmetric and positive definite, so there exists a symmetric and
positive definite K1/2 such that K1/2K1/2 = K. Let us denote w .=
K1/2q, so q .= K−1/2w. By substituting qT , we have

sup
q

(qT LT u)2

qT Kq
= sup

w

(wT K−1/2 LT u)2

wTw
(11.96)
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and we shall prove that

uT LK−1 LT u = sup
w

(wT K−1/2 LT u)2

wT w
, (11.97)

instead of eq. (11.94). The proof is divided into two parts.

(i) The Schwartz inequality, (aTb)2 ≤ (aTa) (bTb), with vectors a .= w
and b .= K−1/2 LT u, yields

(wTK−1/2 LT u)2 ≤ (wTw) (uT LK−1/2 K−1/2 LT u), (11.98)

and dividing both sides by wTw = qT Kq �= 0, we obtain

sup
w

(wT K−1/2 LT u)2

wTw
≤ uT LK−1 LT u. (11.99)

(ii) Selecting w = K−1/2 LT u and using it in the r.h.s. of eq. (11.97),
we obtain

sup
w

(wT K−1/2 LT u)2

wT w

≥ (uT LK−1/2 K−1/2 LT u)2

uT LK−1/2 K−1/2 LT u
= uT LK−1 LT u. (11.100)

The inequalities (11.100) and (11.99) imply eq. (11.97) and, in turn, the
equivalence of eq. (11.94). �

Inf-sup (LBB) for three-field mixed formulation. For a mixed three-field for-
mulation, the equilibrium equations have the form⎡⎣ 0 L1 0

LT
1 0 K12

0 KT
12 K22

⎤⎦⎡⎣ u
q1

q2

⎤⎦ =

⎡⎣p
0
0

⎤⎦ , (11.101)

where q1 and q2 are vectors of additional variables. For instance, for
the HW functional, q1 is the vector of stress parameters and q2 is the
vector of strain parameters. The matrix in eq. (11.101) is symmetric but
indefinite i.e. has positive and negative eigenvalues. The sub-matrix K22

is symmetric and positive definite, K12 and L1 can be rectangular. The
above set is solved as a sequence of two problems, each for two fields only.
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Problem 1. The first problem is intermediate, i.e. needed to solve Problem
2, and is defined by the set of equations[

0 K12

KT
12 K22

] [
q1

q2

]
=
[−LT

1 u
0

]
, (11.102)

which is analogous to eq. (11.88) for two-field mixed formulation. (Note
that for u, we use the energy norm ‖u‖2 .= uTK0u, while for q1, we
shall use the Euclidean norm ‖q1‖2 = qT

1 q1.) To solve this set, first, from
the second equation, we calculate q2 = −K−1

22 KT
12q1, which is possible

because K22 is invertible. Next we use q2 in the first equation to
obtain

K̄ q1 = L1 u, where K̄ .= K12 K−1
22 KT

12. (11.103)

This equation is solvable if K̄ is positive definite, i.e.

∃β1 > 0 qT
1 K̄ q1 ≥ β1 ‖q1‖2, (11.104)

or, for the Euclidean norm ‖q1‖2 = qT
1 q1,

∃β1 > 0 qT
1 K̄ q1 ≥ β1 qT

1 q1, (11.105)

for any non-zero vector q1. Thus, we have to find

β1
.= inf

q1

qT
1 K̄ q1

qT
1 q1

(11.106)

and check that β1 > 0. The fraction on the r.h.s. is the Rayleigh quotient,
so β1 is the smallest eigenvalue of the standard eigenvalue problem

K̄ q1 = γ1 q1, (11.107)

which can be used to verify numerically the well-posedness of Problem 1.
On use of the equivalence of eq. (11.94)

qT
1 K̄ q1 = qT

1 K12K−1
22 KT

12 q1 = sup
q2

(qT
2 KT

12 q1)2

qT
2 K22 q2

, (11.108)

so the inf-sup condition for Problem 1 is analogous to eq. (11.95),

β1
.= inf

q1

sup
q2

(qT
2 KT

12 q1)2

(qT
2 K22 q2) (qT

1 q1)
> 0. (11.109)
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This condition does not require calculation of the inverse K−1
22 and can

be written in an alternative form,

∀q1 ∃q2 (qT
2 KT

12 q1)
2 > β1 (qT

2 K22 q2)(q
T
1 q1) for some β1 > 0,

(11.110)
allowing us to deduce that q1 cannot belong to the null space of KT

12,
i.e. KT

12 must have the rank equal to the number of columns and that
K12 q2 cannot be orthogonal to the space of q1’s.

Problem 2. Using q2 = −K−1
22 KT

12q1 in the second of the full set of
equation (11.101), the first two equations form the set[

0 L1

LT
1 −K̄

] [
u
q1

]
=
[
p
0

]
, (11.111)

which is analogous to eq. (11.88) for two-field mixed formulation. The
matrix K̄ is symmetric and, if eq. (11.109) is satisfied for Problem 1,
then it is also positive definite. From the second equation of (11.111), we
can calculate: q1 = K̄−1LT

1 u, and use it in the first equation to obtain
the reduced displacement form of the mixed equations

K∗ u = p, where K∗ .= L1 K̄−1LT
1 . (11.112)

This equation is solvable if K∗ is positive definite, i.e.

∃β2 > 0 uT K∗ u ≥ β2 ‖u‖2, (11.113)

for an arbitrary non-zero vector u. We can use the energy norm ‖u‖2 .=
uTK0u, where K0 is the matrix of the purely displacement eq. (11.86),
so the above condition becomes

∃β2 > 0 uT K∗ u ≥ β2 uTK0u. (11.114)

Thus, we have to find

β2
.= inf

u

uT K∗ u
uTK0u

(11.115)

and check whether β2 > 0. The fraction on the r.h.s. is the Rayleigh
quotient, so β2 is the smallest eigenvalue of the generalized eigenvalue
problem

K∗ u = γ2 K0 u. (11.116)

If we write uT K∗ u = uT L1K̄−1LT
1 u and use the equivalence eq. (11.94),

we obtain the inf-sup form of eq. (11.115),
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β2
.= inf

u
sup
q1

(qT
1 LT

1 u)2

(qT
1 K̄ q1) (uTK0u)

> 0. (11.117)

Note that K̄ depends on the inverse K−1
22 , which we eliminate as

follows. The property [supx F (x)]−1 = infx F−1(x) holds for a scalar
continuous function F (x) > 0. We take

x .= q2, F (q2)
.=

(qT
2 KT

12 q1)2

qT
2 K22 q2

, (11.118)

where F (q2) > 0 by eq. (11.109). Then the inverse of eq. (11.108) is

1
qT

1 K̄ q1

= inf
q2

qT
2 K22 q2

(qT
2 KT

12 q1)2
(11.119)

and we use it in eq. (11.117), obtaining the inf-sup condition for the
three-field mixed problem,

β2
.= inf

u
sup
q1

inf
q2

(qT
2 K22 q2) (qT

1 LT
1 u)2

(qT
2 KT

12 q1)2 (uT K0 u)
> 0. (11.120)

This condition can be written in an alternative form as

∀u ∃q1 ∀q2 (qT
2 K22 q2)(q

T
1 LT

1 u)2 > β2 (qT
2 KT

12 q1)
2 (uT K0 u)

(11.121)
for some β2 > 0 and we see that it does not imply that q1 �= 0 cannot
belong to the null space of KT

12 and, thus, does not guarantee that
eq. (11.109) is fulfilled. Hence, both the conditions of eqs. (11.109) and
(11.120) are required.

Summary. To ensure the solvability of the mixed problem the following
conditions should be verified:

• For the two-field problem of eq. (11.88), we have to verify either (i) the
inf-sup condition of eq. (11.95) or (ii) that the smallest eigenvalue for
the eigenvalue problem of eq. (11.93) is greater than zero, and for the
mesh size going to zero, it is still greater than zero.

• For the three-field problem of eq. (11.101), we have to verify either (i)
the inf-sup conditions of eqs. (11.109) and (11.120), or (ii) that the
smallest eigenvalues for the eigenvalue problems of eqs. (11.107) and
(11.116) are greater than zero.

Moreover, we have to check that the constants in the inf-sup conditions, or
the smallest eigenvalues, do not tend to zero for the diminishing element
size.
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Numerical inf-sup test. Two meshes were used; a regular mesh and a dis-
torted mesh, of 2×2, 4×4, and 8×8 elements, see Fig. 11.7. Besides,
two values of the Poisson ratio were used: ν = 0.3 for a compressible
material and ν = 0.4999 for a nearly incompressible material.

For the HR5-S element, we solve the eigenvalue problem of eq. (11.93).
For the HW14-SS, we solve the eigenvalue problem of eq. (11.116) and,
instead of solving eq. (11.109), the pivots are controlled when calculating
the inverse of [

0 K12

KT
12 K22

]
(11.122)

and they are non-zero, which indicates that Problem 1 is solvable.

The smallest eigenvalues γ for the HW14-SS element are shown
in Fig. 11.8, where N = 2, 4, 8 is the number of subdivisions in one
direction. The curves indicate that the discrete form of the inf-sup test
is passed, thus the condition (11.114) is met. Note that identical curves
were obtained for the HR5-S element.

For the regular meshes, the obtained curves are horizontal, similarly as
for the 9/3 element shown in [17], Fig. 1, and for the MINI element shown
in [46], Fig. 6. Both these elements have the property that there exists
an analytical proof that they pass the inf-sup test and the corresponding
numerical test is also passed. Hence, it is likely that the analytical inf-sup
condition can also be verified for the HW14-SS element.

Fig. 11.7 Inf-sup test. Regular and distorted mesh of 8 × 8 elements.

11.5.1 Assumed stress HR elements: PS and HR5-S

In the class of the elements based on the HR functional, the PS element
of [170] is standard. Currently, however, several other elements exist in
the literature which perform slightly better for coarse distorted meshes;
among them, the HR5-S element of [256]. Both these elements use the
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Fig. 11.8 Inf-sup test. Results for HW14-SS element. E = 1, ν = 0.3 or 0.4999

same five-parameter representation of stress but in the PS element it is
written using the natural coordinates, while in the HR5-S element the
skew coordinates are used.

The early works on the HR elements, up to 1981, are reviewed in [223],
while the more recent ones are reviewed in [256].

Assumed representation of stress. We use the contra-variant stress compo-
nents σkl in the natural basis at the element’s center {gc

k}, i.e.

σ = σkl gc
k ⊗ gc

l , k, l = 1, 2. (11.123)

The components σkl are assumed and we denote the respective matrix
as σξ. These components are transformed to the reference basis using

σref = Jc σξ JT
c , (11.124)

where Jc is the Jacobian matrix evaluated at the element’s center of
eq. (11.76).

The five-parameter representation of stress was already used by Pian
in 1964 in [168] in Cartesian coordinates and later in [170] in the natural
coordinates

σξ .=
[
q1 + q2 η q5

sym. q3 + q4 ξ

]
. (11.125)

This representation is symmetric, and includes the modes {1, ξ, η} mul-
tiplied by five parameters qi.



Mixed Hellinger–Reissner and Hu–Washizu elements 303

In [256], the above five-parameter representation of stress was written
in the skew coordinates, i.e.

σξ .=
[
q1 + q2 yS q5

symm. q3 + q4 xS

]
=
[
q1 + q2 η + q2B ξη q5

sym. q3 + q4 ξ + q4 Aξη

]
,

(11.126)
where A and B are defined below eq. (11.81). The bilinear (underlined)
terms are non-zero only for irregular trapezoidal shapes, while they vanish
for parallelograms. Still only five parameters qi are used!

Verification of equilibrium equation for the assumed stress. For a single ele-
ment, we can check whether the assumed representations of stresses sat-
isfy the homogenous equilibrium equations. This property is not used in
the construction of our elements, but it can be logically linked with their
performance for characteristic shapes of the elements.

Note that in several papers, including [169, 170, 265], the satisfaction
of the homogenous equilibrium equations is pivotal as they are appended
to the HR functional via the Lagrange multiplier method. Then, however,
the problem becomes more complicated, as the question of a suitable form
of the Lagrange multiplier field arises (typically the incompatible displace-
ment modes are exploited for this purpose). We stress that we do not use
this approach.

We can check the equilibrium equations for some characteristic shapes
of an element using a symbolic algebra. The homogenous equilibrium equa-
tions in the reference Cartesian coordinates, for a symmetric stress, are as
follows

∂σxx

∂x
+

∂σxy

∂y
= 0,

∂σxy

∂x
+

∂σyy

∂y
= 0. (11.127)

They are checked for the following specification of the stress components
and their derivatives:

1. The stresses in the reference basis are obtained from the assumed rep-
resentation σξ using the transformation formula (11.124),

σa .=
[
σxx σxy

σxy σyy

]
= Jc

[
σξξ σξη

σξη σηη

]
JT

c = Jc σξ JT
c . (11.128)

2. When the matrix σξ is assumed in terms of the skew coordinates
xS , yS , then, to enable numerical integration of the element, xS , yS

are treated as functions of the natural coordinates ξ, η. Hence, we
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can either use the chain rule of differentiation or directly express the
derivatives w.r.t. x, y in terms of derivatives w.r.t. ξ, η as follows:[

∂σ
∂x

∂σ
∂y

]
= J−T

[
∂σ
∂ξ

∂σ
∂η

]
, (11.129)

where σ ∈ [σxx, σyy, σxy]T is an arbitrary stress component in the
form of eq. (11.126). Note that here J is used, not Jc.

The results of a verification of the equilibrium equation for the assumed
stress are presented in Table 11.1, where “+” indicates that the equations
are satisfied for an irregular shape of an element.

We see that, for the skew coordinates (HR5-S element), the equilibrium
equations are satisfied point-wise, even for an irregular element. For the
natural coordinates (PS element), they are satisfied point-wise only for
parallelograms, while for irregular elements, only at the element’s center.

Table 11.1 Verification of equilibrium equation for the assumed stress.

σξ assumed in At arbitrary point At center Integral of eq. (11.127)

skew coordinates + + +
natural coordinates –(*) + –(*)

(*) satisfied only for parallelograms.

Verification of compatibility of the strains for assumed stresses. The compati-
bility condition for 2D strains is as follows:

∂2εxx

∂y2
+

∂2εyy

∂x2
= 2

∂2εxy

∂x ∂y
, (11.130)

and we evaluate it for the strains calculated using the inverse constitutive
matrix for the assumed stresses. We emphasize that we do not check the
compatibility condition for the compatible strain but for the strains cor-
responding to (induced by) the assumed stress. They are obtained in the
following steps:

1. The stresses in the reference basis are obtained as in eq. (11.128).
2. The strains corresponding to the assumed stresses are obtained from

the inverse constitutive equation

εv = C−1
vv σa

v, (11.131)
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where (·)v denotes a vector of components of a tensor (·), arranged
in the order {xx, yy, xy}.

3. The skew coordinates xS , yS are treated as functions of the natural
coordinates ξ, η. Hence, we can either use the chain rule of differen-
tiation or directly express the first derivatives of strains w.r.t. x, y in
terms of derivatives w.r.t. ξ, η as follows:[

∂ε
∂x

∂ε
∂y

]
= J−T

[
∂ε
∂ξ

∂ε
∂η

]
, (11.132)

where ε ∈ {εxx, εyy, εxy} is an arbitrary strain component. For the
first derivatives of an arbitrary strain component, γ ∈ {∂ε/∂x, ∂ε/∂y},
we similarly calculate the second derivatives,[ ∂γ

∂x

∂γ
∂y

]
= J−T

[ ∂γ
∂ξ

∂γ
∂η

]
, (11.133)

where

∂γ

∂x
=
{

∂2ε

∂x2
,

∂2ε

∂y∂x

}
,

∂γ

∂y
=
{

∂2ε

∂x∂y
,

∂2ε

∂y2

}
, (11.134)

and they contain all the second derivatives needed in eq. (11.130).
Note that J is used here not Jc.

The results of the verification of the compatibility condition are presented
in Table 11.2, where “+” indicates that the equations are satisfied for an
irregular shape of an element.

We see that, for the skew coordinates (HR5-S element), the compatibil-
ity condition is satisfied, even for irregular elements, while for the natural
coordinates (PS element), the compatibility condition is satisfied only for
parallelograms.

Table 11.2 Verification of the compatibility condition for the assumed stress.

σξ assumed in At arbitrary point At center Integral of eq. (11.130)

skew coordinates + + +
natural coordinates –(*) –(*) –(*)

(*) satisfied only for parallelograms.
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Remark. We have earlier shown that the natural coordinates cannot be
treated as being associated with the natural basis at the element’s center,
as this leads to the “fictitious” parallelogram element shown in Fig. 11.6.
The above tests of the homogenous equilibrium equation and of the com-
patibility of strains equation provide another argument that it is more
rational to assume the representation of stress in terms of the skew coor-
dinates than in the natural coordinates.

We do not exploit this property in the elements’ formulation in any par-
ticular way. Nonetheless, the numerical results indicate that the accuracy
of elements depends on the coordinates used for the stress representation.

Assumed stress elements: PS and HR5-S. The assumed stress elements are
developed from the two-field HR functionals in the basic non-enhanced
form of eqs. (11.4) and (11.7). In these functionals, u is the compatible
field while σ is the assumed field of the form

σa = Jc σξ JT
c , (11.135)

which is the transformation rule for the contra-variant components of a
tensor of eq. (11.124). Besides, in σξ we use the 5-parameter stress of
eq. (11.125) for the PS elements, or of eq. (11.126) for the HR5-S element.
The increment of the assumed stress has the analogous form, where Δσξ

has the structure of σξ of eq. (11.125), but the multipliers qi are replaced
by Δqi.

In the HR functionals, we use the reduced constitutive operator for the
plane stress condition C∗ of eq. (7.64).

The PS element is a standard in the class of mixed HR elements, but
the HR5-S element performs slightly better for coarse distorted meshes.
Its formulation is very simple and it yields results similar to these by the
5β-A,B,C elements of [265] and the QE2 element of [177], which are more
complicated and use more parameters.

Remark. The discrete HR functional depends on two sets of variables:
the nodal displacements uI and the elemental stress multipliers q. The
obtained set of FE equations is given by eq. (11.27) and the scheme U2
of eq. (11.34) should be used to update the stress multipliers. Consider
the non-reduced tangent matrix of eq. (11.27). At (u = 0,q = 0), the
sub-matrix K is equal to zero and we obtain
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[
0 L
LT Kqq

]
, (11.136)

for which the linear element is very efficient.

Remark. Assumed stress/enhanced strain elements. The HR element can
also be developed for the seven-parameter representation of stresses, but
this element is too stiff, no matter in which coordinates the stresses are
written. Hence, the HR functional must be enhanced and two additional
EAS or EADG modes were used in the HR9 element in [256]. The HR9
element performs identically as the HR5-S element, but is less efficient.
However, it still can be used in 2D and shell elements with drilling rota-
tions, for which this type of enhancement is beneficial, see Sect. 12.

11.5.2 Assumed stress and strain HW14-SS element

The main difference between the HR elements and the HW elements is that
strains are retained in the latter and we have to select their representation.

Generally, the strain representation analogous to that used for stress
is too poor. A better one is implied by the inverse constitutive equation⎡⎣ε11

ε22

ε12

⎤⎦ =

⎡⎣ c1 c2 0
c2 c1 0
0 0 c3

⎤⎦⎡⎣ q1 + q2η
q3 + q4ξ

q5

⎤⎦ =

⎡⎣ (c1q1 + c2q3) + c1q2η + c2q4ξ
(c2q1 + c1q3) + c2q2η + c1q4ξ

c3q5

⎤⎦ ,

(11.137)
where the five-parameter representation of stress of eq. (11.125) and a
typical structure of the inverse constitutive matrix are used. This suggests
that a seven-parameter representation of strain should be used; constant
representation for ε12 and linear representations for ε11 and ε22.
However, if ε12 is additionally enhanced by two modes, then the accuracy
for coarse distorted meshes improves. Further improvement is obtained if
this representation of strain is assumed in terms of the skew coordinates
of eq. (11.81).

Assumed representation of strain. The covariant components of strain are
assumed in the co-basis {gk

c}, i.e.

ε = εkl gk
c ⊗ gl

c. (11.138)

The matrix of components εαβ can be designated as εξ and transformed
to the ortho-normal reference basis by using
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εref = J−T
c εξ J−1

c . (11.139)

The scalar product of the assumed representations of stress and strain,
eqs. (11.124) and (11.139) is invariant, which implies invariance of the
derived elements.

The assumed nine-parameter representation of strain is

εξ
.=
[
q6 + q7 yS + q8 xS q12 + q13 xS + q14 yS

sym. q9 + q10 xS + q11 yS

]
, (11.140)

where each component is a linear polynomial of xS and yS . We see
that this representation consists of two parts,

εξ =
[
q6 + q7 yS q10

sym. q8 + q9 xS

]
+
[
q11 xS q13 xS + q14 yS

sym. q12 yS

]
, (11.141)

where the first part is analogous to the five-parameter representation of
eq. (11.126) used for stress, while the second part is analogous to the four-
parameter representation of the EAS method, see eq. (11.62), but written
in the skew coordinates.

Compatibility of assumed strains. The compatibility condition for 2D strains
is given by eq. (11.130). Note that, for the HR element, we verified the
compatibility of the strains calculated for assumed stresses, while here we
verify the compatibility of the assumed strain. Hence, we can skip point
1 of the previously defined procedure. Results of the test of the compati-
bility condition for the strain of eq. (11.140) are presented in Table 11.3,
where “+” indicates that the condition is satisfied for an element of an
arbitrary irregular shape.

Table 11.3 Verification of the compatibility condition for the assumed strain.

εξ assumed in At arbitrary point At center

skew coordinates + +
natural coordinates –(*) –(*)

(*) satisfied only for parallelograms.

We see that for the representation in the skew coordinates, the compat-
ibility condition is satisfied point-wise, even for irregular elements. When
the strain is written in natural coordinates, then this equation is only
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satisfied for parallelograms. This provides the argument that it is more
rational to assume the representation of strain in the skew coordinates
than in the natural coordinates.

Element HW14-SS. The assumed stress/assumed strain element is devel-
oped from the three-field HW functionals in the basic non-enhanced form
of eqs. (11.1) and (11.3). The compatible displacement uc is defined in
eq. (11.14). The independent stress σ and the independent strain ε
are constructed as the assumed fields. The assumed fields are constructed
as follows:

1. The assumed stress is constructed similarly as for the HR5-S element,

σa = Jc σξ JT
c , (11.142)

using the transformation rule of eq. (11.124) and the five-parameter
representation of σξ of eq. (11.126). Recall that for this represen-
tation, the equilibrium equations are satisfied point-wise, even for an
irregular element, see Table 11.1.

2. The assumed strain is constructed as

εa = J−T
c εξ J−1

c , (11.143)

using the transformation rule of eq. (11.139) for the covariant compo-
nents of a tensor. The nine-parameter strain representation of εξ is
given by eq. (11.140) and it satisfies the compatibility condition.

We designate this element as HW14-SS because it has 14 modes and both
the stress and strain representations are assumed in skew coordinates.

In numerical tests, the HW14-SS element performs identically as the
HR5-S element, i.e. is slightly more accurate and less sensitive to mesh
distortion than the PS element and the enhanced strain elements (ID4,
EAS4, EADG4).

The HW14-SS element uses a smaller number of modes than other
HW elements described in the literature, such as the QE2 element of [177]
with 16 modes, and the elements with 22 modes B̄-QE4 of [178] and
B̄(x, y)-QE4 and B̄(ξ, η)-QE4 of [176], but its accuracy is identical.

Remark 1. If we use less parameters for the assumed strain, e.g., seven
instead of nine, then it is beneficial to use the covariant instead of con-
travariant representation of strain. The results for the element based on
the nine-parameter representation of strain are not altered by this change.
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Remark 2. Assumed stress and strain/enhanced strain elements. The
HW element can also be developed for the seven-parameter representa-
tion of stresses and the nine-parameter representation of strain, but must
be enhanced; two additional EADG modes are used in the HW18 element
in [257]. This element performs identically to the HR14-SS element, but is
less efficient. However, it can still be used in 2D+drill and shell elements,
for which the EAGD enhancement is particularly beneficial, see Sect. 12.

Remark 3. The discrete HW functional depends on two sets of variables:
the nodal displacements uI and the elemental stress and strain multi-
pliers q. The obtained set of FE equations is given by eq. (11.27) and
to update the stress and strain multipliers, the scheme U2 of eq. (11.34)
should be used. Consider the non-reduced tangent matrix of eq. (11.27).
Several sub-matrices of it are equal to zero at (u = 0,q = 0), and we
obtain[

K L
LT Kqq

]
=

⎡⎣ K L1 L2

LT
1 K11 K12

LT
2 KT

12 K22

⎤⎦ →
⎡⎣ 0 L1 0

LT
1 0 K12

0 KT
12 K22

⎤⎦ , (11.144)

where 1 designates the qi parameters for stress, and 2 designates the qi

parameters for strain. The presence of zero sub-matrices can be used to
obtain a very efficient linear version of this element.

11.6 Modification of FTF product

We can modify the FTF product in the Green strain in the way which
preserves a correct rank of the elements and improves their coarse mesh
accuracy. The deformation gradient F is expanded in the Taylor se-
ries w.r.t. the natural coordinates at the element’s center, and the FTF
product is approximated as follows:

FTF ≈ FT
c Fc + A + AT , (11.145)

where

A .= FT
c

[
ξ(F,ξ)c + η(F,η)c + ξη(F,ξη)c +

1
2
ξ2(F,ξξ)c +

1
2
η2(F,ηη)c

]
.

(11.146)
In other words, the Taylor expansion is combined with a selection of mean-
ingful terms in the product. A correct rank of the reduced tangent matrix
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K∗ in eq. (11.30) is yielded by the first three (underlined) linear and bi-
linear terms of A, while the last two quadratic terms of A are needed
to pass the patch test.

The concept of expansion was proposed in [135] and was later used in
several papers, including [132], but the terms selected in these works are
different from these in eq. (11.145).

1. The under-integrated and gamma-stabilized elements were developed
in [135] and the following expansion was used:

ε(ξ, η) = B(ξ, η)uI , B(ξ, η) ≈ Bc + ξ(B,ξ)c + η(B,η)c, (11.147)

where B is the strain-displacement matrix, see eq. (2.5a) therein.
This formula corresponds to the first two of the three underlined terms
in eq. (11.146).

2. In [132], the following terms of the Taylor series were selected,

T̄ (f) .= ξ(f,ξ)c + η(f,η)c + ξη(f,ξη)c

+
1
6
[
ξ3(f,ξξξ)c + η3(f,ηηη)c + 3ξ2η(f,ξξη)c + 3η2ξ(f,ηηξ)c

]
, (11.148)

and applied to the “stabilizing” strain and the “enhancing” strain
field, see eqs. (23) and (24) therein. We see that the expansions of
eqs. (11.148) and (11.145) are different in the higher-order terms.

Another difference is that small strains are used in both of the cited papers,
so the term F + FT was modified, while we modify the product FTF
as we use the Green strain.

A full set of tests for the EADG4, HR5-S, and HW14-S elements is
given in [257]. For the mixed elements, HW14-S and HR5-S, the
expansion was applied to F, as given by eq. (11.145), while for the
EADG4 element, we expanded the whole enhanced deformation gradient,
F + H̃, where H̃ is defined by eq. (11.71). The modification of the
FTF product was proved to be beneficial in the case of coarse distorted
meshes.
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Plane four-node elements with drilling
rotation

The drilling rotation, as a degree of freedom, is particularly important
for shell elements, but the 2D elements with drilling rotations are much
simpler and, hence, very useful in developing and testing specific ways of
incorporating the drilling rotation terms. We designate the 2D elements
with drilling rotations as “2D+drill”.

The drilling rotation is defined as the rotation vector normal to the
tangent plane of the element. However, for 2D elements, the normal di-
rection is defined by one vector t3, normal to the plane of element, so
it suffices to consider the angle of drilling rotation, ω. The nodal drilling
rotations of a 2D+drill element are shown in Fig. 12.1.
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Fig. 12.1 Nodal drilling rotation angles ωI (I = 1, 2, 3, 4) of plane four-node
element.

The drilling rotation can be incorporated into the 2D+drill elements,
and shell elements as well, in two ways:

1. Using the so-called Allman shape functions which approximate the
element’s displacements in terms of nodal displacements uI and
nodal drilling rotations ωI . The classical approach based on Allman
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shape functions uses the potential energy functional and is valid only
for small drilling rotations. The generalized version, valid for finite
rotations, is described in Sect. 12.7.

2. Using bilinear shape functions and the drill RC equation, which is
extracted from the RC equation, skew(QTF) = 0, as discussed in
detail in Sect. 3. This equation can be implemented in a finite element
in several ways, see Sect. 12.3. Some of them use the weak forms,
and correspond to the 3D mixed functionals incorporating rotations of
Sect. 4. The drill RC for shells was derived in Sect. 6.2. The 2D+drill
elements based on bilinear shape functions are described in Sect. 12.6.

Chronologically, the approach based on the Allman shape functions was
first, but tests indicate that the elements based on the drill RC equation
perform slightly better.

Crucial for a good performance of 2D+drill elements is the use of
EADG enhancement, which also affects the RC equation and, for this
reason, is more suitable than the EAS enhancement. The EADG method
was discussed in Sect. 11.4.3; its extension to formulations with rotations
is given in Sect. 12.4.

All the four-node elements described in sequel are developed for finite
(unrestricted) drilling rotations.

12.1 Basic relations for drill RC equation

Drill RC for shells. In the RC of eq. (3.8), we neglect the terms which do
not depend on the drilling rotation. Then, only the components 12 and 21
of this equation remain and we denote

[
skew(QTF)

]
12

.= rω, where

rω
.= 1

2(x0,1 · a2 − x0,2 · a1) (12.1)

or, in terms of tangent displacement components u, v and the drilling
rotation ω,

2rω
.= −(v,2 + u,1 + 2) sinω + (v,1 − u,2) cos ω. (12.2)

In this way, the tensorial RC, skew(QTF) = 0, is reduced to the scalar
drill RC, rω = 0.
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Three forms of drill RC for 2D problem. We can obtain an alternative but
equivalent form of the drill RC equation considering a 2D problem, for
which we have

F =
[
F11 F12

F21 F22

]
, Q =

[
cos ω − sinω
sinω cos ω

]
, (12.3)

where ω is the drilling rotation angle, and we obtain

skew(QTF) =
[

0 −rω

rω 0

]
, (12.4)

where rω
.= 1

2(A sinω + B cos ω), A
.= F11 + F22 = u1,1 + u2,2 + 2, and

B
.= F12 − F21 = u1,2 − u2,1. Hence, the RC equation, skew(QTF) = 0,

is reduced to one scalar equation,

rω
.= 1

2(A sinω + B cos ω) = 0. (12.5)

Using this equation, we can formulate the constraint for the drilling rota-
tion in one of the following forms:

1. For rotations |ω| < π/2, we can divide eq. (12.5) by cosω to obtain

ω∗ = − arctan
B

A
. (12.6)

Hence, the first form of the drill RC is defined as

c
.= ω − ω∗ = 0. (12.7)

2. For large rotations, the constraint can be written for an increment.
For ω

.= ωn + Δω∗, using trigonometric identities, we obtain

sinω = sn cos Δω∗ + cn sinΔω∗, cos ω = cn cos Δω∗ − sn sinΔω∗,

where sn
.= sinωn and cn

.= cos ωn. For |Δω∗| < π/2, we can
divide by cosΔω∗ and, from eq. (12.5), we obtain

Δω∗ = − arctan
Asn + Bcn

Acn − Bsn
. (12.8)

Hence, the second form of the drill RC is defined as

c
.= Δω − Δω∗ = 0. (12.9)

3. We can directly use eq. (12.5) for large rotations and define the third
form of the drill RC as follows:

c
.= rω = 1

2 (A sinω + B cos ω) = 0, (12.10)

where A and B depend on u. This form of the drill constraint
can be linearized using symbolic differentiation.
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Rotational invariance of drill RC equation for 2D problems. Consider compo-
nents of displacement and rotation tensors in the reference Cartesian basis
{ik}.

Let a 2D body be located in the {i1, i2}-plane and its deformation,
except for the thickness change, also takes place in this plane. The orien-
tation of the local ortho-normal basis {tk} is defined by the rotation
tensor R, i.e. tk = Rik. The normal vector t3 coincides with i3. For
Q and F, we use the representations of eq. (12.3) and, additionally, we
define

R .=
[

cos α − sinα
sinα cos α

]
. (12.11)

Define the following back-rotated matrices:

Q∗
.= RTQR, F∗

.= RTFR, (QTF)∗
.= RT (QTF)R, (12.12)

where ( · )∗ designates a back-rotated object. We can check that
QT

∗ F∗ = (QTF)∗ and that

skew(QT
∗ F∗) = skew(QTF)∗ = skew(QTF). (12.13)

As a consequence, in the local basis {tk}, we can use the drill RC
equation in terms of components in the global basis {ik}.

Remark. The above property does not hold for 3D problems, for which
F, Q, and R are 3 × 3 matrices. We checked this for the canonical
parametrization of the rotation tensor. For 3D problems, only the property
QT

∗ F∗ = (QTF)∗ holds and, hence, only

skew(QT
∗ F∗) = skew(QTF)∗ (12.14)

can be used in the implementation of the element.

Calculation of drilling rotation for given displacement. Calculation of the drill-
ing rotation for the given displacement u is a post-processing operation,
but is not trivial because the equation involved is non-linear w.r.t. drilling
rotation angle.

Assume that the displacement u is given and we wish to calculate
the drilling rotation, ω. The above-defined three forms of the drill RC
can be used as follows:

M1. Equation (12.6) is used, so the rotation is restricted, i.e. ω < |π/2|.
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M2. Equation (12.8) is used with the update formula ω = ωn + Δω,
where ωn is known. Besides, A and B depend on the known u.
No iterations are needed. The increment is restricted, i.e. Δω < |π/2|,
but the total rotation ω is not.

M3. Equation (12.10) is used with the Newton method,

Δω = −rω/rω,ω, ω = ωn + Δω. (12.15)

Iterations are needed. Formally, Δω is not restricted but the radius
of convergence of the Newton method is.

Summarizing, M2 and M3 are incremental and can be used to obtain
arbitrarily large drilling rotations.

Example. Drilling rotation for rigid body rotation. The above defined methods
can be compared for a rigid rotation of a body, for which

F .=
∂x
∂y

=
[

cos α − sinα
sinα cos α

]
, (12.16)

where α is the angle of a rigid rotation. Then, A
.= F11 + F22 = 2 cos α

and B
.= F12 − F21 = −2 sin α (see the definitions following eq. (12.4)),

and we can calculate ω for increasing values of α using the methods
defined above. The solutions are shown in Fig. 12.2. The solutions by
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Fig. 12.2 Drilling rotation calculated by three formulas. Δα = 10o.

M2 and M3 coincide; they are unrestricted and ω = α, as required. The
solution by M1 is restricted, i.e. ω < |π/2|.
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The solutions were obtained for Δα = 10o, but larger steps were also
tested. M2 performs correctly for up to Δα = 89o, due to the restricted
domain of arctan, while M3 for up to Δα = 69o; for larger steps, it
converges to some shifted (incorrect) values.

Note that even Δα = 69o is above the capabilities of current algo-
rithms, e.g. the energy and momentum conserving algorithm ALGO-C1
for rotational rigid body dynamics can perform similar steps, but then the
accuracy is poor, see Sect. 9.4.3.

12.2 Difficulties in approximation of drill RC

Approximation of drilling rotation. The drilling rotation is approximated by
the bilinear shape functions NI(ξ, η) of eq. (10.3) as follows:

ω(ξ, η) =
4∑

I=1

NI(ξ, η) ωI , (12.17)

where ωI are the drilling rotations at the corner nodes, see Fig. 12.1,
and the natural coordinates ξ, η ∈ [−1, +1]. Hence, the drilling rotation
is analogously approximated as displacements, see eq. (10.7).

Difficulties in approximation of the drill RC equation. For the equal-order bi-
linear the approximations of displacements and the drilling rotation, the
drill RC equation of the four-node element is incorrectly approximated.

To illustrate the problem, we consider a 2× 2 square element with the
center located at the origin of the Cartesian coordinate system. Then the
Cartesian coordinates are equal to the natural coordinates, i.e. x = ξ and
y = η, and the Jacobian matrix is an identity matrix.

The bilinear approximation functions for displacements and drilling
rotations can be written as

u(ξ, η) = u0 + u1 ξ + u2 η + u3 ξη, v(ξ, η) = v0 + v1 ξ + v2 η + v3 ξη,

ω(ξ, η) = ω0 + ω1 ξ + ω2 η + ω3 ξη, (12.18)

where ui, vi, ωi (i = 0, . . . , 3) are functions of nodal values of the
respective components. We consider the linearized form of the drill RC of
eq. (12.10), i.e.

c
.= ω +

1
2
(u,η − v,ξ) = 0, (12.19)
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where u,η = u1,2 and v,ξ = u2,1. Using the above approximation
functions, grouping the terms, we obtain[

ω0 +
1
2
(u2 − v1)

]
+
(

ω1 +
1
2
u3

)
ξ +

(
ω2 − 1

2
v3

)
η + ω3 ξη = 0. (12.20)

The constant and linear terms do link the displacement and rotational
parameters, indeed, but the bilinear (underlined) term contains only the
rotational parameter ω3. This last term may lead to wrong solutions in
certain situations for the reason explained below.

Let us rewrite the constraint in the form c(ξ, η) .= c0+c1ξ+c2η+ω3ξη.
If we use the penalty method, then the weak form of this constraint is

1
2

∫ +1

−1

∫ +1

−1
c(ξ, η)2 dξdη = 2c2

0 +
2
3
(c2

1 + c2
2) +

2
9
ω2

3, (12.21)

i.e. ω3 does not vanish upon integration. As a consequence, the penalty
method enforces the condition ω3 = 0 which, generally, is incorrect and
can yield an over-stiffened solution.

To alleviate this problem, we remove the bilinear term from eq. (12.20),
and use the equation which is only linear in ξ and η, i.e.[

ω0 +
1
2
(u2 − v1)

]
+
(

ω1 +
1
2
u3

)
ξ +

(
ω2 − 1

2
v3

)
η = 0. (12.22)

In a symbolic derivation of an element, the bilinear term can be removed
in one of the following ways:

1. Using the linear expansion of eq. (12.20) at the element’s center,

c(ξ, η) .= cc + ξ(c,ξ)c + η(c,η)c, (12.23)

where the subscript c denotes the element’s center, see also eq. (12.28).
2. Evaluating this equation at the mid-points of the element’s edges,

(ξ, η) = (0,±1), (ξ, η) = (±1, 0), (12.24)

where either ξ or η is zero, so the bilinear term in eq. (12.20) is
always zero.

The lack of an equation for ω3 means that the tangent matrix for the
drill RC has one spurious zero eigenvalue; the associated eigenvector Θ2

is shown in Fig. 12.9b. The simplest way of treating this deficiency is
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to apply eq. (12.143), which provides the stabilization matrix Kstab
ωω of

eq. (12.144), so we have

Kωω + Kstab
ωω , (12.25)

where Kωω is the rank-deficient matrix obtained by differentiating twice
the drill RC term modified as given either in eq. (12.23) or in eq. (12.24).

Expansion of QTF product. The linear expansion of c(ξ, η) of eq. (12.23)
can be obtained in the following way. First, we expand Q and F at the
element’s center,

Q(ξ, η) .= Qc + ξ Q,ξc +η Q,ηc, F(ξ, η) .= Fc + ξ F,ξc +η F,ηc, (12.26)

where ( ),ξc
.= ( ),ξ|c and ( ),ηc

.= ( ),η|c. Then, we calculate the QTF
product, in which we retain only the constant and linear terms,

QT (ξ, η)F(ξ, η) ≈ QT
c Fc + ξ

(
QT

c F,ξc + QT
,ξcFc

)
+ η

(
QT

c F,ηc + QT
,ηcFc

)
,

(12.27)
while bilinear and quadratic terms are omitted. Finally,

c(ξ, η) .=
[
skew(QTF)

]
12

, (12.28)

i.e. we calculate the skew-symmetric part of the matrix and, provided that
the matrix is given in the local Cartesian basis, we use the 12 component.

Enhancement resulting from bi-quadratic approximations of displacements. An-
other way of addressing the problem with the bilinear term in eq. (12.20) is
to enhance displacements in such a way that ω3 is linked with enhancing
parameters.

The enhancing modes can be selected upon analysis of bi-quadratic ap-
proximations of displacements of the nine-node Lagrangian element shown
in Fig. 12.3. For the bi-quadratic approximations, the vector of shape
functions is defined as

N .= {P1Q1, P3Q1, P3Q3, P1Q3, P2Q1, P3Q2, P2Q3, P1Q2, P2Q2}, (12.29)

where each component is a product of Pi and Qj , i, j ∈ {1, 2, 3},
defined as

P1
.= 1

2(ξ2 − ξ), P2
.= 1 − ξ2, P3

.= 1
2(ξ2 + ξ),
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Fig. 12.3 Numeration of nodes on a nine-node Lagrangian element.

Q1
.= 1

2(η2 − η), Q2
.= 1 − η2, Q3

.= 1
2(η2 + η).

Using N for each displacement component separately, we have

u = u0 + u1 ξ + u2 η + u3 ξη + u4 ξ2 + u5 η2 + u6 ξη2 + u7 ξ2η + u8 ξ2η2,

v = v0 + v1 ξ + v2 η + v3 ξη + v4 ξ2 + v5 η2 + v6 ξη2 + v7 ξ2η + v8 ξ2η2,

where ui, vi (i = 0, . . . , 8) are functions of nodal values of respective
displacement components.

For simplicity, we consider a 2 × 2 square element with the center
located at the origin of the Cartesian coordinate system. Then the bilinear
term of the drill RC of eq. (12.19) yields the equation

u7 − v6 + ω3 = 0. (12.30)

Using this equation, the ξη mode of drilling rotation is linked with
the ξ2η and ξη2 modes of displacements. These modes are not avail-
able in a four-node bilinear element, but can be included as the EADG
enhancement.

Let us assume the incompatible displacements in the form

uinc = q5 ξ2η, vinc = q6 ξη2, (12.31)

where q5, q6 are unknown multipliers. Then

Gξ
2

.=

⎡⎣ ∂uinc

∂ξ
∂uinc

∂η

∂vinc

∂ξ
∂vinc

∂η

⎤⎦ =

[
2q5 ξη q5 ξ2

q6 η2 2q6 ξη

]
,

where we have the ξη term on the diagonal. This matrix should be added
to Gξ in eq. (11.71) for the EADG enhancement.

We implemented the element based on the potential energy, the EADG4
enhancement, and the above-defined enhancement, but the displacements
and rotations in Cook’s membrane example of Sect. 15.2.7 were excessive.
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12.3 Implementation of drill RC in finite elements

Overview. The drilling rotations are included in shell elements with the
purpose of having three rotational degrees of freedom at each node and
to facilitate linking the elements of various spatial orientation. Several
methods can be applied to develop the finite element with the drilling
rotation.

1. Basic method. The basic method amounts to appending the drill RCs
evaluated at some points to the elemental set of equations. The method
is simple but the tangent matrix is non-symmetric.

2. Methods of constrained optimization. The methods of constrained opti-
mization, see [136, 72, 29], yield a symmetric tangent matrix, but are
more complicated than the basic method. The optimization problem is
defined as follows:

min
(u,Q)

F (u) subject to c(u,Q) = 0, (12.32)

where F is the governing functional and c(u,Q) = 0 is the set of
constraints related to the drill RC equation. Note that

1. various functional can be used as F , including the potential energy
FPE, the HR functional FHR, and the HW functional FHW of
Sect. 11.1. However, for each functional, an optimal finite element must
be developed separately.

2. Several forms of the constraint can be formulated for the drill RC
equation, including strong and weak (integral) forms,

3. Several methods can be used to solve this problem of constrained op-
timization; in our elements we use either the penalty method or the
Perturbed Lagrange method.

Below, for simplicity, we consider the potential energy FPE(u) .=
∫
B W(u)

dV − Fext. The extended functional which is constructed for the above-
constrained optimization problem includes the part related to the drill RC
equation, which can be written in two forms:

A. Strong form. Let us write the constraint related to drill RC equation as
c = 0. We can evaluate c(ξ, η) at four selected points within an element
and form a vector, c .= {c1, c2, c3, c4}, which is used by the strong forms
discussed below.
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The penalty method is based on the following extended functional,

F ′
PE(u,Q) .= FPE(u) +

γ

2
c · c, (12.33)

where γ > 0 is the penalty parameter. Minimization is performed w.r.t.
the nodal values of (u,Q). The definition of γ depends on material
coefficients and the element’s volume, to preserve the same degree of pe-
nalization for various volumes.

The perturbed Lagrange method is based on the following extended
functional

F ′
PE(u,Q, λ) .= FPE(u) + λ · c +

1
2γ

λ · λ, (12.34)

where λ
.= {λ1, λ2, λ3, λ4} is a vector of Lagrange multipliers, with each

multiplier for c = 0 written at a point within an element. Minimization
is performed w.r.t. nodal values of (u,Q) and the elemental vector λ.

B. Weak (integral) form. The part related to the drill RC can also be formu-
lated in an integral form, resembling the form of the strain energy, which
is an integral over the element volume,

∫
B W(u) dV . Let the drill RC

have the form c(ξ, η) = 0.
The penalty method is based on the following extended functional:

F ′
PE(u,Q) .= FPE(u) +

∫
B

γ

2
c2 dV , (12.35)

where γ > 0 is the penalty parameter. Minimization is performed w.r.t.
the nodal values of (u,Q). The volume of the element is automatically
accounted for by the integral formulation, so it suffices to relate γ to
material coefficients.

The perturbed Lagrange method is based on the following extended
functional:

F ′
PE(u,Q,λ) .= FPE(u) +

∫
B

(
λ c +

1
2γ

λ2

)
dV , (12.36)

where λ is the Lagrange multiplier which must be approximated (as-
sumed) over the element. Minimization is performed w.r.t. the nodal values
of (u,Q) and the elemental parameters of λ.

The weak forms correspond to the variational formulations of Sect. 4,
and were used in implementation of our elements.
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12.3.1 Selected methods to include the drill RC

Below we discuss selected methods used to include the drilling rotations
in FE equations, such as the basic method, the penalty method, and the
Perturbed Lagrange method.

1. Basic method

The basic method consists of two steps:

1. The drill RC equation is expanded as specified by eq. (12.23), and
evaluated at four selected points within an element, which yields the
equation rω = 0, where rω

.= {rω1, rω2, rω3, rω4}. The linearized
(Newton) form of this equation is

KωuΔuI + KωωΔωI = −rω, (12.37)

where uI
.= {u1,u2,u3,u4} and ωI

.= {ω1, ω2, ω3, ω4} are vectors
of displacements and drilling rotations at nodes, and the matrices are

Kωω
.=

∂rω

∂ωI
, Kωu

.=
∂rω

∂uI
.

The drill RC equation can be used in one of the forms specified in
eqs. (12.7), (12.9), and (12.10); in computations, we used the last one.

2. Equation (12.37) is appended to the set of FE equations for a purely
displacement problem, K ΔuI = −r, where

r .=
∂FPE(uI)

∂uI
, K .=

∂r
∂uI

.

This yields [
K 0
Kωu Kωω

] [
ΔuI

ΔωI

]
= −

[
r
rω

]
. (12.38)

This is a set of equations for an element. By aggregation of such sets for
all elements, we obtain the global tangent matrix, which must be non-
singular to provide a unique solution. The increments of displacements
and drilling rotations at nodes are computed together.

Note that the matrix in eq. (12.38) is non-symmetric, which is a disad-
vantage, as symmetric solvers are faster. If a non-symmetric solver is used
for other reasons, then this formulation also is suitable.

Consider stability of the basic formulation. We assume that the bound-
ary conditions are accounted for in the set (12.38). From the first equation
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of (12.38), we calculate ΔuI = −K−1r and using it in the second equa-
tion, we obtain

ΔωI = −K−1
ωω(rω − KωuK−1r). (12.39)

Let us write this equation at uI = 0 and ωI = 0. Then, the residuals
ru = 0, rω = 0, and r = −p, where p is a vector of external loads
for translational dofs, and we obtain

ΔωI = −(K−1
ωωKωuK−1) p. (12.40)

Hence, to uniquely compute the solution, K and Kωω must be invert-
ible. Note that

1. elimination of ω3 from eq. (12.20) means that Kωω becomes
singular and must be stabilized, as given by eq. (12.25).

2. The drill RC cannot be evaluated at mid-side edge points, as then Kωω

has complex eigenvalues, see the example below. The Gauss points or
the corner nodes are good locations.

Example. Consider the single trapezoidal element of Fig. 15.1b, obtained
for d = 0.5, and E = 106, ν = 0.3, h = 0.1. The standard element
Q4 and the basic method for the drill RC were used.

The eigenvalues of Kωω obtained for various locations of the evalu-
ation points are shown in Table 12.1 and we see that they differ and do
not depend on the element’s shape, a specific property of Kωω! For the
mid-side nodes, we obtain two complex eigenvalues!

Table 12.1 Basic method. Eigenvalues of Kωω.

Drill RC evaluated at Eigenvalues (truncated)
trapezoidal element
Gauss points 2 1.15 1.15 0.66
corner nodes 2 2 2 2
mid-side nodes 2 1+i 1-i 0
square element
Gauss points 2 1.15 1.15 0.66
corner nodes 2 2 2 2
mid-side nodes 2 1+i 1-i 0

Besides, we consider stretching the element in a vertical direction. Two
parallel and equal forces are applied at the top nodes, while the bound-
ary conditions eliminating rigid body modes are applied to displacements
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at the bottom nodes. The calculated drilling rotations are shown in Ta-
ble 12.2, and we see that they are different for various location of the
evaluation points. These differences vanish for a square element, d = 0.

Table 12.2 Basic method. Drilling rotations for stretched element.

Drill RC evaluated at Drilling rotation at nodes
trapezoidal element
Gauss points 0.310 0.210 0.581 0.771
corner nodes 0.280 0.195 0.574 0.756
square element
Gauss points 0 0 0 0
corner nodes 0 0 0 0

2. Penalty method

The penalty method is a classical method of solving problems of con-
strained optimization, [72, 29]. Generally, it is defined as a sequence of
unconstrained optimization problems, which are solved for selected in-
creasing values of the penalty parameter, [72] eq. (12.1.4). However, for
efficiency reasons, the shortcut method is used in practice and not a se-
quence of problems, but a single unconstrained optimization problem is
solved for a largish value of the penalty parameter. Hence, some errors
are inevitable and we try to minimize them by selecting a suitable value
of the penalty parameter; this issue is discussed in Sect. 12.3.2.

The penalty method can be used with the drill RC term in one of the
previously mentioned two forms:

1. the strong form of eq. (12.33), for which we can consider several lo-
cations to evaluate the drill RC, similarly as for the basic method.
For the penalty method, however, the matrix Kωω has no complex
eigenvalues, for any of the considered locations.

2. the weak form of eq. (12.35), for which the drill RC is evaluated at
Gauss points. Because of the integral form, the weak form automati-
cally accounts for the element volume, so it suffices to relate the penalty
coefficient γ to material coefficients.

Note that if the strong form is evaluated at Gauss points, then the only
difference between these two forms are the determinants of the Jacobian
used in the weak form.
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The scalar drill RC equation can be used in one of the three forms
specified in eqs. (12.7), (12.9), and (12.10); in computations we used the
last one.

The weak form is discussed in detail below.

Relation of weak form of eq. (12.35) to variational formulation of Sect. 4. Recall
the formulation based on the second Piola-Kirchhoff stress and the 3-F
functional of eq. (4.65). This functional was regularized in Ta, which is
the Lagrange multiplier for the RC equation (3.8). Then, using the Euler–
Lagrange equation for δTa, i.e. Ta = γ skew(QTF), we obtained the
2-F functional of eq. (4.73), which we repeat it here as

F̃ 2PK
2 (χ,Q) .=

∫
B

[W(FTF) + FP
RC(χ,Q)

]
dV + Fext, (12.41)

where the penalty term for the RC equation is

FP
RC(χ,Q) .=

γ

2
skew(QTF) · skew(QTF). (12.42)

If we restrict our considerations to a 2D problem, then the RC equation
is reduced to the drill RC equation. For Q and F of eq. (12.3), we
obtain skew(QTF) of eq. (12.4), for which

FP
RC(χ,Q) =

γ

2
2 r2

ω. (12.43)

Comparing this expression for FRC with the drill term in the weak
form, eq. (12.35), which is (γ/2) r2

ω, we see that the difference between
them is the multiplier 2, which is a result of two identical (except for the
sign) terms of the skew-symmetric matrix. Hence, functional (12.41) fully
corresponds to the weak form of eq. (12.35).

Linearized equations. The standard procedure of consistent linearization
of the functionals for the penalty method yields the following linearized
(Newton) equations:([

K 0
0 0

]
+ γ

[
Kuu Kuω

Kωu Kωω

]){
ΔuI

ΔωI

}
= −

{
r + γru

γrω

}
, (12.44)

where
ru

.=
∂FRC

∂uI
, Kuu

.=
∂ru

∂uI
, Kuω

.=
∂ru

∂ωI
,
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rω
.=

∂FRC

∂ωI
, Kωω

.=
∂rω

∂ωI
, Kωu

.=
∂rω

∂uI
.

The tangent matrix is symmetric, unlike the one for the basic method
of eq. (12.38). The above-defined vectors and matrices do not depend on
the penalty parameter γ; its value is selected as described in the next
section.

Elimination of ω3 from eq. (12.20) means that Kωω becomes singular
and must be stabilized, as given by eq. (12.25), to ensure its invertibility.

Let us write eq. (12.44) at uI = 0 and ωI = 0. Then the residuals
ru = 0, rω = 0, and r = −p, where p is a vector of external loads
for translational dofs, and we obtain([

K 0
0 0

]
+ γ

[
Kuu Kuω

Kωu Kωω

])[
ΔuI

ΔωI

]
=
[
p
0

]
. (12.45)

We assume that the boundary conditions are accounted for in this set
and consider the stability requirements for the following two particular
solution processes.

A. From the second equation of the set (12.45), we calculate

ΔωI = −K−1
ωωKωuΔuI (12.46)

and use it in the first equation, which yields

(K + γK1) ΔuI = p, (12.47)

where K1
.= Kuu − KuωK−1

ωωKωu. Hence, the stability requires invert-
ibility of Kωω and K + γK1.

B. Much more complicated stability conditions are obtained if we change
the order in which ΔωI and ΔuI are calculated. Then, from the first
equation of the set (12.44), we calculate

ΔuI = K−1
∗ (p − γKuωΔωI), (12.48)

where K∗
.= K + γKuu, and using it in the second equation, we obtain

ΔωI = −K−1
∗∗ KωuK−1

∗ p, (12.49)
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where K∗∗
.= Kωω − γKωuK−1

∗ Kuω. To obtain a stable formulation,
we need the invertibility of K∗ and K∗∗, so we have to satisfy two
conditions,

detK∗(γ) �= 0, detK∗∗(γ) �= 0. (12.50)

They are too complicated to determine analytically which values of γ are
not admissible.

Neither one of the solution processes A and B is applicable to a gen-
eral problem, involving many elements and boundary conditions for dis-
placements and drilling rotations. Then we have to consider the whole set
(12.44) and invertibility of the global tangent matrix is required.

Remark on the Augmented Lagrange method. We have also implemented
the Augmented Lagrange (AuL) method as an extension of the penalty
method, requiring only minor modifications of the code. The update for-
mula for the Lagrange multiplier of [179] was applied and several approx-
imations of the Lagrange multiplier were tested. In linear tests, the AuL
method performs identically to the penalty method, but in nonlinear tests,
e.g. in the pinched hemisphere with a hole of Sect. 15.3.8, the performance
was worse than that of the penalty method.

Example. Single element. Consider a single element of Fig. 15.1b, with
E = 106, ν = 0.3, h = 0.1. The non-enhanced element Q4 and the
penalty method for the drill RC were used.

The matrix K1 of eq. (12.47) was calculated for two element shapes,
trapezoid (d = 0.5) and square (d = 0), and the boundary conditions
were either applied or not applied. In all these cases, K1 = 0. Hence,
the correct solution,

ΔuI = K−1p, ΔωI = −K−1
ωωKωuΔuI , (12.51)

is obtained for any value of γ > 0; this is a feature of the so-called exact
penalty method. A similar result is obtained for the formulation with the
drilling rotation being a local variable, discontinuous across the element’s
boundaries.

The determinants of matrices K∗ and K∗∗ for selected values of γ
are given in Table 12.3. We see that they are all non-zero, as required.
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Table 12.3 Determinants of K∗ and K∗∗ for the penalty method.

Multiplier γ detK∗ detK∗∗
trapezoidal element
1 1022 10−6

G/1000 1023 104

G 1038 101

1000 G 1056 1028

3. Perturbed Lagrange method

The Perturbed Lagrange method belongs to the class of the Lagrange–
Newton methods of the constrained optimization, see [136, 72, 29], to
which the popular SQP (Sequential Quadratic Programming) method also
belongs. For this class, the Newton method is used to find the stationary
point of the Lagrange function w.r.t. the basic variables and the Lagrange
multipliers.

In the Perturbed Lagrange method, a small perturbation term is de-
fined in terms of the Lagrange multipliers and added to the standard
Lagrange function. In computational contact mechanics, which involves
inequality constraints, this method was used, e.g., in [157, 222]. For con-
tact problems, the role of the perturbation component is to fill in the zero
sub-matrix when the gap is open, see [261], eqs. (5.58) and (9.75).

The Perturbed Lagrange method can also be applied to the drill RC
problem and it enables us to treat the Lagrange multipliers as local vari-
ables and to eliminate them on the element’s level. Besides, we can use
a simple symmetric solver on the element’s level because there is no zero
diagonal blocks.

The Perturbed Lagrange method can be used with the drill RC term
in two forms: either the strong form of eq. (12.34) or the weak form of
eq. (12.36). For both, we can use the scalar drill RC equation in one of the
three forms specified in eqs. (12.7), (12.9), and (12.10); in computations
we use the last one.

Relation of weak form of eq. (12.36) to variational formulation of Sect. 4. Recall
the formulation based on the second Piola-Kirchhoff stress, and the three-
field functional of eq. (4.65). This functional was regularized in Ta, where
Ta is the Lagrange multiplier for the RC equation (3.8), which yielded
the 3-F functional of eq. (4.71), which we repeat here in the following
form:
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F̃ 2PK
3 (χ,Q,Ta) =

∫
B

[W(FTF) + FRC(χ,Q,Ta)
]

dV − Fext, (12.52)

where

FPL
RC(χ,Q,Ta)

.= Ta · skew(QTF) − 1
2γ

Ta · Ta (12.53)

and γ ∈ (0,∞) is the regularization parameter. If we restrict our con-
siderations to a 2D problem, then the RC equation is reduced to the drill
RC equation. For Q and F of eq. (12.3), from skew(QTF) we obtain
rω, as in eq. (12.4). Besides, the Lagrange multiplier is assumed to be in
the following form:

Ta
.=
[

0 −T
T 0

]
. (12.54)

see eq. (12.56) for more details. For these representations, we obtain
Ta · skew(QTF) = 2Trω and Ta · Ta = 2T 2, and eq. (12.53) becomes

FPL
RC(χ,Q,Ta) = 2

(
T rω − 1

2γ
T 2

)
. (12.55)

Comparing this expression with the drill term in the weak form eq. (12.36),
which is λ c + (1/2γ)λ2, we see that the difference between them is the
multiplier 2, which is a result of two identical (except for the sign) terms of
the skew-symmetric matrices. Hence, functional (12.41) fully corresponds
to the weak form of eq. (12.36).

Approximation of FPL
RC . Various approximations of the functional FRC of

eq. (12.55) can be considered for a four-node element, and we selected the
following ones:

1. the Lagrange multiplier is assumed as a contravariant matrix in the
basis {gc

k} and is transformed to the local orthonormal basis {tc
k}

as follows:

Ta = JLc

[
0 Ta(ξ, η)

−Ta(ξ, η) 0

]
JT

Lc =
[

0 T
−T 0

]
, (12.56)

where Ta(ξ, η) is the assumed representation of the Lagrange multi-
plier, and T

.= (detJLc) Ta(ξ, η), as the JLc(·)JT
Lc operation on a

skew-symmetric matrix yields a skew-symmetric matrix. This T was
used in eq. (12.54). The Jacobian is local, as both bases are located
at the element’s center.
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2. A linear approximation of the assumed representation of the Lagrange
multiplier,

Ta(ξ, η) .= q0 + ξ q1 + η q2, (12.57)

where q0, q1, q2 are local multipliers eliminated on the element’s level.
3. A linear expansion of the drill rotation constraint, c = 0, at the

element center of eq. (12.28), for which the bilinear term of the drill
RC of eq. (12.20) is eliminated.

Linearized equations. The standard procedure of consistent linearization
of the functionals for the Perturbed Lagrange method yields the following
linearized (Newton) equations:⎡⎣K Kuω KuT

KT
uω Kωω KωT

KT
uT KT

ωT − 1
γKTT

⎤⎦⎡⎣ΔuI

ΔωI

ΔTa

⎤⎦ = −
⎡⎣r + ru

rω

rT

⎤⎦ , (12.58)

where the vectors and matrices obtained from FPL
RC of eq. (12.55) are as

follows:

ru
.=

∂FRC

∂uI
, Kuu

.=
∂ru

∂uI
, Kuω

.=
∂ru

∂ωI
, KuT

.=
∂ru

∂Ta
,

rω
.=

∂FRC

∂ωI
, Kωω

.=
∂rω

∂ωI
, Kωu

.=
∂rω

∂uI
, KωT

.=
∂rω

∂Ta
,

rT
.=

∂FRC

∂Ta
, KTω

.=
∂rT

∂ωI
, KTu

.=
∂rT

∂uI
, KTT

.=
∂rT

∂Ta
.

Note that Kuu = 0. The total matrix is symmetric because K = KT ,
Kωω = KT

ωω, KTT = KT
TT , as well as Kωu = KT

uω, KTu = KT
uT , and

KTω = KT
ωT .

Let us write the set of eq. (12.58) for uI = 0 and ωI = 0. Then the
residuals ru = 0, rω = 0, rT = 0, and r = −p, where p is a vector
of external loads for translational dofs. For the applied approximations of
displacements and drilling rotations, we obtain⎡⎣ K 0 KuT

0 0 KωT

KT
uT KT

ωT − 1
γKTT

⎤⎦⎡⎣ΔuI

ΔωI

ΔTa

⎤⎦ =

⎡⎣p
0
0

⎤⎦ . (12.59)

In the standard Lagrange multiplier method, the perturbation term is
neglected in eq. (12.55) and, then in the above matrix, the perturbation
matrix KTT is a zero matrix.
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Because, the bilinear terms are omitted in the representations of
eqs. (12.57) and (12.23), the element has one spurious zero eigenvalue
and can be stabilized, as given by eq. (12.25). Then, eq. (12.59) becomes⎡⎣ K 0 KuT

0 Kstab
ωω KωT

KT
uT KT

ωT − 1
γKTT

⎤⎦⎡⎣ΔuI

ΔωI

ΔTa

⎤⎦ =

⎡⎣p
0
0

⎤⎦ , (12.60)

where the matrix Kstab
ωω is provided by stabilization, and the number of

zero eigenvalues is three, as required.

Stability of solution for local Lagrange multiplier. Assume that the parameters
qi of the Lagrange multiplier Ta are local variables, which are discon-
tinues across the element boundaries and are eliminated on the element
level. Then, first we calculate ΔTa from the third equation of (12.60),

ΔTa = γ K−1
TT (KT

uT ΔuI + KT
ωT ΔωI), (12.61)

which is feasible because the perturbation matrix −(1/γ)KTT is non-
singular. Then, we use this ΔTa in the other two equations of eq. (12.60),
which yields([

K 0
0 0

]
+ γ

[
Kuu Kuω

Kωu Kωω

])[
ΔuI

ΔωI

]
=
[
p
0

]
, (12.62)

where [
Kuu Kuω

Kωu Kωω

]
.=

[
KuTK−1

TTKT
uT KuTK−1

TTKT
ωT

KωTK−1
TTKT

uT KωTK−1
TTKT

ωT + Kstab
ωω

]
.

Note the similarity of this set of equations to eq. (12.45) obtained for the
penalty method. Stability requires invertibility of the whole above tangent
matrix.

The local Lagrange multipliers are used in our elements based on the
Perturbed Lagrange method.

12.3.2 Selection of regularization parameter for drill RC

Introduction. The regularization parameter γ is used by the two meth-
ods discussed earlier, the penalty method and the Perturbed Lagrange
method. The value of γ affects the solution and should ensure satisfac-
tion of the following requirements:
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1. Displacements yielded by the element with drill rotations should be
identical to those yielded by an analogous element without drill rota-
tions; this requirement is incorporated in the definition of the extended
configuration space, see eq. (4.3).

2. For coarse meshes, displacements for the formulations with and with-
out drill rotations are similar but not identical; the former are slightly
stiffer. However, in the mesh limit, i.e. for the element’s size tending
to zero, the displacements should converge to the displacements of an
element without drill rotations.

3. Drill rotations should converge in the mesh limit from the same side as
the displacements, i.e. either from below for the fully integrated (FI)
elements or from above for the reduced integrated (RI) elements.

Extreme values of γ can cause the following problems:

1. Too large values of γ can yield an ill-conditioned tangent ma-
trix; this is a characteristic deficiency of the penalty method. The ill-
conditioning is typically cured by using, instead of the penalty method,
the Augmented Lagrangian method, in which the Lagrange multiplier
is updated iteratively, and smaller values of γ can be used. This
approach is beneficial for non-linear problems which are solved itera-
tively, but not for the linear ones which are solved without iterations.

Though γ cannot be too large, it should still ensure a correct trans-
fer of drilling rotations, see the numerical example “Bending of slender
cantilever by end drilling rotation” of Sect. 12.8.2. This is an impor-
tant issue but often forgotten when attention is focused on avoiding
over-stiffening (locking).

2. Too small values of γ cause the tangent matrix K to be rank
deficient. In particular, γ = 0 yields four spurious zero eigenvalues
for a four-node bilinear element.

Numerical examples of Sect. 12.8.2 show that a wide range of values of
γ exists for which solutions are almost constant and accurate.

Selection of the penalty value in contact mechanics. The methods of con-
strained optimization are widely used and tested in contact mechanics,
[261, 133]. The penalty method is a basic method in this area and is used
in the shortened form consisting of a single unconstrained optimization
problem. Hence, selection of an optimal value of the penalty parameter
requires an error analysis, which takes into account the roundoff errors and
the perturbation errors due to the penalty method, see [69, 70, 157, 155].
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Typically, such an analysis is limited to linear constrains such that one
equation constrains displacements at some points. Note that the drill RC is
more complicated, as it is a nonlinear equation involving several variables
of a different type, including tangent displacements and drill rotations.

Currently, the Augmented Lagrangian method is very popular in con-
tact mechanics and in this method the question of an optimal penalty
value is less acute because smaller values of the penalty can be used, see
e.g. [222].

Upper bound on the penalty parameter γ for drill RC. The theoretical consid-
erations, which provide the bounding value of the penalty parameter γ,
are given in [99], where equations of linear elasticity with a non-symmetric
stress tensor are considered. For the formulation based on the potential
energy, the variational problem is written in the form

Bγ(u, ψ̃;v,ω) = f({v,ω}), ∀ {v,ω} ∈ U, (12.63)

where u is the displacement vector and ψ̃ a skew symmetric tensor
for an infinitesimal drilling rotation. The corresponding trial fields are
denoted as v and ω. Besides,

Bγ(u, ψ̃;v,ω) =
∫

Ω
(sym∇v) · [C (sym∇u)] dΩ

+
∫

Ω
(skew∇v − ω) · γ(skew∇u − ψ̃) dΩ (12.64)

is the symmetric bilinear form and

f({v,ω}) =
∫

Ω
v · f dΩ (12.65)

is continuous. Besides, C is the (rank 4) constitutive tensor.

Well-posedness of a discrete variational problem depends, among the
other things, on the U-ellipticity of Bγ . It requires that a constant
η > 0 exists such that

Bγ(u,ψ;v,ω) ≥ η ‖{v,ω}‖2
U , ∀ {v,ω} ∈ U, (12.66)

where
‖{v,ω}‖U = ‖v‖2

V + ‖ω‖2
W , ∀ {v,ω} ∈ U,

‖v‖2
V =

∫
Ω
‖∇v‖2 dΩ, ∀v ∈ V, ‖ω‖2

W =
∫

Ω
‖ω‖2 dΩ, ∀ω ∈ W.
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Note that U = V × W , where V and W are the spaces relevant to
the BVP. By using the estimation of the minimum eigenvalue of C for
an isotropic material,

min
ε=εT , ε 	=0

ε · (C ε)
‖ε‖2

= 2G, (12.67)

and Korn’s inequality,

‖sym∇v‖2 ≥ ck ‖∇v‖2, (12.68)

where the constant ck = 1/2 for the Dirichlet problem, we obtain

Bγ(v,ω;v,ω) ≥ G

2
‖∇v‖2 + (G − γ)‖skew∇v‖2 +

γ

2
‖ω‖2. (12.69)

Any 0 ≤ γ ≤ G is appropriate but the second term in the estimate
vanishes for γ = G, so we obtain

Bγ(v, ω;v,ω) ≥ G

2
(‖∇v‖2 + ‖ω‖2

)
, (12.70)

which is in accord with eq. (12.66). The value γ = G was subsequently
numerically tested in [102].

Numerical tests of our elements of Sect. 12.8.2 confirm that, generally,
the value γ = G is a good choice. However, in several situations, a
modification of this value is beneficial.

Selection of value of the penalty parameter γ for drill RC. The shell finite ele-
ments are very complicated as they (i) involve a large number of variables,
(ii) are non-linear, which means that problems are solved iteratively and
the number of terms is very large, and (iii) are generated using a complex
methodology which cannot easily be accounted for in theoretical consid-
erations.

For this reason, theoretical predictions of the value of γ provide only
a general guidance, while a reliable and practically meaningful value of
γ must be the result of proper testing. To avoid repeating the process
of selection of γ for each BVP, a set of suitable benchmark tests must
be used. These problems are solved for a range of values of γ and for
each, the segment in which the solution is accurate and almost constant
is identified. The final single value of γ should be problem-independent,
so we must choose the value which is correct for all benchmark tests. In
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this task, plots of the obtained displacements and drilling rotations vs. γ
are particularly useful.

Generally, the value of γ should account for the element’s volume
and the material characteristics.

1. In the weak formulation, eq. (12.35), the element volume is accounted
for by integration, so the penalty number does not have to include
it. But for the strong formulation of eq. (12.33), it must be explicitly
included in γ.

2. The material characteristics are accounted for by linking γ to one of
the eigenvalues of the constitutive matrix. For instance, for the SVK
material and the plane stress conditions, the eigenvalues of the consti-
tutive matrix C are given by eq. (7.78) and the smallest eigenvalue
is E/(1 + ν) = 2G. Hence, it is reasonable to relate the value of γ
to the shear modulus G.

Hence, in the weak formulation, we use the definition

γ = εG, (12.71)

where ε is a scaling factor. In the numerical tests in Sect. 12.8.2, we
select the value of ε.

Method of calculating γ for shells of [189]. In this work, the stiffness matrix
for a single shell element is divided into parts related to displacements u
and rotation parameters ψ as follows:

K =
[
Kuu Kuψ

Kψu Kψψ

]
(12.72)

and only diagonal sub-matrices Kuu and Kψψ are considered. They
consist of the classical part (C) and the part for the drill RC (D),

Kuu = KC
uu + γ KD

uu, Kψψ = KC
ψψ + γ KD

ψψ. (12.73)

Each of the sub-matrices is considered separately and maximum absolute
values of their diagonal terms are compared

γu =
max |diagKC

uu|
max |diagKD

uu|
, γψ =

max |diagKC
ψψ|

max |diagKD
ψψ|

. (12.74)

The penalty parameter is defined as
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γ =
1

100
min(γu, γψ), (12.75)

where the value 1/100 was selected by numerical experiments. The value
of γ is calculated only once per analysis, at the beginning, for the linear
stiffness matrix.

This method relies on the fact that the diagonal terms of Kuu and
Kψψ are much larger than the off-diagonal ones, which allows us to avoid
costly eigenvalue analyses.

12.4 EADG method for formulations with rotations

The Enhanced Assumed Displacement Gradient (EADG) method for 2D
elements was discussed in Sect. 11.4.3; below it is extended to the
2D+drill elements.

Consider the two-field (2-F) functionals with rotations of Sect. 4 and
denote them as F2(χ,Q). Let us rewrite eq. (11.70), defining the EADG
method, as

F .= ∇χ + H̃, (12.76)

where ∇χ = I + ∇uc. In the EADG method, we add two independent
fields to F2(χ,Q): the nominal stress P and the field F, and construct
the following 4-F functional

F4(χ,Q, F,P) .= F2(Q,F) +
∫

B
P · (∇χ − F) dV , (12.77)

where P is a Lagrange multiplier for the formula linking ∇χ and the
independent F. Note that now F2(Q,F) involves the independent F.
By using eq. (12.76), this functional becomes

F4(χ,Q, H̃,P) = F3(χ,Q, H̃) +
∫

B
P · H̃ dV , (12.78)

in which we have the enhancing H̃. If the enhancing H̃ is orthogonal
to the stress, i.e.

∫
B P · H̃ dV = 0, then the last term of eq. (12.78)

vanishes and we obtain the 3-F functional

F3(χ,Q, H̃), (12.79)

which does not depend on P and is used in the element’s implementation.
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In this way we can obtain the 3-F enhanced functionals for particular
forms of F2(χ,Q). For instance, for the functionals F̃ 2PK

2 (χ,Q) of
eq. (4.73) and F ∗∗

2 (χ,Q) of eq. (4.77), we obtain

F̃ 2PK
3 (χ, H̃,Q) .=∫
B

{
W
[
(∇χ + H̃)T (∇χ + H̃)

]
+ FRC(χ, H̃,Q)

}
dV − Fext, (12.80)

F ∗∗
3 (χ, H̃,Q) .=∫

B

{
W
[
QT (∇χ + H̃)

]
+ FRC(χ, H̃,Q)

}
dV − Fext, (12.81)

where the RC term has the penalty form

FRC(χ, H̃,Q) .=
γ

2
skew[QT (∇χ + H̃)] · skew[QT (∇χ + H̃)]. (12.82)

The RC term is also enhanced by H̃, which is not possible within the
EAS method. These functionals were used in [255].

Modification of the EADG method motivated by the EAS method. The EAS
method has a certain advantage over the EADG method in non-linear
2D problems, i.e. is slightly faster and converges better. The enhancement
of F is needed in the drill RC equation, so it should be retained in its
original form, but we can simplify the Cauchy–Green deformation tensor
C to a form which is similar to that implied by the EAS method.

1. For the EAS method, see eq. (11.62), the enhanced Cauchy–Green
tensor is

C .= FTF + Gξ, Gξ .=
[

q1ξ q3ξ + q4η
q3ξ + q4η q2η

]
, (12.83)

where, for simplicity, we omitted the Jacobians.
2. In the EADG method, the enhancing modes are added to the defor-

mation gradient, see eq. (12.76), and the Cauchy–Green deformation
tensor is

C = FTF + FT H̃ + H̃TF + H̃T H̃. (12.84)

Let us use the EADG4 enhancement of eq. (11.71) in which, for sim-
plicity, we omit the Jacobians. Then, we have

H̃ =
[
ξ q1 η q3

ξ q4 η q2

]
, F =

[
F11 F12

F21 F22

]
(12.85)
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and the last three components of eq. (12.84) involve the enhancement
and are

FT H̃ =
[
r1 ξ r3 η
r4 ξ r2 η

]
, H̃TF =

[
r1 ξ r4 ξ
r3 η r2 η

]
, H̃T H̃ =

[
r5 ξ2 r7 ηξ
sym. r6 η2

]
,

where the coefficients ri (i = 1, . . . , 7) do not depend on ξ and η.
The structure of these three components can be compared with the
structure of Gξ for the EAS method of eq. (12.83):
a) the sum

FT H̃ + H̃TF =
[

2r1ξ r3ξ + r4η
r3ξ + r4η 2r2η

]
(12.86)

has a similar structure as the Gξ enhancement of the EAS
method, i.e. the diagonal terms are linear (and incomplete) in ei-
ther ξ or η, while the off-diagonal terms are sums of linear terms
in ξ and η.

b) the component H̃T H̃ contains terms of a higher order than those
in eq. (12.83) for the EAS method and, hence, this term can be
safely omitted from eq. (12.84).

The above modifications make the element slightly faster, and slightly
stiffer, but the difference is small. For instance, in Cook’s tapered
panel example of Sect. 15.2.7, the difference in the displacement and
drill rotation of the tip is < 0.2%.

Finally, note that we can also consider the following simplification:

FT H̃ + H̃TF ≈ H̃ + H̃T =
[

2q1ξ q3ξ + q4η
q3ξ + q4η 2q2η

]
, (12.87)

and then similarity to the Gξ enhancement of the EAS method is
even closer. However, this version does not work well in the twisted
ring example of Sect. 15.3.15.

12.5 Mixed HW and HR functionals with rotations

HW functionals with rotations. Consider the classical form of the 3-F Hu–
Washizu (HW) functional of eq. (11.1). To obtain the HW functional
with rotations, the Lagrange multiplier method is applied to eq. (11.1),
which yields the five-field functional
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FHW5(u,Q, σ, ε,Ta)
.=∫

B

{W(ε) + σ · [E(∇u) − ε] + Ta · skew(QTF)
}

dV − Fext, (12.88)

where Ta
.= skew(QTFS) is the Lagrange multiplier for the RC equa-

tion. Two functionals derived from eq. (12.88) are particularly useful.

A. the 4-F functional, obtained by regularization of eq. (12.88) in Ta,
and elimination of Ta,

F̃HW4(u,σ, ε,Q) .=∫
B

{W(ε) + σ · [E(∇u) − ε} + FP
RC(∇u,Q)

]
dV − Fext, (12.89)

where the RC term has the penalty (P) form of eqs. (12.42) and (12.43).
B. the 5-F functional obtained by regularization of eq. (12.88) in Ta,

F̃HW5(u,Q, σ, ε,Ta)
.=∫

B

{W(ε) + σ · [E(∇u) − ε] + FPL
RC(∇u,Q,Ta)

}
dV − Fext, (12.90)

where the RC term has the perturbed Lagrange (PL) form of eqs. (12.53)
and (12.55).

HR functionals with rotations. Let us take the above HW functionals with
rotations and apply the same procedure which was used to obtain the
Hellinger–Reissner functionals of eqs. (11.4) and (11.7). Then we obtain
the HR functionals with rotations applicable to linear elastic materials.

A. From the 4-F functional of eq. (12.89), we obtain

F̃HR3(u,Q, σ) .=∫
B

[−1
2σ · (C−1σ) + σ · E(∇u) + FP

RC(∇u,Q)
]

dV − Fext, (12.91)

where the penalty (P) form of the RC is given by eqs. (12.42) and
(12.43).

B. From the 5-F functional of eq. (12.90), we obtain

F̃HR4(u,Q, σ,Ta)
.=∫

B

[−1
2σ · (C−1σ) + σ · E(∇u) + FPL

RC(∇u,Q,Ta)
]

dV − Fext, (12.92)

where the perturbed Lagrange (PL) form of the RC term is given by
eqs. (12.53) and (12.55).
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For non-linear materials, we use the incremental forms of the above
HW and HR functionals, obtained for the increments of displacements,
stress and strain of eq. (11.5).

EADG method for HW and HR functionals. In Sect. 12.4, we described the
EADG method for the 3D potential energy functionals with rotations
derived in Sect. 4; for the HW and HR functionals with rotations, the
procedure is simpler.

For the HW and HR functionals, the EADG method can be incorpo-
rated without using additional independent fields P and F and the
term

∫
B P · (∇χ − F) dV , which was used in eq. (12.77). This is be-

cause we already have the independent fields σ and ε and the term∫
B σ ·(E(∇u)−ε) dV , which can be used instead. Hence, it suffices to re-

place ∇u by ∇u+ H̃ in E(∇u), which is in accord with eq. (12.76).
We note that the orthogonality of stress and the enhancing field is not
required.

The EADG enhancement is applied to the HW functionals with rota-
tions of eqs. (12.89) and (12.90), and the HR functionals with rotations
of eqs. (12.91) and (12.92).

12.6 2D+drill elements for bilinear shape functions

The characteristics of each 2D+drill four-node element (with the drilling
rotation), which are presented below, consists of three parts:

1. the designation of the plane (2D) four-node element (without the
drilling rotation) of Sect. 11, which is being extended by inclusion
of the drilling rotation,

2. the specification of the mixed functional on which the element is based,
3. the description of the treatment of the functional for the drill RC,

FRC. The weak (integral) forms of the drill RC was used; the penalty
method is implemented as specified in Table 12.4, while the Perturbed
Lagrange method as specified in Table 12.5.

12.6.1 EADG4 elements based on potential energy

The elements characterized below have two features: (i) they extend the
EADG4 element without the drilling rotation of Sect. 11.4.3 and (ii) are
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Table 12.4 Implementation of the penalty method (P) for drill RC.

1. weak (integral) form of drill RC, as in eq. (12.35), functional FRC of eq. (12.42),

2. expansion of QT F product of eq. (12.27), for which drill RC is given by eq. (12.28),

3. stabilization of spurious mode of eq. (12.25).

Table 12.5 Implementation of the Perturbed Lagrange method (PL) for drill RC.

1. weak (integral) form of drill RC, as in eq. (12.36), functional FRC of eq. (12.53),
Lagrange multiplier tensor of eq. (12.56) and representation of eq. (12.57).

2. expansion of QT F product of eq. (12.27), for which drill RC is given by eq. (12.28),

3. stabilization of spurious mode of eq. (12.25).

based on the potential energy functional with rotations of eq. (4.73). Two
elements were selected:

1. Element EADG4+P, which has the following features:
a) the penalty method is implemented as specified in Table 12.4,
b) it uses four additional parameters, the multipliers of the EADG

modes.
2. Element EADG4+PL, which has the following features:

a) the Perturbed Lagrange method is implemented as specified in Ta-
ble 12.5,

b) it uses seven additional parameters: four multipliers of the EADG
modes and three parameters of the Lagrange multiplier.

As show the numerical tests, these 2D+drill elements perform very well
for coarse distorted meshes, despite a small number of parameters. In non-
linear tests, the second (PL) element has a larger radius of convergence.

12.6.2 Assumed stress HR5-S elements

The elements characterized below are based on the HR functionals with
rotations of eqs. (12.91) and (12.92). Their 2D counterparts were described
in Sect. 11.5.1. The same five-parameter representation of eq. (11.126) is
used for stress. No enhancement is applied.
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1. Element HR5-S+P which has the following features:
a) the penalty method is implemented as specified in Table 12.4,
b) it uses five additional parameters, which are multipliers of the stress

modes.
2. Element HR5-S+PL which has the following features:

a) the Perturbed Lagrange method is implemented as specified in Ta-
ble 12.5,

b) it uses eight additional parameters: five multipliers of the stress
modes and three parameters of the Lagrange multiplier.

As show the numerical tests, these 2D+drill elements are worse for coarse
distorted meshes than, e.g., the EADG4 element. They show a substantial
decrease of accuracy, comparing to their 2D counterparts.

12.6.3 Assumed stress/enhanced strain HR7-S elements

A poor performance of the 2D+drill HR elements based on the five-
parameter representation of stresses caused that we considered the seven-
parameter representation of stresses and the strain enhancement. No such
2D elements are described in Sect. 11.5 because they perform identically
to the HR5-S element but use more modes, so are less effective.

The assumed stress/enhanced strain elements are based on the HR
functionals of eqs. (12.91) and (12.92) additionally enhanced, by replacing
∇u by ∇u+ H̃, as described in Sect. 12.5. In these functionals, u, Q
are the compatible fields, while σ, ε, Ta, H̃ are the assumed fields.
Besides,

1. the assumed stress and the increment of the assumed stress are con-
structed as follows:

σa = Jc σξ JT
c , Δσa = Jc Δσξ JT

c , (12.93)

which is the transformation rule for the contravariant components of
a tensor of eq. (11.124), and σξ contains the seven-parameter rep-
resentation in terms of the skew coordinates

σξ .=
[
q1 + q2 yS q5 + q6 xS + q7 yS

sym. q3 + q4 xS

]
. (12.94)

Besides, Δσξ has a structure of σξ, with the multipliers qi

replaced by Δqi.
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2. The EADG enhancement of eq. (11.71) is used in the form

H̃g
.= Jc Gξ

g J−1
c

(
jc

jg

)
, Gξ .=

[
0 η q8

ξ q9 0

]
, (12.95)

where the EADG2 representation involves two parameters.

Two elements were developed:

1. Element HR7+EADG2+P which has the following features:
a) the penalty method is implemented as specified in Table 12.4,
b) it uses nine additional parameters: seven multipliers of stress modes

and two multipliers of the EADG enhancement.
2. Element HR7+EADG2+PL which has the following features:

a) the Perturbed Lagrange method is implemented as specified in Ta-
ble 12.5,

b) it uses 12 additional parameters; nine parameters identical as in the
previous element, and three parameters of the Lagrange multiplier.

As show the numerical tests, the above elements perform very well for
coarse distorted meshes, better than the EADG4 element. In non-linear
tests, the second (PL) element has a much larger radius of convergence.

Remark. Note that we can also consider a different seven-parameter rep-
resentation

σξ .=
[
q1 + q2 yS + q6 xS q5 − q7 xS − q6 yS

sym. q3 + q4 xS + q7 yS

]
, (12.96)

where some parameters are repeated in the diagonal and off-diagonal
terms. This representation was used in several earlier papers on mixed (or
hybrid) methods; (i) in Cartesian coordinates in [223] and (ii) in oblique
coordinates in [184]. More recently, it was also used in [265, 177], but in
different forms; the relation between these forms was established in [256],
eqs. (38) and (41).

Both these seven-parameter representations are equally good for the
2D elements, but for the 2D+drill elements, the representation (12.96) is
slightly worse and, for this reason, is not used here.

12.6.4 Assumed stress and strain HW14-SS elements

The elements characterized below are based on the non-enhanced HW
functionals with rotations of eq. (12.89) or eq. (12.90). Their 2D coun-
terparts were described in Sect. 11.5.2.
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1. Element HW14-SS+P which has the following features:
a) the penalty method is implemented as specified in Table 12.4,
b) it uses 14 additional parameters: five multipliers of the stress

modes of eq. (11.126), and nine multipliers of the strain modes
of eq. (11.140).

2. Element HW14-SS+PL which has the following features:
a) the Perturbed Lagrange method is implemented as specified in Ta-

ble 12.5.
b) it uses 17 additional parameters: fourteen parameters identical as

in the previous element, and three parameters of the Lagrange
multiplier.

As show the numerical tests, these 2D+drill elements are worse for coarse
distorted meshes than, e.g., the EADG4 element. They show a substantial
decrease of accuracy compared to their 2D counterparts.

12.6.5 Assumed stress and strain/enhanced strain HW18-SS elements

A poor performance of the 2D+drill HW elements based on five-parameter
representation of stress caused that we considered the seven-parameter
representation of stresses and the strain enhancement. No 2D elements of
this type are described in Sect. 11.5 because they perform identically to
the HW14-S element but are less effective, as they use more modes.

The assumed stress and strain/enhanced strain elements characterized
below are based on the HW functionals with rotations of eqs. (12.89)
or (12.90) additionally enhanced, by replacing ∇u by ∇u + H̃, as
described in Sect. 12.5. In these functionals, u, Q are the compatible
fields, while σ, ε, Ta, H̃ are the assumed fields. Besides,

1. the assumed stress and the increment of the assumed stress are con-
structed as follows:

σa = Jc σξ JT
c , Δσa = Jc Δσξ JT

c , (12.97)

which is the transformation rule for the contravariant components of
a tensor of eq. (11.124) and σξ contains the seven-parameter rep-
resentation in terms of the skew coordinates

σξ .=
[
q1 + q2 yS q5 + q6 xS + q7 yS

sym. q3 + q4 xS

]
. (12.98)

Besides, Δσξ has a structure of σξ but with qi replaced by Δqi.
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2. The assumed strain is constructed as

εa = J−T
c εξ J−1

c , (12.99)

using the transformation rule of eq. (11.139) for the covariant compo-
nents of a tensor. The nine-parameter strain representation of εξ is
given by eq. (11.140), i.e.

εξ
.=
[
q8 + q9 yS + q10 xS q14 + q15 xS + q16 yS

sym. q11 + q12 xS + q13 yS

]
. (12.100)

3. The gradient of displacements is enhanced as follows:

∇u .= ∇uc + H̃, (12.101)

where ∇uc is the gradient of compatible displacements and H̃ is
the assumed enhancing field constructed as follows using the EADG
method:

H̃g = Jc Gg J−1
c

(
jc

jg

)
, G =

[
0 yS q17

xS q18 0

]
, (12.102)

where g indicates the Gauss point.

Two elements were developed:

1. Element HW18-SS+EADG2+P which has the following features:
a) the penalty method is implemented as specified in Table 12.4,
b) it uses 18 additional parameters: seven multipliers of the stress

modes, nine multipliers of the strain modes, and two parameters
of the EADG2 enhancement.

2. Element HW18-SS+EADG2+PL which has the following fea-
tures:
a) the Perturbed Lagrange method is implemented as specified in Ta-

ble 12.5.
b) it uses 21 additional parameters: 18 parameters identical as in the

previous element, and three parameters of the Lagrange multiplier.

As show the numerical results of linear tests, e.g. of Table 12.6, the above
elements with drilling rotation

1. perform identically to the HR7-S+EADG2 elements with the drilling
rotation. Thus, the equivalence of linear HR and HW 2D elements
established in [257] is maintained by the present 2D+drill formulation.

2. Perform very well for coarse distorted meshes, better than the EADG4
element.
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12.7 2D+drill elements for Allman shape functions

Historical note. The Allman shape functions were first successfully applied
to 2D triangles in [1, 27] and later extrapolated to 2D quadrilaterals in
[55], where a procedure of transforming an eight-node serendipity element
to a four-node element with nodal drilling rotations was proposed. This
procedure is commonly used in Allman-type quadrilaterals, although it
needs to be modified for large drilling rotations.

At first, the Allman shape functions were treated as a way to im-
prove accuracy of low-order elements. Soon their ability to incorporate
the drilling rotation was appreciated; this was before the role of the RC
equation was recognized. The Allman shape functions can be applied in
two types of four-node elements:

1. 2D+drill elements. In [144] Table 1, it is stressed that such elements
are eight times faster than, e.g., eight-node elements without drilling
dofs, with only slightly less accuracy in small strain problems.

2. Shell elements, where the presence of the drilling rotation in the mem-
brane part is an advantage, as it allows us to use a three-parameter
representation of rotations and to treat all rotational dofs in the same
way.

An overview of the works on four-node quadrilaterals based on the
Allman shape functions is given in [255] and it includes such papers as [117,
113, 235, 144, 109, 112, 87, 203]. This overview provided the motivation
for the formulation which generalizes the Allman shape functions to handle
large rotations and uses the EADG enhancement.

12.7.1 Allman-type shape functions

The Allman-type shape functions for a quadrilateral element are obtained
by the procedure, which has two characteristic features:

1. the hierarchical shape functions are used for displacements of an eight-
node 2D element,

2. the hierarchical mid-side displacements are expressed by corner drilling
rotations,

which means that the element displacements become functions of corner
displacements and corner drilling rotations, i.e.

u(ξ, η, uI)︸ ︷︷ ︸
8-node, 2D

= u(ξ, η, uI , ωI)︸ ︷︷ ︸
4-node, 2D+drill

, I = 1, 2, 3, 4. (12.103)
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Hierarchical shape functions for displacements of 2D quadrilateral. The dis-
placements of the eight-node 2D quadrilateral of Fig. 12.4 can be ap-
proximated as follows:

u(ξ, η) =
4∑

I=1

NI(ξ, η) uI +
8∑

H=5

NH(ξ, η) ΔuH , (12.104)

where NI(ξ, η) are the standard bilinear shape functions of eq. (10.3),
and NH(ξ, η) are the hierarchical shape functions, defined as

N5(ξ, η) = 1
2(1 − ξ2)(1 − η), N7(ξ, η) = 1

2(1 − ξ2)(1 + η),

N6(ξ, η) = 1
2(1 − η2)(1 + ξ), N8(ξ, η) = 1

2(1 − η2)(1 − ξ). (12.105)

Note that uI are the nodal displacement vectors, while ΔuH are the
hierarchical displacement vectors at mid-points of the element boundaries,
see Fig. 12.7.

1 2

6

7

8

5

34

Fig. 12.4 Numeration of nodes of eight-node element.

The shape functions for a selected mid-side node of the hierarchical
eight-node element and the Lagrange nine-node element are shown in
Fig. 12.5. More details on the differences between these two families of
shape functions can be found, e.g., in [268] Chap. 8.

To express the hierarchical displacement ΔuH in eq. (12.104) in
terms of nodal drilling rotations ωI , we consider a single boundary of a
quadrilateral element and treat it as a beam. Note that

1. In the classical Allman formula, only one component of ΔuH is
linked with the nodal drilling rotations, this one which is normal to
the beam. Hence, this formula is valid only for small drilling rotations.

2. For large drilling rotations, the form of the Allman approximations
involving two components of ΔuH must be used and was derived in
[255]. Another possibility is to use the incremental formulation, but
this precludes the straightforward use of automatic differentiation.
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Fig. 12.5 A shape function for a mid-side node of: a) hierarchical eight-node ele-
ment, b) Lagrangian nine-node element.

Classical Allman shape functions. To determine the mid-side hierarchical
displacement ΔuI in eq. (12.104), we select one boundary of a quadri-
lateral, e.g. defined by nodes 1-5-2, and further consider a planar beam
along it, see Fig. 12.6.
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Fig. 12.6 Classical Allman shape functions: small rotation of a selected boundary.

When the rotation ω is small, then the normal displacement compo-
nent u2 is much bigger than the tangent component u1 and we may
write

u ≈ w t2, (12.106)

where w
.= u2 is the normal displacement and t2 is a vector normal

to the boundary, and a director of the beam.
Let us define the shape functions for the beam,

M1(ξ)
.= 1

2(1 − ξ), M2(ξ)
.= 1

2(1 + ξ), M0(ξ)
.= 1 − ξ2, (12.107)

where M1(ξ) and M2(ξ) are linear functions and M0(ξ) is a bubble
function. The rotation and the normal displacement are approximated as
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ω(ξ) = M1(ξ)ω1 + M2(ξ) ω2,

w(ξ) = M1(ξ) w1 + M2(ξ) w2 + M0(ξ) Δw, (12.108)

where M0(ξ) multiplies the hierarchical mid-side displacement Δw.
Note that ω1, ω2 and w1, w2 are the nodal values, while Δw
is unknown. However, Δw can be linked with the nodal rotations as
follows.

To calculate the hierarchical mid-side displacement Δw, we use the
condition related to the transverse shear strain ε12 of the beam,

(ε12,ξ)|ξ=0 = 0, (12.109)

i.e. we set to zero the first derivative of the shear strain at the mid-point
of the edge.

The transverse shear strain of the beam undergoing small rotations is
defined as

ε12 = −ω + w,1, (12.110)

where ( ),1
.= ∂/∂S1, and S1 is the arc-length coordinate in the

direction t1. Hence, ( ),1 = (1/L)( ),ξ, where L is the length of the
boundary. For the approximations of eq. (12.108), the transverse shear
strain becomes

ε12(ξ, η) =
1
L

(w2 − w1 − 4Δw ξ) + M1(ξ) ω1 + M2(ξ) ω2, (12.111)

from which, using the condition (12.109), we obtain

Δw = −L

8
(ω2 − ω1). (12.112)

This is the classical formula for the hierarchical mid-side normal displace-
ment. Then we can write the vector of hierarchical mid-side displacement
for all boundaries as follows:

ΔuH
.= −LJK

8
(ωK − ωJ)nJK , H = 5, 6, 7, 8, (12.113)

where J = H − 4, K = mod(H, 4) + 1, and LJK is the length of the
boundary JK. Here, nJK is the vector normal to the initial element
boundary. This formula can be directly used in eq. (12.104), which then
depends only on nodal displacements and on nodal drilling rotations.



2D+drill elements for Allman shape functions 351

u

5 21

t2

t1

�

u1 u

�

�

2��
1

2

Fig. 12.7 Allman shape functions for large rotations of a selected boundary.

Allman-type shape functions for finite drilling rotation. To determine the mid-
side hierarchical displacement ΔuI in eq. (12.104), we select one bound-
ary of a quadrilateral, e.g. defined by nodes 1-5-2, and consider a planar
beam along it, see Fig. 12.7.

When the rotation ω is large we have to account for both components
of the displacement vectors,

u = u1 t1 + u2 t2. (12.114)

To calculate the hierarchical mid-side displacement Δu, we can use
two conditions related to the transverse shear strain ε12 of the beam,

(ε12,ξ)|ξ=0 = 0, (ε12,ξξ)|ξ=0 = 0, (12.115)

i.e. we set to zero the first and the second derivatives of the shear strain
at the mid-point of the edge. These conditions were proposed in [255].

The transverse shear strain of a beam undergoing large rotations is
defined as

ε12
.= 1

2x,1 · a2, (12.116)

where x is the current position vector and the current director is
a2

.= Qt2, where Q is the drilling rotation tensor. For small rota-
tions and t1,1 = t2,1 ≈ 0, eq. (12.116) yields the transverse shear strain
of eq. (12.110). However, in the derivation which follows, the magnitude
of rotations is not restricted.

For this reason, instead of the approximation of the normal displace-
ment component w we approximate the whole displacement vector

u(ξ) = M1(ξ)u1 + M2(ξ)u2 + M0(ξ) Δu, (12.117)
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where Δu is the hierarchical mid-side displacement vector. The drilling
rotation ω(ξ) is approximated as in eq. (12.108).

We apply these approximations to particular terms of the transverse
shear strain of eq. (12.116), and then separate the constant terms, indi-
cated by “0”, and the terms depending on ξ, in the following way:

1. The derivative of the current position vector is x,1 = (y + u),1 =
t1 + u,1, thus for the assumed shape functions, we obtain

u,1 =
2
L

u,ξ =
2
L

u0
,ξ +

2
L

Δu(−2ξ), (12.118)

where u0
,ξ

.= 1
2(u2 − u1) is the constant part of u,ξ and L is the

side length.
2. The forward rotated director is expressed as a2

.= Q0t2 = c t2 − s t1,
where the drilling rotation tensor Q = c (t1⊗t1+t2⊗t2)+s (t2⊗ t1−
t1⊗t2), s

.= sinω and c
.= cos ω. For the assumed shape functions

ω(ξ) = ω0 + ξ ω,ξ and we obtain

s = sin(ω0 + ξ ω,ξ) = s0 cos(ξ ω,ξ) + c0 sin(ξ ω,ξ),

c = cos(ω0 + ξ ω,ξ) = c0 cos(ξ ω,ξ) − s0 sin(ξ ω,ξ),

where s0
.= sinω0, c0

.= cosω0, for ω0
.= ω(ξ = 0), and the

derivative ω,ξ = 1
2(ω2 − ω1). Hence,

a2 = c t2 − s t1 = cos(ξ ω,ξ)a0
2 − sin(ξ ω,ξ)a0

1, (12.119)

where a0
2

.= c0 t2 − s0 t1 and a0
1

.= s0 t2 + c0 t1.

Next, eqs. (12.118) and (12.119) are inserted into eq. (12.116).

Using the conditions (12.115), we obtain the following components of
Δu:

(Δu·a0
1) =

L

8
ω,ξ

(
t1 +

2
L

u0
,ξ

)
·a0

2, (Δu·a0
2) = −L

4
ω,ξ

(
t1 +

2
L

u0
,ξ

)
·a0

1,

(12.120)
and the hierarchical mid-side displacement vector can be expressed as

Δu = (Δu · a0
1) a0

1 + (Δu · a0
2) a0

2. (12.121)
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Mid-side displacement vector for small strains. If we assume that strains are
small, i.e. (i) ε12 ≈ 0 and (ii) ε11 ≈ 0, then we have

t1 +
2
L

u0
,ξ = (y + uL),1 =

2
L

(y + uL),ξ =
2
L

1
2(x2 − x1)

(i)≈ 2
L

1
2Lc a0

1

(ii)≈ a0
1,

(12.122)
where uL .= M1(ξ)u1 + M2(ξ)u2. Due to assumption (i), the rotated
vector a0

1 is used instead of the vector which passes through nodes, while
by (ii), the current and initial element lengths are equal, i.e. Lc ≈ L.
Because a0

1 · a0
1 = 1 and a0

1 · a0
2 = 0, eq. (12.120) is reduced to

(Δu · a0
1) ≈ 0, (Δu · a0

2) ≈ −L

4
ω,ξ, (12.123)

and the vector of hierarchical displacements of eq. (12.121) is

Δu = −L

4
ω,ξ a0

2 = −L

8
(ω2 − ω1)a0

2. (12.124)

Assuming, additionally, that the rotations are small, i.e. ω0 ≈ 0, we have
c0 ≈ 1 and s0 ≈ 0 and so a0

2
.= c0 t2 − s0 t1 ≈ t2, i.e. the vector

normal to the current boundary a0
2 is replaced by the vector normal to

the initial element boundary t0
2. Thus, for small rotations, eq. (12.124)

yields the classical formula

Δu = −L

4
ω,ξ a0

2 = −L

8
(ω2 − ω1) t0

2. (12.125)

In numerical calculations we use eq. (12.124) in the form valid for all
boundaries,

ΔuH
.= −LJK

8
(ωK − ωJ)nJK , H = 5, 6, 7, 8, (12.126)

where J = H − 4, K = mod(H, 4) + 1, and LJK is the length of
the boundary JK. This formula can be directly used in eq. (12.104),
which then depends only on corner displacements and on corner drilling
rotations.

Remark 1. Note that nJK is the vector normal to the current element
boundary, not to the initial one, as in eq. (12.113). Hence, nJK is a
function of nodal displacements, but we freeze this dependence and do not
differentiate nJK w.r.t. nodal displacements. The fact that nJK is
updated is similar to the co-rotational formulation.
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Remark 2. The proposed generalization of the classical procedure leads
to a new form of Allman shape functions, involving two components of
the mid-side displacement. This new form becomes particularly simple for
small strains/large rotations. Using this new form, we can exploit the Total
Lagrangian description and automatic differentiation. For small rotations,
the new form is reduced to the classical one.

Pure bending of Allman quadrilateral. Let us consider the question of whether
the Allman shape functions are able to reproduce the analytical solution
for the problem of pure bending of a square membrane. We assume that
the membrane is 2× 2 and the boundaries are parallel to the global basis
{ik} (k = 1, 2), see Fig. 12.8.
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Fig. 12.8 Pure bending of the Allman quadrilateral.

First, we consider the analytical solution for pure bending of a square
membrane

u(ξ, η) = Aξη, v(ξ, η) = B (1 − ξ2), (12.127)

where A and B are scalar coefficients, see [98] p. 244, Fig. 4.7.2. For the
analytical solution, we obtain

• the displacement gradient

∇u .=
[
u,ξ u,η

v,ξ v,η

]
=
[

Aη Aξ
−2Bξ 0

]
, (12.128)

• the linear strain

ε
.= sym∇u =

[
u,ξ

1
2(v,ξ + u,η)

sym. v,η

]
=
[

Aη 1
2(A − 2B) ξ

sym. 0

]
.

(12.129)
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Next, we consider the Allman element. For pure bending, the rotations
of corner nodes are as follows:

ω1 = ω, ω2 = −ω, ω3 = −ω, ω4 = ω (12.130)

and the differences of rotations are

ω2 − ω1 = −2 ω, ω3 − ω2 = 0, ω4 − ω3 = 2ω, ω1 − ω4 = 0.

From eq. (12.126) we obtain Δu6 = 0 and Δu8 = 0, i.e. the mid-
side displacements for the sides which remain straight in pure bending are
equal to zero. Thus, we consider only the sides which change the curvature,
for which n12 = −i2, n34 = i2, and L12 = L34 = 2 and

Δu5
.= −L12

8
(ω2 − ω1) (n)12 = −2

8
(−2ω) (−i2) = −1

2
ω i2, (12.131)

Δu7
.= −L34

8
(ω4 − ω3) (n)34 = −2

8
(2ω) i2 = −1

2
ω i2, (12.132)

i.e. their mid-side displacements are equal, in accordance with our in-
tuition. Substituting these expressions into eq. (12.104), we obtain the
following form of the hierarchical part of displacements

8∑
H=5

NH(ξ, η) ΔuH = N5(ξ, η) Δu5 + N7(ξ, η) Δu7 = vA i2, (12.133)

where vA(ξ) .= −1
2(1 − ξ2) ω = −1

2M0(ξ) ω is the displacement compo-
nent in the i2 direction which depends on the bubble function M0(ξ) and
the drilling rotation ω. Hence, eq. (12.104) can be separately written for
each component as follows:

u(ξ, η) = u0 + ξ u1 + η u2 + ξη u3, (12.134)

v(ξ, η) = v0 + ξ v1 + η v2 + ξη v3 − 1
2
(1 − ξ2) ω, (12.135)

where the contribution of vA(ξ) is underlined. For the above approxi-
mations, we obtain

• the displacement gradient

∇u .=
[
u,ξ u,η

v,ξ v,η

]
=
[

u1 + η u3 u2 + ξ u3

v1 + η v3 + ξ ω v2 + ξ v3

]
, (12.136)
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• the linear strain

ε
.= sym∇u =

[
u,ξ

1
2(v,ξ + u,η)

sym. v,η

]
=
[
u1 + η u3 ε12

sym. v2 + ξ v3

]
,

(12.137)
where 2ε12 = (u2 + v1) + ξ u3 + η v3 + ξ ω.

The vA appears only in v,ξ and ε12. Besides, the 11 and 22 compo-
nents of ∇u and ε are incomplete linear polynomials of ξ and η.

Remark. We can compare eqs. (12.136) and (12.137) for the Allman
shape functions with eqs. (12.128) and (12.129) for the analytical solu-
tion. Concerning the displacement gradient (∇u)12, we see that the ξ ω
term introduced by vA is necessary to reproduce the analytical solution.
The effect of this term is similar to that of the EADG2 enhancement for
the Q4 element,

Gξ =
[

0 q2η
q1ξ 0

]
. (12.138)

On the other hand, the strain representation is sufficient to reproduce
the analytical solution, even without using the Allman shape functions.
Nonetheless, the ξω term introduced into ε12 by the component vA

positively de-enhances it, similarly to the EADG2 enhancement. The close
relation between the Allman shape functions and the EADG2 enhance-
ment is also confirmed by numerical tests.

12.7.2 EADG2x enhancement of Allman quadrilateral

The study of a 2D beam under the in-plane shear load of Sect. 7.2.1,
Table 7.1, provides a rational background for using specific enhancing
strain modes for the Allman quadrilateral. The strain recovery can be
interpreted as a form of strain enhancement in which we add two modes,
{1, ζ}, to the normal strain E33 and where {ε33, κ33} are multipliers,
see eq. (7.85). Only the recovery of κ33 and the ζ-mode are important for
bending, which is the observation crucial for selecting proper enhancing
modes for the Allman element.

The Allman element (standard, without enhancement) identically per-
forms in the above numerical test as the beam without the κ33 recovery.
Hence, we can enhance the Allman element using the EADG method, see
Sect. 11.4.3, and the following two modes,
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Gξ =
[
ξ q1 0
0 η q2

]
, (12.139)

designated as EADG2x. In consequence, the strain components ε11 and
ε22 are enhanced, as shown below.

For simplicity, we consider a square 2 × 2 element, with the center
located at the origin of the Cartesian coordinate system. Then the Carte-
sian coordinates are equal to the natural coordinates, i.e. x = ξ and
y = η, and the Jacobian matrix is an identity matrix. Then, for the
EADG method, eq. (11.71) is reduced to H̃ .= Gξ. For eq. (11.70), the
linear strain can be split into two parts

E = 1
2(F + FT − 2 I) = 1

2 [∇u + (∇u)T ] + 1
2(H̃ + H̃T ), (12.140)

where the strain enhancement

1
2(H̃ + H̃T ) =

[
ξ q1 0
0 η q2

]
. (12.141)

We see that the strain components ε11 and ε22 are indeed enhanced.

12.7.3 Special techniques for Allman quadrilateral

Even if we use the classical Allman shape functions and do not use the
EADG2x enhancement, we still need to implement the two techniques
which are described below.

Stabilization of spurious modes. A characteristic feature of Allman quadri-
laterals are additional zero eigenvalues.

+1

+1

+1

+1

Mode �
1

+1

+1-1

-1

Mode �
2

Fig. 12.9 Spurious modes Θ1 and Θ2 for Allman’s quadrilateral.
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1. If the formulation is based on the potential energy functional, then
the two spurious modes shown in Fig. 12.9 are obtained. These modes
can be eliminated using the penalty method and, e.g., the stabilization
functions of [144],

P1 = 10−6 GV Θ2
1, Θ1

.=
1
4

4∑
I=1

(ωI − ωc), ωc
.= 1

2(ux,y − uy,x)c,

(12.142)

P2 = 10−3 G V Θ2
2, Θ2

.=
1
4
(ω1 − ω2 + ω3 − ω4), (12.143)

where ωI are the nodal rotations and V is the element volume.
Note that ωc is identical to that obtained from the linearized drill
RC equation at the element’s center. It seems, however, that the form
of Θ1 should rather be Θ1

.=
(

1
4

∑4
I=1 ωI

)
− ωc.

The tangent matrix yielded by P2 is as follows:

Kstab
ωω =

1
8
10−3 GV︸ ︷︷ ︸
multiplier

⎡⎣ 1 −1 1 −1
−1 1 −1 1

1 −1 1 −1
−1 1 −1 1

⎤⎦ . (12.144)

Its eigenvalues are {4, 0, 0, 0} × multiplier, i.e. only one eigenvalue is
non-zero.

2. If the formulation is based on the functional incorporating the drill
RC equation, then only one spurious mode is obtained. It is identical
to Θ2 and is eliminated by eq. (12.143). It suffices to enforce the drill
RC at one point to obtain the correct rank and the center of element
is a natural choice.
Note that eq. (12.143) can be rewritten as Θ2

.= 1
4h · ωI , where

h .= [1,−1, 1,−1] is the hourglass mode. After implementation of this
function, the number of zero eigenvalues is three for our elements.

Adaptation of procedure of [Jetteur, Frey, 1986]. The Allman quadrilaterals
have problems with passing the membrane patch test for the boundary
conditions b2 and b3 described in Sect. 15.2.3. This problem can be
circumvented by the procedure of [117]. Below, this procedure is gener-
alized to also work for non-linear strains.

In [117], the part of membrane strains computed from the drilling ro-
tation ω is modified as follows:

ε̃(ω) = ε(ω) − 1
A

∫
A

ε(ω) dA, (12.145)
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where ε(ω) is the strain obtained from the hierarchical displacements

u(ωI)
.=

8∑
H=5

NH(ξ, η) ΔuH (12.146)

of eq. (12.104) and A is the element area. We see that, in eq. (12.145),
the average value of ε(ω) for the element is subtracted from ε(ω), with
the purpose of minimizing the effect of ε(ω) on the constant strains
which are checked in the patch test. Consider two cases:

• For linear strains, ε
.= sym∇u, and eq. (12.145) can be replaced by

B̃I ωI =
(
BI − 1

A

∫
A

BI dA

)
ωI , (12.147)

where BI
.= ∂ε(ωI)/∂ωI , see [235], eq. (5.1)–(5.6).

• For non-linear strains, ε(ωI) is complicated and therefore we re-
place eq. (12.145) by the formula for the gradient of the displacements
depending on ωI , i.e.

∇̃u(ωI) = ∇u(ωI) − 1
A

∫
A
∇u(ωI) dA, (12.148)

where the integral is evaluated by a 2 × 2 Gaussian quadrature. This
formula enabled our Allman elements to pass the patch tests for the
boundary conditions b2 and b3, see Table 15.4.

This procedure slightly changes some of the eigenvalues but does not
change the number of zero eigenvalues.

12.7.4 Allman+EADG2x elements

The Allman+EADG2x element is based on the Green strain and is valid
for large drilling rotations. It uses the EADG2x enhancement and was
developed using the techniques of Sect. 12.7.3. The drill RC was enforced
at the element’s center.

The extended functionals with drilling rotations are used to formulate
two elements:

1. Element Allman+EADG2x+P which has the following features:
a) the penalty method is implemented as specified in Table 12.4,
b) it uses two additional parameters, which are multipliers of the en-

hancing modes.
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2. Element Allman+EADG2x+PL which has the following features:
a) the Perturbed Lagrange method is implemented as specified in Ta-

ble 12.5. Only one parameter is used in the representation of the
Lagrange multiplier of eq. (12.57), i.e. Ta(ξ, η) .= q0, so eq. (12.56)
becomes

Ta = JLc

[
0 q0

−q0 0

]
JT

Lc. (12.149)

b) it uses three additional parameters: two multipliers of the enhanc-
ing modes, and one parameter of the Lagrange multiplier.

These elements have a correct rank and pass the patch test for all types of
boundary conditions. As indicated by the numerical results of Table 12.6,
these elements have the following features: (i) their rotations converge
from above, while displacements converge from below, (ii) they perform
quite well for coarse distorted meshes but they are not top performers.

Finally, we note that the Allman-type 2D+drill elements can be used
as the membrane part of the four-node shell element with six dofs/node.
Typically, they are used in “flat” shell elements, e.g. in [3, 57], due to
the lack of Allman shape functions for initially warped elements. For the
latter elements, the curvature (warping) correction must be applied, as in
[117, 235]; this topic is addressed in Sect. 14.

12.8 Numerical tests

Below are presented the most indicative numerical tests related to the
implementation of the drilling rotation; other tests can be found in [43,
57, 56, 266, 102].

12.8.1 Comparison of various elements

All the tested 2D+drill elements have a correct rank and pass the patch
test for all types of boundary conditions for the drilling rotation of Ta-
ble 15.4.

Cook’s membrane. The performance of 2D and 2D+drill elements is com-
pared in Cook’s membrane test, which is very demanding, see Sect. 15.2.7.

Two meshes are used in computations; a coarse 2×2-element mesh and
a fine 32×32-element mesh. The regularizing parameter γ = G. The ver-
tical displacements and the drilling rotation at point A, see Fig. 15.9, are
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given in Table 12.6. The results for the penalty (P) method and the Per-
turbed Lagrange (PL) method are identical, which is indicated as P=PL.

We see that the best coarse mesh performance in the class of the
2D+drill elements is provided by the elements HR7-S+EADG2 and HW18-
SS+EADG2. Among the elements using a small number of additional
parameters, the EADG4 element is better than the HR5-S element; the
converse is true for their 2D counterparts.

Table 12.6 Cook’s membrane. Linear test. γ = G.

Formulation Element Mesh 2 × 2 Mesh 32 × 32
uy ω uy ω

2D Q4 11.845 - 23.818 -
2D+drill Q4 (P=PL) 11.173 0.316 23.790 0.876
2D EADG4 21.050 - 23.940 -
2D+drill EADG4 (P=PL) 20.940 0.879 23.936 0.891
2D HR5-S 21.353 - 23.940 -
2D+drill HR5-S (P=PL) 18.495 0.634 23.911 0.881
2D HR7-S+EADG2 21.353 - 23.940 -
2D+drill HR7-S+EADG2 (P=PL) 21.263 0.899 23.936 0.890
2D HW14-SS 21.353 - 23.940 -
2D+drill HW14-SS (P=PL) 18.490 0.634 23.911 0.881
2D HW18-SS 21.353 - 23.940 -
2D+drill HW18-SS+EADG2 (P=PL) 21.237 0.895 23.936 0.891
2D+drill Allman+EADG2x (P=PL) 20.253 1.109 23.930 0.899
Ref. 23.81 23.81

12.8.2 Selection of the value of regularization parameter

Below, we establish the effect of the value of the regularization parameter
in order to select the most suitable value for it.

In the tests we use the four-node EADG4 element with the drill RC
part, in which we use the Perturbed Lagrange method with the local
multipliers, implemented as described in Table 12.5, and eliminated on
the element’s level.

Straight cantilever beam. This test is described in Sect. 15.2.6. Here the
in-plane shear load is considered and four meshes are tested, of either 6×1
or 12 × 2 elements, and of either rectangular or trapezoidal elements.

The vertical displacements and the drilling rotation at the end of can-
tilever are shown for γ ∈ [100, 1015] in Fig. 12.10 and we note a deterio-
ration of accuracy for trapezoidal elements. For the 12× 2 element mesh,
the dependence on the regularization parameter γ varies. Three selected
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values of this parameter, G, G/10, G/100, are marked in this figure by
vertical lines. We see that γ = G/100 yields a slightly better accuracy
than γ = G/10, and clearly better than γ = G.
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Fig. 12.10 Straight cantilever beam. Effect of γ for various shapes of elements.
a) vertical displacement at point A, b) drilling rotation at point A.

Cook’s membrane. In this test, elements are skew and tapered and the
shear deformation dominates, see Sect. 15.2.7. Three meshes are used in
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computations: 2 × 2, 4 × 4, and the fine 32 × 32-element mesh which is
used for reference.

The vertical displacement and drill rotations are shown for γ ∈
[10−10, 1010] in Fig. 12.11. Three selected values of γ are marked
in this figure by vertical lines G, G/10 and G/100. For the displacement,
the conclusion is similar to that of the previous example, i.e. γ = G/100
yields the best accuracy. For the drilling rotation, the plots are too com-
plicated to be the basis for any conclusion.
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Fig. 12.11 Cook’s membrane. Effect of γ for various meshes.
a) Vertical displacement at point A, b) drilling rotation at point A.
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Bending of slender cantilever by end drilling rotations. This test checks whether
the drilling rotation is correctly linked with displacements and transferred
between elements. The drilling rotation ω∗ = 1.2×10−3 is prescribed at
two tip nodes of a slender cantilever, see Fig. 12.12. The mesh consists of
1 × 100 elements, and the elements are 1 × 1 squares. The geometry and
data are defined in Sect. 15.3.1.

The vertical displacements are monitored at the tip nodes where the
drilling rotations are applied and they are identical for both nodes. The
reference value is the Timoshenko beam solution uy = 0.06. The depen-
dence on γ ∈ [100, 1015] is shown in Fig. 12.13.

Three selected values of γ are shown in this figure by vertical lines
G, G/10 and G/100. The best accuracy yields γ = G. An identical
conclusion is obtained for the horizontal displacement.
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Fig. 12.12 Slender cantilever loaded by end rotations. 100 of 1 × 1 elements.
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Fig. 12.13 Bending of cantilever by end drilling rotation. Effect of γ.

Conclusion. These three tests indicate that if elements are rectangular,
then the value γ = G should be used, while for the elements of distorted
irregular shape the reduced value γ = G/100 seems to be optimal.
Finally, we note that the reduced value of γ is also beneficial for the
warped elements described in Sect. 14.
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Modification of transverse shear stiffness
of shell element

In order to improve the performance of a four-node shell element in bend-
ing, the transverse shear energy and stiffness must be treated in a special
way. The two main problems are the transverse shear locking (TSL) and
the poor performance of very thin elements. These problems also appear
for beams, which are simpler and more suitable for analytical studies.

13.1 Treatment of transverse shear stiffness of beams

To identify the problems related to the transverse shear, it suffices to con-
sider the linear kinematics and small rotations of the Timoshenko beam.

Timoshenko beam equations. For the Timoshenko beam, the membrane,
transverse shear, and bending strain components are as follows:

εxx = ux,x, 2εzx = w,x − θ
.= γ, κxx = −θ,x, (13.1)

where u is a tangent displacement, w is the normal displacement, and
θ is the rotation angle of the middle line of the beam. The strain energy
is

W .=
∫ L

0
(Wε + Wγ + Wκ) dx, (13.2)

where

Wε
.=

1
2
EA ε2

xx, Wγ
.= k 2GAε2

zx =
1
2
k GA γ2, Wκ

.=
1
2
EI κ2

xx.

Besides, k = 5/6 is the shear correction coefficient and L is the beam
length. For a rectangular cross-section of the beam of height h and width
b, the area is A = bh, and the moment of inertia is I = bh3/12.
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Transverse shear strain for large rotation beam. Consider a straight (not
curved) beam in the 13-plane (XZ-plane). The transverse shear strain
of a beam in the ortho-normal basis {tk} (k = 1, 3) is as follows:

ε13 = 1
2x0,x · a3. (13.3)

The form of this strain is identical for the Green strain and the symmetric
right stretch strain. The rotation tensor is

Q = c (t1⊗t1+t3⊗t3)+s (t3⊗t1−t1⊗t3), s
.= sin θ, c

.= cos θ, (13.4)

where θ is the rotation angle about the axis t2. Then a3
.= Qt3 =

c t3−s t1. Besides, x0,x = (y0+u0),x = tα +u,x, where u = ut1+wt3.
For a straight beam, t1,x = t3,x = 0, and eq. (13.3) becomes

2ε13 = x0,x · a3 = −s − u,x s + w,x c. (13.5)

For small rotations, θ ≈ 0, we have s ≈ θ and c ≈ 1 and neglecting
the second order term u,x θ, we obtain the linearized transverse shear
strain of eq. (13.1).

13.1.1 Reduced integration of transverse shear energy

Transverse shear locking. The transverse shear locking (TSL) is a patho-
logical phenomenon plaguing elements based on the Reissner hypothesis
and low-order approximations. It manifests itself in two ways:

1. an artificial over-stiffening of an FE model is observed for coarse
meshes. The solution is too small, compared to the analytical solu-
tion, see Fig. 13.1. In other words, the solution is “locked”.

Analytical solution

Numerical solution

1/h
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0
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Fig. 13.1 Locking of numerical solution.
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2. The rate of the mesh convergence deteriorates and a much denser mesh
is necessary to obtain an accurate solution. In the mesh limit, however,
the solution is correct.

The TSL is caused by two factors:

1. improper approximation of the transverse shear strain, due to non-
matching approximations of particular terms and

2. high values of the (transverse shear stiffness/bending stiffness) ratio
for very small thickness h. This ratio is proportional to 12/h2, so
the thickness is a critical parameter.

We stress that the TSL is not caused by finite computer representations
and arithmetic and its presence can be shown in an analytical way, e.g.
considering pure bending of a beam element. The first papers on the sub-
ject were [226, 227].

Transverse shear locking of two-node beam. Assume that the element’s cen-
ter is located at x = 0, see Fig. 13.2. Then x = (l/2) ξ, where
ξ ∈ [−1,+1], l is the element’s length, and we differentiate as follows:

( · ),x = ( · ),ξ

(
dx

dξ

)−1

=
2
l

( · ),ξ. (13.6)

X

z

l

Fig. 13.2 Two-node beam element.

To derive a two-node beam element, we use the approximations

w(ξ) =
2∑

I=1

NI(ξ) wI , θ(ξ) =
2∑

I=1

NI(ξ) θI , (13.7)

where ( · )I designates the nodal values and the linear shape functions
are

N1(ξ)
.=

1
2
(ξ − 1), N2(ξ)

.=
1
2
(ξ + 1). (13.8)
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For these approximations, the components of εxz(ξ) of eq. (13.1) are as
follows:

θ(ξ) = 1
2(1 − ξ) θ1 + 1

2(1 + ξ) θ2, w,x(ξ) =
1
L

(w2 − w1), (13.9)

i.e. θ(ξ) is a linear function, while w,x(ξ) is a constant function. We
see that approximations of these two components do not match up, which
has negative consequences.

For pure cylindrical bending of the two-node beam element, see Fig. 13.3,
the nodal displacements w2 = w1 and the nodal rotations θ1 = −θ and
θ2 = θ. Hence, θ(ξ) = ξ θ and w,x = 0, so we obtain

2εxz(ξ) = ξ θ, (13.10)

which is a linear function of ξ. The analytical value of εzx(ξ) for pure
bending is zero and is obtained from the above formula only at one point,
ξ = 0, i.e. at the element’s center. This observation is exploited by the
reduced integration technique described in the sequel.

MM

=1=-1 =0

1 2

X

z

L

Fig. 13.3 Pure cylindrical bending of two-node beam element.

Remark on transverse shear locking of three-node beam element. Note
that the TSL also appears for the three-node beam element based on
quadratic shape functions. However, the TSL does not appear for pure
bending, but for the transverse loads shown in Fig. 13.4. Two points,
ξ = ±1/

√
3, at which the approximated εzx(ξ) yields analytical values

can be found as a solution of a quadratic equation, see [94].

Reduced integration (SRI and URI) of transverse shear energy. To avoid the
TSL, we can use the numerical Gauss integration based on the points at
which εzx is correct.

For instance, for a two-node beam, we may use the one-point integra-
tion rule using the point ξ = 0, while, for the three-node beam, we may
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Fig. 13.4 Bending of three-node beam element by force P and distributed load q.

use the two-point integration rule exploiting the points, ξ = ±1/
√

3.
Fortunately, in both cases, the under-integration does not yield spurious
zero eigenvalues of the tangent matrix.

Two forms of the reduced integration are in use. Within the Selective
Reduced Integration (SRI) technique, only the transverse shear strain en-
ergy is under-integrated. However, for a two-node beam, we can uniformly
under-integrate all terms of the strain energy and the element’s rank still
remains correct. Such a technique is called the Uniform Reduced Inte-
gration (URI). If the reduced integration technique yields spurious zero
eigenvalues of the tangent matrix, then it must be additionally stabilized.

The SRI technique works very well for beams; the accuracy of the SRI
integration and the full integration is compared in [103], Tables I and II,
for the example of a cantilever beam loaded by a transverse force.

Why poor approximation of transverse shear strain locks the solution. Consider
only the transverse shear and bending strain components in the beam
strain energy of eq. (13.2), which can be rewritten as follows:

2W/EI =
∫ l/2

−l/2

(
κ2

xx + α ε2
xz

)
dx, α

.=
k2GA

EI
. (13.11)

For a rectangular cross-section, when A = bh and I = bh3/12,

α =
24kG

Eh2
=

12k

(1 + ν)
1
h2

.

If the thickness h → 0, then α → ∞, and the component α ε2
xz =

α (εxz−0)2 can be interpreted as the penalty term enforcing the condition
εxz = 0. This condition is physically correct for h → 0.

The problem appears when εxz is not properly approximated within
an element because then, not εxz = 0, but some other condition is
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enforced. This can be shown for pure bending, for which 2εxz(ξ) = ξ θ,
see eq. (13.10). Then, the transverse shear term is∫ l/2

−l/2
ε2
xz dx =

l

2

∫ 1

−1
ε2
xz dξ =

l

12
θ2, (13.12)

and, eq. (13.11) becomes

2W/EI =
∫ l/2

−l/2
κ2

xx dx + α
l

12
(θ − 0)2. (13.13)

We see that for α → ∞, the condition θ = 0 is enforced, which is non-
physical and causes an over-stiffened response (locking) of the two-node
beam element.

13.1.2 Residual Bending Flexibility (RBF) correction

Introduction. Low-order elements, such as a two-node Timoshenko beam
element and a four-node Reissner shell element, seriously lock for the
sinusoidal bending shown in Fig. 13.5a, because this form of deformation
cannot be properly represented by linear (or bilinear) shape functions. To
remedy this problem, we can use the corrected value of the transverse
shear stiffness defined as follows:

(GA)∗ .= cRBF GA, (13.14)

where cRBF is a scalar coefficient determined by the method of the
Residual Bending Flexibility (RBF), which is described below. Note that

1. the RBF correction does not affect the cylindrical (pure) bending
shown in Fig. 13.5b, for which the transverse shear strain is zero. This
type of bending is improved by the reduced integration of the trans-
verse shear energy or proper sampling of the transverse shear strain.

2. The RBF correction is beneficial for extremely thin elements when the
elemental aspect ratio (l/h) is very large. For this case, we also can
use the scaling down of [103], discussed in the sequel.

The RBF correction was proposed for beams in [198] and adapted for
shells in [138].
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Fig. 13.5 Bending of beam: a) Sinusoidal bending. b) Cylindrical (pure) bending.

RBF correction for beam. For two-node Timoshenko beams, the RBF cor-
rection amounts to using, in computations, the corrected value of a trans-
verse shear stiffness

(GA)∗ =
(

1
GA

+
l2

12EI

)−1

, (13.15)

where the second term, l2/(12EI), is designated as the residual bending
flexibility (RBF) and l is the element’s length. For a rectangular cross-
section when A = bh and I = bh3/12, we can define the corrected
shear modulus

G∗ .=
(GA)∗

A
=

h2EG

h2E + l2G
=
(

1
G

+
l2

h2E

)−1

. (13.16)

The RBF term does not vanish since l �= 0, and dominates for l/h >√
E/G =

√
2(1 + ν). If the RBF term strongly dominates, i.e. when

l/h �√
E/G, then we can neglect 1/(GA) in eq. (13.15), which yields

(GA)∗ ≈ 12EI

l2
and G∗ ≈

(
h

l

)2

E. (13.17)

These formulas are well suited for elements of large (l/h) aspect ratios.

Derivation of the RBF correction for a beam. The derivation below is for a
small strain/small rotation beam, but the obtained corrected transverse
shear stiffness is subsequently tested also on non-linear problems.

We drive a two-node Discrete Kirchhoff (DK) beam element with the
normal displacement approximated by a cubic polynomial

w(ξ) = a0 + a1 ξ + a2 ξ2 + a3 ξ3, ξ ∈ [−1, +1]. (13.18)

Using the boundary conditions: w(−1) = w1, w(+1) = w2, w,ξ(−1) =
(w,ξ)1, and w,ξ(+1) = (w,ξ)2, we can determine the coefficients ai

(i = 0, 1, 2, 3) and rewrite eq. (13.18) as



372 Modification of transverse shear stiffness of shell element

w(ξ) = N1(ξ) w1 + N2(ξ) w2 + N3(ξ) (w,ξ)1 + N4(ξ) (w,ξ)2, (13.19)

where the Hermitian shape functions are

N1(ξ)
.=

1
2
− 3ξ

4
+

ξ3

4
, N2(ξ)

.=
1
2

+
3ξ

4
− ξ3

4
,

N3(ξ)
.=

1
4
(1 − ξ − ξ2 + ξ3), N4(ξ)

.=
1
4
(−1 − ξ + ξ2 + ξ3), (13.20)

see Fig. 13.6.
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Fig. 13.6 Hermitian shape functions N1, N2, N3, and N4.

The Kirchhoff constraint, ε13 = 0, yields the relation θ = w,x.
Applying this constraint to discrete points, namely to the boundary nodes,
and using w,x = (2/l)w,ξ, we obtain (w,ξ)1 = (l/2) θ1 and (w,ξ)2 =
(l/2) θ2. Hence, the normal displacement becomes

w(ξ) = N1(ξ) w1 + N2(ξ) w2 +
l

2
[N3(ξ) θ1 + N4(ξ) θ2] , (13.21)

where θ1 and θ2 are the nodal rotations. This form of w is used in the
sequel, as it conforms with the boundary conditions for the cases shown
in Fig. 13.5. Note that we can separate the terms for the cylindrical and
sinusoidal bending as follows:

l

2
[N3(ξ) θ1 + N4(ξ) θ2] =

l

8
[(1 − ξ2)︸ ︷︷ ︸
cylindrical

(θ1 − θ2) + (−ξ + ξ3)︸ ︷︷ ︸
sinusoidal

(θ1 + θ2)],

(13.22)
and if θ1 = ±θ2, then only one type of bending remains.

Let us now define components of the strain energy of the DK beam
element:
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1. the bending energy

Wκ
.=

l

4

∫ +1

−1
EI κ2 dξ, κ = − 4

l2
w,ξξ, (13.23)

where the bending strain κ = −θ,x ≈ −w,xx for the Kirchhoff con-
straint.

2. the transverse shear energy

Wγ
.=

l

4

∫ +1

−1
GA γ2 dξ, γ =

EI

GA

2
l

κ,ξ, (13.24)

where the transverse shear strain γ = −(EI/GA) κ,x is recovered
from the equilibrium equation Q = −M,x, in which we used M =
EI κ and Q = GAγ.

Using these energies, we can define the ratio of the shear energy to the
total energy

c
.=

Wγ

Wκ + Wγ
. (13.25)

For the sinusoidal bending of Fig. 13.5b, we have w(ξ) = l
4 ξ(ξ2 − 1) θ

and the above formulas yield

Wκ =
6EI

l
θ2, Wγ =

72(EI)2

GAl3
θ2, cRBF

.= c =
12EI

12EI + GAl2
, (13.26)

where cRBF does not depend on the rotation θ ! Note that these
formulas are for the beam element based on cubic displacements (13.18),
but we shall apply the coefficient cRBF to the two-node Timoshenko
beam element, which is based on linear displacements and rotation.

Sinusoidal bending of very slender beam. Consider the sinusoidal bending of
a very slender beam element, for which h/l � 1. Then, for the DK beam
element based on cubic displacements, the bending energy dominates in
eq. (13.26), i.e. Wκ � Wγ , so

W .= Wκ + Wγ ≈ Wκ =
6EI

l
θ2, (13.27)

where Wγ is neglected. On the other hand, for a two-node Timoshenko
element with linear approximations of θ and w, the sinusoidal bending
yields



374 Modification of transverse shear stiffness of shell element

W .= Wκ + Wγ = Wγ =
GA l

2
θ2, (13.28)

i.e. only the transverse shear energy is non-zero. These two energies are
equal if GA = 12EI/l2, so we define (GA)∗ .= 12EI/l2 which has
the form of eq. (13.14). For this corrected transverse shear stiffness, the
two-node Timoshenko element with linear approximation of w yields
almost identical nodal rotations as the DK beam element based on a cubic
approximation of w.

13.1.3 Scaling down of transverse shear stiffness

For extremely thin beam and shell elements, we obtain very inaccurate
solutions. This is attributed to disparity between the orders of bending
and shear terms, which means that, due to the finite computer precision,
the bending stiffness is annihilated.

Then, either the RBF correction or the method of scaling down the
transverse shear stiffness proposed in [103] can be applied. The most im-
portant difference between these two methods is that the scaling down
does not pertain to any particular form of deformation, while the RBF
method does.

In the method of scaling down the transverse shear stiffness, the anni-
hilation of the bending stiffness is prevented by the following strategy:

1. We find the maximum aspect ratio of an element, (l/h)max, for which
the accuracy is still correct. This value is determined by a numerical
experiment and 104/16 for beams and 105/8 for plates was found
in the cited work.

2. For the aspect ratios which are larger than the maximum aspect ratio,
i.e. for l/h > (l/h)max, we scale down the transverse shear stiffness

(GA)∗ .= s GA, s
.=
(

h

l

)2( l

h

)2

max

. (13.29)

The scaling factor s is plotted in Fig. 13.7 and we see that it tends
to zero for l/h → ∞. Then the strain energy of a beam is

2W =
∫ l/2

−l/2

[
EIκ2

xx + (GA)∗ ε2
xz

]
dx. (13.30)
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Alternatively, we can scale down the ratio of the shear stiffness to the
bending stiffness α of eq. (13.11),

α∗ .= s α, (13.31)

so the strain energy of eq. (13.11) becomes

2W/EI =
∫ l/2

−l/2

(
κ2

xx + α∗ ε2
xz

)
dx. (13.32)

Both above forms of the strain energy are equivalent. Note that the above
scaling down is in accord with eq. (13.27) for sinusoidal bending of a very
slender beam.

Scaling down parameter s. The scaling down parameter s of eq. (13.29)
can be obtained by the simple reasoning presented below. The estima-
tion of energy components of a two-node Timoshenko beam element is as
follows:

1. the bending energy

Wκ
.=

1
2

Eh3

12

∫ l

0
θ2
,x dx ≈ 1

2
Eh3

12
(θ2 − θ1)2

l
, (13.33)

2. the shear energy

Wγ
.=

1
2
kGh

∫ l

0
(w,x − θ)2 dξ

≈ 1
2
kGh

[
(w2 − w1)2

l
− 2(w2 − w1) θc + θ2

c l

]
, (13.34)

where θc
.= 1

2(θ1 + θ2) is the rotation at the element’s center.
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The order of the bending stiffness Sκ and the shear stiffness Sγ is as
follows:

Sκ
.=

∂Wκ

∂θα
∼ h3

l
, Sγ

.=
∂Wγ

∂θα
∼ hl, α = 1, 2, (13.35)

and their ratio is
Sκ

Sγ
=
(

h

l

)2

. (13.36)

We see that, for the aspect ratio (l/h) → ∞, the ratio (Sκ/Sγ) → 0.
Because Sκ is much smaller than Sγ , the bending stiffness is annihi-
lated due to finite computer precision. The effect of disparity between the
bending and shear term is alleviated if we scale down as in eq. (13.29).

13.1.4 Numerical tests for beams

Test 1. Transverse shear locking of cantilever. One boundary of a cantilever
is fixed while at the other one a vertical force P = 1 is applied. The
data is as follows: E = 3 × 106, ν = 0.3, L = 100, h = 3, b = 1.
The two-node Timoshenko beam element is integrated using either one-
or two-point Gauss integration of the transverse shear energy.

The mesh convergence for the linear test is shown in Fig. 13.8, where
the normalizing value is 4.9416 × 10−2. We see that the element with
the two-point integration converges very slowly while the element using
one-point integration converges quickly. The difference is significant, as
four elements with one-point integration provide better accuracy than
100 elements with two-point integration.

Test 2. Eigenvalues. Effect of the RBF correction. Two types of two-node Tim-
oshenko beam elements are checked:

1. the element designated as “Linear” is based on linear shape functions.
The bending and membrane energy is integrated using either one point
at the element’s center or two Gauss points, while the shear strain
energy is integrated at the element center,

2. the element designated as “Allman” is based on Allman-type shape
functions so the displacement vector is approximated as follows:

u0 = uL
0 − l

8
(1 − ξ2)(θ2 − θ1)n, (13.37)
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Fig. 13.8 Cantilever loaded by vertical force. Effect of integration rule for trans-
verse shear.

where uL
0 is approximated by linear shape functions, θ1, θ2 are

nodal rotations, and n is a vector normal to the element. (For more
details on Allman shape functions, see Sect. 12.7.) The bending and
membrane energy is integrated using two Gauss points, while the shear
strain energy is integrated by one Gauss point, at the element’s center.

We see in Table 13.1 that both elements have identical eigenvalues and
the second eigenvalue, which is associated with the transverse shear, is
decreased about 33 times by the RBF correction.

Table 13.1 Non-zero eigenvalues of two-node beam elements based on Green strain.
E = 106, ν = 0.3, h = 0.1, l = 1, b = 1.

Shape functions Non-zero eigenvalues
no transverse shear stiffness
Linear 0.2000E+06 0.1667E+03
Allman 0.2000E+06 0.1667E+03
with transverse shear
Linear 0.2000E+06 0.8013E+05 0.1667E+03
Allman 0.2000E+06 0.8013E+05 0.1667E+03
transverse shear with RBF correction
Linear 0.2000E+06 0.2424E+04 0.1667E+03
Allman 0.2000E+06 0.2424E+04 0.1667E+03

Test 3. Sinusoidal bending of simply supported beam. The beam is simply
supported and loaded by two end moments M1 = M2 = 1, which gener-
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ate the sinusoidal bending of Fig. 13.5a. The results for the Timoshenko
beam element (“Linear”) with/without the RBF correction are shown in
Table 13.2. We see that, for a single element, the solution obtained with-
out the RBF correction is severely locked, but the RBF correction is a
perfect remedy. Note that h/l ∈ [0.0001, 0.01] and the coefficient cRBF

assumes values greatly differing from 1!

For comparison, also the solution for three-node beam element is pro-
vided. This element is based on parabolic shape functions and uses the
two-point Gauss URI. The Assumed Strain (AS) method of [94] for the
membrane and transverse shear strains, with two sampling points and the
three-point Gauss integration yields exactly the same results.

Table 13.2 Sinusoidal bending by two-node beam element. Effect of RBF correc-
tion. E = 2.11 × 1011, ν = 0.3, h = 0.0002, l = 2, b = 2 .

Rotation at node 1
No of elements 1 2 10 100
no RBF 7.3934E-08 1.7773 2.3460 2.3694
RBF 2.3697 2.3697 2.3697 2.3697
three-node beam 2.3697 2.3697 2.3697 2.3697
h/l of element 0.0001 0.005 0.001 0.01
cRBF 3.119E-08 1.247E-7 3.119E-06 3.119E-04

Test 4. Linear and non-linear cantilever beam. The data is the same as in
Test 1. Two finite-rotation two-node Timoshenko beam elements, based
on either “Linear” or “Allman” shape functions, and either with or without
the RBF correction are used. In the linear test, the load P = 1, while in
the nonlinear one, the initial load increment ΔP = 10 and the arc-length
method is used.

The mesh convergence for the linear test is shown in Fig. 13.9a, where
the normalizing value is 4.9416 × 10−2, and the exact solution is ob-
tained, even for one element. In the non-linear test, see Fig. 13.9b, the
reference solution is obtained for 10 elements for which the effect of the
RBF correction vanishes. For the mesh of two elements based on “Linear”
shape functions and without the RBF correction, the solution is almost
exact, while the correction yields a slightly too soft solution. For the same
mesh, the solutions for the element based on the “Allman” shape functions
are correct only up to a certain load but for the 10-element mesh they are
close to the reference solution in the whole range.
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Test 5. Extremely thin cantilever beam. The purpose of this test is to compare
the scaling down of the transverse shear stiffness of eq. (13.29) with the
RBF correction for the extreme thinness in a linear example involving the
transverse shear. The value (l/h)max = 104/16 was used for the scaling
down.

One boundary of a cantilever is fixed, while at the other one, a vertical
force P is applied. The data is as follows: E = 106, ν = 0.3, L = 100,
b = 1, the load P = 1. The two-node Timoshenko beam element
based on one-point Gauss integration is used and 100 elements are applied.
Hence, the length of a single element is l = 1, while the thickness is
varied, h = 10n, n ∈ [0,−8].

The results are given in Table 13.3, where the normal displacement
w and the rotation θ at the beam’s tip are presented. We see that,
for the not modified element, the accuracy is acceptable only for up to
(l/h) = 10−4, while for the RBF correction and the scaling of eq. (13.29),
the accuracy is good even for (l/h) = 10−8. We note a 5% error appearing
for both these methods for h = 10−5.

13.1.5 Curvature correction

Two-node beam elements are typically defined by node positions and are
straight. If they are used for curved beams or arches and coarse meshes,
then the accuracy can be improved if we account for curvature. The cur-
vature can be defined by specifying either normal vectors at nodes or the
height of the arch, which is assumed as circular.
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Table 13.3 Thin limit of two-node beam. Modifications of transverse shear.

h standard RBF correction shear scaling, eq. (13.29)
n w θ w θ w θ
0 4.0002E+00 6.0000E–02 4.0003E+00 6.0000E–02 3.9999E+00 6.0000E–02

–1 3.9999E+03 6.0000E+01 4.0000E+03 6.0000E+01 3.9999E+03 6.0000E+01
–2 3.9999E+06 6.0000E+04 4.0000E+06 6.0000E+04 3.9999E+06 6.0000E+04
–3 4.0003E+09 6.0006E+07 4.0000E+09 6.0000E+07 3.9999E+09 6.0000E+07
–4 4.0239E+12 6.0230E+10 4.0000E+12 6.0000E+10 3.9999E+12 6.0000E+10
–5 2.1911E+14 6.7033E+12 4.2253E+15 6.3521E+13 4.2259E+15 6.3531E+13
–6 1.8068E+16 1.2498E+15 4.0000E+18 6.0000E+16 3.9999E+18 6.0000E+16
–7 2.2518E+17 5.4043E+16 4.0000E+21 6.0000E+19 3.9999E+21 6.0000E+19
–8 –6.9175E+18 -9.2234E+18 4.0000E+24 6.0000E+22 3.9999E+24 6.0000E+22

Consider a 2D circular arch 1-3-2 bent by two opposite horizontal forces
P , see Fig. 13.10a. If a straight (not curved) two-node element linking
nodes 1 and 2 is used, then the forces P do not cause bending in this
element, which is incorrect, comparing to the arch. This can be corrected,
e.g., by the method of rigid links, which introduces two rigid links 1-A
and 2-B, and shifts the straight two-node element to the position defined
by points A and B. Then, the forces P cause bending in this element,
similarly as in the arch.
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Fig. 13.10 Curvature correction for arch. a) Straight element and rigid links.
b) Transformation for rotation.

The displacements and rotation for node A are defined as

ΔuA = Δu1, ΔwA = Δw1, ΔβA = Δβ1 + Z Δu1, (13.38)

where only the rotation at node A is corrected and it depends on the
rotation at node 1, the horizontal displacement Δu1 at node 1, and the
offset Z, see Fig. 13.10b.

The offset Z corresponds to the length of the rigid links. Its magnitude
is arbitrary and must be somehow selected. We have tested two values:
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Fig. 13.11 Curvature correction. Center of gravity of arch.

• Z = H, where H is the height of arch, see Fig. 13.11, and
• Z = yc, where yc is the vertical coordinate of the center of gravity

of an arch of a constant thickness in the local frame {tc
1, t

c
3},

yc = d − (r − H), d = r cos(α/4), (13.39)

where α = α1 + α2 = arccos(t1
3 · tc

3) + arccos(t2
3 · tc

3). This definition
of α involves normal vectors at nodes 1, 2, and at the center, and
can also be applied to shapes which are not exactly circular.

Note that the curvature correction must be performed in the local or-
thonormal basis at the element’s center {tc

k}. Besides, the curvature
correction slightly impairs a convergence rate of the Newton method, com-
paring to that for the uncorrected element, but accuracy is improved.

Numerical example. The circular arch is shown in Fig. 13.12. The left
boundary is fixed, while at the right one, the horizontal force P is
applied and the vertical displacement is constrained to zero. The RBF
correction and the curvature correction are tested, using the two-node
finite-rotation Timoshenko beam element with one-point integration.

Pu

r

�

Fig. 13.12 Circular arch. E = 3 × 106, ν = 0.3, r = 300, α = 90o, h = 3.

The mesh convergence in a linear test is shown in Fig. 13.13a, where
the normalizing reference value of the horizontal displacement is 3.3422.
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Fig. 13.13 Circular arch. Effect of the RBF and curvature corrections.
a) Linear test: mesh convergence. b) Nonlinear test.

c) Comparison of two elements “Linear” and “Allman” with/without corrections.
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The best accuracy is obtained for both corrections combined together and
when the offset Z = yc. For the one-element mesh, the obtained result is
not as exact as it was for a straight cantilever, but still the improvement is
impressive; one corrected element provides an accuracy comparable with
that for 25 uncorrected elements.

The results of a nonlinear test are shown for 5- and 20-element meshes
in Fig. 13.13b. The offset Z = yc is used and its values are as follows: for
20 elements Z = 0.17346 ≈ 0.06h, while for five elements Z = 2.7687 ≈
0.92h, i.e. is of the order of the thickness. The load increment is ΔP = 10.

For five elements, the RBF correction has a stronger effect than the
curvature correction but both corrections combined together produce the
best result. The RBF correction itself halves the difference between the
solutions for 20 and five elements without the RBF. The solution for 20
elements is used for reference, as then the effect of both corrections is
negligible.

Finally, we compare the two earlier presented finite-rotation two-node
Timoshenko elements, “Linear” and “Allman”, the eigenvalues of which
are given in Table 13.1. The mesh of five elements is used and solutions are
obtained for two cases: (1) no corrections, and (2) with both corrections
applied. The reference solution is obtained for a 20-element mesh, and is
identical for both elements. Comparing the curves in Fig. 13.13c, we see
that the “Allman” element performs better than the “Linear” element,
and that the corrections improve the accuracy of both.

13.2 Treatment of transverse shear stiffness of shells

The problems caused by the transverse shear strains, such as the transverse
shear locking and a poor performance of very thin elements, also appear
for shells, for which we can generalize the techniques developed and tested
for beams in Sect. 13.1.

Transverse shear strain for shell. For the Reissner kinematics, the transverse
shear strain components in the ortho-normal basis {tα} are

εα3 = ε3α = 1
2x0,α · a3, (13.40)

where the differentiation is performed w.r.t. Sα. The above form of the
transverse shear strains is identical for the Green strain and the symmetric
right stretch strain.
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13.2.1 Selective Reduced Integration

The first remedy which was invented to circumvent the transverse shear
locking (TSL) in a four-node plate element was the Selective Reduced
Integration (SRI) proposed in [103]. The bending energy was integrated
using the 2×2-point Gauss scheme, while the transverse shear energy was
integrated by the reduced one-point scheme. Note that the plate element
has only three dofs/node, i.e. the normal displacement w, and two
tangent rotations θα.

However, differently from two-node Timoshenko beams, the under-
integration of the transverse shear energy of a plate yields two spurious
zero eigenvalues. The associated zero-energy modes are as follows: (i) the
hourglass mode w = ξη and θα = 0, and (ii) the in-plane twisting
mode θ1 = −η, θ2 = ξ and w = 0, see [103], Fig. 10. According
to this paper, the first mode can be removed by 2 × 2 integration of the
(∂w/∂xα)2 term in the transverse shear energy, while the second mode
vanishes for a mesh with the rigid body modes removed.

Note that two schemes of integration of the transverse shear strain en-
ergy make the SRI complicated and inconvenient for materially nonlinear
problems. This provided the motivation for further work, resulting in the
ANS technique described in the next section.

For four-node shell elements, the under-integration of the transverse
shear energy causes rank deficiency (two spurious zero eigenvalues), simi-
larly as for plate elements, and, for this reason, is not currently used.

13.2.2 Assumed Natural Strain method

Overview. In the Assumed Natural Strain (ANS) method each strain com-
ponent is treated separately; it is sampled at selected points and approx-
imated over the element domain.

For example, the transverse shear strain ε13(ξ, η) is sampled at two
points (ξ = 0, η = ±1) and approximated by a function which is con-
stant in the ξ-direction and linear in the η-direction. This means that
in unidirectional bending in the ξζ-plane, the rectangular four-node shell
element performs identically as the two-node beam element.

The constant approximation in the ξ-direction corresponds to the re-
duced one-point integration in the ξ-direction but, when we use the ANS
method, we can apply the standard 2 × 2-point Gauss integration to all
terms, including the transverse shear strain energy.
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The ANS method was gradually developed in several works, including
[138, 104, 139, 18, 19]. The works preceding [18] are well characterized
in [141], pp. 401–3. The controversy existed over the optimal position of
points in the direction in which the strain is linearly approximated and
two values were in use: ±1/

√
3 and ±1. Currently, the latter one is

considered as better.

Note that the assumed strain method is also used in nine-node shell ele-
ments for which more sophisticated sampling and approximation schemes
are used to eliminate the transverse shear and membrane locking, see
Sect. 14.4.

Covariant components of transverse shear strains. In eq. (13.40), for the
transverse shear strain, the differentiation is performed w.r.t. Sα, but
the position vector x0 is approximated in terms of the natural coordi-
nates ξ, η ∈ [−1, +1]. Hence, we have to express the derivatives w.r.t.
Sα by the derivatives w.r.t. ξ, η.

Let us form the vector of components of the transverse shear strain of
eq. (13.40), [

ε13

ε23

]
=

[
1
2x0,1 · a3

1
2x0,2 · a3

]
, (13.41)

where the differentiation is performed w.r.t. Sα and the position vector
x0 is approximated as x0(ξ, η) =

∑4
I=1 NI(ξ, η) x0I . Then we transform[

1
2x0,1 · a3

1
2x0,2 · a3

]
=

4∑
I=1

[
1
2NI,1 x0I · a3

1
2NI,2 x0I · a3

]
=

4∑
I=1

[
NI,1

NI,2

]
sI (13.42)

where the auxiliary scalar sI
.= 1

2x0I ·a3. To calculate the derivatives of
shape functions, we can use eq. (2.46),[

NI,1

NI,2

]
= J−T

[
NI,ξ

NI,η

]
, (13.43)

with the Jacobian inverse J−1 defined by eq. (10.56). Then

4∑
I=1

[
NI,1

NI,2

]
sI = J−T

4∑
I=1

[
NI,ξ

NI,η

]
sI = J−T

[
1
2x0,ξ · a3

1
2x0,η · a3

]
, (13.44)

and the differentiation is performed w.r.t. ξ, η. Hence, eq. (13.41) can be
rewritten as
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[
ε13

ε23

]
= J−T

[
εξ
13

εξ
23

]
, (13.45)

where
εξ
13

.= 1
2x0,ξ · a3, εξ

23
.= 1

2x0,η · a3. (13.46)

Note that eq. (13.45) transforms the covariant (α3) components of a ten-
sor into Cartesian components, similarly as in eq. (2.27). The covariant
components εξ

α3 are interpolated within the ANS method in a specific
way which is described below.

The ANS method. The Assumed Natural Strain (ANS) method consists of
the following steps:

1. The covariant components εξ
α3 of eq. (13.46) are evaluated (sam-

pled) at the mid-side points of element edges, at two points for each
component, see Fig. 13.14. The sampled values are denoted as εM

α3,
M = 5, 6, 7, 8.
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Fig. 13.14 Location of sampling points to evaluate εξ
13 and εξ

23.

2. The components εξ
α3 are approximated over the element domain as

follows:
εξ
13(ξ, η) = 1

2

[
(1 − η) ε5

13 + (1 + η) ε7
13

]
, (13.47)

εξ
23(ξ, η) = 1

2

[
(1 − ξ) ε6

23 + (1 + ξ) ε8
23

]
, (13.48)

where the sampled values εM
α3 are used. These approximations

are constant in the direction in which the derivative is calculated in
eq. (13.46) and linear in the other direction, which means that the
ANS method is orientation-dependent.
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3. At the Gauss integration points, the transverse shear strain εα3 is
evaluated by eq. (13.45),[

ε13

ε23

]
= J−T

Lc

[
εξ
13

εξ
23

]
, (13.49)

where the Jacobian is local (L) and evaluated at the element center
(c). Note that the Jacobian is not approximated by the ANS method !
We have also tested the version with the Jacobian matrix not taken at
the center but at the Gauss Points, i.e. using JL not JLc. It also
passes the bending patch test and the difference of both solutions in
other tests is negligible.

The ANS method effectively removes the transverse shear locking and is
used in four-node shell elements as a standard.

Test 1. Unidirectional bending in ξζ-plane. Consider a 1 × 1 square element
shown in Fig. 13.15. Nodes 1 and 4 are fixed, while at nodes 2 and 3 we
apply: (i) the displacement vector u = [0, 0, 0.1]T , and (ii) the rotation
vector ψ = [0, 0.01, 0.01]T . The rotations are small so the forward-
rotated normal vector can be computed as a3 = t3 + ψ × t3.

The transverse shear εξ
23 is equal to zero, while the distribution of

εξ
13 obtained for bilinear approximations is shown in Fig. 13.15. In the

ANS method, εξ
13 is sampled at points 5 and 7, and approximated by

eq. (13.47). Hence, for the unidirectional bending in the ξζ-plane, we
obtain εξ

13(ξ, η) which is constant in both directions!
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Fig. 13.15 Transverse shear εξ
13 for unidirectional bending.
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Fig. 13.16 Tip deflection for pure bending. a) Thin limit. b) Mesh convergence.

Test 2. Pure bending of slender cantilever. In this example, we compare re-
sults obtained by the same shell element either with or without the ANS
procedure.

The data for the cantilever is defined in Sect. 15.3.1 and the cantilever
is shown in Fig. 15.13. The mesh of m × 1 four-node shell elements is
used.

The bending moment M = 0.1 is applied, for which the analytical
displacement at the cantilever’s tip is w = ML2/(2EI) = −6, where
I = bh3/12. Two numerical tests were performed using the four-node
shell element:

1. Test of thin limit, in which thickness h was changed, see Fig. 13.16a.
100 elements were used and the moment M was scaled by h3, to
make results independent of thickness. When the ANS procedure is
not applied, then the response is too stiff, due to the TSL.

2. Test of mesh convergence with the number of elements m changed.
The results are shown in Fig. 13.16b. We see slow convergence when
the ANS procedure is not applied, caused by the TSL.

13.2.3 RBF correction for shells

The motivation for using the RBF correction to four-node shell elements
is analogous as for two-node beam elements, see Sect. 13.1.2. Note that
for the shell element, we can have a two-directional sinusoidal bending, see
Fig. 13.17, which can be rendered by bending moments applied to nodes.

The way in which the RBF correction can be applied to four-node shell
elements is described in [138], p. 178 and some additional suggestions are
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Fig. 13.17 Sinusoidal bending of four-node shell element.

given in [140], p. 104. Usefulness of the RBF correction for higher-order
hierarchical p elements is acknowledged in [142], p. 184.

In our implementation of the RBF correction for a four-node bilinear
element and an isotropic elastic SVK material, we use the corrected shear
modulus G∗ of eq. (13.16) separately for each direction, i.e.

G∗
1 =

(
1
G

+
l21

h2E

)−1

, G∗
2 =

(
1
G

+
l22

h2E

)−1

, (13.50)

where l1 and l2 are the lengths of vectors connecting opposite mid-
side points. The most straightforward implementation is to express the
transverse shear strain energy for a single element as follows:

Wγ = 2h

∫ +1

−1

∫ +1

−1

(
G∗

1 ε2
13 + G∗

2 ε2
23

)
J dξdη, (13.51)

where h, G∗
1, and G∗

2 are constant over the element. Then the
element passes the bending patch test and performs well for bending but,
unfortunately, yields erroneous results for twist. This can be observed,
e.g., in the linear test of a slender cantilever modelled by one layer of
four-node elements, see Sect. 15.3.1. For h = 0.01 and twisting by a pair
of end forces, the rotation rx of the tip is too large by about 38%, see
the example in the sequel. That is why a more sophisticated approach is
needed.

To avoid an excessive twist, it was proposed in [140], p. 104 to apply
the full RBF correction to the average values of the (sampled) transverse
shear strains, while 4% of the correction to the remaining parts of them.
This idea is reconsidered below.

Note that the RBF correction is implemented on top of the ANS
method which we use for the transverse shear strain, see Sect. 13.2.2.
(Note that the version of the ANS method which we use is different from
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that used in [138].) The approximations (13.47) and (13.48) of the ANS
method can be rewritten as follows

εξ
13(ξ, η) = 1

2

(
ε5
13 + ε7

13

)
+ η 1

2

(
ε7
13 − ε5

13

)
= εave

13 + η εd
13, (13.52)

εξ
23(ξ, η) = 1

2

(
ε6
23 + ε8

23

)
+ ξ 1

2

(
ε8
23 − ε6

23

)
= εave

23 + ξ εd
23, (13.53)

where, in the final forms, we distinguish the average values “ave” and the
differences “d” of the sampled strain components. Then the transverse
shear strains of eq. (13.49) are[

ε13

ε23

]
= J−T

Lc

[
εave
13 + η εd

13

εave
23 + ξ εd

23

]
, (13.54)

where

J−1
Lc =

[
J̄11 J̄12

J̄21 J̄22

]
(13.55)

is evaluated at the element center i.e. is constant in ξ and η. Hence,
the 13-component is a linear function of ξ and η,

ε13 = (J̄11ε
ave
13 + J̄21ε

ave
23 ) + J̄21ε

d
33 ξ + J̄11ε

d
13 η

= ε̄ave
13 + ε̄d1

13 ξ + ε̄d2
13 η, (13.56)

where the parts “ave” and “d” are separated and “d” is additionally split
into parts “d1” and “d2” multiplied by ξ and η respectively. The
definitions of the ε̄α3 terms are obvious. As we shall see below, separation
of these parts in the strain energy requires additional simplifications.

The Jacobian determinant for a four-node bilinear element is J(ξ, η) =
J0 + J1ξ + J2η, see eq. (10.63). Both ε13 and J are linear functions
of ξ and η and the integration yields∫ +1

−1

∫ +1

−1
ε2
13 J dξdη =

4(ε̄ave
13 )2J0 +

4
3

[
(ε̄d1

13)
2 + (ε̄d2

13)
2
]
J0 +

8
3

[
ε̄ave
13 (ε̄d1

13J1 + ε̄d2
13J2)

]
, (13.57)

where the “ave” and “d” terms in the last bracket are coupled. Two ways
of treating of this coupling can be used.
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1. The first way is in the spirit of the suggestion of [140], p. 104. The
separation of the “ave” and “d” terms can be achieved by using a
simplified form of ε2

13,

ε2
13 ≈ (ε̄ave

13 )2 + (ε̄d1
13)

2 ξ2 + (ε̄d2
13)

2 η2, (13.58)

obtained by omitting the linear terms. The bilinear term is also omitted
as it yields zero in integration. For the simplified ε2

13,∫ +1

−1

∫ +1

−1
ε2
13 J dξdη ≈ 4

3

[
3(ε̄ave

13 )2 + (ε̄d1
13)

2 + (ε̄d2
13)

2
]
J0, (13.59)

in which the terms “ave” and “d” of the sampled strains are separated.
(Note that the same result of integration is obtained for the full form
of ε2

13 and J(ξ, η) ≈ J0.) Finally, the integrand of the strain energy
(13.51) is modified as follows:

G∗
1 ε2

13 ≈ G∗
1 (ε̄ave

13 )2 + G∗
1c (ε̄d1

13)
2 ξ2 + G∗

1c (ε̄d2
13)

2 η2, (13.60)

where the additionally corrected shear modulus is defined as

G∗
1c

.=
(

1
G

+ a
l21

h2E

)−1

, a
.=

c

c + (1 − c) (l1/l2)
2 , (13.61)

where c is a corrective coefficient, designated as ε in [138]. Besides,
(l1/l2) is the element aspect ratio, as the average size of an element in
each direction is l1

.= 1
2(−x1 + x2 + x3 − x4) and l2

.= 1
2(−y1 − y2 +

y3 + y4), where xI and yI are coordinates of nodes I = 1, 2, 3, 4
in the local Cartesian basis at the element’s center, {tc

k}. Too small
values of c can cause problems with the conditioning of the stiffness
matrix; the value 0.04 is selected in [138].

Similar expressions can be obtained for ε23,

G∗
2 ε2

23 ≈ G∗
2 (ε̄ave

23 )2 + G∗
2c (ε̄d1

23)
2 ξ2 + G∗

2c (ε̄d2
23)

2 η2, (13.62)

where the additionally corrected shear modulus is defined as

G∗
2c

.=
(

1
G

+ b
l22

h2E

)−1

, b
.=

c

c + (1 − c) (l2/l1)
2 . (13.63)

2. In our treatment of the coupling, the full RBF correction is applied to
the average values but a fraction of it is applied to the whole remaining
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part, not to the differences of the transverse shear strains, as in the
previous method. Then we modify the integrand of the strain energy
(13.51) as follows:

G∗
1 ε2

13 ≈ G∗
1 (ε̄ave

13 )2 + G∗
1c

[
ε2
13 − (ε̄ave

13 )2
]
, (13.64)

G∗
2 ε2

23 ≈ G∗
2 (ε̄ave

23 )2 + G∗
2c

[
ε2
23 − (ε̄ave

23 )2
]
, (13.65)

where G∗
1c and G∗

2c are defined in eqs. (13.61) and (13.63).
This formula was implemented for shell elements based on the po-

tential energy; the modifications necessary for the mixed functionals
are described below. This method works very well as we can see in the
example presented in the sequel.

RBF correction for mixed formulations of shells. For the Hellinger–Reissner
functional and the Hu–Washizu functional, the modifications related to
the RBF correction are as follows:

Hellinger–Reissner functional. Normally, the stress corresponding to the
assumed strain is calculated as σa

13 = 2Gεa
13, while with the RBF

correction, we compute

σa
α3 = 2G∗

α (ε̄a
α3)

ave + 2G∗
αc [εa

α3 − (ε̄a
α3)

ave] , α = 1, 2, (13.66)

where (ε̄a
α3)

ave is the average value of the assumed strain.

Hu–Washizu functional. The strain energy corresponding to the assumed
strain is calculated as in eq. (13.65), i.e.

W(εa
α3) = G∗

α [(ε̄a
α3)

ave]2 + G∗
αc

{
(εa

α3)
2 − [(ε̄a

α3)
ave]2

}
, α = 1, 2,

(13.67)
while the other parts are not modified.

Linear example: Twisted cantilever. Consider the slender initially flat can-
tilever of Sect. 15.3.1, see Fig. 15.13, twisted by a pair of vertical trans-
verse forces Pz = ±1. One layer of four-node shell elements is used and
the shell thickness, h = 0.01.

The displacements and rotations at the tip node obtained by a lin-
ear analysis are presented in Table 13.4. Comparing the results obtained
without the RBF correction for the 100×1-element mesh and the 100×9-
element mesh, we see that the RBF correction is not needed for the twist.



Treatment of transverse shear stiffness of shells 393

Because we use the RBF correction to improve the sinusoidal bending,
we have to select such a value of c for which the results of twist are un-
affected. The value c = 0 yields almost exact results, but, unfortunately,
then the problem with conditioning of the stiffness matrix appears. This
problem disappears for c = 0.01; a slightly higher value c = 0.04 is
suggested in [138].

For reference, we use the solution obtained by the shell element with
six dofs/node of FEAP, described in [235]. This is the Discrete Kirchhoff
Quadrilateral (DKQ) element, with linear kinematics (small strains and
rotations), based on the Allman shape functions and with the bending
part of [20].

Table 13.4 Effect of the RBF correction for characteristic values of c. Twist of
slender cantilever by forces Pz = ±1. Shell element EADG4-PL-Warped.

Mesh RBF Displacement Rotations
correction uz/102 rx/102 ry

100 × 1 no 3.8897 7.7788 -3.9001
100 × 9 no 3.8922 7.7828 -3.8987
100 × 1 yes, c=0 (*) 3.8896 7.7787 -3.9001

yes, c=0.005 (*) 3.8973 7.7933 -3.8995
yes, c=0.01 3.9050 7.8082 -3.8986
yes, c=0.04 3.9508 7.8980 -3.8899
yes, c=0.1 4.0419 8.0784 -3.8633

100 × 1, FEAP 3.8929 7.785 -3.9000

(*) Conditioning problem: D-max/D-min ≈ 1010

13.2.4 Miscellaneous topics

EAS method for transverse shear strains. Recall that eq. (13.45) specifies a
transformation of the covariant transverse shear strains to the local ortho-
normal basis [

ε13

ε23

]
= J−T

[
εξ
13

εξ
23

]
. (13.68)

Within the EAS method, we can assume the following representation for
the enhanced transverse shear components[

εenh
13

εenh
23

]
= J−T

c

[
ξ q1 + ξη q2

η q3 + ξη q4

](
jc

j

)
. (13.69)
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Such a representation was used in [201], eqs. (97) and (98). The role of
(jc/j) is identical to that for the membrane enhancement. The enhance-
ment is added to the compatible part of the transverse shear strains treated
by the ANS method.

Discrete Kirchhoff (DK) elements. If the transverse shear is negligible, then
we can exploit this fact using the Kirchhoff constraint, εα3 = 0, at
selected discrete points to modify the shape functions. This leads to the
so-called Discrete Kirchhoff (DK) family of elements; beams, plates, and
shells. This concept is considered in [246, 247].

1. The two-node Discrete Kirchhoff Beam (DKB) is based on a cu-
bic approximation of normal displacement w, see eq. (13.18), and
a quadratic approximation of rotation θ. First, the Hermitian-type
shape functions are obtained for w which are expressed by values of
w and w,ξ at nodes and, next, two DK constraints are applied at
these nodes, which yields eq. (13.21). Additionally, one DK constraint
is applied at the element center to accommodate the quadratic term
of the rotation.

2. The four-node Discrete Kirchhoff Quadrilateral (DKQ) for plates was
proposed in [20]. The approach to plates is a natural extension of the
concept for the DK beam and was used as the bending part of several
shell elements in [117, 113, 235].

3. Several Discrete Kirchhoff Triangle (DKT) plate and shell elements
can also be found in the literature.

The DK elements are based on polynomials of relatively high order and
perform very well in bending, including sinusoidal bending, and twisting.
However, they neglect the transverse shear energy and can be used only
for thin shells.

Kirchhoff limit for transverse shear constrained to zero. The formulation based
on the Reissner hypothesis can be constrained by enforcing the RC
skew(QTF) = 0 for the α3 components only, which means that the trans-
verse shear strain εα3 = 0.

As an example, we analyze the cantilever shown in Fig. 15.13; the data
is defined in Sect. 15.3.1, but the thickness h = 10n, where n ∈ [−3, +3].
The mesh consists of 100 two-node Timoshenko beam elements. The 13-
component of skew(QTF) = 0 is enforced using the penalty method
with γ = 2Gh × 103.
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The original and constrained Reissner solutions are shown in Ta-
ble 13.5. The tip displacement w is affected by the constraint and
indeed forced to attain the Kirchhoff limit 4 × 10−3n for h > 10−1.
Note that w of the original element is bigger than w of the constrained
element!

The tip rotation θ is in accordance with the Kirchhoff solution 6 ×
10−2−3n for the whole range of h, except for the very thin beam of
h = 10−3, for which the solution is destroyed by the penalty method.

Table 13.5 Effect of 13-component of skew(QT F) = 0 on Timoshenko beam.

Thickness Solution Displacement Rotation
n type w θ

+3 original 3.1600E–07 6.0000E–11
constrained 4.1298E–09 6.0000E–11

+2 original 7.1199E–06 6.0000E–08
constrained 4.0012E–06 6.0000E–08

+1 original 4.0311E–03 6.0000E–05
constrained 3.9999E–03 6.0000E–05

0 original 4.0002E+00 6.0000E–02
constrained 3.9999E+00 6.0000E–02

–1 original 3.9999E+03 6.0000E+01
constrained 3.9999E+03 6.0000E+01

–2 original 3.9999E+06 6.0000E+04
constrained 4.0009E+06 6.0050E+04

–3 original 4.0003E+09 6.0006E+07
constrained 5.3823E+08 1.1540E+07

Kirchhoff limit 4 × 10−3n 6 × 10−2−3n
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Warped four-node shell element

In this chapter, we describe various modifications of the four-node shell
elements related to the warped element’s geometry.

14.1 Definition of warpage

For curved structures, it is often impossible to locate all nodes of a four-
node shell element in one plane, and then the initial geometry of the
element is warped. The warpage of the four-node element can be defined
in several ways, see Fig. 14.1, and can be automatically detected for given
positions of nodes by introducing the local elemental basis.
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Fig. 14.1 Various warpage parameters of four-node element. a) w is the out-of-
planeness of node 4, b) Z is the distance of node from the mean plane, c) d is
the minimal distance between diagonals.

Even a moderate warpage can drastically change the solution which, for
some load cases, is much more flexible while for others is much stiffer than
for a flat element. For instance, for the load cases of Fig. 15.7, the ratio
of flat/warped solution is between 1/100 and 7, as shown in Table 14.1.
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Both solutions were obtained for the test of Sect. 15.2.5 using a 50 × 50-
element mesh. For this reason, warped four-node elements require a special
treatment while, for flat elements, we can use the formulations described
in earlier sections.

Table 14.1 Ratio of flat/warped displacements at corner 3. Z = 1. Mesh 50 × 50
elements.

Load case 1 2 3 4 5 6
Component u1 u1 u2 u2 u3 u3

Flat/warped ratio 1/10 1/100 1/60 1/10 1 7

The reference surface of a warped four-node shell element is a saddle
(h-p) surface, see Fig. 14.2a. To understand how it deforms, we can replace
it by a patch of four triangular elements, see Fig. 14.2b. This is also a
method to treat warpage (with one additional node introduced) when it
is too large to be dealt with by a four-node element.
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Fig. 14.2 Warped four-node element can be replaced by four triangles.

Relative warpage parameters. The size of warpage can be related to other
geometrical parameters of the element:

1. to the thickness of the element

Φ
.=

Z

h
, (14.1)

2. to the in-plane size of the element, in one of the following ways:
a)

Ψ
.=

w

lave
, (14.2)



398 Warped four-node shell element

where w is the out-of-planeness of node 4 of Fig. 14.1a. Besides,
lave

.= 1
4

∑
M lM is the average length of the element’s side and

lM
.= ‖y0A − y0B‖ is the length of the side. M , A and B are

defined in eq. (14.7).
b)

Ψ
.=

Z√
Ae

, (14.3)

where Z is the distance of the node from the mean plane, shown
in Fig. 14.1b, and Ae is the element’s area,

c)

Ψ
.=

d

‖d13 × d24‖ , (14.4)

where d is the minimal distance between diagonals d13,d24 of
Fig. 14.1c.

Finally, we note that the scalar product of the corner normal vectors
shown in Fig. 10.6 and the normal vector at the element’s center can be
used to check warping of the element. For instance, in [180], if the angle
subtended between these normals exceeds 10 degrees, then a warning
is issued and a mesh refinement is recommended. For the element of
size 1 × 1, this limit corresponds to Z ≈ 0.125.
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Fig. 14.3 Four-node warped element. a) Warped element and mean plane.
b) Substitute flat element.

Mean plane of warped element. Consider the warped shell element in the
initial configuration. For this element we can define an auxiliary plane,
designated as the mean plane, see Fig. 14.3. The mean plane is defined by
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the normal vector and a point through which it passes. For this purpose
we use the element’s center,

c .=
1
4

(y01 + y02 + y03 + y04) , (14.5)

but the mean plane can also pass through two opposite nodes, see [188],
Fig. 4. The orientation of this plane can be defined by the orthogonal
matrix

Rc = [tc
1 | tc

2 | tc
3], (14.6)

where tc
k (k = 1, 2, 3) are components of vectors of the element’s

Cartesian basis located at the element’s center. It can be constructed
as described in Sect. 10.2, but the tangent natural vectors can also be
obtained using the positions of a mid-side points M ,

y0M = 1
2(y0A + y0B), where

M A B
5 1 2
6 2 3
7 3 4
8 4 1

, (14.7)

and y0A, y0B are the initial position vectors of the nodes. The tangent
natural vectors are defined as

g1
.=

1
2
(y06 − y08), g2

.=
1
2
(y07 − y05), (14.8)

and the vector normal to the mean plane is

g3
.=

ḡ3

‖ḡ3‖
, where ḡ3

.= g1 × g2. (14.9)

Using the natural vectors gk, we can construct the Cartesian basis
located at the element’s center {tc

k} as Basis 2 of Sect. 10.2.

Calculation of warpage parameter. Having the orthogonal matrix Rc and
the position vector c of the element’s center, we can obtain the local
positions of the nodes as follows:

yL
0I

.= RT
c (y0I − c), I = 1, 2, 3, 4. (14.10)

The third components of vectors yL
0I contain the distance dI of node

I from the mean plane. Nodes of the four-node element are equidistant
from the mean plane, i.e.
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[d1, d2, d3, d4] = Z h, (14.11)

where Z
.= | dI | is the warpage parameter, see Fig. 14.3a, and h .=

{1,−1, 1,−1} is the hourglass vector of eq. (10.6). Z = 0 indicates a
flat element, while Z > 0 a warped element.

To decide whether Z > 0 is small or large, we have to use the earlier
defined relative warpage parameters Φ and/or Ψ , and some empirical
threshold values. For very small values of Φ and Ψ , the warping
correction is not necessary, while for very large values, the computations
are terminated and the mesh must be corrected. For small and average
values, we use one of the two formulations described below.

Two formulations of warped elements. Below are presented two formulations
of four-node elements which can be used when nodes are not co-planar.

1. The warped element with certain modifications of formulation is dis-
cussed in Sect. 14.2.

2. The substitute flat shell element with the warpage correction is dis-
cussed in Sect. 14.3. For the elements which were originally developed
as flat, the logic is reversed and the warpage correction is an add-on
feature.

Note that the accuracy of the warped elements must be evaluated on a
suitable set of benchmarks involving warpage. Very often only the twisted
beam example of Sect. 15.3.5 is used for this purpose; in our opinion the
one element test of Sect. 15.2.5 with six load cases is more indicative.

14.2 Warped element with modifications

In this section, we consider a four-node warped element, for which warpage
is not neglected, but its formulation is modified. Numerical results for the
modifications discussed below are given for the warped single element test
in Table 15.5 of Sect. 15.2.5.

Green strain. Designate the Green strain in the global reference basis as
EG. Prior to the numerical integration, this strain must be rotated to a
local basis. To reduce the over-stiffening, it should be rotated to the local
basis at a Gauss point,

EL
.= RT EG R, (14.12)
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using eq.(2.13) and R = [t1 | t2 | t3], where tk (k = 1, 2, 3) are
components of the vectors of the Cartesian basis at the Gauss point. Note
that for a flat element, we can also transform the strain to the local basis
at the element’s center,

ELc
.= RT

c EG Rc, (14.13)

using Rc
.= [tc

1 | tc
2 | tc

3] for the element’s center. Both forms of transfor-
mation yield a correct number of zero eigenvalues (6), but the element for
the latter transformation is much stiffer.

In-plane shear strain. Consider the deformation gradient at the reference
surface, F0

.= F|ζ=0 enhanced additively by the matrix H̃ of the
EADG method, see eq. (11.70). Then, the membrane part of the Green
strain is

εG =
1
2

[
(F0 + H̃)T (F0 + H̃) − I

]
, (14.14)

and is transformed to the local Cartesian basis using εL
.= RT εG R.

Denote the 12-component of FT
0 F0 as A

.= (FT
0 F0)12. We tested the

following four approximations of A(ξ, η), where ξ, η ∈ [−1, 1]:

1. it was sampled at Gauss Points (standard treatment),
2. it was sampled at the center,

A(ξ, η) ≈ A|ξ=0,η=0 , (14.15)

3. it was calculated as an average of the values sampled at the midsides,

A(ξ, η) ≈ 1
4

(
A|ξ=0,η=−1 + A|ξ=1,η=0 + A|ξ=0,η=1 + A|ξ=−1,η=0

)
,

(14.16)
4. it was calculated as an average of the values sampled at the corners,

A(ξ, η) ≈ 1
4

(
A|ξ=−1,η=−1 + A|ξ=1,η=−1 + A|ξ=1,η=1 + A|ξ=−1,η=1

)
.

(14.17)

Note that the elements with these approximations have the correct rank
and pass the membrane patch test.

For the last three approximations, the solution significantly improves,
which is well seen in the warped element test of Sect. 15.2.5 and Table 15.5,
see load cases 3 and 6. The above approximations were also tested in
the non-linear twisted beam example of Sect. 15.3.5 and yielded identical
results, which is a result of a small warpage.
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Drill RC. Designate as CG, the C
.= skew(QTF) in the global reference

basis. We can verify that when CG is rotated to the local basis at a Gauss
point,

CL
.= RT CG R, (14.18)

then the number of zero eigenvalues is correct (6), even for the drill RC
enforced at all four Gauss points. The above transformation is identical
as the one for the strain in eq. (14.12). Due to this transformation of
CG, the response for the load cases 2, 3, and 5 in the one-element test of
Sect. 15.2.5 becomes less stiff and can be controlled by the regularization
parameter.

Regularization parameter for drill RC. The regularizing parameter for the
drill RC can be scaled down to reduce the overstiffening due to warpage.
The results for the load cases 2, 3 and 5 in the warped single element test
of Sect. 15.2.5 are sensitive to the value of this parameter.

In [203] eq. (28), the regularizing parameter γ is multiplied by a
coefficient depending on the element warpage in the following way:

cwarp
.= s1 + (1 − s1) exp (−s2 s3), (14.19)

where

s1
.=

h2

Ae
, s3

.=
d

h
.

Here, h is the shell thickness, Ae is the element’s area, and d is the
shortest distance between the diagonals, see Fig. 14.1c. Besides, s2 is
a (positive) scalar to be determined numerically.

The dependence of cwarp on s1 is linear, while on s2 and s3 it
is exponential. For d = 0, we obtain cwarp = 1, and for d → ∞ we
have cwarp → s1. We note that cwarp < 1, when s1 < 1.

Membrane over-stiffening of warped shell element. In the case of a warped
(h-p) geometry, even simple loads such as these shown in Fig. 15.7, cause
complicated states of deformation. We cannot render pure bending, so it
is impossible to detect membrane locking in a similar way as for curved
nine-node shell elements, see Sect. 14.4.

For all load cases of the test in Sect. 15.2.5, except load case 3, the
accuracy of a single warped element (and cwarp = 1) is worse than that of
a flat element and it is always too stiff, see Table 15.5.

For the load cases 2, 3, and 5, the membrane response dominates and
the change of bending or transverse shear stiffness does not affect these
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solutions much. For these cases, the solution can be improved by reducing
the value of the regularizing parameter for the drill RC (cwarp < 1).
Besides, by sampling in-plane shear strain at the element’s center, we
can improve the results for load case 6. This indicates membrane over-
stiffening of a warped four-node shell element.

Note, however, that the accuracy for load case 1 cannot be improved
in this way, which indicates that other causes of over-stiffening are also
present in the element.

Remarks. The warped element has a correct number of zero eigenvalues
and passes patch tests. However, in some planar tests, e.g. Cook’s mem-
brane of Sect. 15.2.7, it is less accurate than the flat element. Therefore,
it should be used only for Z > 0.

14.3 Substitute flat element and warpage correction

Below, we discuss the approach in which the warped element is replaced by
a flat substitute element. The stiffness matrix and the residual vector are
generated for this flat element and, next, the so-called warpage correction
is applied to them. Several forms of warpage correction operators were
proposed in the literature, but not one is generally accepted.

Note that the warpage corrections used in explicit dynamics are differ-
ent to these used in statics, see [22, 267].

Substitute flat element. The substitute flat element is defined by projec-
tions of nodes of the warped element onto the mean plane. The projected
nodes are denoted as 1

′
, 2

′
, 3

′
and 4

′
in Fig. 14.3. The orientation of

the flat element is defined by the orthogonal matrix Rc, while its local
position is defined by first two components of vectors yL

0I . The vertical
coordinate of the flat element in the local elemental basis is zero.

The stiffness matrix and the residual vector are computed for the flat
substitute element and then modified by the so-called warpage operator
defined below.

Remark. The curvature correction in the shell element can be also used
for another reason; to account for shapes which are not represented by low-
order approximations, such as cylindrical or spherical shapes. An example
is shown in Fig. 14.8, which shows that using various positions of the
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element’s nodes on a cylindrical surface, we can obtain either a flat element
or a warped element but not a cylindrical element.

Warpage operator T. Consider the generalized displacements q .= {u,ψ},
where u are displacements and ψ are rotation vectors. Assume that
the relation between the nodal generalized displacements q for the flat
(f) substitute element and the warped (w) element, is provided by some
operator T, defined as follows:

T : qf = Tqw ∧ (Z → 0 ⇒ T → I), (14.20)

i.e. it becomes an identity operator when warpage vanishes. To obtain the
alternative formula, we can use the Virtual Work equation for nodal forces
fw of the warped element,

δqT
w fw = δqT

f T−T fw = δqT
f ff , (14.21)

where the last form is obtained for

fw = TT ff . (14.22)

This relation for nodal forces can also be used to derive the transposed
operator TT .

The equilibrium equation for the flat element can be written as

δqT
f (KfΔqf ) = −δqT

f rf , (14.23)

where Kf is the tangent matrix and rf is the residual vector, both
for the flat element. Using eq. (14.20), the equilibrium equation can be
transformed to

δqT
w (KwΔqw) = −δqT

w rw, (14.24)

where the tangent matrix Kw and the residual vector rw for the
warped element are defined as

Kw
.= TT Kf T, rw

.= TT rf . (14.25)

Note that these transformations are performed at the level of the element.
Several forms of the transformation operator are derived in the litera-

ture, and the methods used for this purpose either

1. use the equilibrium equations and some simplifying assumptions or
2. use the rigid links concept, similar to that used for beams in Sect. 13.1.5.

These methods are described below.
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Correction methods based on equilibrium. Below, we overview the methods
based on the equilibrium of nodal forces for membranes and nodal forces
and moments for shells. Equation (14.22) is used in these methods, and
the transpose operator TT is derived.

The first work in which warping was considered is probably [7], in
which Chapter II is devoted to twisted shear carrying panels. It was noted
that the overall equilibrium equations were not satisfied for such pan-
els, and additional nodal forces were introduced to remedy the situation.
The derivation was made in a global reference basis and warping was not
clearly defined, but several remarks on the subject were correct from the
viewpoint of the next findings.

In [137], the modification for non-planar nodes was performed sepa-
rately for each edge of the element. The nodal forces of the edge were
projected onto the edge and a pair of opposite self-equilibrated forces was
used to compensate for the shift of these forces to nodes of a warped el-
ement. In [141] p. 439, the transfer of bending moments between warped
elements is also considered and the necessity of a corrective vertical mo-
ment is indicated. This moment is applied as a couple of horizontal forces
normal to the edge. As described in [145] p. 240, the above corrections are
abandoned in NASTRAN in favor of a version of the rigid links method.

In [88], the effects of the so-called out-of-planeness of membrane four-
node elements was studied and several elements used were tested. Different
sets of three nodes were used to define the reference plane of the element
(see Fig. 14.1a) resulting in a scatter of results which was quantified for
a selected example. Note that this problem vanishes if the mean plane of
element is used, see Fig. 14.1b.

In [194], also only membrane forces are considered. The mean plane was
defined as in Fig. 14.3, and the element’s local basis was used. The cor-
rective vertical forces were introduced to balance the moments generated
by the shift of horizontal forces from nodes of a flat element to nodes of a
warped element. Two pairs of self-equilibrated vertical forces, {W1,−W1}
and {W2,−W2}, were applied at opposite nodes of the warped element,
see Fig. 14.4a.

In [196], nodes 1, 2, and 3 of Fig. 14.1a define the plane of the element,
for which the element’s basis is constructed. An additional nodal tangent
basis is constructed at node 4, and the orthogonal transformation matrix
between these two bases is used as T. The set of forces is transformed
from one basis to another using T, and the normal force in the nodal
basis is assumed to be zero, which is only suitable for membranes. For
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elements having bending stiffness, it is suggested that the vertical force at
node 4 should be introduced, and reacted by the vertical force at node 1.

In [152], the warped shell element is considered. The method of [137]
based on equilibrium of edges is scrutinized and the method based on
equilibrium of all nodal forces and some form of the virtual work equation
is proposed. In our tests, this method yielded the same corrective vertical
forces as assumed from the outset in [194]. The corrective vertical moments
were used to obtain zero drilling moments at nodes of the warped element
and were later balanced by a set of self-equilibrated horizontal forces R
applied at all nodes, see Fig. 14.4b. A set of one element tests involving
several load cases was proposed, see Sect. 15.2.5, which can be used to
evaluate the accuracy of various forms of T.

Finally, in our opinion, all these methods must fail when boundary
conditions constraining displacements are applied as, e.g., in the test of
Sect. 15.2.5. The reason is that some of the forces are eliminated by
boundary conditions so the applied set of forces is not self-equilibrated
any longer.
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Fig. 14.4 Warpage corrections for four-node element. a) Self-equilibrated vertical
forces of [194], b) Vertical moments and balancing self-equilibrated horizontal
forces of [152], c) Rigid links.

Correction by the rigid links method. The rigid links method for shells is
similar to this described for beams in Sect. 13.1.5. The rigid vertical
links are applied at nodes, as shown in Fig. 14.4c.

Consider the warped shell element with six dofs/node in the Cartesian
basis at the element’s center. The relation between the nodal generalized
displacements for flat and warped elements can be written in two forms.

1. Defining the vectors of nodal variables as
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zw = [u1w, u2w, u3w |ψ1w, ψ2w, ψ3w]T ,

zf = [u1w, u2w, u3w |ψ1w + Zu2w, ψ2w − Zu1w, ψ3w]T , (14.26)

we obtain, in accordance with eq. (14.20),

T .=
dzf

dzw
=

⎡⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

0 Z 0 1 0 0
−Z 0 0 0 1 0
0 0 0 0 0 1

⎤⎥⎥⎥⎥⎦ . (14.27)

2. Defining the vectors of nodal variables as

zf = [u1f , u2f , u3f |ψ1f , ψ2f , ψ3f ]T ,

zw = [u1f − Zψ2f , u2f + Zψ1f , u3f |ψ1f , ψ2f , ψ3f ]T , (14.28)

we obtain
dzw

dzf
= TT . (14.29)

Note that eq. (14.26) is analogous to eq. (13.38) for the curvature correc-
tion for beams.

Equation (14.26) and the operator (14.27) were used, e.g., in [118,
235, 113]. They yield excessive displacements for some load cases in the
warped single element test of Sect. 15.2.5 and only in four first cases can
the accuracy be improved by using a fraction of Z, see Table 14.2, where
the results are normalized by solutions for the 50 × 50-element mesh.

Table 14.2 Solutions for various lengths of rigid links. Element EADG4+PL.

Normalized displacements at node 3
Load case 1 2 3 4 5 6
Component u1 u1 u2 u2 u3 u3

Z 9.80 0.78 1.23 8.96 1.04 7.71
Z/5 0.40 0.03 0.05 0.36 1.04 7.71

Equation (14.28) was used in [145], but the nodal rotations were re-
placed by rigid-element rotations, defined as

α1 = w,y, α2 = −w,x, (14.30)

see [145] eqs. (15) and (16), so the warpage correction involves nodal
displacements and their derivatives but not rotations. In this way, a purely
membrane response becomes possible, even for a warped element.
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14.4 Membrane locking of curved shell elements

As we pointed out in Sect. 14.2, a warped four-node shell element suffers
from membrane over-stiffening which, however, is not identical to mem-
brane locking of curved nine-node shell elements. It this section, we discuss
the latter phenomenon.

Overview. The membrane locking occurs for curved beams and shells and
is manifested as the inability of an element to undergo pure bending. It
is caused by disparity of orders of particular terms of membrane strains
and its effects are similar as shown in Fig. 13.1. This type of locking
is typical for curved three-node beams and nine-node shell elements; the
first papers were on curved beams, see [226, 227].

Several remedies are used to circumvent this problem, such as two-level
approximations of strains (the so-called Assumed Strain method), and the
reduced integration techniques (the SRI or the URI with stabilization),
see the survey in [164]. They are all based on the fact that at some points
within the element, values of the approximated membrane strains are equal
to the analytical ones. To find these points, the pure bending of a beam
element shown in Fig. 14.5 can be analyzed.

Membrane locking of 2D beam elements. Typically, an analysis of membrane
locking is performed for the simplified form of the membrane strain of the
classical shallow beam equations

εxx = u,x +
1
2
w2

,x, (14.31)

see [237], p. 384. Note that this is the Green strain component for the
assumption that u2

,x is small compared to the other terms.
To describe the initial curvature of the beam, we introduce the initial

displacements u0 and w0, measured from the straight middle axis of
the beam. Then the total displacement is expressed as u = u0 + u and
w = w0 + w, and eq. (14.31) becomes

εxx = u0,x + u,x +
1
2
w2

0,x + w0,xw,x +
1
2
w2

,x ≈ u,x + w0,xw,x. (14.32)

The last form is obtained through the assumption that the curvature does
not cause the initial strain, i.e. ε0

xx
.= u0,x + 1

2w2
0,x = 0, and that the

quadratic term 1
2w2

,x can be neglected. This form of membrane strain
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is used in the analysis of locking of the three-node beam element in [94],
pp. 84-87. Here it is modified to enable the analysis of two-node arches
based on the Reissner hypothesis.

If we apply the Reissner hypothesis to the curved beam, then the strain
εxx depends on rotation θ of the director. The related strains can
be derived in a systematic way, but we take a shortcut and transform
eq. (14.32) to the form involving the rotation θ and valid for a circular
arch.

M
M
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w
0

R

R

�
�

Fig. 14.5 Pure bending of two-node arch element.

Membrane strain of circular arch. Consider a circular arch of radius R
and length L as shown in Fig. 14.5. The central angle ψ0 = L/(2R).
Assume that the arch is thin, h/R � 1, and undergoes small rotations,
θ ≈ 0. For the shallow circular arch (of small ψ0), we have

w0 ≈ − x2

2R
. (14.33)

Using x = R sinψ ≈ Rψ = Rψ0ξ, we obtain w0,x = −x/R = −ψ0ξ
and we may rewrite eq. (14.32) as

εxx = u,x + w0,x w,x = u,x − ξψ0 θ, (14.34)

where θ ≈ w,x, from the condition that the transverse shear strain of
eq. (13.1) is zero for a thin beam.

Elimination of membrane locking of two-node arch element. In the two-
node element, u and θ are approximated by a linear polynomial of
ξ, while ψ0 is constant. Hence, the first term in eq. (14.34) is constant,
while the second term is a quadratic polynomial of ξ. This disparity
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in orders of the terms causes membrane locking which we can analyze for
pure cylindrical bending.

For the pure bending of the element shown in Fig. 14.5, the nodal
displacement and rotation are u1 = −u2 and θ1 = −θ2. Hence,

u(ξ) =
2∑

I=1

NI(ξ) uI = u2ξ, u,x = u2/x2, θ(ξ) =
2∑

I=1

NI(ξ) θI = θ2ξ,

(14.35)
where we used eq. (13.6) with 2/L ≈ −1/x2. Using these relations in
eq. (14.34), we have

εxx(ξ) =
u2

x2
− ψ0 θ2 ξ2. (14.36)

For pure bending, we have εxx = 0, which yields the equation
u2 − x2 ψ0 θ2ξ

2 = 0 from which we calculate

ξ = ±
√

u2

x2 ψ0 θ2
. (14.37)

This formula can be expressed in terms of ψ0 only, noting that

1. the deformation transforms the arc of radius R and angle ψ0 into
the arc of radius R′ and angle ψ′

0,
2. the length L of the arc is not changed, L = Rψ0 ≈ R′ψ′

0,
3. ψ′

0 ≈ ψ0 + Δψ0, where the increment Δψ0 is small.

Hence, at node 2 we have

u2 = R′ sinψ′
0 − R sinψ0, θ2 = −Δψ0, x2 = R sinψ0.

On use of these relations in eq. (14.37), we obtain

ξ(ψ0)
.= lim

Δψ0→0
ξ(ψ0 + Δψ0) = ±

√
1 − ψ0 cot ψ0

ψ2
0

, (14.38)

which depends solely on the angle ψ0, see Fig. 14.6. In the limit case
of a straight beam, i.e. when ψ0 → 0, we obtain

lim
ψ0→0

ξ(ψ0) = ± 1√
3
, (14.39)

i.e. only at these two points the approximated value of εxx is correct.
Hence, for a circular arch, a location of the points in which the membrane
locking is avoided is identical to that for the three-node Bernoulli beam
element, see [94].
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Fig. 14.6 Location of sampling points in two-node arch element. Function ξ(ψ0).

Membrane strain of curved shallow shell. Consider a curved but shallow shell
element. For the simplest set of shell equations of Marguerre [149] or
of Donnell-Mushtari-Vlasow in [66], the membrane components of strain
tensor are

εxx = u,x +
1
2
w2

,x, εyy = v,y +
1
2
w2

,y, 2εxy = u,x + v,y + w,xw,y.

(14.40)
The components εxx and εyy are analogous to eq. (14.31) for a curved
beam. We can treat the curvature similarly and introduce initial displace-
ments u0, v0 and w0,

u = u0 + u, v = v0 + v, w = w0 + w, (14.41)

measured from the planar middle surface of the shell. Assuming that the
strains for the initial displacements are zero, i.e. ε0

xx = u0,x + 1
2w2

0,x = 0
and ε0

yy = v0,x + 1
2w2

0,y = 0, and neglecting the higher-order terms, 1
2w2

,x

and 1
2w2

,y, we obtain

εxx = u,x + w0,xw,x, εyy = v,y + w0,yw,y. (14.42)

Their forms are analogous to eq. (14.32) for the curved beam so they can
be a source of membrane locking of a curved nine-node shell element.

For the in-plane shear strain of eq. (14.40), using eq. (14.41), we obtain

2εxy = u0,x + u,x + v0,y + v,y + (w0,x + w,x)(w0,y + w,y), (14.43)

where (w0,x + w,x)(w0,y + w,y) = w0,xw0,y + w0,xw,y + w,xw0,y + w,xw,y.
Assuming that the strain for the initial displacements is zero, i.e. 2ε0

xy =
u0,x + u0,y + w0,xw0,y = 0 and neglecting the higher-order term, w,xw,y,
we obtain
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2εxy = u,x + v,y + w0,xw,y + w,xw0,y. (14.44)

It is difficult to show analytically that this component causes membrane
locking. However, if we proceed as if it were, then the element becomes
more accurate.

Methods of avoiding membrane locking of nine-node shell elements. Several
methods of avoiding locking were proposed in the literature and they all
use the points at which strains are exact, found either for a three-node
beam or for a planar nine-node element. These methods can be summa-
rized as follows:

1. Uniform reduced integration (URI) combined with stabilization. The
URI was proposed in [269], but it yields a rank-deficient stiffness ma-
trix and requires stabilization; various methods of deriving the stabi-
lization matrix were proposed in [25, 167, 26]. Note that the 2 × 2
Gauss integration applied to the in-plane shear strain ε12, does not
yield spurious zero eigenvalues (mechanisms), see [24].

2. Selective reduced integration (SRI), which uses the Gauss points co-
inciding with the points at which the strains are exact. Its main de-
ficiency is that the membrane and bending strain energy can be de-
coupled only when the material properties are constant through the
thickness or symmetric w.r.t. the mid-surface. This excludes the use
of the SRI elements, e.g. to plasticity with several integration points
through the thickness. Some SRI elements, according to the litera-
ture, exhibit poor mesh convergence in the pinched hemisphere or the
pinched cylinder example. But, the 9-SRI element of [164] does not
have this deficiency.

3. The assumed strain (AS) method in conjunction with the concept of
two-level approximation. This concept consist of sampling the strain
components at certain points and extrapolating these values over the
element. In [164], the AS method is applied to nine-node shell elements
with drilling rotation.
The AS method was gradually developed for plates and shells in several
papers, including [138, 104, 139, 67, 95, 18, 19, 96, 167, 114, 39], and
many others. It is also covered in the books [94, 47]. Different variants
of the AS method has been developed for:
a) the transverse shear strains in four-node plate and shell elements,

and
b) the transverse shear strains and the membrane strains in three-

node beams and nine-node plate and shell elements. The most often
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used locations of the sampling points for nine-node elements are
shown in Fig. 14.7.

Generally, the variants of the AS found in the literature differ in the
components which are sampled, in the location of sampling points, and
in the interpolation functions.

Two-level approximations of the AS method. In the two-level approximations,
we have to assume the position of the sampling (tying) points and the
form of the interpolation functions. The three sets of the sampling points
which are in use are shown in Fig. 14.7 and they are combined with the
interpolation functions as presented below. In all the formulas below, a =√

1/3.
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Fig. 14.7 Location of sampling points. Reduced number of points: a) in ξ direc-
tion, b) in η direction, c) in both directions.

1. For the strains εαα and ε3α (α = 1, 2), the sampling points are
shown in Figs. 14.7a and b, and the set of interpolation functions
proposed in [95, 96] is used:

- for the reduced number of points in the ξ direction, Fig. 14.7a,
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4(1 − ξ

a)
[
(η

b )2 − η
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]
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2(1 − ξ
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[
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b )2
]
.

(14.45)
This set is applied to the strains ε11 and ε31.

- for the reduced number of points in the η direction, Fig. 14.7b,
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(14.46)
This set is applied to strains ε22 and ε32.

In the direction in which the number of points is not reduced, either
b = 1 or b =

√
3/5 can be used; we prefer the latter value as it

has the advantage that the sampling points and the integration points
coincide.

2. For the shear strain ε12 three approaches are used; we prefer the
scheme of [39], in which the reduced number of sampling points is
used in both directions, see Fig. 14.7c, and the following approximation
functions are used,
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(14.47)
This scheme is also used for the twisting strain κ12.

For all the above schemes, the strain component ε to which we apply
the two-level approximation, is expressed as follows:

ε̃(ξ, η) =
∑

i

Ri(ξ, η) εi, (14.48)

where i = A, B,C, D, E, F for the schemes with six sampling points and
i = A,B, C,D for the scheme with four sampling points, see Fig. 14.7.

The AS method eliminates several types of locking in nine-node ele-
ments, including the membrane locking caused by ε11 and ε22, the trans-
verse shear locking caused by ε31 and ε32, and the over-stiffening in twist-
ing caused by κ12. To remedy the transverse shear locking, the ANS
method can also be applied.

The above forms of the two-level approximations were used in the
nine-node shell element with drilling rotation of [164]. The element is
designated as 9-AS and characterized in Table 14.3. It is integrated by a
3 × 3-point Gauss scheme.
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Table 14.3 Assumed Strain interpolations of nine-node shell element.

Strain components Approximation scheme

ε11, ε13 eq. (14.45), Fig. 14.7a
ε22, ε23 eq. (14.46), Fig. 14.7b
ε12 eq. (14.47), Fig. 14.7c

κ12 eq. (14.47), Fig. 14.7c

14.5 Remarks on approximation of curved surfaces by
four-node elements

When modeling a curved shell by four-node shell elements, we have to
consider several issues which are discussed below.

Is the generated element warped of flat? Four nodes of a bilinear element can
span two geometries: either a planar element or a hyperbolic-paraboloidal
element. This means that, e.g., the cylindrical surface of Fig. 14.8 can
be approximated by either flat elements or h-p elements, which certainly
affects the results, especially for crude meshes.

Is the curvature similarly approximated? Even when the generated FEs are
flat, the approximation of the curvature should also be controlled. Con-
sider the two arcs of different radii, i.e. 1-2-3 and 4-5-6, shown in Fig. 14.9.
The finite elements 1-3 and 4-6 are flat, but we can use the same angle α
for both of them. Then

h1

L1
=

h2

L2
=

1
2

tan
α

4
, (14.49)

i.e. the ratio of the neglected altitude hi to the element length Li is
identical for both elements. In this sense, the same level of approximation
of curvature is provided.

Do we need five or six degrees of freedom per node? The sixth dof at a node
is the drilling rotation and it is necessary to connect:

1. shell parts intersecting at large angle. Otherwise, we can have the
situation shown in Fig. 14.10a, where the vertical elements remain
undeformed for ω > 0, and gaps occur between the horizontal and
vertical elements !
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a) a flat element, b) a warped (h-p) element.
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2. shells with beams, which naturally have six dofs/node. Otherwise, we
can have the situation shown in Fig. 14.10b, where the shell remains
undeformed for ω > 0 !

If the modeled shell is flat or weakly curved, then shell elements with
five dofs/node are acceptable. The threshold condition can be formulated
in terms of the angle α between the normals of adjacent elements, i.e.
between n1 and n2 in Fig. 14.11. The shell elements with five dofs/node
can be used for up to, say, α < 5o, while for bigger angles the elements
with six dofs/node should be used.
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NUMERICAL EXAMPLES
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Numerical tests

In this chapter, the numerical tests of our shell FEs are described. The
tests ensure correctness of the formulation and verify its quality by com-
paring the accuracy and robustness with other elements.

Good tests stimulate progress in FE technology, although sometimes
are found accidentally as, e.g., the Raasch hook test of Sect. 15.2.10. Pop-
ular benchmark problems for shell elements are provided in [143, 233, 51].
The number of tests which are in use for verification of elements is large;
only a selection of them can be presented here.

15.1 Characteristics of tested shell elements

Requirements for shell elements. The shell FE should satisfy the following
requirements:

1. not contain spurious zero energy eigenvalues,
2. be able to represent the zero strains for rigid body motions and the

constant strains, i.e. should satisfy the invariance and convergence re-
quirements [229].

3. be free from locking phenomena,
4. be insensitive to geometrical distortions and fairly accurate for coarse

meshes,
5. should not use problem-dependent adjustable factors,
6. enable linking up of various constitutive modules,
7. be versatile, i.e. applicable to thin and thick shells, flat and curved

shells, small and large rotations, small and large strains, work for stat-
ics and dynamics,

8. be computationally efficient, to enable large-scale computations,
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9. have six degrees of freedom per node, to easily connect with beams
and shells,

10. be based on a simple formulation, easy to understand, implement,
modify, and debug.

Similar lists of features are given e.g. in [91, 19, 267].

To evaluate the performance of elements in linear tests, we can use e.g.
the scheme of grading proposed in [143],

Grade A B C D E

Error in % ≤ 2 (2,10] (10,20] (20,50] > 50

More precise is to calculate an error for each test, and an average error
for all tests. More complicated methods of evaluation are needed for non-
linear tests.

Characteristics of our four-node shell elements. Our Reissner-type four-node
shell elements have the following features:

1. Six dofs/node, including the drilling rotation. The variables at nodes
are the displacements Δu and the canonical rotation vector Δψ, both
in the reference basis.

2. The element’s geometry is specified by positions of nodal points (the
normals at nodes are not used). At Gauss points on the mid-surface,
the ortho-normal basis {ti} at equal angles with the natural basis
{gi} is used.

3. Rotations can be finite (unrestricted) and the Green strain is used, i.e.
the elements are applicable to finite-deformation problems.

4. The transverse shear strains are modified by the ANS technique and
the RBF correction, see Sect. 13.2.

5. Drilling RC are implemented using the Perturbed Lagrange (PL)
method, see Sect. 12.3.2,

6. The multipliers of additional modes are eliminated on the element’s
level and updated by the scheme U2 of Sect. 11.3,

7. Integration scheme: 2 × 2 Gauss Points in lamina, and analytical or
numerical integration over fiber, with either the two-point Gauss or
five-point Simpson rule.

The tested shell elements are listed in Table 15.1. These elements
were derived using the AD program AceGen [131] and tested within the
FE program FEAP [268], for more details see Sect. 10.6. The use of these
programs is gratefully acknowledged.
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Table 15.1 Tested four-node shell elements.

Element Characteristics Ref.

EADG4 Potential Energy + EADG4 enhancement own
EADG5 Potential Energy + EADG5 enhancement own

The EADG5 method is implemented as in eqs. (12.76) and (11.71),
where

G .=
[
q1 ξ q3 η + q5ξη

q2 ξ q4 η

]
. (15.1)

The additional bilinear (underlined) term added to the EADG4 enhance-
ment improves accuracy in several examples, especially when the shell is
very thin, see Sects. 15.3.5, 15.3.6, 15.3.8, and 15.3.12.

For reference, we use the shell elements listed in Table 15.2. The
reference results for nine-node elements were obtained in [163]. The help
of Dr P. Panasz in testing is gratefully acknowledged.

Table 15.2 Reference shell elements.

Element Characteristics Ref.

Q4 Potential Energy, basic (non-enhanced) own
S4 four-node ABAQUS [180]
FEAP, six dofs/node four-node, Discrete Kirchhoff, linear FEAP [183]
9-AS nine-node, Assumed Strain own [164]
MITC9 nine-node, Assumed Strain ADINA [182]
S9R5 nine-node, RI, stabilized ABAQUS [180]

15.2 Elementary and linear tests

15.2.1 Eigenvalues of a single element

Eigenvalues and eigenvectors of the tangent matrix are computed in the
following way:

1. A single element is tested because some zero eigenvalues can vanish
for a patch of elements. Boundary conditions are not imposed because
they can mask the presence of zero eigenvalues.

2. The elements of a square and an irregular shape are tested. For the
square element, we use the side length equal to 1. The irregular element
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is obtained, e.g., by a shift of node 3 of a square by {s, s, w}, where
s is the in-plane shift and w is the out-of-plane warp, see Fig. 15.1.
We use s = w = 0.5.
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Fig. 15.1 Shapes of shell elements used in the eigenvalue analysis.
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Fig. 15.2 Eigenvalues of a square shell element. E = 106, ν = 0.3, h = 0.1,
γ = 0.01G.

3. The thickness h = 1 is not used in the eigenvalue analysis for shell ele-
ments, as then h = h3 and eigenvalues for the bending and membrane
parts are too close.

Having the eigenvalues of the element, we have to check

1. The number of zero eigenvalues. The shell element of a correct rank has
six zero eigenvalues corresponding to the rigid body modes. Additional
zero eigenvalues are spurious and should be at least stabilized.

2. The number of positive eigenvalues and negative eigenvalues. The neg-
ative eigenvalues appear for mixed formulations in the non-reduced
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tangent matrix and indicate a saddle point of a discrete HR or HW
functional. The number of them is equal to the number of Lagrange
multipliers (stress parameters).

The non-zero eigenvalues of a square shell element Q4 (with no en-
hancement) are shown in Fig. 15.2, where these associated with the
membrane, shear and bending parts and the drill RC functional are indi-
cated. The non-zero eigenvalues are very distinct and the condition num-
ber cond K .= λmax/λmin ≈ 16719 for the given data.

Finally, we note that (1) the strain enhancement or the use a different
functional changes the eigenvalues, (2) the number of zero eigenvalues of
the elements based on Allman’s shape functions depends on the element’s
shape, see [255].

15.2.2 Invariance of a single element

The invariance means that if we translate and rotate the whole system
(i.e. the element, boundary conditions, and loads) in space, then the new
solution should be equivalent to the original one. Components of the dis-
placement vectors will be different but the vectors themselves, i.e. their
lengths and directions relative to the local basis should be identical.

We can select the positions for which we immediately know the orien-
tation of the element’s local basis {tk} in the global reference basis {ik},
see Fig. 15.3. All our elements pass this test.
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Fig. 15.3 Three positions of the element to test the rotational invariance.

15.2.3 Constant strain patch tests

Even if an individual rectangular element can represent the constant stress
and strain states, possibility still exists that a patch (assembly, or group)
of distorted elements may not. This property cannot be easily checked an-
alytically, but we can use the so-called “patch test” proposed by B. Irons,
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see [110, 21, 111]. If an element passes the patch test, then it will behave
well in an arbitrary mesh of elements in a constant strain field. Various
patches of elements are in use; the five-element patch of [195] is shown in
Fig. 15.4.
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a

Fig. 15.4 Patch test. E = 106, ν = 0.25, h = 0.001, a = 0.12, b = 0.24.

Procedure of the patch test. The procedure of the patch test is as follows:

1. Assume algebraic formulae for displacements and rotations, such that
they render constant strains in a body (patch of elements).

2. Compute the values of displacements and rotations at all nodes using
these algebraic formulae.

3. Use the values of displacements and rotations at the external nodes
(5,6,7,8) as the boundary values, and compute a solution at the internal
nodes (1,2,3,4) using the tested finite element.

4. For internal nodes (1,2,3,4), compare the computed values with the
values calculated by the algebraic formulae; they should be identical.

For shells, the patch test is performed separately for membrane or bending
constant strain states.

Algebraic formulae for constant strain tests. We assume the following alge-
braic formulae for displacements and rotations:

1. Membrane patch test

ux(x, y) = 0.001(x + 1
2y), uy(x, y) = 0.001(1

2x + y),
ψz(x, y) = 0,

(15.2)
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while the other displacement and rotation components are equal to zero.
The membrane strains corresponding to eq. (15.2) are constant, i.e. εxx =
εyy = 0.001 and εxy = 0.0005, while the bending strains are equal to
zero.

2. Bending patch test

uz(x, y) = 0.0005(x2 + xy + y2),
ψx(x, y) = 0.0005(x + 2y), ψy(x, y) = −0.0005(2x + y),

(15.3)

while the other displacement and rotation components are set to zero.
The bending strains corresponding to these fields are constant over the
patch of elements, i.e. κxx = κyy = 0.001 and κxy = −0.0005, while the
membrane strains are equal to zero.

Reference results for the patch tests. The reference displacements and rota-
tions at internal nodes are given in Table 15.3. We use only the elements
which pass both patch tests.

Table 15.3 Coordinates of inner nodes and reference results of patch tests.

Coordinates Membrane test Bending test
Node x y ux uy ψz w ψx ψy

1 0.04 0.02 5.00E-05 4.0E-05 0 1.400E-06 4.0E-05 -5.00E-05
2 0.18 0.03 1.95E-04 1.2E-04 0 1.935E-05 1.2E-04 -1.95E-04
3 0.16 0.08 2.00E-04 1.6E-04 0 2.240E-05 1.6E-04 -2.00E-04
4 0.08 0.08 1.20E-04 1.2E-04 0 9.600E-06 1.2E-04 -1.20E-04

Remark. The patch test is sometimes treated as equivalent to the con-
sistency condition, which is a necessary condition for mesh convergence.
This equivalence has been proven so far only for regular meshes. However,
there is no doubt that this test verifies completeness of approximating
polynomials and the element’s ability to reproduce strains of a specific
order. Besides, it is very useful in detecting errors in the element’s for-
mulation and/or programming. Various extensions of the constant strain
patch test and a historical note are given in [268] p. 250, and [23] p. 461.

Membrane patch test for elements with drilling rotation. Consider the mem-
brane patch test, for which the displacements are defined by eq. (15.2).
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For these fields, the linearized drill RC equation yields the drilling rotation
equal to zero, i.e.

ψz(x, y) .= 1
2(ux,y − uy,x) = 0. (15.4)

This value was already used in eq. (15.2) and in Table 15.3.
At all boundary nodes of the elements with the drilling rotation, the

displacements should be restrained as described earlier, while the drilling
rotation can be prescribed in three different ways listed in Table 15.4.

Table 15.4 Three types of boundary conditions for elements with drilling rotation.

Designation Boundary condition applied to drilling rotations

b1 ψz is restrained at all boundary nodes
b2 ψz is restrained at one node, e.g. at node No.5, so then (ψz)5 = 0
b3 ψz is free at all boundary nodes

For all these boundary conditions, we should obtain zero drilling rotations
at internal nodes! The condition b3 is the most demanding.

Finally, we note that to pass the patch test, the strain enhancement
must be formulated in a specific way and the Allman elements require the
Jetteur–Frey procedure of Sect. 12.7.3.

15.2.4 Distortion test

This test allows us to determine the sensitivity of an element to mesh
distortions for in-plane bending. The cantilever is shown in Fig. 15.5a
and the end moment is applied as two opposite forces P . The mesh is
divided into two parts, and the tilt of their common side is defined by the
parameter d. For d = 0, the parts are rectangles.

For the mesh of two elements and the data defined in Fig. 15.5a, the
vertical displacement uy and the drilling rotation ψz at node 6 are
shown in Fig. 15.5b. Both exhibit a similar drop of accuracy.

For the mesh of eight elements shown in Fig. 15.6a, the vertical dis-
placement at node 3 is presented in Fig. 15.6b. The data is taken from
[268], where this test is treated as a higher-order patch test. For d = 1,
the tilt is 45o and the elements are trapezoidal. The reference solutions
are obtained using the nine-node elements based on the same nodes.
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Fig. 15.5 Two-element distortion test. E = 1500, ν = 0.25, h = 1, P = 10. γ = G.
a) Initial geometry and load. b) Vertical displacement and drilling rotation at
node 6.
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Fig. 15.6 Eight-element distortion test. E = 100, ν = 0.3, h = 10, P = 5, γ =
G/1000. a) Initial geometry and load. b) Linear analysis. Vertical displacement
at node 3.

15.2.5 Warped single element

The four-node elements show a serious over-stiffening for a warped initial
geometry, see Sect. 14. The purpose of this test is to check the accuracy
of a single warped element for selected six load cases, see [152].

The warped element, see Fig. 15.7, is clamped at nodes 1 and 4, and
the external forces are applied at nodes 2 and 3. For the given data, the
relative warping parameters of Sect. 14 are

Φ
.=

Z

h
= 1, Ψ

.=
Z√
Ae

=
1

100
. (15.5)
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Six load cases are used which, in a flat element (Z = 0), would cause the
following deformation: (1) stretch, (2) in-plane bending, (3) in-plane shear,
(4) in-plane pinching, (5) out-of-plane shear, and (6) out-of-plane twisting.
In the warped element (Z > 0), more complex states of deformation occur
for these loads.
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Fig. 15.7 Warped single element. E = 106, ν = 0.3, h = 0.1, L = 10, Z = 0.1.
a) Geometry and boundary conditions, b) Six load cases.

The in-plane membrane shear strain, ε12, can be treated in one of the
following four ways: (1) sampled at Gauss Points (standard treatment),
(2) sampled at the element’s center, (3) calculated as the average of values
at the element’s midsides, and (4) calculated as the average of values at
the element’s corners. In all cases, R is used in transformations instead
of Rc, see Sect. 14.2.

The dominant displacement at node 3 is reported in Table 15.5; it is
normalized by the 50 × 50-element mesh solution. Two values of s2 of
cwarp are used, see eq. (14.19).

We checked that, for Z → 0, our results converge to the results for
the flat element and the effect of cwarp vanishes, which is correct. We
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see that the reference elements show a large scatter of results. This test
remains a serious challenge for future research.

Table 15.5 Warped single element test. Normalized dominant displacement at
node 3. Shell element EADG4+PL. γ = G. Warpage Z = 1.

Load case 1 2 3 4 5 6
Component u1 u1 u2 u2 u3 u3

ε12 at Gauss Points
s2 = 0.3 0.02 0.60 1.39 0.02 0.60 0.04
s2 = 0.5 0.02 0.80 1.85 0.02 0.80 0.04
ε12 at center
s2 = 0.3 0.02 0.53 1.97 0.04 0.53 0.11
s2 = 0.5 0.02 0.80 2.98 0.04 0.80 0.11
ε12 as average of midside values
s2 = 0.3 0.02 0.60 1.10 0.04 0.60 0.11
s2 = 0.5 0.02 0.80 1.46 0.04 0.80 0.11
ε12 as average of corner values
s2 = 0.3 0.02 0.66 0.82 0.04 0.66 0.11
s2 = 0.5 0.02 0.80 0.99 0.04 0.79 0.11

ABAQUS, S4 0.01 0.79 1.81 0.02 0.78 0.09
ABAQUS, S4R 0.01 1.43 3.29 -32.64 0.79 5.99
FEAP, shell 6dofs/node 18.56 0.78 1.26 13.54 0.99 8.36

15.2.6 Straight cantilever beam

This test was proposed in [143]. The mesh consists of six elements of three
shapes: rectangular, trapezoidal, and parallelogram. The beam is clamped
at nodes 1 and 8, and the external loads are applied at nodes 7 and 14, see
Fig. 15.8. This test is difficult because the mesh is coarse and distorted
and the elements have a large aspect ratio (= 5 for rectangles).

The external loads are applied in four different ways, to render ba-
sic deformation modes, such as stretching, in-plane shearing, out-of-plane
shearing, and twisting. The total load is always equal to 1. To have the
twisting moment M = 1, we apply two forces Fz = ±5.

The solutions at node 14 for different loads and elements are shown in
Table 15.6. The reference solutions are taken from [143] Table 3. For the
out-of-plane bending by a unit moment, the reference solution is calculated
as ψy = MyL/(EI), where I = bh3/12, see [245].
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Fig. 15.8 Straight cantilever beam. E = 107, ν = 0.3, h = 0.1.

Table 15.6 Straight cantilever beam. Linear test.

Element Rectangular Trapezoidal Parallelogram

In-plane shear load (uy × 10)

EADG4 1.0737 0.7803 1.0146

S4 0.7704 0.1361 0.1704
9-AS 1.0748 1.0715 1.0749
MITC9 1.0748 1.0646 1.0746
S9R5 0.9344 0.9261 0.9854

Ref. 1.0810

Out-of-plane shear load (uz × 10)

EADG4 4.2850 4.2886 4.2886

S4 4.2350 4.1860 4.2260
9-AS 4.2958 4.2812 4.2929
MITC9 4.2955 4.2823 4.2930
S9R5 4.3100 4.3110 4.3110

Ref. 4.3210

Twisting by pair of forces (ψx × 100)

EADG4 3.0313 3.0345 2.9150

S4 2.5061 2.5479 2.5121
9-AS 3.0307 3.0334 3.0229
MITC9 2.9128 2.9130 2.9033
S9R5 3.0400 3.0400 3.0300

Ref. 3.2080

Bending by moment (ψy × 100)

EADG4 3.5919 3.5927 3.5923

S4 3.5835 3.5838 3.5837
9-AS 3.5929 3.5930 3.5344
MITC9 3.5930 3.5928 3.5178
S9R5 3.5995 3.5994 3.6000

Ref. 3.6000
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15.2.7 Cook’s membrane

In this test proposed in [54], the shear deformation dominates and the
elements are skew and tapered. The membrane is clamped at one end,
while at the other end, the uniformly distributed shear load P = 1 is
applied, see Fig. 15.9.
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Fig. 15.9 Cook’s membrane. E = 1, ν = 1/3, h = 1. a) Initial geometry and
load, b) Deformed configuration (not to scale).

The computed vertical displacement and drilling rotation at node A
are presented in Table 15.7.

For four-node elements, the 2×2 and 32×32-element meshes are used,
and results for γ = G and γ = G/1000 are presented. We see that
the value of γ is important for the coarse mesh. For nine-node elements,
the 1 × 1 and 2 × 2-element meshes are used. More results for this test is
presented in Sect. 12.8, Table 12.6.
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Table 15.7 Cook’s membrane. Linear analysis

Mesh 2 × 2 Mesh 32 × 32
Four-node elements uy ω uy ω

γ = G/1000
Q4 11.842 0.353 23.818 0.878
EADG4 21.043 0.821 23.940 0.891

γ = G
Q4 11.173 0.316 23.790 0.876
EADG4 20.940 0.879 23.936 0.891

S4 20.71 0.715 23.93 0.879
FEAP 20.854 0.655 23.922 0.854
Simo et al. [210] 21.124 - - -
D-type [109] 20.682 - - -

Mesh 1 × 1 Mesh 2 × 2
Nine-node elements uy ω uy ω

9-AS 21.799 0.807 23.576 0.869
MITC9 22.209 0.704 23.613 0.830
S9R5 26.540 0.852 23.980 0.793

Ref. 23.81 23.81

15.2.8 Curved beam

The curved beam is clamped at one end and at the other end is loaded by
a unit force, which acts either in the in-plane or in out-of-plane direction,
see Fig. 15.10a. The elements are trapezoidal. This test was proposed in
[143].
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90
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Py

A

XZ

b)

Load Py Pz

Displacement −v × 100 w × 10
Mesh 1 × 6 1 × 24 1 × 6 1 × 24

EADG4 8.7355 8.8465 4.8776 4.8939

9-AS 8.8236 8.8495 4.8847 4.8944
MITC9 8.9852 9.0041 4.8045 4.8131
S9R5 7.3666 8.8476 4.8940 4.8940

Ref. 8.734 5.022

Fig. 15.10 Curved beam. E = 107, ν = 0.25, h = 0.1, Rint = 4.12, Rext = 4.32.
a) Initial geometry and load. b) Results of linear analysis.
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The displacement in the direction of force at node A for various meshes
and for both types of loads are shown in Fig. 15.10b. One element per
beam thickness and a different number of elements in the circumferential
direction are used.

15.2.9 Pinched cylinder with end diaphragms

A cylindrical shell is closed at both ends by rigid diaphragms and is
pinched by two opposite forces P applied at the middle section. This test
involves inextensional bending and complex membrane states of stress.
The geometry and data are defined in Fig. 15.11.
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Fig. 15.11 Pinched cylinder with diaphragms. E = 3 × 106, ν = 0.3, h = 3, R =
300, L = 300. a) Initial geometry and loads. b) FE mesh for 1/8 of the cylinder.

Table 15.8 Pinched cylinder. Vertical displacement (×105) under the force.

Element/Mesh 4 × 4 10 × 10

EADG4 1.3855 1.7548

9-AS 1.4535 1.8194
MITC9 1.3180 1.7979
S9R5 1.3870 1.8040

Ref. 1.8249
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Because of symmetries, only one-eighth of the cylinder is analyzed, see
Fig. 15.11b. The 4× 4 and 10×10 element meshes are used for four-node
elements, and 2 × 2 and 5 × 5 element meshes for nine-node elements.

The results of the linear analysis are presented in Table 15.8, where the
vertical displacement at point A is presented for four-node and nine-node
elements.

15.2.10 Raasch’s hook

The hook is a thick curved strip, clamped at one end and loaded by a unit
shear load Pz at the other end, see Fig. 15.12.
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Fig. 15.12 Raasch’s hook. E = 3300, ν = 0.35, h = 2, P = 1.

This example was computed by I. Raasch of BMW, and revealed
the erroneous behavior of the previous QUAD4 shell element of the
MSC/Nastran FE code: (1) displacements were larger than the exact
solution, although the element was fully integrated and the convergence
should have been from below and (2) the accuracy of the solution de-
teriorated when the mesh was refined. The source of the problem were
the transformation formulas between the nodal and elemental degrees of
freedom, see [145].

Table 15.9 Raasch’s hook. Vertical displacement at point A.

Element/Mesh 2 × 14 4 × 28 8 × 56

EADG4 4.9478 5.0802 5.1715

9-AS 4.9182 4.9640 5.0135
MITC9 4.8364 4.9163 4.9740
S9R5 4.8350 4.9140 4.9940
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The results of the linear analysis are shown in Table 15.9. Ṅote that
there exist at least three reference solutions of Raasch’s hook problem: (1)
in [126], uz = 4.9352, (2) in [92], uz = 5.012, and (3) in [180], uz = 5.020.
The letter solution was obtained for the 20× 144× 2-element mesh of 3D
20-node elements with reduced integration (C3D20R). The four-node shell
elements of [180] (S4 and S4R) yield, for the 20 × 144-element mesh, the
solution which is about 3% above this value, i.e. uz = 5.1706.

15.3 Nonlinear tests

15.3.1 Slender cantilever under in-plane shear

This is a severe test of element capabilities, because only one layer of
elements is used through the width of the cantilever, in the Y -direction,
see Fig. 15.13a. In the X-direction, 100 elements are used, so each element
is the 1 × 1 square in the XY plane, and the number of elements is more
than sufficient. The cantilever is loaded by the in-plane shear force.

a)

X

Y

Y

Z

0

P

P

y

y

L
b

b

h

Deformed

Initial
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Element ux × 100 uy ψz × 100

Q4 –2.0212 2.6951 4.0424
EADG4 –3.0000 4.0002 6.0001

9-AS –2.9993 3.9989 5.9988
MITC9 –2.9993 3.9989 5.9988
S9R5 –2.9999 4.0000 5.9997

Ref. –3.0000 4.0000 6.0000

Fig. 15.13 Slender cantilever. E = 106, ν = 0.3, L = 100, h = b = 1.0.
a) Initial geometry and load. b) Results of linear analysis.

The results of the linear analysis for the top node of the tip are
presented in Fig. 15.13b. For reference, the beam analytical solution
is used; the vertical displacement uy = PL3/(3EI), and the rotation
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ψz = PL2/(2EI), both at the tip, and I = bh3/12. For the standard
bilinear Q4 element, the solution is locked, and the errors are about 33%.

In the non-linear test, the rotation of the cantilever’s tip is almost 90o,
see Fig. 15.13a.

1. To see the effects of the EADG4 enhancement, six steps are made using
the arc-length method with the initial ΔPy = 5. The plots of uy and
ψz = rz at the cantilever’s tip are shown in Fig. 15.14a. The finite-
rotation Timoshenko beam solution is used for reference. The EADG4
solutions coincide with the beam solutions, while the Q4 curves are shifted.
The steps of the arc-length procedure and the final load are much bigger
for the EADG4 element than for the Q4 element.

2. To compare the convergence rates of various elements with drilling
rotation of Sect. 12, one step of the Newton method is performed for
ΔP = 40. The number of iterations N used by the update scheme U2
is given in Fig. 15.14b, where the values of tolerances were τ1 = 10−8

for the residual norm and τ2 = 10−15 for the energy norm. The update
schemes U1 and U2 are described in Sect. 11.3. We see that the HW
element converges about two times faster than the EADG4 element.
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Fig. 15.14 Slender cantilever. a) Nonlinear solution. b) Number of iterations for
update scheme U2.
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15.3.2 Roll-up of a clamped beam

This test can be used to test procedures for finite rotations, as the tip of
the beam makes almost five full turns. In dynamics, the examples involv-
ing free-body motion better suit this purpose but in statics, this test is
indispensable.

The planar straight beam is clamped at one end and loaded by a bend-
ing moment at the other end, see Fig. 15.15a. The mesh of 25 four-node
shell elements is used and two tests are performed.

1. Bending into full circle. The final deformed shape of the beam is shown
in Fig. 15.15a and it should be obtained for M = 2πEI/L = 628.319.
For this load, the solution is given in Fig. 15.15b.

2. Roll-up of a beam into a small circle. The applied moment is ΔM =
30, and the solution is obtained by the Newton method. The tip of
the beam makes almost five full turns (almost 10π radians) and the
beam deforms into a small circle, shown to scale in Fig. 15.16a. The
tip’s displacements and rotation are compared in Fig. 15.15b with the
Timoshenko beam solution.
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EADG4 –9.9934 –0.000013 6.2873
exact –10.0000 0.000000 6.2832

Fig. 15.15 Roll-up of a beam. E = 12 × 106, ν = 0, h = 0.1, w = 1, L = 10.
a) Initial and final geometry. b) Displacements and rotation of beam’s tip.

15.3.3 Torsion of a plate strip

The plate strip shown in Fig. 15.17 undergoes a torsion caused by a twist-
ing moment M . The final twisting rotation is over 180o. This test is
computed in [211], but the solution is not reported, only the deformed
configuration is shown.
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Fig. 15.16 Roll-up of a beam into a small circle. a) Initial and deformed geometry,
side view to scale. b) Displacements and rotation of beam’s tip.
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Fig. 15.17 Torsion of a plate strip. Initial and deformed configuration.
E = 1.2 × 107, ν = 0.3, L = 1, width w = 0.25, h = 0.1.

The linear solution for M = 1 is given in Fig. 15.18a. The reference
solution for a beam with a rectangular cross-section is as follows:

θA =
ML

KG
, K = ab3

[
16
3

− 3.36
b

a

(
1 − b4

12a4

)]
, (15.6)

where a = w/2, b = h/2, see [245].
The non-linear solution, obtained by the Newton method and ΔM =

100, is shown in Fig. 15.18b. The twisting rotation at point A is monitored.
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The solution for the EADG4 element exactly coincides with the analytical
one. In the EADG4k element, the enhancement of the first-order strains
is analogous to this for the membrane strains.
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Fig. 15.18 Torsion of a plate strip. a) Linear solutions. b) Non-linear solutions.

15.3.4 L-shaped plate

The L-shaped plate is clamped at one end and the in-plane force P is
applied at the other end, see Fig. 15.19. This test was proposed in [6].

The solution of this problem has a bifurcation point at which an out-
of-plane deformation occurs. We add a small out-of-plane load 10−5 × P ,
and solve the equilibrium problem using the arc-length method, with a
small initial ΔP = 0.2, to estimate the bifurcation load. A mesh of 64
elements is used and P is applied at one of three points: A, B and C.

The solution curves, obtained using the EADG4 element, are pre-
sented in Fig. 15.20a; the region at the bifurcation points is magnified
in Fig. 15.20b. The out-of-plane displacement u3 is monitored either at
the point where the force is applied or at point C. For P applied at
point B, i.e. as in [6], from Fig. 15.20b, we can estimate the bifurcation
load as P = 1.137; the same value was obtained in [211], Table 6.2.2.



Nonlinear tests 441

a)

1

2

3

A

B

P

C L

L

w

b)

1
2

3

P

Fig. 15.19 L-shaped plate. E = 71240, ν = 0.31, h = 0.6, widthw = 30, L = 240.
a) Initial geometry. b) Deformed geometry at P = 1.95 applied at point A.
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Fig. 15.20 L-shaped plate. a) Out-of-plane displacement. b) Region at bifurcation
points.

15.3.5 Twisted beam

The initial geometry of the beam is twisted, see Fig. 15.21a, but the
initial strain is equal to zero. The beam is clamped at one end and loaded
by a unit force at the other. The force is applied either along the Z axis
(in-plane) or along the Y axis (out-of-plane).

This example belongs to the set of tests of [143] and, later, was used in
[26] to illustrate the importance of accounting for the variation of the Ja-
cobian through the thickness. Note that flat shell elements have problems
with this example.
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Element uz × 106 uy × 106

EADG4 5.1888 1.2861

9-AS 5.2283 1.2935
MITC9 5.2468 1.2920
S9R5 5.2683 1.2958

Ref. 5.2560 1.2940

Fig. 15.21 Twisted beam. E = 2.9 × 107, ν = 0.22, L = 12, w = 1.1, twist = 90◦.
a) Initial geometry and load. b) Results of linear analysis. Thickness h = 0.0032
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Fig. 15.22 Non-linear twisted beam h = 0.0032. a) In-plane force. b) Out-of-plane
force.

The 4× 24-element mesh was used for four-node elements, and 2× 12-
element mesh for nine-node elements. The displacement in the direction
of force at point A is monitored.

The linear results for the force 1× 10−6 are presented in Fig. 15.21b.
Although the shell is very thin, the results are not corrupted by the mem-
brane locking.

The non-linear load-deflection curves obtained by the Newton method
are shown in Fig. 15.22. For the out-of-plane load, the solution from the
EADG5 element is very close to the solutions from nine-node elements,
but the EADG4 solution differs significantly.
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15.3.6 Hinged cylindrical panel

A cylindrical panel of small curvature is loaded by a single force applied
centrally, see [28]. The straight edges are hinged and the curved ones
are free, see Fig. 15.23a. (This test is also performed for different data,
see [187, 211, 200].) Due to the symmetry, only a quarter of the shell is
modeled by the 4 × 4-element mesh.
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Fig. 15.23 Hinged cylindrical panel. E = 310.275, ν = 0.3. a) Initial geometry
and load. b) Linear solution for P = 0.01.
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Fig. 15.24 Hinged cylindrical panel. Non-linear solutions.

The linear solution is given in Fig. 15.23b. The nonlinear solution was
computed using the arc-length method for the initial ΔP = −0.05 × 4
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and is shown in Fig. 15.24. In both analyses, the vertical displacement w
under the force is monitored. We see that the EADG5 element is more
accurate than the EADG4 element.

15.3.7 Slit open annular plate

The plate is slit open radially, with one end fully clamped and the other
end free, see [14]. It is vertically loaded by forces p, uniformly distributed
along the radial edge as in Fig. 15.25a.

a)

x y

z

p

0.03
cutfree

clamped

A

B

C

10

6

b)

x
y

z

Fig. 15.25 Slit open annular plate. E = 2.1× 108, ν = 0. a) Initial geometry and
load. b) Deformed configuration at p = 7.62.
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Fig. 15.26 Slit open annular plate. a) Linear solution. b) Non-linear solutions.
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A 32 × 4 mesh of four-node elements and 16 × 2 mesh of nine-node
elements was used. The linear solution for p = 0.01 is given in Fig. 15.26a.
The non-linear solution was obtained using the arc-length method with
the initial Δp = 0.1, see Fig. 15.26b. In both analyses, the vertical
displacement at point A is monitored.

15.3.8 Pinched hemispherical shell with hole
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Fig. 15.27 Pinched hemispherical shell. E = 6.825 × 107, ν = 0.3, h = 0.04.
a) Initial geometry and load. b) Deformed configuration at P = 335.

A hemispherical shell with an 18o hole is loaded by two pairs of equal but
opposite external forces, applied in the plane z = 0, along the X and Y
axes, see [143]. The shell undergoes strong bending but the deformation
is almost in-extensional. Due to a double symmetry, only a quarter of the
shell is modeled.

For the mesh shown in Fig. 15.27, the four-node elements are flat and
trapezoidal. The 8× 8 and 16× 16-element meshes are used for four-node
elements, and 4×4 and 8×8-element meshes for nine-node elements. The
membrane locking of nine-node elements can be strong in this example
[26].

The results of the linear analysis for four-node and nine-node elements
are given in Table 15.10. The displacement at the point where the load is
applied and in the direction of the load is reported. The reference value is
taken from [143].

In a nonlinear analysis, the Newton method with ΔP = 10 is used.
The 16 × 16 mesh of four-node elements is used, and the 8 × 8 mesh of
nine-node elements. Due to geometrical non-linearities, the displacements
under the inward forces are larger than under the outward forces; the
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Table 15.10 Pinched hemispherical shell with a hole. Linear analysis. h = 0.04.
Displacement −uy × 100.

Element/Mesh 8 × 8 16 × 16

EADG4 9.1360 9.3005
EADG5 9.1299 9.2995

S4 9.2576 9.3018
Taylor [235] 9.4153 9.3501
Simo et al. [210] 9.2814 9.2907
D-type [109] 9.3701 9.3487

9-AS 9.3306 9.3473
MITC9 8.1762 8.5687
S9R5 9.3365 9.3513

Ref. 9.4000
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Fig. 15.28 Pinched hemispherical shell. Inward displacement.

former ones are shown in Fig. 15.28. We see that the EADG5 element is
more accurate than the EADG4 element and yields the solution almost
identical as the 9-AS element.

This difference is more visible for a thinner shell of h = 0.01, see
Fig. 15.29. The “solid-shell” element based on the Hu–Washizu functional
(SS-HW) and the S4 element perform identically. The EADG5 element
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Fig. 15.29 Pinched hemispherical shell. Four-node elements. Inward displacement.

performs as the 9-AS element, while the solution by the EADG4 element
is locked.

15.3.9 Pinched clamped cylinder

The cylinder shell is clamped at one end and loaded by two opposite forces
P at the other end, see Fig. 15.30. The data of [35] is used; it is slightly
different than this of [225].

Due to the symmetry, only a quarter of the cylinder is analyzed and
two meshes of 16×16 and 32×32 elements are used. The drilling rotation
is constrained at lateral boundaries. The EADG4 element is tested.

The non-zero displacements and rotation at point A obtained by the
linear analysis for P = 1 are shown in Fig. 15.31a.

The nonlinear solution was obtained using the arc-length method for
the initial ΔP = 100. The vertical displacement uy at point A is shown in
Fig. 15.31b. For the displacement equal to the radius, the opposite points
A and B come in contact, but we do not account for it.
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Fig. 15.30 Pinched clamped cylinder. a) Initial geometry. b) Deformed geometry
at P = 1600. E = 2.0685 × 107, ν = 0.3, h = 0.03, R = 1.016, L = 3R.

a)

Mesh uy × 104 uz × 105 ψx × 103

16 × 16 –7.9444 –5.4283 –1.6908
32 × 32 –8.2379 –5.3697 –2.0687

b)

0

200

400

600

800

1000

1200

1400

1600

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Lo
ad

Radial displacement

Green strain

16x16
32x32
radius

Fig. 15.31 Pinched clamped cylinder. a) Linear solution. b) Non-linear solutions.

15.3.10 Stretched cylinder with free ends

A cylindrical shell is stretched by two opposite forces P applied at the
middle section and its boundaries are free, see Fig. 15.32. This is a popular
test, see the review of earlier works in [51].

Because of symmetries, only one-eighth of the cylinder is analysed. The
EADG4 element and the mesh of 12×8 elements (12 along the circumfer-
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Fig. 15.32 Stretched cylinder. E = 10.5 × 106, ν = 0.3125, h = 0.094, radius
R = 4.953, length L = 10.35. a) Initial geometry. b) Deformed geometry for
load λ = 0.935.
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Fig. 15.33 Stretched cylinder. a) Displacement at two points. b) Vicinity of the
deflection point.

ence) is used. For P = 1, the linear analysis yields uy = 1.1339 × 10−3

at point A.
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The non-linear solution was obtained using the arc-length method with
the initial ΔP = 100. The radial displacements at points A and B are
shown in Fig. 15.33a, where the reference load Pref = 40000. The max-
imum radial deflection at point A is u2 = (π/2 − 1)R = 2.827, while at
point B u1 = −R = −4.953. A vicinity of the deflection point on curve
A is shown in Fig. 15.33b.

15.3.11 Pinched spherical shell
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x y
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P

P

P A

b)

Fig. 15.34 Pinched spherical shell. R = 10, E = 6.825× 107, ν = 0.3, h = 0.2.
a) Initial geometry and load. b) Deformed configuration at P = 5 × 105.
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Fig. 15.35 Pinched spherical shell. a) Linear solutions. b) Non-linear solutions.
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A full spherical shell is compressed by three pairs of pinching forces P
applied along the x, y and z axes. Because of the symmetries, only one-
eighth of the sphere is modeled, see Fig. 15.34a.

The mesh is composed of three parts, with either 8 × 8 or 16 × 16
elements in each. The radial displacement at point A is monitored.

The linear results obtained for P = 104 are presented in Fig. 15.35a.
The non-linear analysis was performed using the arc-length method with
the initial ΔP = 104, and the mesh of 3 (16×16) elements was used. The
deformed configuration is shown in Fig. 15.34b, while the solution curves
for point A are presented in Fig. 15.35b.

15.3.12 Short channel section beam

A short C-beam is fully clamped at one end and loaded by a vertical force
P at the other, see Fig. 15.36a. At the clamped end, displacements and
rotations are constrained to zero. This test was proposed in [52].

For the four-node elements, a (2 + 6 + 2)× 36 mesh is used, where the
web is modeled by 36 × 6 elements and each flange by 36 × 2 elements.
For the nine-node elements, the (1 + 3 + 1) × 18 mesh is used.
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36

2

0.05

b)

x
y

z

P

Fig. 15.36 Short channel section beam. E = 107, ν = 0.333, h = 0.05.
a) Initial geometry and load. b) Deformed configuration at force P = 112.

The linear solutions for P = 1 are given in Fig. 15.37a. The reference
value was computed in [51], using the (2+3+2)× 9 mesh of the 16-node
CAM elements. The non-linear solution is computed using the arc-length
method with the initial ΔP = 20 and is shown in Fig. 15.37b. The
vertical displacement at the point where the force is applied is monitored.
The solution for the EADG5 element is closer to the solutions for nine-
node elements than the EADG4 element.
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Fig. 15.37 Short channel section beam. a) Linear solutions. b) Non-linear solutions.

15.3.13 Long channel section beam
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Fig. 15.38 Long channel section beam. E = 21000, ν = 0.3.
a) Initial geometry and load. b) Deformed configuration at force P = 20.

A long C-beam is fully clamped at one end and loaded by a vertical
force P at the other end, see Fig. 15.38. This test was proposed in [243].
The behavior of the long beam is very different from that of the short
beam of Sect. 15.3.12, as the global response dominates.

Two meshes are used. The coarse mesh with 360 four-node elements,
where each flange is modeled by 36 × 2 elements and the web by 36 ×
6 elements. The fine mesh is two times denser in each direction, which
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Fig. 15.39 Long channel section beam. a) Linear solution. b) Non-linear solutions.

yields 1440 elements. At the clamped end, displacements and rotations
are constrained.

The linear solution for P = 1 is shown in Fig. 15.39a. The nonlinear
solution was obtained using the arc-length method with the initial ΔP =
5 and is shown in Fig 15.39b. The vertical displacement at the point
where the force is applied is monitored.

15.3.14 Hyperboloidal shell

The hyperboloidal shell is loaded by two pairs of equal but opposite ex-
ternal forces, applied in the symmetry plane z = 0, along the X and Y
axes. Due to symmetry, only one octant of it is analyzed, see Fig. 15.40.
This test was proposed in [15] for laminated shells, but, here, the isotropic
SVK material is used.

The octant of the shell is meshed by 16 × 16 elements. The linear
solution for P = 1 are shown in Tab.15.41a, and the radial displacement at
point B is reported. The nonlinear solution was obtained using the Newton
method, with the force increment ΔP = 40 for the EADG4 element and
ΔP = 12 for the S4 element. The radial displacements at point A and B
are shown in Fig. 15.41b.



454 Numerical tests

xy

z

v, !
x
, =0!

z

u, !
y
, =0!

z

w, !
x
, =0!

y

x

y

z

R(z)

B

P

P

A

Fig. 15.40 Hyperboloidal shell. H = 20, h = 0.04, E = 4.0 × 107, ν = 0.25,

radius R(z) = 7.5
√

1 + 3 (z/20)2.

a)

Element vB

EADG4 4.8448E-02
S4 5.0250E-02

b)

0

100

200

300

400

500

600

0 1 2 3 4 5 6

P

-u
A
, v

B

-u
A

EADG4

v
B

EADG4

-u
A

S4

v
B

S4

Fig. 15.41 Hyperboloidal shell. a) Linear solutions. b) Non-linear solutions.

15.3.15 Twisted ring

The ring is twisted by a moment Mx applied at point A and is clamped at
the opposite point B, both points on the X-axis, see Fig. 15.42. This test
was proposed in [80] and is difficult because finite rotations and twisting
are involved, see Fig. 15.43. It is a tough test for the path-following
procedure.
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Fig. 15.42 Twisted ring. E = 2 × 105, ν = 0.3, h = 0.6, width w = 6, R = 120.
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Fig. 15.43 Twisted ring. Subsequent deformed shapes.

According to [80], twisting yields a small ring with a diameter equal
to one-third of the original one, and the “final shape is kept without any
external force”. We experimented with a paper ring and obtained a coil
which cannot be flattened.

The mesh of 2× 248 four-node elements is used. The twisting moment
Mx is applied using a small auxiliary square plate, as in [189]. The plate
is normal to the ring and has the size 6 × 6, and a thickness 10 h.

The linear solution for Mx = 1 is given in Fig. 15.44a, where the drilling
rotation ψx at point A is reported.

The non-linear solution was computed using the arc-length method for
the initial M ref

x = 50. The drilling rotation rx and the radial displacement
ux at point A are shown in Fig. 15.44b. Recall that in Sect. 9.3.5, this
ring is computed by 3D beam elements and various update schemes for
rotations are considered.
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12. Babuška I.: (edited and typed by L. Vardapetyan. I. Yotow) On the inf-sup
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162. Oñate E., Zienkiewicz O.C.: A viscous shell formulation for the analysis
of thin sheet-metal forming. Int. J. Mechanical Sciences, Vol. 25 (5), pp.
305-335 (1983)

163. Panasz P.: Non-linear models of shells with 6 dofs based on two-level ap-
proximations (in Polish). Ph.D. thesis, IPPT PAN, Warsaw, 2008



References 467

164. Panasz P., Wisniewski K.: Nine-node shell elements with 6 dofs/node based
on two-level approximations. Finite Elements in Analysis and Design, Vol.
44, 784–796 (2008)

165. Parisch H.: An investigation of a finite rotation four node assumed strain
element. Int. J. Num. Meth. Engng., Vol. 31, 127–150 (1991)

166. Parish H.: A continuum-based shell theory for non-linear applications. Int.
J. Num. Meth. Engng., Vol. 38, 1855–1883 (1995)

167. Park K.C., Stanley G.M.: A Curved C0 Shell Element Based on Assumed
Natural-Coordinate Strains. Trans. ASME, Vol. 53, 278–290 (1986)

168. Pian T.H.H.: Derivation of element stiffness matrices by assumed stress
distributions. AIAA, Vol. 2, 1333–1336 (1964)

169. Pian T.H.H., Chen D.-P.: Alternative ways for formulation of hybrid stress
elements. Int. J. Num. Meth. Engng., Vol. 18, 1679–1684 (1982)

170. Pian T.H.H., Sumihara K.: Rational approach for assumed stress finite ele-
ments. Int. J. Num. Meth. Engng., Vol. 20, 1685–1695 (1984)

171. Pietraszkiewicz W.: Introduction to the Non-Linear Theory of Shells. Ruhr
Universität Bochum, Mitt. Inst. für Mechanik, No. 10, 1977

172. Pietraszkiewicz W.: Finite rotations and Lagrangean description in the non-
linear theory of shells. Polish Scientific Publisher, Warsaw, 1979

173. Pietraszkiewicz W.: Lagrangian description and incremental formulation in
the nonlinear theory of thin shells. Int. J. Nonlin. Mech., Vol. 19, 115–140
(1984)

174. Pietraszkiewicz W.: Geometrically nonlinear theories of thin elastic shells.
Adv. Mech., Vol. 12, 51–130 (1989)

175. Pietraszkiewicz W., Badur J.: Finite rotations in the description of contin-
uum deformation. Int. J. Engng. Sci., Vol. 21, No. 9, 1097–1115 (1983)

176. Piltner R.: An implementation of mixed enhanced finite elements with
strains assumed in Cartesian and natural element coordinates using sparse
B̄-matrices. Engng. Comput., Vol. 17, No. 8, 933–949 (2000)

177. Piltner R., Taylor R.L.: A quadrilateral mixed finite element with two en-
hanced strain modes. Int. J. Num. Meth. Engng., Vol. 38, 1783–1808 (1995)

178. Piltner R., Taylor R.L.: A systematic construction of B-bar functions for lin-
ear and non-linear mixed-enhanced finite elements for plane elasticity prob-
lems. Int. J. Num. Meth. Engng., Vol. 44, 615–639 (1999)

179. Powell M.J.D.: A method for nonlinear constraints in minimization prob-
lems. In: R. Fletcher (ed.) “Optimization”, Academic Press, New York, 1969

180. Program ABAQUS. Ver.6.6-2.

181. Program AceGen by J. Korelc (http://www.fgg.uni-lj.si/Symech/)

182. Program ADINA. Ver.8.3.1.



468 References

183. Program FEAP by R.L. Taylor, Ver.7.4., University of California, Berkeley
(http://www.ce.berkeley.edu/rlt)

184. Robinson J.: The mode-amplitude technique and hierarchical stress
elements- a simplified and natural approach. Int. J. Num. Meth. Engng.,
Vol. 21, 487–507 (1985)

185. Rall L. B.: Automatic Differentiation: Techniques and Applications. Lecture
Notes in Computer Science. Vol. 120, Springer, 1981.

186. Ramm E.: Geometrisch nichtlineare Elastostatik und finite Elemente.
Bericht Nr.76-2, Institute für Baustatik, Universität Stuttgart, 1976

187. Ramm E.: Strategies for Tracing the Nonlinear Response Near Limit Points.
In: Wunderlich W., Stein E., Bathe K.J. (eds.) Proc. Europe-U.S. Workshop,
Bochum 1980, 63–89, Springer, Berlin, 1981

188. Rankin C.C., Nour-Omid B.: The use of projectors to improve finite element
performance. Computers & Structures, Vol. 30, 257–267 (1988)

189. Rebel G.: Finite rotation shell theory including drill rotations and its finite
element implementation. Delft University Press, 1998

190. Reissner E.: The effect of transverse shear deformation on the bending elastic
plates. J. Appl. Mech., Vol. 12, No. 2, Trans. ASME, Vol. 67, June 1945, pp.
A-69-77

191. Reissner E.: Formulation of variational theorems in geometrically nonlinear
elasticity. J. Eng. Mech. Vol. 110, 1377–1390 (1984)

192. Rhiu J.J., Lee S.W.: A new efficient mixed formulation for thin shell finite
element models. Int. J. Num. Meth. Engng., Vol. 24, 581–604 (1987)

193. Roberts J.E., Thomas J.M.: Mixed and Hybrid Elements. In: Ciarlet P.G.,
Lions J.L. (eds.) “Handbook of Numerical Analysis”, Vol. II, Part 2, Else-
vier, Amsterdam, 1991.

194. Robinson J.: A warped quadrilateral strain membrane element. Comput.
Methods Appl. Mech. Engng., Vol. 7, 359–367 (1976)

195. Robinson J., Blackham S.: An evaluation of lower order membranes as con-
tained in MSC/NASTRAN, ASA and PAFEC FEM Systems. Robinson and
Associates, Dorset, England, 1979

196. Robinson C.J., Blackburn Ch.L.: Evaluation of a hybrid, anisotropic, mul-
tilayered, quadrilateral finite element. NASA Technical Paper 1236, 1978

197. Rosenberg R.M.: Analytical Dynamics of Discrete Systems. Plenum Press,
New York, 1977

198. Russell W.T., MacNeal R.H.: An improved electrical analogy for the analysis
of beams in bending. J. Appl. Mech.(Sept. 1953)

199. Sansour C.: A theory and finite element formulation of shells at finite de-
formations involving thickness change: circumventing the use of a rotation
tensor. Archives of Applied Mechanics, Vol. 65, 194–216 (1995)



References 469

200. Sansour C., Bednarczyk H.: The Cosserat surface as a shell model, theory
and finite-element formulation. Comput. Methods Appl. Mech. Engng., Vol.
120, 1–32 (1995)

201. Sansour C., Kollmann F.G.: Families of 4-node and 9-node finite elements
for a finite deformation shell theory. An assessment of hybrid stress, hy-
brid strain and enhanced strain elements. Comput. Mech., Vol. 24, 435–447
(2000)

202. Schieck B., Pietraszkiewicz W., Stumpf H.: Theory and numerical analysis
of shells undergoing large elastic strains. Int. J. Solids Structures, Vol. 29,
No. 6, 689–709 (1992)

203. Sze K.Y., Sim Y.S., Soh A.K.: A hybrid stress quadrilateral shell element
with full rotational d.o.f.s. Int. J. Num. Meth. Engng., Vol. 40, 1785–1800
(1997).

204. Simmonds J.G., Danielson D.A.: Nonlinear shell theory with finite rotation
vector. Proc. Kon. Ned. Ak. Wet. Series B, Vol. 73, 460–478 (1970)

205. Simmonds J.G., Danielson D.A.: Nonlinear shell theory with finite rotation
and stress function vectors. J. Appl. Mech., Vol. 39, 1085–1090 (1972)

206. Simo J.C.: The (symmetric) Hessian for geometrically nonlinear models in
solid mechanics: Intrinsic definition and geometric interpretation. Comput.
Methods Appl. Mech. Engng., Vol. 96, 189–200 (1992)

207. Simo J.C.: On a stress resultant geometrically exact shell model. Part VII:
Shell intersections with 5/6-dof finite element formulation. Comput. Meth-
ods Appl. Mech. Engng., Vol. 108, 319–339 (1993)

208. Simo J.C., Armero F.: Geometrically non-linear enhanced strain mixed
methods and the method of incompatible modes. Int. J. Num. Meth. Engng.,
Vol. 33, 1413–1449 (1992)

209. Simo J.C., Fox D.D.: On a stress resultant geometrically exact shell model.
Part I: Formulation and optimal parametrization. Int. J. Num. Meth. En-
gng., Vol. 72, 267–304 (1989)

210. Simo, J.C., Fox, D.D., Rifai, M.S.: On a stress resultant geometrically exact
shell model. Part II: The Linear Theory; Computational Aspects. Int. J.
Num. Meth. Engng., Vol. 73, 53–92 (1989)

211. Simo J.C., Fox D.D., Rifai M.S.: On a stress resultant geometrically exact
shell model. Part III: Computational aspects of the nonlinear theory. Int. J.
Num. Meth. Engng., Vol. 79, 21–70 (1990)

212. Simo J.C., Pister K.S.: Remarks on rate constitutive equations for finite
deformation problems: computational implications. Comput. Methods Appl.
Mech. Engng., Vol. 46, 201–215 (1984)

213. Simo J.C., Rifai M.S., Fox D.D.: On a stress resultant geometrically exact
shell model. Part IV: Variable thickness shells with through-the-thickness
stretching. Comput. Methods Appl. Mech. Engng., Vol. 81, 91–126 (1990)



470 References

214. Simo J.C., Fox D.D., Hughes T.J.R.: Formulations of finite elasticity with
independent rotations. Int. J. Num. Meth. Engng., Vol. 95, 227–288 (1992)

215. Simo J.C., Hughes T.J.R.: On the Variational Foundations of Assumed
Strain Methods. J. Appl. Mech., Vol. 53, 51–54, (1986)

216. Simo J.C., Rifai M.S.: A class of mixed assumed strain methods and the
method of incompatible modes. Int. J. Num. Meth. Engng., Vol. 29, 1595–
1638 (1990)

217. Simo J.C., Tarnow N.: On a stress resultant geometrically exact shell model.
Part VI: 5/6 dof treatment. Int. J. Num. Meth. Engng., Vol. 34, 117–164
(1992)

218. Simo J.C., Taylor R.L.: Quasi-incompressible finite elasticity in principal
stretches. Continuum basis and numerical algorithms. Comput. Methods
Appl. Mech. Engng., Vol. 85, 273–310 (1991)

219. Simo J.C, Vu-Quoc L.: A three-dimensional finite strain rod model. Part
II: Computational aspects. Comput. Methods Appl. Mech. Engng., Vol. 58,
79–116 (1986)

220. Simo J.C., and Vu-Quoc L.: On the dynamics of 3-d finite strain rods. In:
“Finite Element Methods for Plate and Shell Structures”, Vol. 2. ”Formu-
lations and Algorithms”. Pineridge Press, Swansea, 1–30 (1986)

221. Simo J.C., Wong K.K.: Unconditionally stable algorithms for rigid body
dynamics that exactly preserve energy and momentum. Comput. Methods
Appl. Mech. Engng., Vol. 31, 19–52 (1991)

222. Simo J.C., Wriggers P., Taylor R.L : A perturbed Lagrangian formulation
for the finite element solution of contact problems. Comput. Methods Appl.
Mech. Engng., Vol. 50, 163–180 (1985)

223. Spilker R.L., Maskeri S.M., Kania E.: Plane isoparametric hybrid-stress el-
ements: invariance and optimal sampling. Int. J. Num. Meth. Engng., Vol.
17, No. 10, 1469–96 (1981)

224. Spring K.W.: Euler parameters and the use of quaternion algebra in the
manipulation of finite rotations: a review. Mechanism and Machine Theory,
Vol. 21, No. 5, 365-373 (1986)

225. Stander N., Matzenmiller A., Ramm E.: An assessment of assumed strain
methods in finite rotation shell analysis. Engng. Comput., Vol. 6, 58–66
(1989)

226. Stolarski H., Belytschko T.: Membrane locking and reduced integration for
curved elements. J. Appl. Mech. ASME, Vol. 49, 172–176 (1982)

227. Stolarski H., Belytschko T.: Shear and membrane locking in curved elements.
Comput. Methods Appl. Mech. Engng., Vol. 41, 279–296 (1983)

228. Stolarski H., Belytschko T., Lee S.-H.: A review of shell finite elements and
corotational theories. Computational Mechanics Advances, Vol. 2, 125–212
(1995)



References 471

229. Strang G., Fix G.J.: An Analysis of the Finite Element Method. In: G.
Forsythe (ed.) “Series in Automatic Computation”. Prentice-Hall, Engle-
wood Cliffs, N.J., 1973

230. Struik D.J.: Lectures on Classical Differential Geometry. Dover, 1988

231. Stuelpnagel J.: On the parametrization of three-dimensional rotational
group. SIAM Review, Vol. 6, No. 4, 422–430 (1964)

232. Stumpf H., Makowski J.: On large strain deformations of shells. Acta Me-
chanica, Vol. 65, 153–168 (1986)

233. Sze K.Y., Liu X.H., Lo S.H.: Popular benchmark problems for geometric
nonlinear analysis of shells. Finite Elements in Analysis and Design, Vol.
40, 1551–1569 (2004)

234. Taylor R.L., Beresford P.J., Wilson E.L.: A non-conforming element for
stress analysis. Int. J. Num. Meth. Engng., Vol. 10, 1211–1220 (1976)

235. Taylor R.L.: Finite element analysis of linear shell problems. In: White-
man J.R. (ed.) “The Mathematics of Finite Elements and Applications VI.
MAFELAP 1987”. Academic Press, London, 1988

236. Ting T.C.T.: Determination of C1/2, C−1/2 and more general isotropic
tensor functions of C. J. Elasticity, Vol. 15, 319–323 (1985)

237. Timoshenko S., Woinowsky-Krieger S.: Theory of Plates and Shells.
McGraw-Hill, New York, 1959

238. Toupin R.A.: Theories of elasticity with couple-stress. Arch. Rational Mech.
Anal., Vol. 17, 85–112 (1964)

239. Truesdell C., Noll W.: The Non-Linear Field Theory. Handbuch der Physik,
Vol. III/3, Springer, Berlin, 1965

240. Valid R.: The nonlinear theory of shells through variational principles. John
Wiley, Chichester, 1995

241. Vu-Quoc L., Tan X.G.: Optimal solid shells for non-linear analyses of mul-
tilayer composites. I. Statics. Comput. Methods Appl. Mech. Engng., Vol.
192, 975–1016 (2003)

242. Wagner W., Gruttmann F.: A simple finite rotation formulation for com-
posite shell elements. Engng. Comput., Vol. 11, 145–176 (1994)

243. Wagner W., Gruttmann F.: A robust nonlinear mixed hybrid quadrilateral
shell element. Int. J. Num. Meth. Engng., Vol. 64, No. 5, 635–666 (2005)

244. Wan F.Y.M., Weinitschke H.J.: On shells of revolution with the Love-
Kirchhoff hypotheses. J. Engng. Math., Vol. 22, 285–334 (1988).

245. Warren C.Y.: Roark’s Formulas for Stress and Strain. 6th Edition. Mc
Graw-Hill, New York, 1989

246. Wempner G. A.: New concepts for finite elements of shells. Z. Angew. Math.
Mech., 48, T174-T176 (1968)



472 References

247. Wempner G., Talaslidis D., Hwang C.-M.: A simple and efficient approx-
imation of shells via finite quadrilateral elements. J. Appl. Mech. ASME,
Vol. 49, No. 1, 115–120 (1982)

248. Wilson E.L., Taylor R.L., Doherty W.P., Ghaboussi J.: Incompatible dis-
placement models. In: Fenves S.J., Perrone N., Robinson A.R., Schnobrich
W.C. (eds.) “Numerical and Computer Methods in Finite Element Analy-
sis”. Academic Press, New York, 43–57 (1973)

249. Wisniewski K.: A shell theory with independent rotations for relaxed Biot
stress and right stretch strain. Comput. Mech., Vol. 21, No. 2, 101–122 (1998)

250. Wisniewski K., Kowalczyk P., Turska E.: Analytical DSA for explicit dynam-
ics of elastic-plastic shells. Comput. Mech., Vol. 39, No. 6, 761–85 (2007)

251. Wisniewski K., Turska E.: A note on the hyperelastic constitutive equation
for rotated Biot stress. Archives of Mechanics, Vol. 48, No. 5, 947–953 (1996)

252. Wisniewski K., Turska E.: Kinematics of finite rotation shells with in-plane
twist parameter. Comput. Methods Appl. Mech. Engng., Vol. 190, No. 8-10,
1117–1135 (2000)

253. Wisniewski K., Turska E.: Warping and in-plane twist parameter in kine-
matics of finite rotation shells, Comput. Methods Appl. Mech. Engng., Vol.
190, No. 43–44, 5739–5758 (2001)

254. Wisniewski K., Turska E.: Second order shell kinematics implied by rotation
constraint equation, J. Elasticity, Vol. 67, 229–246 (2002).

255. Wisniewski K., Turska E.: Enhanced Allman quadrilateral for finite drilling
rotations. Comput. Methods Appl. Mech. Engng., Vol. 195, No. 44-47, 6086–
6109 (2006)

256. Wisniewski K., Turska E.: Improved four-node Hellinger-Reissner elements
based on skew coordinates. Int. J. Num. Meth. Engng., Vol. 76, 798–836
(2008)

257. Wisniewski K., Turska E.: Improved four-node Hu-Washizu elements based
on skew coordinates. Computers & Structures, Vol. 87, 407–424 (2009)

258. Wittenburg J.: Dynamics of Systems of Rigid Bodies. B.G. Teubner,
Stuttgart, 1977
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motion, 218

Multiplicative, 220
Multiplicative/additive, 221

Variations of rotation tensor
First variation, 189

for additive composition, 189
for multiplicative composition, 190

Second variation, 198
for canonical vector, 199
for semi-tangential vector, 201
for coaxial rotation vectors, 201

Vector of shape functions, 231
Very thin elements

Annihilation of bending stiffness, 374
RBF correction, 370
Scaling of transv. shear stiffness, 374

Virtual work for shell, 80, 85
of Biot stress, 80
of stress for forward-rotated shell

resultants and strains, 81
of second Piola–Kirchhoff stress, 82
of body forces and external forces, 84
Variation of RC term, 83

Volume and area of shell element, 258
Infinitesimal, 256

Warpage, definition, 396
Relative warpage parameters, 397
Calculation of warpage parameter, 399

Warped four-node shell element, 396
Mean plane, 398
Two formulations, 400

Warped single element test, 428
Warped element with modifications

Green strain, 400
In-plane shear strain, 401
Drill RC, 402

Regularization parameter, 402
Membrane over-stiffening of warped

shell element, 402

ZNS condition, 108


