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Definition and introduction

T phases are defined as seismic recordings of signals hav-
ing traveled an extended path as acoustic waves in the
water body of the oceans. This is made possible by the
“Sound Fixing and Ranging” (SOFAR) channel, a layer
of minimum sound velocity acting as a wave guide
at average depths of 1,000 m (Okal, 2007). It allows the
efficient propagation of extremely small signals over
extremely long distances, in practice limited only by the
finite size of the ocean basins. The existence of the
SOFAR channel results from the dependence of the veloc-
ity of sound in water on temperature, pressure and salinity.
As aresult, the detailed structure of the channel (including
the value of the minimum velocity) varies both geograph-
ically (mainly with latitude) and seasonally, but at first
order, the SOFAR channel can be regarded as a quasi-
universal feature of the world’s oceans.

At the shoreline of a continent or island, the acoustic
wave is converted into a seismic wave which can be
recorded by a seismometer or, occasionally, felt by
humans. Efficient propagation inside the waveguide
requires short wavelengths, in practice frequencies above
3 Hz, and thus T phases generally attenuate fast once
converted, although in exceptional geometries they have
been detected up to 1,000 km inside stable conti-
nental shields. Even though records of T waves were
reported as early as 1927, they were not identified as
hydroacoustic signals until the late 1940s, when results
from antisubmarine warfare during World War II were
declassified.

Sources of T waves

T waves can be generated by a diversity of underwater
sources, as long as their energy becomes trapped in the
SOFAR channel. Most earthquakes in oceanic margins
generate strong T phases, since in the presence of a slop-
ing ocean floor, multiple downslope reflections can lead
to efficient penetration of the SOFAR (Johnson et al.,
1963). However, their generation by earthquakes in abys-
sal plains deprived of large-scale bathymetry defies the
laws of geometrical optics, and remains to this day a major
theoretical challenge; it is generally thought that abyssal
T phases result from scattering along small random het-
erogeneities of the ocean floor (Yang and Forsyth,
2003). Also, T waves are occasionally generated by non-
shallow earthquakes, even the deepest ones, even though
their source is de facto distant from the ocean column.
This excitation is made possible by travel through the
subducting oceanic slabs which, being cold, propagate
high frequencies with limited attenuation and can deliver
them to the water interface for conversion to acoustic
waves (Okal, 2001a).

Underwater landslides are also T-wave generators. As
compared with earthquakes, such sources, which move
generally smaller segments of ocean floor over much
larger distances, have a considerably longer duration, a
lower-frequency spectrum, and thus result in T waves of
longer duration but smaller amplitudes (Okal, 2003).

By contrast, explosions at sea, which are intrinsically
high-frequency, are particularly efficient sources of
T waves; in most instances, they involve a shallow source
located inside the SOFAR channel, thus providing optimal
feeding of acoustic energy into the channel. In particular,
seismic reflection experiments are routinely recorded
thousands of kilometers away.

Underwater volcanic eruptions are also regular genera-
tors of T waves. Because of the diversity of processes
involved during a volcanic sequence, these signals may
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feature a wide variety of characteristics. The opening
of cracks during the formation of magmatic plumbing
systems is essentially in the nature of an earthquake,
while magmatophreatic explosions at the contact between
a lava conduit and the oceanic column are reminiscent of
chemical explosions. The steady output of lava into the
ocean takes the form of a prolonged noise of low ampli-
tude which may be compared to underwater slumping
(Caplan-Auerbach et al., 2001). Finally, the oscillation
of magma inside the plumbing system, known to cause
volcanic tremor long recorded seismically on subaerial
volcanoes, generates harmonic T-wave signals. Supercrit-
ical hydrothermal venting during volcanic events has
also been documented as the source of monochromatic
hydroacoustic signals (Talandier and Okal, 1996).

Among the most remarkable T waves ever reported,
signals from the eruption of Macdonald Volcano (29°S;
140°W) on 29 May 1967 led to the eventual discovery
of this unchartered underwater seamount, and its interpre-
tation as the active member of the Cook-Austral hotspot
chain (Johnson, 1970).

The collision of large icebergs, during which their
masses can rub against each other, has also been
documented as a source of T waves, which can exhibit a
harmonic character during episodes of stick-and-slip fric-
tion between tabular icebergs (MacAyeal et al., 2008).
Hydroacoustic waves are also generated during the disin-
tegration of large icebergs, and thus could be used to mon-
itor and assess any possible change in climatic conditions
(Li and Gavrilov, 2006).

Finally, marine mammals can talk into the SOFAR
channel and correspond across hundreds of kilometers,
using signals in the range of a few tens of hertz, but
specific to each species.

Human perception

T waves of sufficient amplitude can be felt by shoreline
populations. For example, the underwater nuclear test
WIGWAM on 14 May 1955 off the coast of Southern
California was felt in Hawaii and even in Japan, 8,000 km
away. Large events such as the Alaskan earthquake of 10
July 1958 and the deep Bolivian shock of 9 June 1994 were
felt in Hawaii, and T waves from the 2004 Sumatra earth-
quake were felt in the Maldives and possibly on Zanzibar;
they could have provided a warning of the impending
tsunami in these otherwise aseismic areas, but their
populations were unprepared.

Use in comprehensive nuclear-test ban treaty
monitoring

Because hydroacoustic waves can detect small sources
(especially intra-oceanic ones) at great distances, they
have been included as one of the four technologies used
by the International Monitoring System (IMS) of the
Comprehensive Nuclear-Test Ban Treaty. Their spectacu-
lar efficiency in propagation allows a full coverage of the
all the Earth’s oceans using only 11 receiver sites, six of

which are hydrophones deployed within the SOFAR chan-
nels, and five special seismic stations close to shorelines

(“T-phase stations”), instrumented for high-frequency
seismic recording in the 50—100 Hz range (Okal, 2001b).

Acoustic thermometry of ocean climate

This project consisted of using acoustic sources in the
57 Hz range fired in the vicinity of Heard Island, South
Indian Ocean, a location allowing the illumination of all
three major oceans (Munk et al., 1994). Detection at
extreme ranges of up to 17,000 km allowed precise mea-
surement of acoustic velocities, and it was envisioned to
repeat these experiments over several decades, to monitor
any evolution of sound velocities, as a proxy to changes in
temperature, possibly in the context of global warming.
Unfortunately, the project had to be halted in the late
1990s under pressure from the environmental lobby.

Quantification

Like other seismic phases, quantitative measurements of
T waves can provide information on source parameters.
However, absolute measurements (especially of ampli-
tudes) at seismic receivers are difficult to interpret due to
the complexity and site specificity of the conversion pro-
cesses. In addition, the high-frequency nature of the phase
results in amplitude saturation at relatively low magni-
tudes. In this context, quantification of T waves has
emphasized duration of wavetrains over amplitude, and
relative measurements under common or comparable
receiver conditions. Okal et al. (2003) have introduced
the concept of T—phase energy flux, TPEF, reminiscent
of the evaluation of seismic energy from body waves,
and which should scale with seismic moment M,, for reg-
ular seismic sources. Any deviation in the ratio I' = TPEF/
My identifies anomalous source properties; in particular,
slow earthquakes exhibit deficient I', a property with
some potential in tsunami warning.

The comparison of duration and amplitude of
T wavetrains can efficiently discriminate between earth-
quakes and explosions at sea, based on the strong differ-
ences in the scaling of their source processes (Talandier
and Okal, 2001), although small earthquakes located
inside steep volcanic edifices remain a challenge in this
respect.

A few geophysical applications

As most of their path is hydroacoustic, T phases propagate
at a velocity close to that of sound in water, 1.5 km/s; that
gives them late arrivals on seismic records, hence their
name “T” for “third”. Such slow velocities allow a remark-
able resolving power for source locations, after accounting
for small geographic and seasonal variations in SOFAR
velocities, and for the contribution of the converted [seis-
mic] segments of the phase.

In this context, the superior detection capabilities
of T phases have been used to improve considerably our
coverage of low-magnitude seismicity in the oceanic
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environment, and especially our understanding of small-
scale processes at mid-oceanic ridges, notably in conjunc-
tion with swarms of volcanic activity (Dziak et al., 1995).
The slowness of T waves also allows to very precisely
beam a receiving array (e.g., triangles of hydrophones at sites
of the International Monitoring System [IMS]) to back-track
the source of T phases, or even of individual fragments of
their wavetrains; this procedure was used to obtain
a detailed source tomography of the great 2004 Sumatra-
Andaman event (e.g., Tolstoy and Bohnenstiehl, 2005).

Conclusion

Because of their high-frequency character, T waves pro-
vide a valuable complement to more traditional phases in
the field of body-wave seismology. Their incorporation
into the IMS allows their more systematic recording and
opens up a number of new research opportunities.
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Synonyms
Specific heat capacity; Thermal capacity; Volumetric heat
capacity

Definition

Specific heat capacity c. Physical property defining the
amount of sensible heat that can be stored in or extracted
from a unit mass of rock per unit temperature increase or
decrease, respectively. Isobaric and isochoric specific
heat capacities are defined at constant pressure and
volume, respectively; dimension: J kg™ ' K.

Thermal capacity (also: volumetric heat capacity) p c.
The product of isobaric specific heat capacity and density.
Physical property defining the amount of sensible heat that
can be stored in or extracted from a unit volume of rock
per unit temperature increase or decrease, respectively;
dimension: Tm > K.

Thermal storage properties

The thermal regime of the Earth is defined by its heat
sources and sinks, the heat storage and transport pro-
cesses, and their corresponding physical properties. The
storage properties are discussed below. The transport
properties, thermal conductivity and thermal diffusivity,
are dealt with in this volume in the companion chapter
“Thermal Storage and Transport Properties of Rocks, II:
Thermal conductivity and diffusivity.”

Heat can be stored as sensible heat and enthalpy of
transformation. In the Earth, sensible heat is defined
by the heat capacity of rocks, and the enthalpy of
transformation by their latent heat of fusion.

Heat is transmitted within the Earth mainly by diffu-
sion (in the steady state: conduction), advection, and radi-
ation. Generally, heat diffusion dominates heat radiation
within the lithosphere of the Earth, at temperatures below
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about 1000 K. For sufficiently large flow rates, convec-
tion-driven heat advection, however, can be equally or
even more efficient than diffusion. The heat diffusion—
advection equation for a porous medium is:

d(pepT)

:V.
ot

AVT —(pep)Iv [+ A, (1)

Qaif Quay generation
where T is temperature in K, t time in s, p density in
kgm >, ¢ isobaric specific heat capacity in J kg~ ' K™,
)\ thermal conductivity in Wm ™' K™, v specific fluid dis-
charge (volume flow rate per unit cross section) inms ",
A (radiogenic) heat generation rate in W m™>; subscript
“f” refers to fluid properties. Diffusive bulk storage and
transport properties for heat in rocks governing this equa-
tion are thermal capacity p cp, also referred to as volumet-
ric heat capacity, and thermal conductivity A. Advection is
governed by the thermal capacity and specific discharge of
the flowing fluid, (p cp)r and v, respectively.

Heat advection does not require very large flows for
becoming as or more efficient than heat diffusion. This is
often the case in sedimentary basins (see, e.g., Clauser
et al. (2002) for a literature review). But fluid-driven heat
advection may be also important in crystalline rocks and
on a crustal scale (e.g., Clauser, 1992). The non-
dimensional Péclet and Nusselt numbers, Pe and Nu, are
ratios of specific heat flows q,q, and qq;s (Equation 1) indi-
cating the efficiency of (fluid flow driven) advective heat
transport versus heat conduction for given flow
geometries. For instance, assuming flow of magnitude
v over a distance L and a temperature difference T,—T)
one obtains:

pe Sty _ (P)v(T1 = To) _ (po)vL
Jaif A(Ty = TO)/ L A ’ )
Nu:qadv+qdif:M+l —Petl.
daif aif

Thus advection or diffusion (in the steady state:
conduction) dominate for Pe > 1 or Pe < 1, respectively
(in terms of the Nusselt number for Nu > 2 or Nu < 2,
respectively). At temperatures above 1000 K, heat is
propagated increasingly as radiated electromagnetic
waves, and heat radiation begins to dominate diffusion
(see Thermal Storage and Transport Properties of Rocks,
II: Thermal Conductivity and Diffusivity, this volume).

Heat capacity

Heat can be stored and delivered as sensible heat or as
latent heat required or liberated by phase changes. This
and the next two paragraphs are concerned with sensible
heat. Following this, latent heat will be discussed.
Sensible heat capacity C is defined as the ratio of heat
AQ required to raise the temperature of a mass M of rock
by AT. For each molecule of mass m, this temperature
increase requires an energy of (f/2) k AT, where f is the

number of degrees of freedom of the molecule and
k = 1.380 650 4(24) x 10-* J K~ is Boltzmann’s con-
stant. For a body of mass M, a temperature increase of
AT requires an energy of AQ = (M/m) (f/2) k AT. Thus
the heat capacity of the body at constant volume is:

AQ f M f f -
CV_AT_ka_szA_zR(JK ) 3)
where Avogadro’s number N,y = 6.022 141 79(30) x
10% mol ™! equals the number of molecules or atoms in
an amount of substance of 1 mol and R = k N, =
8314472(15) J mol™! K™! is the molar Gas constant
(numerical values for N, R, k, and all other physical con-
stants used in this chapter are from CODATA, 2006). For
solids, f = 6, corresponding to the three degrees of free-
dom of potential and kinetic lattice vibration energy in
each space direction. Accordingly, the heat capacity of
one mole of substance, the molar heat capacity at constant
volume is constant:

Cvmol = 3kN, = 3R = 24.94 (J mol 'K ™) @)

where N =6.022 141 79(30) x 10** mol ™" is Avogadro’s
number, the number of molecules in one mole of sub-
stance, and R =k N, the molar gas constant. Isobaric heat
capacity Cp o is larger than isochoric heat capacity Cy,mol
because additional work is required for volume expansion.
Both are related by:

f+2
Cpmol = Cv;mol + R :% R(Imol 'K™). (5

With Cy o1 from Equation 4 and assuming, as above,
f = 6 this yields:

Cpmol =3R+R =4R
=33.26 (Jmol 'K™"), or: (6)
CP,mol - CV,mol =R.

Equation 4, the Dulong—Petit law, is satisfied well for
heavy elements. In contrast, molar heat capacities of ligh-
ter elements remain below this limiting value, the lower
the temperature the smaller Cy; 01

Below the Debye temperature, ®p, heat capacity varies
with temperature. ®p, tends to zero as T° as absolute tem-
perature approaches zero. ®@p, falls in the range 85 K and
450 K for most substances and 200 K and 1 000 K for most
minerals (Stacey and Davis, 2008; Table 1). Therefore,
heat capacity in the Earth can be well explained by classi-
cal Debye theory, in particular in the mantle and except for
a thin crustal layer near the Earth’s surface. There are,
however, exceptions such as beryllium (®p = 1440 K)
and diamond (®p =~ 1800 K). These are caused by the
so-called freezing of vibrational or rotational degrees of
freedom, which cannot absorb heat any more at low tem-
perature. Therefore heat capacity tends to zero close to
absolute zero.
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Thermal Storage and Transport Properties of Rocks, I: Heat
Capacity and Latent Heat, Table 1 Debye temperature ®p and
mass number A of selected elements (Kittel, 2004)

Op

Element Mass number A (K)

Carbon 6 2230
Aluminum 13 428
Silica 14 645
Titanium 22 420
Chromium 24 630
Manganese 25 410
Iron 26 470
Nickel 28 450
Copper 29 343
Zinc 30 327
Silver 47 215
Cadmium 48 209
Tin 50 200
Tantalum 73 240
Tungsten 74 400
Platinum 78 240
Gold 79 165
Lead 82 105

Isobaric and isochoric specific heat capacity

Specific heat capacity c of a substance is defined as heat
capacity C related to unit mass:

AQ fk f k
C=——=— — = —
MAT 2m 2A/m,

where m,, = 1.660 538 782(83) x 107>’ kg is the atomic
mass constant, defined as '/;, of the atomic mass of the
carbon isotope 2C, and A, the atomic mass of
a substance relative to m,. Isobaric specific heat capacity
cp is larger than isochoric specific heat capacity cy
because additional work is required for volume expansion.
Their ratio, the adiabatic exponent, is:

CP/CV:(f+2)/f (8)

Alternatively, isobaric specific heat capacity cp can be
expressed by enthalpy H(T,P) = E + P V, a state function
of temperature and pressure, where E, P, and V are internal
energy, pressure, and volume, respectively. In a closed
system, the change in internal energy dE is the sum of
the change in heat dQ and the work dW delivered: dE =
dQ + dW. If we only consider volume expansion work,
dW = —P dV, the change in enthalpy dH becomes:

dH(T,P) = dE + pdV + VdP = dQ + VdP

- (F) o+ (5) ar ©)
T/, P,

Comparing coefficients, we obtain:

dQ _ (oHY .
ar —\at), ™

(Tkg'K™), (7)

(10)

Thus, Equation 10 defines isobaric specific heat capac-
ity cp as the first derivative of enthalpy with respect to
temperature. Comparison of Equations 7 and 10 shows
that both expressions are equivalent for dQ = AQ/M, and
the isobaric enthalpy change AH is equal to the specific
heat content AQ/M.

Isobaric and isochoric specific heat capacity are related to
compressibility B = AV/(VAP) and its inverse, incompres-
sibility or bulk modulus K = VAP/AV, by cp/cy = Br/Bs =
Kg/Kr (e.g., Stacey and Davis, 2008), where subscripts
T and S refer to isothermal and adiabatic conditions, respec-
tively. Inserting the thermodynamic relation Bt = g+ o” T/
(p cp) (e.g., Birch, 1966) between isothermal and adiabatic
compressibility yields the relative difference between iso-
baric and isochoric specific heat capacity:

cp/e, = 1+ T, (11)
where o= AV/(VAT) is the volume expansion coefficient,
K K
L OCJ’ (12)
pcp  pcv

the dimensionless Griineisen parameter, and p density.
Inserting the expressions for o and K into Equation 12
yields:
1 AV VAP AP
' T oes VAT AV pepAT

(13)

Thus the Griineisen parameter v is the relative pressure
change in a material heated at constant volume.

For solids, i.e., f = 6, the absolute difference between
isobaric and isochoric specific heat capacity follows from
Equations 11 and 8:

Kro?T  3Kgo?T
-

For crustal rocks (y = 0.5; & =20 pK™'; T < 10° K;
p=2600kg m ;K < 75 GPa (Dziewonski and Anderson,
1981; Stacey and Davis, 2008)), the difference between iso-
baric and isochoric specific heat capacity is less than 9 J
kg ™' K~ or 1% according to Equations 14 and 11, respec-
tively. Thus, the distinction between isobaric and isochoric
specific heat capacity is negligible for crustal rocks at tem-
peratures below 1 000 K. However, it need be made for man-
tle rocks. From here on, “specific heat capacity” will always
refer to isobaric specific heat capacity, denoted simply by the
letter ¢ without the subscript “P.”

This classical treatment of heat capacity is sufficient for
temperatures above the Debye temperature. In the Earth,
temperature exceeds the Debye temperature everywhere
except in the crust (Stacey and Davis, 2008). Therefore,
in experiments at room temperature and atmospheric pres-
sure, we observe deviations from the values predicted by
Equations 3-14, which are based on the classical
Dulong—Petit theory. The lower the temperature, lighter
the element, and stronger the lattice bonding become, the
larger are these deviations. Clearly, interpretation of heat

(14

Cp —Cv =
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capacity below the Debye temperature is beyond classical
mechanics and requires quantum mechanical treatment.
This is, however, beyond the scope of this text and inter-
ested readers are referred to standard physics textbooks
(e.g., Tipler and Mosca, 2007). Therefore heat capacity
at crustal temperatures should not be calculated from
Equations 3 and 14 but rather be measured or calculated
from appropriate, quantum mechanical equations.

Cermak and Rybach (1982) compiled data on isobaric
specific heat capacity for different rock-forming minerals
and different igneous, metamorphic, volcanic, and
sedimentary rocks as well as the corresponding variations
with temperature.

Measuring techniques

Specific heat capacity ¢ can be measured directly or
derived as the isobaric derivative of enthalpy H with
respect to temperature. Specific heat capacity of rocks
varies with temperature, pressure, porosity, and saturants.
Accordingly, in situ values may deviate from laboratory
data according to temperature, pressure, and type and
content of pore fluid.

Numerous steady-state and transient calorimetric
methods are available for measuring specific heat capac-
ity. The most popular are mixing or drop calorimeters
and heat flux differential scanning (DSC) calorimeters.
The first method yields an absolute value; the second
one is a comparative method. All of these methods and
their details are discussed in the literature (e.g.,
Hemminger and Cammenga, 1989; Brown, 2001; Haines,
2002) to which interested readers are referred. The iso-
baric enthalpy change (or specific heat content) AH of
solids may be determined by the method of mixtures using
a Bunsen-type calorimeter, in which the unknown isobaric
enthalpy change of a sample relative to a base tempera-
ture, e.g., 25 °C, is compared to the corresponding known
isobaric enthalpy change of platinum (Kelley, 1960;
Somerton, 1992).

Calculated heat capacity

When no direct measurements can be performed, the iso-
baric enthalpy change and specific heat capacity of rocks
can be calculated according to Kopp’s law, Equation 15,
as the arithmetic mean of the individual mineralogical
and fluid contributions weighted by the volume fractions
n; of the N individual phases relative to total rock volume:

N N N
AH:ZniAHi; c:Znici; 1 :Zni. (15)
i=1 i=1 i=1

Based on data for various minerals (e.g., Kelley, 1960;
Berman and Brown, 1985; Somerton, 1992; Waples and
Waples, 2004), the isobaric enthalpy change AH or
specific heat capacity ¢ can be computed from Equation 15
for any rock consisting of an arbitrary number of minerals
with given volume fractions.

Temperature dependence

Derived from measured variation of isobaric enthalpy
change AH with temperature of various oxides, Kelley
(1960) suggested a second-order polynomial for fitting
AH from which cp = (OH/OT)p can be easily calculated.
Somerton (1992) and Clauser (2006) report AH and
¢ values of various rock-forming oxides and pore fluids.
An alternative approach is fitting heat capacity measured
at different temperatures directly to polynomials of various
degrees (e.g., Maier and Kelley, 1932; Berman and Brown,
1985; Fei and Saxena, 1987; Holland and Powell, 1996;
Robertson and Hemingway, 1995). Waples and Waples
(2004) provide a discussion of the various approaches.
The polynomial proposed by Berman and Brown (1985),

(16)

works over a large temperature range and yields no values
incompatible with the Dulong—Petit law for high temper-
atures. Table 2 lists values for the coefficients ko—k3 in
Equation 16 determined from fits of heat capacity of
selected minerals measured at different temperatures.

As an alternative, Waples and Waples (2004) propose
a statistical approach describing the general temperature
dependence of all rocks and minerals, which can be
rescaled easily for individual rocks and minerals. To this
end, measured specific heat capacity cp was normalized
by the corresponding normalizing value cp, at 200°C
(473.15 K), a temperature at or near which data was avail-
able. The resulting polynomial regressions yielded much
better coefficients of determination R? for data measured
on nonporous rock (R = 0.93) than for those measured
on minerals (R*> = 0.62) while the trends were similar.
The regression on the combined data for minerals and
nonporous rocks yields an expression for the normalized
specific heat capacity of a mineral or nonporous rock at
ar%)itrary temperature T with a coefficient of determination
R*=0.65:

Comol =ko +ki T + ks T +k; T (T in K),

cpn(T) =0.716 + 1.72 x 1073 T — 2.13

x 107°T2 +8.95 x 1071°T* (T in °C). {17
Equation 17 can be rescaled for any mineral or
nonporous rock at any temperature T, provided a value
Cp(T}) measured at temperature T} is available, for instance
from any of the compilations of Berman and Brown (1985),
Fei and Saxena (1987), Berman (1988), Holland and
Powell (1996), or Robertson and Hemingway (1995):

cP,n(TZ)
cpn(Tr)

Additionally, Waples and Waples (2004) consider the
variation of specific heat capacity with lithology, where
interested readers find a specific discussion regarding
coals of different carbon content or maturity.

Mottaghy et al. (2005) used a second-order polynomial
in temperature to fit the variation of isobaric specific heat

CP(TQ) = Cp(Tl) (18)
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Thermal Storage and Transport Properties of Rocks, I: Heat Capacity and Latent Heat, Table 2 Coefficients for calculating
isobaric molar heat capacity Cpmo (J mol™' K™') (From Equation 16, Berman, 1988)

Chemical ko k; x 1072 k, x 107° ks x 1077
Mineral composition (J mol™! Kil) (Jmol ™' K~ '/2) (J mol™! Kl) (J mol ™' K?) T (K)
Albite NaAlSizOg 393.64 —24.155 —78.928 107.064 250-1 373
Almandine Fe;AlLSi304, 573.96 —14.831 —292.920 502.208 420-997
Andalusite Al,Si05 236.48 —11.029 —75.268 93.644 254-1601
Anorthite CaAl,Si,0Og 439.37 —37.341 0.0 31.702 292-1373
Calcite CaCO; 178.19 —16.577 —4.827 16.660 257-1200
Cordierite Mg,A1,Si305 954.39 —79.623 —21.173 —37.021 256—1652
Corundum AL O3 155.02 —8.284 —38.614 40.908 250-2300
Dolomite CaMg(COs3), 328.48 —25.544 —46.885 79.038 250-650
Enstatite (ortho) MgSiO; 166.58 —12.066 —22.706 27.915 254-1273
Fayalite Fe,Si0,4 248.93 —19.239 0.0 —13.910 255-1370
Forsterite Mg,SiO, 238.64 —20.013 0.0 —11.624 253-1807
Hematite Fe,03 146.86 0.0 —55.768 52.563 258-1757
Kaolinite Al,Si,05(0OH), 523.23 —44.267 —22.443 9.231 256-560
Kyanite AlLSiO; 262.68 —20.014 —19.997 —6.318 252-1503
Lime CaO 58.79 —1.339 —11.471 10.298 250-1176
Magnesite MgCOs3 162.30 —11.093 —48.826 87.466 288-750
Magnetite Fe;04 207.93 0.0 —72.433 66.436 257-1825
Muscovite KAI3Si50,9(0OH), 651.49 —38.732 —185.232 274.247 257-967
Periclase MgO 61.11 —2.962 —6.212 0.584 250-1798
Potassium feldspar KAISi;0g 381.37 —-19.411 —120.373 183.643 250-997
Quartz SiO, 80.01 —2.403 —35.467 49.157 250-1676
Sillimanite Al,Si05 256.73 —18.827 29.774 25.096 253-1496
Sphene CaTiSiOs 234.62 —10.403 —51.183 59.146 255-1495
Spinel MgAlL,04 235.90 —17.666 —17.104 4.062 256—1805
Talc Mg;Siz0,0(0OH), 664.11 —51.872 —21.472 —32.737 250-639
Wollastonite CaSiO3 149.07 —6.903 —36.593 48.435 251-1433

capacity with temperature measured on a suite of meta-
sedimentary, volcanic, magmatic, and metamorphic rocks:

CP(T) = A() + A]Tl
+ AT (¢, inJkg 'K, 1°C < T < 100°C).
19)

The average values for the coefficients Aj—A, determined
from a regression of cp(T) measured over a temperature
range of 1°C—100°C on 26 samples from seven boreholes
are: Ag = 0.074717725 T kg ' K'; A; = 1.862585346 ]
kg 'K % A, =—2510.632231 T kg ' K.

Based on a composition of 30 % quartz, 60 % feldspar
(albite), and 10 % phyllosilicates (5% phlogopite, and
5% annite), Whittington et al. (2009) suggest average
“pbulk crustal” molar specific heat capacity equations
based on end-member mineral data for two temperature
ranges, separated by the transition at 846 K (~573°C)
between a- and B-quartz:

CP.mol(T) =
199.50 +0.0857T — 5.0 x 10°T%; T < 846K
229.32 +0.0323T —47.9 x 107°T?; T > 846K’

(Cpmo inJ mol 'K 1),
(20)

Assuming an average molar mass 0f 0.22178 kg mol ™',
this yields the variation of isobaric specific heat capacity
cp with temperature shown in Figure 1.

Volumetric heat capacity: thermal capacity

When heat capacity is related to unit volume rather than to
unit mass or unit amount of substance, it is referred to as
volumetric heat capacity or thermal capacity. It can be
calculated as the product of specific heat capacity ¢ and
density p or as the ratio of thermal conductivity A and
thermal diffusivity x by

pc = A/k. 2D

Again, Kopp’s law yields the rock’s bulk thermal
capacity (p c)y as:

N
(p0)y = (1=@)(po),+ ¢ _Si(po), (22)
i=1

where ¢ is porosity, (p ¢)s thermal capacity of the rock
skeleton, S; fractional saturation, and (p c); thermal capac-
ity of the i™ fluid phase in the pore space. The skeleton
thermal capacity itself may be calculated again from
Kopp’s law for a given mineral assemblage and the
corresponding volume fractions of the solid phase from
Equation 15. Because of the low density of air and gas —
about three orders of magnitude lower than that of water
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Thermal Storage and Transport Properties of Rocks, I: Heat Capacity and Latent Heat, Figure 1 Variation of specific heat
capacity cp, the phonon components of thermal diffusivity and thermal conductivity «, and A, respectively, and thermal capacity p
Cp = Ap/Kp With temperature in an average crust according to Equation 20.

and rock — the contribution of the gas phase to thermal
capacity can often be ignored. In this case, N = 2 for the
fluid phases water and oil or N = 1 for water only. Expres-
sions for the density of various fluids are reported in
Clauser (2006). Data on density of various minerals and
rocks are listed, e.g., in Wohlenberg (1982a,b) or Olhoeft
and Johnson (1989). Using Equations 17 and 18, Waples
and Waples (2004) analyzed a substantial collection of
density and specific heat capacity data from various
authors and transformed specific heat capacity and ther-
mal capacity to a uniform reference temperature of 20 °C
(Table 3).

The mean thermal capacity of “impervious” rocks was
found at 2.300(46) MI m > K~ ! by Roy et al. (1981). This
is acceptably close to the mean of 2.460(65) MJ m > K~
found by Waples and Waples (2004) for inorganic
minerals.

Based on density, specific heat capacity, and thermal con-
ductivity measured at room temperature, Mottaghy et al.
(2005) determined thermal capacity as inverse slope of
aregression of diffusivity on thermal conductivity according
to Equation 21. All values fell well within 420 % of the aver-
age of 2.3 MJ m > K~ ! recommended by Beck (1988).

Mottaghy et al. (2008) determined average values for
thermal capacity according to Equation 21 for metamor-
phic and magmatic crystalline rocks as the inverse slope
of a linear regression of values of thermal diffusivity
versus thermal conductivity measured at temperatures in
the range 20 °C-300°C:

k(T) = AT)

=—— (Tin°C
L (TinC),

(23)

Regression of data measured on seven samples
collected along a profile crossing the Eastern Alps from
north to south and on nine samples from the northern
rim of the Fennoscandian Shield near the Kola ultra-deep
borehole SG-3_yielded m=2066(70)kIm > K~', n=2.2
@ kIm K % R*=0.97 and m=2404(91)kJm > K,
n=3.6(5)kIm* K2, R*=0.92, respectively. This yields
a range of thermal capacity for the Alpine and
Fennoscandian data of about 2.1 MJ m ' K '-
27MIm 'K 'and24MIm 'K '-35MIm 'K,
respectively, in the temperature range 20 °C—300 °C.

The product of an average density of 2 700 kg m ™ for
the crust and isobaric specific heat capacity calculated for
an average molar mass of 0.22178 kg mol ' according to
Equation 20 (Whittington et al., 2009) yields the variation
of thermal capacity p cp (Equation 21) with temperature
shown in Figure 1. Its increase with temperature by about
a factor of 1.7 in a temperature interval of 1 000 K demon-
strates that the effect of temperature is stronger for the pho-
non component of thermal diffusivity k than for phonon
thermal conductivity A, due to the increase of specific heat
capacity. Assuming a constant density throughout the crust
implies that the increase and decrease in density due to the
increase in pressure and temperature, respectively, partly can-
cel each other and that these changes are small compared to
those of specific heat capacity and thermal diffusivity.

Latent heat

Solidification of magma and melting of rocks as well as
freezing and thawing of water in soils or rocks liberates
or consumes heat, respectively. The like applies to mineral
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phase changes such as those associated with the seismic
discontinuities at 410 km, 520 km, and 660 km in the tran-
sition zone from 400 km—600 km between the upper and
lower mantle. These mineral phases are chemically identi-
cal but differ with respect to crystal structure and therefore
elastic properties. This is why this transition is seen in the
seismic wave field. Phase transitions require a certain
pressure P and temperature T, but also a specific relation
between these two state variables expressed by the
so-called Clapeyron slope dP/dT = AS(P,T)/AV(P,T) (the
inverse of the Clausius—Clapeyron equation), where
S and V are entropy and volume, respectively. This
means that the depth where a certain phase transition
occurs varies with the ambient temperature in the crust.

Thermal Storage and Transport Properties of Rocks, I: Heat
Capacity and Latent Heat, Table 3 Typical values or ranges for
density p, isobaric specific heat capacity cp, and thermal
capacity p cp of selected rocks at 20°C (Waples and Waples,
2004; Petrunin et al., 2004)

p Cp pcp

Rock (kg m™) Okg7'K™H  ®m?K™
Albite 2540-2560  755-780 1922-1991
Amphibole 3010 700-1134 2110-3410
Anhydrite 2950-2960  590-940 1740-2780
Anorthite 2740 800 2202

Basalt 2870 880-900 25262583
Clay 2680 860 2300

Coal 1350 1300 1760
Diabase 2790 731-860 2040—2 400
Dolomite 2800 900 2520
Gabbro 2970-3000  650—1000 1950-2970
Gneiss 2700 770-979 20802 640
Granite 2620-2650  600—1172 1590-3 070
Gypsum 2370 1010 2390
Limestone 2760-2770 680880 1880—2430
Peridotite 2740-3190  705-1005 1930-3210
Pyroxenite 3190-3240 6601000 2140-3190
Quartzite 2640 731-1013 1930-2670
Rock salt 2160 880 1900
Sandstone 2640 775 2050

Schist 2770-2900 7901096 2190-3180
Serpentinite  2270-2540  730—1005 1660—2 550
Siltstone 2680 910 2449

Slate 2770-2780  740-1113 2060—3 080
Syenite 23820 460 1300

Talc 2780 1000 2780

Tuff 2750 1090 3000

Positive and negative values for the Clapeyron slope are
associated with exothermic and endothermic reactions,
respectively.

Phase changes generally consume or deliver much
more latent heat than can be stored or delivered as sensible
heat: It requires a temperature increase of more than 500 K to
equal by sensible heat the amount of latent heat required
to melt 1 kg of granite, and still an increase of more than
80 K to equal by sensible heat the amount of latent heat
required to melt 1 kg of sea ice (Table 4).

The discontinuity at 410 km is generally associated with
the transition in olivine from a-olivine to B-spinel, also
named wadsleyite (e.g., Stacey and Davis, 2008). At
expected pressure and temperature of 14 GPa and
1,600 K, respectively, corresponding values for the
Clapeyron slope vary between 2.9 MPa K™ and
4.8 MPa K~' (Bina and Helffrich, 1994; Katsura et al.,
2004; Stacey and Davis, 2008). The dzscontmuzty at
520 km is associated with the transition from B-spinel
(wadsleyite) into y-spinel, also named ringwoodite (e.g.,
Stacey and Davis, 2008). At an expected pressure of
18 GPa, a temperature increase, such as by an ascending
plume, would require a higher pressure for this transmon
according to 1nferred Clapeyron slopes of 4.0 MPa K~ '—
5.3 MPa K~ (Helffrich, 2000; Deuss and Woodhouse,
2001). A second transition occurs between garnet and cal-
cium-perovskite (CaSiO3), where the iron in garnet goes
into Ilmenite, and its CaSiOs-component into calcium-
perovskite. This reaction has a negative Clapeyron slope.
The two slopes of different sign may shift the depth for
two transitions into opposite directions, which is observed
as a splitting of the 520 km discontinuity. The discontinu-
ity at 660 km defines the transition into the lower mantle. It
is caused by the transition of y-spinel (ringwoodite) into
magnesium-perovskite (MgSiO;) and ferrous periclase
(magnesiowiistite, (Fe,Mg)O). At an expected pressure
of 23.5 MPa, this endothermic transition is associated
with a Clapeyron slope of — 2.8 MPa K~ (Stacey and
Davis, 2008).

The latent heat L that corresponds to these additional
heat sources and sinks can be elegantly combined with the
specific sensible heat capacities of the liquid and solid rock,
¢ and ¢, respectively, into an effective bulk specific heat
capacity c.. This effective specific heat capacity then
accounts for the entire enthalpy change, including latent
heat. In this approach, the latent heat effects are assumed
to occur between the solidus and liquidus temperatures T,
and T,, respectively. The heat liberated by a solidifying

Thermal Storage and Transport Properties of Rocks, I: Heat Capacity and Latent Heat, Table 4 Comparison of isobaric
specific heat capacity cp and latent heat of melting L of granite, basalt, seawater, and freshwater (Stacey and Davis,

2008, supplemented)

Granite Basalt Seawater Freshwater Dry air (15°C, 1 atm)
cp (kT kg 'K™h 0.83 0.88 3.99 4.18 1.006
L (kIkg " 420 420 335 333.55 196
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(“freezing”) liquid phase is obtained by weighting by the
volume fractions of liquid and solid phases, ¢; and s,
respectively. The enthalpy change of the rock volume then
becomes dHfeesing = (¢1 ¢ + ¢ ¢5) AT + L dd, and the
effective heat capacity cg is:

~ dH do
fi i
Cop  © = ar bier+dges+L T
Conversely, when considering melting the solid phase,
the enthalpy change of the rock volume is dHyeiting = (¢1 €1
+ ¢ ¢s) dT + L dds, and the effective heat capacity in this
Case Cqfy 1S:

(24)

. dH d¢
It
e = Mgy er 4 e+ L 9%

(25)
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Synonyms
Heat conductivity;
diffusivity

Thermal conductivity; Thermal

Definition

Thermal conductivity (also: heat conductivity) .: Physical
property governing heat diffusion in the steady state. It
defines how much heat flows across a unit cross section
of rock along a unit distance per un1t temperature decrease
per unit time; dimension: W m '

Thermal diffusivity x: Physical property governing tran-
sient heat diffusion. It is defined by the ratio of thermal
conductivity and thermal capacity, i.e., by the ratio of heat
flowing across the face of a unit volume and the heat
stored in the unit volume per unit time; dimension: m* s~

Thermal conductivity

Fourier’s law of heat conduction defines the vector of
specific heat flow g, i.e., heat flow normalized by area,
as the product of the thermal conductivity tensor A; and
the temperature gradient vector OT/0x;:

Temperature measurements are usually performed
along vertical profiles in boreholes, yielding only the
vertical component of the temperature gradient. Thermal
conductivity in some rocks is, to a good approximation,
isotropic, particularly in volcanic and plutonic rocks. Then
heat will flow predominantly vertically, and it is sufficient
to consider only the vertical component of Equation 1. In
contrast, thermal conductivity of many sedimentary and
metamorphic rocks is strongly anisotropic, and lateral heat
flow may be significant. Hence, information on anisotropy
is often required, demanding laboratory measurements in
different directions. Anisotropy occurs over a wide range
of scales, from microscopic, over laboratory and macro-
scopic, to tectonic.

Heat transport in most of the Earth’s crust and mantle is
diffusive and caused by (1) scattering of quantized lattice
vibrations, the phonons, and (2) by diffusive (as opposed
to ballistic) radiation of photons. These two processes
are described by phonon thermal conductivity A, and radi-
ative thermal conductivity, A,, respectively, the sum of
which is often termed effective thermal conductivity, A,
In most polycrystalline material heat radiation starts to
dominate at temperatures above 2 500 K. In single crystals
and glasses with little or no scattering (e.g., obsidian),
however, radiation may become important at much lower
temperatures of 500 k—1000K. In the metallic core,
scattering of electrons provides a third heat transfer mech-
anism (Figure 1).

The following text deals mostly with phonon thermal
conductivity. Radiative heat transfer is discussed in the
paragraph on radiative thermal conductivity and in the
chapter on thermal diffusivity.

Measuring techniques

Thermal conductivity can be measured in the laboratory
on rock samples, i.e., cores or cuttings or in situ either in
boreholes or with shallow penetration (3 m—20 m) marine

opaque
insulators
(FeO; FeS) partially
metals transparent
(Fe; Ni) insulators
(silicates; MgO)

scattering
of phonons

Ap

diffusion
of photons
A

scattering
of electrons

Thermal Storage and Transport Properties of Rocks, II:
Thermal Conductivity and Diffusivity, Figure 1 Different types
of material in the Earth and associated mechanisms of heat
transport (Redrawn after Hofmeister et al., 2009).
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heat flow probes. There are numerous steady-state and
transient techniques available for measuring thermal con-
ductivity, the most prominent being the “divided bar,”
“needle probe,” “optical scanning,” and “(laser) flash,”
all of which are suitable to determine also the anisotropy
of thermal conductivity. These methods are described in,
for instance, Parker et al. (1961), Kappelmeyer and Haenel
(1974), Beck (1988), Davis (1988), Somerton (1992),
Schilling (1999), Popov et al. (1999b), Beardsmore and
Cull (2001), and Blumm and Lemarchand (2002). Among
these techniques, the transient ones are also suitable for
determining thermal diffusivity.

As with most other petrophysical properties, in situ
thermal conductivity may deviate significantly from labo-
ratory values, even if the effects of temperature, pressure,
and pore fluid are accounted for. This scale dependence
involves different aspects: In situ measurements represent
an average over a much larger rock volume than labora-
tory measurements performed on small samples, and can-
not resolve small-scale variations. A subsequent upscaling
may be necessary to identify the appropriate representa-
tive elementary volume (REV) for which reasonable trans-
port parameter averages can be defined.

Indirect methods

When no data are available or no direct measurements
can be performed, thermal conductivity can be inferred
indirectly, either from mineralogical composition and
saturating fluids or from correlations with other phys-
ical properties. While some of these methods are based
on well-defined physical models, others are purely
empirical.

Estimation from mineralogical composition and satu-
rating fluids: Thermal conductivity of rocks may be esti-
mated from their mineral and fluid content. Thermal
conductivity of minerals varies much less than in rocks,
due to their well-defined composition. As the bulk ther-
mal conductivity of porous rocks varies with different
saturants, it may be also of interest to know rock ther-
mal conductivity for other saturants than those used in
the laboratory measurement. Numerous models based
on volume fractions of the individual mineral and fluid
phases have been proposed, all with specific advantages
and disadvantages: Some overestimate while others
underestimate systematically the true bulk thermal
conductivity. Most of them are valid only within
a specific range of volume fractions (or porosities)
and yield unreasonable results outside. To overcome
this problem, additional parameters may be introduced
in order to incorporate rock structure into a mixing
law (see below).

The parallel and series models for thermal resistance of
layered media are easy to understand, but have the disad-
vantage of being rather special cases, applicable mostly
to bedded sediments. They correspond to the well-known
weighted arithmetic and harmonic means, 4,,; and A,
Equations 2a and b, and are related to heat flowing parallel

or perpendicular to bedding, respectively. They define
upper and lower limits for all other models, sometimes
also referred to as the Voigt upper bound and Reuss lower
bound, respectively. Thus they constrain the maximum
variance of possible predictions. The arithmetic mean
between the two is known as the Voigt-Reuss-Hill aver-
age, Ayrp (Equation 2c). It is useful for estimating an
effective thermal conductivity, while the arithmetic and
harmonic means are used to define a range for possible
values.

The weighted geometric and square root means /g,
and /s, (Equations 2d and e; e.g., Beardsmore and
Cull, 2001), respectively, are associated with a mixture
of different fluid and mineral phases of unspecified
geometry. In many cases, both means successfully
explain the data and are therefore widely used for lack
of more specific information on the geometric arrange-
ment of the individual volume fractions. In the special
case where N =2 and n; = n, = 0.5, the arithmetic, har-

monic, and geometric means are related by
}vgeo =V ;"ari ihaw

Effective medium theory (Bruggeman, 1935) provides
the effective medium mean A ¢ (Equation 2f) which is
useful for macroscopically homogeneous and isotropic
rocks consisting of randomly distributed grains and pores.

The upper and lower Hashin-Shtrikman bounds AHS
and /g (Equation 3, Hashin and Shtrikman, 1962),
respectively, provide tighter constraints for the predictions
of different models other than the arithmetic and harmonic
means. The arithmetic average of both defines the Hashin-
Shtrikman mean (Equatlon 2g). Geometrically, the lower
Hashin-Shtrikman bound /% corresponds to a rock model
consisting of grains suspended in a fluid and is closely
followed by the geometric mixing law. In contrast, the
square root law is very close to the upper Hashin-
Shtrikman bound A% and could be related to a well-
lithified rock with spherical, fluid-filled pores. Figure 2
illustrates the geometries corresponding to all of these
models.

If A; denotes the thermal conductivity and n; the volume
fraction of the ith phase relative to the total volume

=>"n;), these seven weighted means are defined by:

N
(@) e = Jari = 2 = 13 D
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Thermal Storage and Transport Properties of Rocks, Il: Thermal Conductivity and Diffusivity, Figure 2 Geometrical arrangement
of layers, mineral grains, and pores assumed in different models for calculating mean bulk thermal conductivity of a composite
medium: arithmetic (A,), harmonic (Anar), geometric (Ageo), square root (Asq,), Hashin-Shtrikman upper (/IZS) and lower (Aﬁ,s) bounds,

and effective medium (Aef).

where:
A
AU = o o max
HS ax T T s A
N .
with: Apax = ! :
" i=1; 2i7# max Omax + 1/(/11 - /lmax)
1
Jmax = Max(4y, .., An); Olmax = T
max
o= g o Amin )
s 1 - Olmin Amin7
with: Amin = ! :
i1 min + 1/ (A = Amin)
1
Jomin = min(l], o iN); Omin = T

For a two-component system consisting of pore fluid
and solid rock with thermal conductivities 4, and 4,
respectively, Equation 3 simplifies to (Hashin and
Shtrikman, 1962; Horai, 1971):

U ¢ L 1
Mg = ht s Mg = Ayt
3/ A

Ap=1s

Generally, for a two-component system consisting of
pore fluid and solid rock with thermal conductivities A,

and /Z, respectively, the implicit definition of A, in
Equation 2f can be resolved:

1
leﬁ :Z { 3 (ﬁ(/lf — ).S)+2 As — ﬂ.f

9P 22+ 18 ¢ s Ag — 18 ¢* Ay iy — 12 22
+ .
+A—6¢ A +40 A+ 9 PP AT+ 407

(5)

Figure 3 compares the variation of thermal conductivity
of a two-component system with volume fraction for these
different mixing laws defined by Equations 2—5. By and
large, and in particular for such a two-component system,
thermal conductivity of a multiphase rock determined
according to these models can be ordered as:

AL = Jnar < Az < Ivrr < Ageo < Anis < Aoy

(6)

U
< lsqr < lHS < Agri = ﬂH.

While only these nine models are presented and
discussed here, various other mixing models are available
which take into account additional factors, such as the
shape of grains and voids. Several models assume spheroi-
dal pores specifying the aspect ratio of the spheroids
(Korvin, 1978, 1982; Schulz, 1981; Zimmerman, 1984,
1989; Buntebarth and Schopper, 1998; Popov et al.,
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Thermal Storage and Transport Properties of Rocks, Il: Thermal Conductivity and Diffusivity, Figure 3 Variation of thermal
conductivity A of a two-phase rock with porosity ¢ according to the means in Equations 2-5 for solid and fluid thermal conductivities
of heolia = 6Wm ™" K" and Aquiq = 0.6 Wm ™' K", respectively: arithmetic (A,); Hashin-Shtrikman upper bound (/j); square

root (Asqy); effective medium (Aeg); Hashin-Shtrikman (Aus); geometric (Ageo); Voigt-Reuss-Hill average (Aygw); Hashin-Shtrikman lower

bound (f;5); harmonic (Anay).

2003). These models require information on the geometry
of'the internal rock structure and differ in the way of averag-
ing over a representative elementary volume. Horai (1991)
tested the results of predictions from several different
mixing models on a remarkable data set in which porosity
virtually varies from 0% to 100 %. As can be expected,
most of the models tested were valid only for certain poros-
ity ranges. Only the two-phase models of Fricke-
Zimmerman (Fricke, 1924; Zimmerman, 1989) and Schulz
(1981) treating pores as spheroidal inclusions in
a homogeneous and isotropic material are valid over the
entire range of porosity. However, they require additional
information on the spheroids’ aspect ratio or orientation.
Given the typical ratios of rock and fluid conductivities
we observe in nature, i.e. less than 10, most of the con-
ductivity models tested work to within an accuracy of
10 %—15 %.

Based on 1325 individual measurements on sedimen-
tary rocks and oceanic basalts in dry and saturated condi-
tion (Adry, Asat), Figure 4 compares the variation of the ratio
Mary/Asae With porosity measured with that predicted by
the arithmetic, upper Hashin-Shtrikman, square root, geo-
metric, lower Hashin-Shtrikman, and harmonic mixing
laws, Aai, ;“gs» Asqr Ageos ;L}_Jls, and Ap,, respectively
(Equations 2—4). It is evident that no single mixing law
applies equally well to all rock types. But it appears that
the geometric and square root model, on average, provide

the best general fits to the data. It is also clear that the
upper and lower Hashin-Shtrikman means, jgand A,
provide much tighter bounds than the arithmetic and har-
monic means, A, and Ay, respectively.

Correlations with other physical properties: Physical
properties measured in well-logs can be used to infer esti-
mates for in situ thermal conductivity. The approach is
based on an extension of the mixing-model approach to
the borehole scale: The volume fractions n; of the
N different mineral (or fluid) phases are either taken
directly from induced gamma ray spectroscopy logs
(Williams and Anderson, 1990) or determined from
a joint analysis of a suitable number J of geophysical logs,
such as gamma ray (GR), sonic slowness (DT, the inverse
of velocity), gamma density (DEN), and neutron porosity
(NPHI) (e.g., Hartmann et al., 2005; Goutorbe et al.,
2006). Let x and b be vectors composed of the
N volume fractions n; and the J theoretical log responses
R’ with respect to the N different phases, respectively.
Then, each element R’ of vector b is the cumulative
response of the jth log to all phases weighted by their
volume fractions:

N N
R = ZniR{, where: Zni =1,and )
7 i

XZ[I’ll,...
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Thermal Storage and Transport Properties of Rocks, II: Thermal Conductivity and Diffusivity, Figure 4 Variation of thermal
conductivity ratio Agr,/Asac (Mmeasured in dry and saturated condition) with porosity ¢ for different rock types. Numbered open circles
represent means based on measurements on 1 058 sedimentary rock samples (Kobolev et al., 1990; Popov et al., 1995, 19993; see also
Clauser, 2006): (1) 21 limestones; (2) 54 limestones; (3) 13 quartz sandstones; (4) 44 quartz silt-stones; (5) 35 conglomerates;

(6) 141 quartz sandstones; (7) 33 claystones; (8) 99 polymictic sandstones; (9) 30 quartz sandstones; (10) 22 claystones; (11) 65 quartz
silt-stones; (12) 99 quartz silt-stones; (13) 241 quartz silt-stones. Shown for comparison are data measured on 58 oceanic basalts
(diamonds) and 179 shaly and limy sandstones (crosses). Curves labeled arithmetic, HS*, square root, geometric, HS~, and harmonic,
correspond to the arithmetic, upper Hashin-Shtrikman, square root, geometric, lower Hashin-Shtrikman, and harmonic mixing
[aws, Aaris Afiss Asqrr hgeor A5, @nd Anay, respectively (Equations 27-29) (Clauser, 2006).

The rows of matrix A contain the specific responses of
each log to the N rock phases:

A= ; ®)

and the direct and inverse problems can then be written as
Ax=bandx =A"'b, )

respectively. Thus, in the direct problem, the log response
vector b is computed from the volume fraction vector x
and the specific log response matrix A. In contrast, in
the inverse problem, the volume fractions x are computed
from the log responses b and the inverse of the specific
log response matrix, A . Thus, for N solid rock constit-
uents, solving the inverse requires N — 1 logs. Porosity
does not count here, because it follows as the differ-
ence of one and the sum of the solid rock volume

fractions. If more logs are available, making the problem
over-determined, the inverse problem can also be solved
in a least-squares sense. Once the volume fractions are
known and assigned appropriate thermal conductivities,
an appropriate mixing model can applied to compute
rock thermal conductivity. Generally, the geometric and
square root means, Equations 2d and e, often have turned
out useful, but other mixing models may be appropriate in
specific cases.

Assigning representative thermal conductivities to
the solid rock constituents is not trivial. Tabulated
values of rock thermal conductivity should be used only
if they characterize specimens from the logged forma-
tions. In all other cases, these formations or their out-
crops need to be sampled and these specimens tested
in the laboratory. If measurements are performed at
ambient conditions, the values need to be corrected
for the effect of temperature, and in some cases for
pressure as well.

In general, the effect of temperature is more pro-
nounced than that of pressure. However, for greater depth
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and little or less consolidated rocks it also needs to be
accounted for. If commercial log interpretation software
is used to perform the inversion, the theoretical log
responses R with respect to the different rock constituents
are usually supplied by the software. Alternatively, values
for the theoretical log responses R’ can be obtained from
the literature (e.g., Crain, 1986).

Thermal conductivity of minerals and rocks

Thermal conductivity of minerals is much better constrained
than that of rocks, due to the well-defined crystal structure
and chemical formula for each mineral. Substantial collec-
tions of mineral thermal conductivities were compiled
by Birch (1942), Clark (1966), Horai and Simmons
(1969), Dreyer (1974); Roy et al. (1981), Cermak and

Sedimentary Rocks

40
[ n=1564, chemical
35 [ n=648, physical (terrestrial, low porosity)
I n=4204 physical (marine, high porosity)
30
X 25
>
2
s 20
=}
g
T 15
[
[i.[i.[i.[h.u mlo
3 4 5 6
a A (W m! K‘1)
Plutonic Rocks
18 ! ! !
[l n=805, rich in feldspar
16 | I n=6088, poor in feldspar
14
—~ 12
2 ] |
5 10 b
) | I
S 3 | :
s 8 1] | | B
o 3 : 3
“ 6
0 | i i i i i
1 15 2 25 3 3.5 4 4.5 5
C A (W m-! K’1)

Rybach (1982), Carmichael (1984), Popov et al. (1987),
Diment and Pratt (1988); Somerton (1992), Clauser and
Huenges (1995), and Clauser (20006).

Rocks are less well defined. In fact, rock type is a rather
poor descriptor for physical properties as it rarely charac-
terizes the dominating factors for any given property. With
respect to thermal conductivity, these comprise mineral
content, porosity, pore fluid, saturation, and anisotropy
for each rock type. As these factors are variable for each
rock, the variation of rock thermal conductivity was char-
acterized in a statistical manner in Clauser (2006, 2009)
according to the four main diagenetic classes of rocks:
sedimentary, volcanic, plutonic, and metamorphic. This
discussion is summarized here.

For sedimentary rocks (Figure 5a), thermal conductiv-
ity is mainly controlled by porosity and sediment type.

Volcanic Rocks
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Thermal Storage and Transport Properties of Rocks, Il: Thermal Conductivity and Diffusivity, Figure 5 Histograms of thermal
conductivity for (a) sedimentary, (b) volcanic, (c) plutonic, and (d) metamorphic rocks (Clauser, 2009).
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For volcanic rocks (Figure 5b), porosity is the controlling
factor on thermal conductivity: Both mean and median
of the high- and low-porosity histograms differ by nearly
a factor of two, and the high-porosity distribution
is skewed toward low conductivities. Plutonic and meta-
morphic rocks are generally much less porous. Here, the
controlling factor is the dominant mineral phase. For plu-
tonic rocks (Figure 5c), the feldspar content determines
the shape of the histogram: Rocks with a high feldspar
content (i.e., >60 %) display a nearly symmetrical con-
ductivity distribution about a lower mean conductivity
than rocks with low feldspar content. In spite of these dif-
ferences, the means and medians for both distributions
are nearly identical. For metamorphic rocks (Figure 5d),
it is the quartz content which controls thermal conductiv-
ity: Both mean and median of the distributions for high
and low quartz content differ by nearly a factor of two,
similar as for volcanic rocks (Figure 5b) with regard to
porosity. While the histogram for high quartz content
rocks (mostly quartzites) is nearly symmetrical, the low
quartz content histogram is strongly skewed toward low
conductivities.

Radiative thermal conductivity

In addition to heat conduction, heat radiation emitted from
hot bodies propagates through a sufficiently transparent
and little absorbing medium as electromagnetic waves
with velocity

Cm = Co/N = ApVm, (10)
where A, and v, are radiation frequency and wavelength
in the medium, and n = cy/c,, is the ratio of the speed of
light in vacuum and in the medium, i.e., the real part of
the index of refraction (Table 1).

Thermal Storage and Transport Properties of Rocks, Il
Thermal Conductivity and Diffusivity, Table 1 Refractive
index n of selected substances

Substance n = cp/cy, (at 589 nm)
Air 1.0003
Water(H,O) 1.33
Magnesium fluoride (MgF») 1.38
Calcium fluoride (CaF,) 1.43
Rock salt (NaCl) 1.54
Quartz (SiO,) 1.54
Glass 1.5-1.6
Carbon disulfide (CS,) 1.63
Corundum (Al,03) 1.76
Zircon (ZrSiOy) 1.92
Sulfur (S) 2.00
Sinc sulfide (ZnS) 2.37
Diamond 242
Carborundum (SiC) 2.55
Rutile (TiO,) 3.10
Galena (PbS) (@ 590 nm) 3.90

Radiation theory is based on Planck’s distribution law
defining the spectral radiance L, or L, of a black body
in the wavelength or frequency interval dA,, or dv,, in
the medium in terms of the corresponding wavelength or
frequency in vacuum, respectively:

2hcdn?(A,T)
A° (eheo/ (AKT) _ 1)
(Wm2sr 'm ' =Wm3sr ),
2hvin?(v,T)
o2 (/6T 1)

(Wm2sr "Hz '=Wsm2sr ),

)

where, h=6.626 068 96(33) x 10~ **J s is the Planck con-
stant, k = 1.380 6504(24) x 10> JK ™! the Boltzmann
constant, and dA = n dA,,,. Radiance is the radiant energy
flux emitted per unit solid angle in a given direction per
unit projected area of a source. According to Wien’s dis-
placement law, the maximum of spectral radiance
increases with temperature and decreases with wavelength
(or increases with frequency) of radiation. Hofmeister
(2005) estimated the variation of n(v,T) with temperature
and frequency and found both to be very small suggesting
that n is approximately constant in the visible frequency
range.

The intensity of radiation, I, is related to the incident
intensity, Iy, radiation path, x, and opacity, €, by I = I,
exp(—e x), where opacity ¢ = 1/¢ is the reciprocal
mean free path ¢ of radiation. It defines the average travel
distance of photons before being absorbed or scattered. In
general, opacity is a function of the radiation wavelength.
Opacity in an absorbing and scattering medium comprises
contributions from both of these processes:

LA(Am,T) dA, = dA

Ly(Vm, T) dvm = dv

E=a-+g, (12)

where o and ¢ are absorption and scattering coefficients,
respectively. The scattering coefficient g is usually identified
with the inverse grain size, suggesting orders of
magnitude ranging from 10°m to 10°m™". The absorption
coefficient oo may be as large as o = 7,000m ', but values
below o = 1500m™' are reported for absorption
coefficients in single crystal olivines with different
proportions of forsterite (Mg,Si0;) and fayalite
(Fe22+SiO4) (Fog4Fag — FoggFa4) in the two pass bands
at 0.5um and 0.5pm-6.0pum (e.g., Shankland et al.,
1979; Clauser, 1988; Hofmeister, 2005). The width
and level of these pass bands depend critically on the iron
content in the minerals. The complex index of refraction of
all materials, m, is defined by m = /e, =n—i-k,
where €, and p, are (complex) relative electrical per-
mittivity and relative magnetic permeability, respectively,
n = cg/cyy, is the real and k the imaginary part of the index
(sometimes also called extinction coefficient), and
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i = \/—1 is the imaginary unit. The absorption coefficient
a is related to the complex index of refraction k by

a=4mnk/A, (13)
where A is the radiation wavelength (Aronsson et al.,
1970).

Radiation therefore becomes important for rocks with
a larger free mean path of radiation corresponding
to smaller values of opacity or absorption coefficient
and scattering coefficient. This holds in particular at
larger wavelength, in the infrared part of the absorp-
tion spectrum’s transmission window between about
0.5 um—6.0 pm.

Radiated heat is diffused if photons emitted by mineral
grains are scattered or absorbed by neighboring grains. If
the mean free path of radiation, ¢, is small compared to
the distance to material discontinuities (such as grain
boundaries) and for moderate temperature gradients, i.e.,
no large anisotropy in the intensity of radiation, an effec-
tive thermal conductivity

Nettij = Mpjij + Mrjij (14)
replaces A;; in Equation 1, where A, ;; and A ;; are phonon
and radiative thermal conductivities, respectively.

Rosseland (1930) and Clark (1957) defined the radia-
tive thermal conductivity based on the temperature deriv-
ative of the spectral radiance of a blackbody. Following
practice in engineering, Hofmeister (2005) accounts in
this expression additionally for the emissivity 1 < 1 of
a grainy material by applying the temperature derivative
and the subsequent integration to the product of emissivity
1 and spectral radiance L,, yielding

C4n (v, T) Ly(v, 7))
f?/g oT dv.
0

(15)

Different practical expressions were derived depending
on which parameters can be assumed as independent of
temperature or frequency (see, e.g., Clark (1957);
Shankland et al. (1979); Scharmeli, 1982; Clauser, 1988;
Hofmeister, 1999, 2005; Hofmeister et al., 2009). Based
on grain size 6 and attenuation

= (Inlp — InI)/d ~ «, (16)

where o is the absorption coefficient and I and I; are inci-
dent and transmitted intensities, respectively, Hofmeister
(2005) suggests the following expressions for emissivity
and opacity:

—da(v) _ 1 — ef(lnloflnlt)’ s =

n=1-—e
(17)

and estimates values for the product 6 o based on the inter-
face reflectivity R (%) between two neighboring grains.

Values for & o considered realistic for the mantle range
between 5 and 10 (corresponding to a range for
R between 0.07 % and 0.05 %) with a preferred value of
7 (R =10.01%).

The “gray body” approximation assumes opacity and
emissivity as finite, constant, and independent of radiation
wavelength. If the real part of the refractive index, n, and
the spectral radiance, L, or L,, are also independent of
temperature and wavelength, Equation 15 simplifies into:

l6mon®T?
My = ————, 18
e (13)
where 6 = 5.670 400(40) x 10 *Wm 2K ™* is the

Stefan-Boltzmann constant. An example of magnitude is
obtained when emissivity n = 0.99 and opacity ¢ is identi-
fied with the olivine (Fog,Fag) absorption coefficient o at
1700 K (Equation 12, neglectlng contrlbutlons from scat-
tering), with 1000m < a < 1500m™". Additionally,
a typical silicate value is assumed for the 1ndex of refrac-
tion, n = 1.6 (Table 1). This yields a range for radlatlve
thermal conductwlty at 1700K of 3.8Wm 'K™' >
Ae>25Wm 'K

Inserting Equations 16 and 17, and the temperature
derivative of the spectral radiance (11) as provided by
Shankland et al. (1979) into (15) yields radiative thermal
conductivity as:

o _4md /ocl—es“(V) (Ly(v,T)) &
3 1+3a(v) or
0
_ 8mdnT k! o
N 3th3 Z/
lower

2Tx° on o1

— aT]dx (Wm™ K™),

where x = hv/(k T) and dx = h dv/(k T), and the summa-
tion allows for the transparent regions above and below
the strong absorption bands in the visible part of the spec-
trum. The second term of the sum in the integrand van-
ishes if On/O0T = 0 as suggested by Hofmeister (2005).
Because o varies nonlinearly with frequency or wave-
length, and the cutoff frequencies in the integral in
(19) depend on & and o, Hofmeister (2005) evaluated
the integral numerically for polynomials in T whose
exponents ranged from 0 to 6, thus yielding other than
a purely cubic relationship between radiative thermal
conductivity and temperature.

1 — e 82V (19)
1+5oc

ne"x4++
e —1 er

Variation with temperature

Since the pioneering experiments of Eucken (1911), ther-
mal conductivity of minerals and rocks is known to
decrease with temperature, generally with its inverse.
Eucken’s empirical result was corroborated theoretically
by Peierls (1929) based on Debye’s (1914) theory of pho-
non scattering. Eucken (1911) observed in his experiments
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in contrast to crystals an increase in thermal conductivity
of amorphous siliceous glass, a clear indication of radia-
tive heat transfer.

The decrease is primarily due to the decrease of phonon
(or lattice) thermal conductivity A, with temperature and
to a smaller degree to thermal cracking. Since the thermal
expansion coefficient increases with temperature (but
differently for all minerals) differential expansion may
create contact resistances between mineral grains. The
effect of contact resistance is less pronounced in water-
saturated than in dry rocks, the condition in which most
rocks are tested at elevated temperatures. For single-
mineral aggregates, a linear relatlonshrp between temper-
ature and thermal resistivity, L', discriminates between
contributions which depend on temperature T and others
which do not, such as micro-cracks, grain boundaries,
shape, and orientation of crystals and their fragments:

A (T)=ci 4T, (20)

where A is in Wm ' K~ ' and Tis in K. By measuring ther-
mal conductivity A and plotting its inverse, thermal resis-
tivity, 7(1, versus temperature, constants ¢; and c, are
obtained from intercept and slope of a linear regression.
Table 2 provides values for the constants ¢; and c, in
Equation 20 which may be used to infer the temperature
dependence of thermal resistivity for some single-mineral
aggregates (Clark, 1969).

Based on measurements on 113 samples of metamorphic
rocks from the KTB research borehole in Germany in the
temperature range 50 °C—200 °C, Buntebarth (1991) deter-
mined mean values for the constants ¢; and ¢, in Equation 20
for gneissic and metabasitic rocks. The arithmetic means
determined from measurements on 66 gneiss samples are
¢ =0.163)W 'mK and ¢, = 0.37(14) x 10 °W 'm.
The corresponding means determined from measurements
on 36 metabasite samples are ¢; = 0.333)W 'mK and
G =022(14) x 10> W 'm.

In contrast to phonon conductivity A,, the radia-
tive contribution to thermal conductivity, A, generally

Thermal Storage and Transport Properties of Rocks, II:
Thermal Conductivity and Diffusivity, Table 2 Values of ¢,
and c; in Equation 20 for single-mineral aggregates; data:
Clark (1969)

¢ x 10° ¢ x 10°
Mineral T (°C) (W 'mK) (W 'm)
Halite, NaCl 0-400 —52.55 0.788
Periclase, MgO 100-800 —21.50 0.127
Corundum, Al,O3 100-800 —28.66 0.155
Quartz, SiO,* 100—-400 62.10 0.387
Spinel, MgAl,0,4 100—1 000 19.11 0.122
Zircon, ZrSiO4 100—800 131.37 0.093
Forsterite, Mg>SiOs,  100-600 85.98 0.282
Enstatite, ferrosilite, 100-300 200.63 0.222

(Mg,,Fe;)Si0s

Single SiO, crystal, heat flowing L to optical axis

increases with the cube of temperature (see above). Thus,
measurements of thermal conductivity as function of tem-
perature generally first exhibit a decrease with tempera-
ture until, from about 1000°C-1200°C onward, the
radiative component balances and sometimes even
reverses the decreasing trend.

The temperature dependence of rock thermal conduc-
tivity was characterized in a statistical manner in Clauser
(2006, 2009) according to the four main diagenetic classes
of rocks: sedimentary, volcanic, plutonic, and metamor-
phic. This discussion is summarized here (Figure 6).

For sedimentary rocks (Figure 6a) up to 300 °C there is
areduction by nearly a factor of two, both for physical and
chemical sediments. Above 300°C, the decrease in
thermal conductivity is less, but it is stronger for chemical
sediments than for physical sediments. However, there are
very few data for this temperature range, which makes this
last observation statistically weak. Above 300°C, the
mean thermal conduct1v1ty of sedlments varies between
LOWm 'K -~ 1.5Wm 'K

Volcanic rocks (Figure 6b) vary quite differently with
temperature depending on their opacity, i.e., on how well
they transmit thermal energy by radiation. Due to this
additional “radiative thermal conductivity,” volcanic
glasses and rocks with small iron content experience an
increase in thermal conductivity for temperatures above
800°C-1000°C (e.g., Clauser, 1988; Hofmeister et al.,
2009). In contrast, thermal conductivity of conduction
dominated rocks, such as rocks with high iron content,
decreases with temperature. An inversion of this trend is
indicated by few available high-temperature measure-
ments (above 1300 °C) but with too few measurements
for a statistical appraisal. At about 1000°C thermal
conductivity for these rocks is at about 50% of the
room-temperature value. Again, there are few data points
above 700 °C.

Plutonic rocks (Figure 6¢) show no strong radiative
contribution. At temperatures above 600 °C, thermal con-
ductivity decreases only very little. However, in these
rocks the variation of thermal conductivity with tempera-
ture depends on their feldspar content. For rocks enriched
in feldspar, thermal conductivity decreases little up to
300°C, while for those poor in feldspar the decrease is
stronger, becoming more gentle above 300 °C, and spread-
ing an additional 20 % over the next 1 000 K. The different
behavior of rocks with high feldspar content is due to the
increase in thermal conductivity with temperature of some
plagioclase feldspars (e.g., Hofer and Schilling, 2002;
Petrunin et al., 2004) which compensates the decrease in
thermal conductivity with temperature observed for most
other minerals and rocks. Other notable exceptions are
fused silica as well as volcanic and silica glasses.

For metamorphic rocks (Figure 6d), the decrease of
thermal conductivity with temperature depends on the
content in a dominant mineral phase, similar as for plu-
tonic rocks. For quartzites, the decrease is strong, by
nearly a factor of three up to a temperature of about
500 °C with only a very mild further decrease beyond this
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Thermal Storage and Transport Properties of Rocks, Il: Thermal Conductivity and Diffusivity, Figure 6 Variation of thermal
conductivity with temperature for (a) sedimentary, (b) volcanic, (c) plutonic, and (d) metamorphic rocks. Color shading
indicates a range defined by plus and minus one standard deviation and N is the number of data at each temperature

(Clauser, 2009).

temperature. For rocks poor in quartz the decrease in con-
ductivity is not quite as strong, amounting to about
one third of the room-temperature value up to 300 °C.
Then it remains roughly constant up to 500°C and
decreases again to about one third of the room-
temperature value up to 750 °C.

In summary, for moderate temperatures thermal con-
ductivity of rocks is well described by a linear relation-
ship with inverse temperature, similar as in Equation 20.
For this temperature range several approaches are avail-
able for inferring thermal conductivity at elevated tem-
peratures. Based on the analysis of available tabulated
data of thermal conductivity as function of temperature
Zoth and Hénel (1988) suggested the following form:

. B
350 + T

where average values of the coefficients A and B for
different rock types are given in Table 3.

Linear relationships between temperature and thermal
resistivity, such as Equations 20 and 21, discriminate
between temperature-dependent contributions and other
factors, which are independent of temperature, such as
micro-cracks, grain boundaries, pore volume, mineralogi-
cal composition, shape, and orientation of crystals and
their fragments.

Sass et al. (1992) and Vosteen and Schellschmidt
(2003) distinguish between the effects of composition

AMT) = A (0°C < T < 800°C), Q1)
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and temperature. They propose a general empirical rela-
tion for A(T), the thermal conductivity in W m~' K" at
temperature T in °C, as a function of A, the thermal con-
ductivity at 0 °C:
A Iy
MT) = 0 or —
a+1(b-£)
c
+b—-—)T
Ao
—

slope

(22)
T~

intercept

For different rock types, the slopes and intercepts of this
equation can be determined from linear regressions of
Equation 22 yielding a mean intercept a and its uncertainty
Aa. Coefficients b and ¢ and associated uncertainties
Oy and o, are determined from a second linear regression
of the different slopes (b—c/Ag) as a function of 1/A,
(Table 4).

Since thermal conductivity is usually measured at room
temperature, A, is expressed as a function of A,s, the room
temperature thermal conductivity, by Sass et al. (1992) for
crystalline rocks (felsic gneiss to amphibolite) as:

Ao = Aas (1.007 +25 (0.0037 - 0‘2074> ) (23)
25

Thermal Storage and Transport Properties of Rocks, II:
Thermal Conductivity and Diffusivity, Table 3 Values for
constants A and B in Equation 21 for different rock types
(Zoth and Hanel, 1988)

Rock type T (°C) AWm'K™) BWm)
1. Rock salt —20to 0 —2.11 2960
2. Limestones 0-500 0.13 1073
3. Metamorphic rocks  0—1200 0.75 705
4. Acidic rocks 0-1400 0.64 807
5. Basic rocks 50-1100 1.18 474
6. Ultra-basic rocks 20-1400 0.73 1293
7. Rock types (2)—(5) 0-800 0.70 770

Vosteen and Schellschmidt (2003) find for magmatic
and metamorphic rocks:

Ao = 0.53 A5 +0.5 \/1.13 7“%5 —0.42 hys, (24)
and for sedimentary rocks:
Mo = 0.54 105 +0.5 /11613 — 039 ks (25)

Hofmeister (1999) provided a detailed analysis of heat
transport based on an analysis of phonon lifetimes
obtained from infrared reflectivity. It accounts for the var-
iation of the phonon contribution A, to thermal conductiv-
ity with both temperature and pressure as well as for the
pressure dependent radiative contribution A. It allows
approximation of thermal conductivity for mantle condi-
tions if: (1) K'y, the pressure derivative of the isothermal
bulk modulus K, is constant: K’y = dK/dP = const;
(2) the variations of the bulk modulus with temperature
and pressure are mutually independent; (3) the pressure
derivative of the thermodynamic Griineisen parameter y
(Equation 12 or 13 in Thermal Storage and Transport
Properties of Rocks, 1: Heat Capacity and Latent Heat,
this volume) is constant: dy/dP = f. For mantle material,
v varies from 1 tol.4, K/ from 4 to 5, and f ~ 0 vanishes
approximately. According to Hofmeister (1999) and
within the uncertainty of these parameters, thermal con-
ductivity in the mantle is:

MT,P) =h298K,101.33 kPa
T
~(@r+1/3) [
x (298/T)*(1+K'oP/Kr)e 2

+A,
(26)

where T is absolute temperature, Ayog k., 101.33 kpa 1S thermal
conductivity at room temperature and atmospheric pres-
sure, o(T) is volume coefficient of thermal expansion as
a function of temperature, and the exponent a is the fitting
parameter. The radiative contribution A, in (26) may be
approximated by Equations 15, 18, or 19. Hofmeister
(1999) provides alternative expressions for A, for ferrous
minerals or dense silicates and oxides (Figure 7):

o(T)dT

Thermal Storage and Transport Properties of Rocks, II: Thermal Conductivity and Diffusivity, Table 4 Coefficients a, b, and c in
Equation 22 and associated uncertainties Aa and oy, G Aa is the error of the mean intercept a for all rock types of the linear
regressions of the normalized thermal resistance Ao/A(T) as a function of temperature T; 6, and o, are the errors defined by the
linear regression of the slopes (b-c/Xo) as a function of the thermal resistance 1/), (see Equation 22)

bx 10> o, x10° ¢x 10° o. x 10°

Rock type i(-) Aa(%) (K™ ) (Wm™'K?  (Wm 'K T(°C) Reference

Basement rocks I 1.007 - 3.6 - 7.2 - 0-250 Sassetal., 1992
(from felsic gneiss
to amphibolite)

Basement rocks I1 0.99 1 3.0 1.5 4.2 0.6 0-500  Vosteen and
(magmatic and Schellschmidt, 2003
metamorphic)

Sediments 0.99 1 34 0.6 3.9 1.4 0-300  Vosteen and

Schellschmidt, 2003
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Thermal Storage and Transport Properties of Rocks, II:
Thermal Conductivity and Diffusivity, Figure 7 Variation of
radiative thermal conductivity A, of ferrous minerals, dense
silicates, and oxides with temperature according to Equation 27
(Hofmeister, 1999).

ferrous minerals :
A = 0.01753 — 1.0365 x 10747 4-2.2451 x 1077 7?2
—3.407 x 1071 73;
dense silicates and oxides
A =85x 107" 7% (A, in Wm 'K~ and T in K).
27)

Figure 1 in the companion article in this volume (see
Thermal Storage and Transport Properties of Rocks, I:
Heat Capacity and Latent Heat) shows the variation of
phonon thermal conductivity A, with temperature in an
average crust of density p =2 700 kgm > molar mass of
0.22178 kgmol . It is derived from A = k p c as the prod-
uct of thermal capacity p cp and thermal diffusivity x cal-
culated according to Equation 20 (in Thermal Storage and
Transport Properties of Rocks, I: Heat Capacity and Latent
Heat, this volume”; Whittington et al., 2009). Due to the
balancing increase of specific heat capacity with tempera-
ture, the decrease in thermal conductivity with tempera-
ture is less than in thermal diffusivity by a factor of
about 1.3. Assuming a constant density throughout the
crust, this implies that the increase and decrease in density
due to the increase in pressure and temperature, respec-
tively, partly cancel each other and that these changes
are small compared to those of specific heat capacity and
thermal diffusivity.

For mantle minerals, such as olivine and its high-
pressure polymorphs, the B- and y-spinels wadsleyite
and ringwoodite, respectively, Xu et al. (2004) fitted pho-
non thermal conductivity measured to 1 373 K and 20 GPa

to an exponential equation in temperature yielding values
for the exponent between —0.406(35) and —0.537(11)
suggesting that fitted phonon thermal conductivity
varies with T~ (Table 5).

Variation with pressure

The effect of pressure on phonon thermal conductivity A,
is different in two distinct pressure ranges. First, fractures
and micro-cracks (developed during stress release after
sampling) begin to close with increasing pressure. This
reduces thermal contact resistance as well as porosity
which is usually filled with a low conductivity fluid. This
process ends when a pressure of about 15 MPa is reached.
A compilation of measurements on various sedimentary,
volcanic, plutonic, and metamorphic rocks (Clauser and
Huenges, 1995) indicates that this effect accounts for an
increase of about 20 % relative to thermal conductivity at
atmospheric pressure. A further pressure increase to
40 MPa does not affect thermal conductivity significantly.
If pressure is increased further, however, a second process
becomes effective, the reduction of intrinsic porosity, i.e.,
voids which are not created by stress release. For granite
and for metamorphic rocks, data indicate an increase of
thermal conductivity by about 10 % within the pressure
range 50 MPa—-500 MPa.

For mantle minerals, such as olivine and its high-
pressure polymorphs, the B- and vy-spinels wadsleyite
and ringwoodite, respectively, Xu et al. (2004) determined
values for the pressure coefficient between 0.022 GPa ™'
and 0.032GPa ' for phonon thermal conductivity mea-
sured to 1373 K and 20 GPa (Table 5). A table of numer-
ical values for pressure derivatives of phonon thermal
conductivity measured by a variety of authors was com-
piled by Hofmeister et al. (2009). Most values for 1~
(OMOP) fall into the range 0.04GPa '-0.36 GPa ',
exceeded only by values of 0.69 GPa™' and 0.5 GPa™"' for
sulfur and quartz, . (measured perpendicular to the optical
c-axis), respectively. Osako et al. (2004) fitted thermal
conductivity measured to 1 100K and 8.3 GPa on isotro-
pic, single-crystal garnet and anisotropic olivine (Fog3Fay;
in three crystallographic directions) as upper and lower
mantle constituents, respectively, to a linear equation in
pressure (Table 6). A pressure dependence of garnet and
olivine was found on the order of 4 % GPa™'—5 % GPa ™'
and 3 % GPa~'-4 % GPa ', respectively.

In contrast, radiative thermal conductivity A, was found
much less variable with pressure than with temperature
(Clark, 1957). In particular, this holds once the spectral radi-
ance overlaps the infrared pass band in the absorption spec-
trum, at temperatures above 1900 K (Hofmeister, 2005).

Variation with other factors

Apart from temperature and pressure, thermal conductivity
also varies with porosity, pore fluid, saturation, dominant
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mineral phase, and anisotropy. These effects are summa-
rized here from the detailed discussion in Clauser (2006):

For large porosity (i.e.,  >> 1 %) thermal conductiv-
ity of the saturating fluid affects significantly the bulk
rock thermal conductivity. The influence varies with
the thermal conductivity of the saturants, e.g., water, oil,
natural gas, air. The resulting bulk thermal conductivity
can be estimated from a suitable mixing model, e.g.,
Equations 2—4.

The effect of partial saturation is different for porous or
fractured rocks. In porous rocks, porosity comprises both
bulk pore space and bottlenecks formed by the contact
between individual grains. Dry bottlenecks act as thermal
contact resistances between grains, while the bulk pore
volume contributes proportionally to the effective rock
thermal conductivity. In fractured rocks, in contrast, there
are no bottlenecks between grains as in porous rocks, and
the small void volume in the fractures corresponds to the
bulk pores space of porous rocks.

Figure 8 illustrates these two effects for a water-
saturated medium-porosity sandstone and a low-porosity
granite: Starting completely dry with an unsaturated con-
ductivity of about 60 % of the saturated value, a level of
85 % is reached for the sandstone at about 10 % satu-
ration. The 15% conductivity residual is then spread
almost linearly over the remaining 90 % of saturation.
Physically this observation indicates that the filling of
inter-granular bottlenecks accounting for only about
10%—15% of the total porosity significantly reduces
the contact resistances between the individual grains.
In contrast, the replacement of low conductivity air
by the more conductive fluid in the major part of the
pore volume accounts for the second effect. If only
fractures contribute to the total porosity, as in the
granite, there are no bottlenecks and only the second
effect is observed: Starting completely dry with an
unsaturated conductivity of about 85% of the satu-
rated conductivity, a quasi linear increase is observed

Thermal Storage and Transport Properties of Rocks, IIl: Thermal Conductivity and Diffusivity, Table 5 Reference values A,9g and
Ky0g at 298 K, pressure coefficients a and a’, and fitting functions for thermal conductivity A and thermal diffusivity « of lower
mantle minerals with absolute temperature T and pressure P (Xu et al., 2004)

A= haog (298/T)? (1 +aP)

K = Kaog (298/T)" (1 + a'P)

Mineral P (GPa) haog (Wm™ 'K ™) a(GPa™ ') Kaog X 10% (m?s™ 1) n a (GPa™')
Olivine 4-10 4.13(11) 0.032(3) 1.31(5) 0.681(22) 0.036(4)

4 4.49(4) - 1.29(5) 0.563(35) -

7 5.19(4) - 1.74(4) 0.720(26) -

10 5.56(4) - 1.84(5) 0.723(31) -
Wadsleyite 14 8.10(4) 0.023 2.55(3) 0.721(13) -
Ringwoodite 20 9.54(5) 0.022 3.09(4) 0.793(17) -

Thermal Storage and Transport Properties of Rocks, Il: Thermal Conductivity and Diffusivity, Table 6 Coefficients and
fitting functions for the variation thermal conductivity A and thermal diffusivity k of garnet and olivine with absolute

temperature T and pressure P (Osako et al., 2004)

Garnet Olivine

}\,:C0+C1/T )L:A0+A|P X:C0+C1/T K:Boexp(BlP)

CO C] A A] Co Cl BO Bl

Wm'K"H)y WmhH Wm'K') Wm!'K'GPa') Wm'K"H) WmhH Wm'K") (GPah

2.01(8) 704(43) 3.48(33) 0.160(26) [100] 1.91(28) 2,088(163)  6.61(13) 0.038(5)
[010]  0.84(36) 1,377(157)  3.98(15) 0.042(5)
[001] 2.08(38) 1,731(86)  5.91(25) 0.034(5)

K=cotc/T K=ayta; P Kk=cotc/T K = bg exp(b; P)

co x 10° ¢ x 10° ap x 10° a; x 106 co % 108 ¢ x 105 by x 10° by

m*s™h (m*s7'K) (m*s™ (m*s~'GPa™) (m*s™h (m*s'K) (m?s7) (GPa™h

0.29(6) 374(31) 1.19(6) 0.046(1) [100] —0.06(11) 938(46)  2.50(4) 0.033(5)
[010] —0.13(8) 626(45)  1.52(6) 0.040(7)
[001] —0.03(17) 832(98)  2.16(14) 0.035(3)
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Thermal Storage and Transport Properties of Rocks, II:
Thermal Conductivity and Diffusivity, Figure 8 Variation of
thermal conductivity with partial saturation for a sandstone
(circles; ¢ = 18 %) and granite (squares; ¢ = 1%) saturated with
water and standard deviations (bars); values normalized by
reference thermal conductivities shown in legend (Clauser, 2006
based on data of Reibelt, 1991).

due to the replacement of low conductivity air until
the 100 % level is reached for complete saturation.

Anisotropy of sedimentary and metamorphic rocks is
due to the conditions of their formation. Anisotropy exists
on several scales: (1) On the microscopic scale, many min-
erals are anisotropic; (2) on the laboratory scale, thermal
conductivity of many rocks is also anisotropic. However,
even if rocks are composed of anisotropic minerals, ran-
dom orientation of the crystals within the rock may render
the rock’s bulk thermal conductivity isotropic on
a macroscopic scale; (3) on a still larger scale, if rocks
are exposed to folding, orogenic or other tectonic
processes, thermal conductivity of the resulting rock for-
mation may be anisotropic.

As a result, thermal conductivity parallel to the direc-
tion of layering or foliation, A, is greater than thermal
conductivity in the perpendicular direction, A , . The factor
of anisotropy, the ratio Aj/A,, generally falls into the
range 0.9-3, with most values between 1 and 2 (e.g.,
Clauser and Huenges, 1995; Popov and Mandel, 1998;
Popov et al., 1999a, b; Clauser, 2006; Davis et al.,
2007). For sedimentary rocks a general trend has been
reported of decreasing A, with factor of anisotropy A/
A, but no such trend was identified for metamorphic
rocks (Clauser, 2006).

Thermal diffusivity

Thermal diffusivity is required in the analysis of transient
heat transfer. A sizable compilation of room-temperature
data of phonon thermal diffusivity k, measured on various
mantle minerals is given by Hofmeister et al. (2009) from
measurements by various groups.

If both conductivity and thermal capacity are known,
thermal diffusivity K can be calculated from k¥ = A/(p c).
As for steady-state thermal conduction, transient heat dif-
fusion in most of the Earth’s crust and mantle is caused by
scattering of quantized lattice vibrations, the phonons, and
by diffusive (as opposed to ballistic) radiation of photons.
These two processes are described by phonon thermal
conductivity A, and radiative thermal conductivity, A,
respectively, the sum of which is often termed effective
thermal conductivity, A.r. As thermal diffusivity is the
ratio of thermal conductivity and thermal capacity, it is
also influenced by the variation of density and specific
heat capacity. This is of particular interest with respect to
the variation with temperature.

Measuring techniques

All of the transient laboratory methods used to determine
thermal conductivity are useful to determine thermal
diffusivity as well. Recently, heat pulse (Schilling,
1999; Hofer and Schilling, 2002; Gibert et al., 2003)
and laser flash methods (Parker et al., 1961; Blumm
and Lemarchand, 2002; Hofmeister, 2006) have been
used for measurements at high temperature. Compared
to other methods their advantage lies in a reduction or
even complete absence of physical contacts between
samples on the one hand and temperature sensors and
heat sources on the other hand. While most methods mea-
sure the effective diffusivity comprising contributions
from phonon conduction and diffused heat radiation,
the laser flash method yields the diffusive component
without contributions from heat radiation. This differ-
ence becomes important particularly at high temper-
atures (for a critical assessment see e.g., Hofmeister
et al., 2009).

Variation with temperature

Thermal diffusivity k of rocks varies even more strongly
with temperature than thermal conductivity A. This is
caused by the opposite behavior of thermal conductivity
and thermal capacity (p c) with respect to temperature.
Because of several self-compensating factors, thermal
capacity (p c) with few exceptions generally varies
within 420 % of 2.3MJm > K™ for the great majority
of minerals and rocks (Beck, 1988). This is confirmed
by a linear regression of thermal diffusivity on thermal
conductivity which was measured on a suite of meta-
sedimentary, volcanic, magmatic, and metamorphic rocks
together with density and specific heat capacity (Mottaghy
et al., 2005):
A A . -6 2 —1

K D23 0.44 A (xkin 107°m”s™"). (28)

A linear regression of thermal capacity as a function of
temperature yields also a linear relationship. This allows
to determine thermal diffusivity k(T) at any temperature,
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based only on the known variation of thermal conductivity
MT) with temperature (Mottaghy et al., 2005):

MT)
2.134+0.0044 T

(kin107°m?*s™!; Tin°C).

k(T)=
29)

Thus, thermal diffusivity can be derived from thermal
conductivity and vice versa. For the suite of rocks studied
by Mottaghy et al. (2005), thermal conductivity decreased
by 4 %—7 % in the range 1—-100 °C while thermal diffusiv-
ity decreased by 18 %—22 %.

Thermal diffusivity was measured at temperatures of up
to 550°C by Ray et al. (2006) on a suite of 16 samples
comprising Archean granulitic rocks which are consid-
ered a major component of the middle and lower conti-
nental crust. Phonon scattering was found dominating
heat transport with radiative diffusion of photons setting
in at 450 °C for most, but not all rocks. Based on their
measurements, Ray et al. (2006) propose an equation
by which thermal diffusivity k(T) at elevated temperature
below 450°C can be derived from room temperature
values, K

0.7
=07 144“—
K(T) =07+ — 150

(k in 107°m?s™"; T in K),

(30)

They also proposed an additional term in Equation 30,
proportional to T?, by which the radiative contribution
above 450°C is ﬁtted However, this assumes a similar
variation with temperature of thermal conductivity and
thermal diffusivity and neglects the additional variation
of specific heat capacity. This, in fact, makes thermal dif-
fusivity vary stronger with temperature than thermal con-
ductivity, which is why the T -term is omitted here.
Whittington et al. (2009) measured the phonon component
K, of thermal diffusivity at temperatures of up to 1 260K
on garnet schist, leucogranite, and welded rhyolitic ash-
flow tuff using laser flash analysis. This characterizes
purely the phonon heat transfer component without
any radiative contribution, in contrast to the values
discussed above. Below and above the transition be-
tween o- and B-quartz at 846 K (~573 °C) the data are
reasonably fitted by

o ){—0.062+%; T > 846 K
P 0.732 —0.000135 T; T < 846 K
(kin 107°m?s™!; T in K),

(€2))

assuming an average molar mass of 0.22178 kgmol ' and
an average density of 2 700 kg m > for the crust (see Figure 1
in Thermal Storage and Transport Properties of Rocks,
I: Heat Capacity and Latent Heat, this volume). The
leucogranite and rhyolite samples were homogeneous
and isotropic. The schist was anisotropic owing to

alternating mica- and quartz-rich layers, requiring testing
in the direction parallel and perpendicular to foliation.

For mantle minerals, such as olivine and its high-
pressure polymorphs, the B- and y-spinels wadsleyite
and ringwoodite, respectively, Xu et al. (2004) fitted pho-
non thermal diffusivity measured to 1 373 K and 20 GPa to
an exponential equation in temperature yielding values
for the exponent between —0.563(35) and —O. 793(17)
suggestmg that fitted phonon thermal conductivity varies
with T™”=T~" (Table 5).

Pertermann and Hofmeister (2006) measured thermal
diffusivity on oriented single crystals and polycrystalline
samples of olivine-group minerals with the laser-flash
method at temperatures of up to about 1500°C. They
fitted the data to a second order polynomial in T:

kp(T) =a+b/T +¢/T*T in K). (32)

Values for the coefficients a, b, and c fitted to data mea-
sured on single crystal and polycrystalline samples are
shown in Table 7.

Osako et al. (2004) fitted thermal diffusivity measured
to 1 100K and 8.3 GPa on isotropic, single-crystal garnet
and anisotropic olivine (Fog3Fa; in three crystallographic
directions) as upper and lower mantle constituents, respec-
tively, to a linear equation in inverse temperature
(Table 6). They found a strong anisotropy in olivine which
they assume to prevail throughout the olivine stability
field in the mantle down to 410 km.

Variation with pressure

Tommasi et al. (2001) measured thermal diffusivity in the
crystallographic [100] and [010] directions parallel and
perpendicular to a strain-induced foliation, respectively,
as a function of temperature at atmospheric pressure on
spinel lherzolites and spinel harzburgite. These rocks are
considered representative for the subcontinental and sub-
oceanic mantle, respectively. They found an anisotropy
in thermal diffusivity on the order of 25 % with the maxi-
mum aligned in the direction of strain. Support of their
experimental findings was provided by corroborating
petrophysical modeling.

For mantle minerals, such as olivine and its high-
pressure polymorphs, the B- and y-spinels wadsleyite
and ringwoodite, respectively, Xu et al. (2004) fitted pho-
non thermal diffusivity measured to 1373 K and 20 GPa to
a linear equation in pressure yielding a pressure coefficient
0f 0.036(4) GPa™! (Table 5).

Osako et al. (2004) fitted thermal diffusivity measured
to 1100 K and 8.3 GPa on isotropic, single-crystal garnet
and anisotropic olivine (Fog3Fa-; in three crystallographic
directions) as upper and lower mantle constituents, respec-
tively, to an exponential equation in pressure (Table 6).
The pressure dependence of garnet and olivine was
found to be on the order of 4% GPa '-5%GPa ' and
3%GPa '—4%GPa ™', respectively.
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Thermal Storage and Transport Properties of Rocks, Il: Thermal Conductivity and Diffusivity, Table 7 Coefficients for fitting the
variation of thermal diffusivity (107® m? s™') with temperature (K) according to Equation 32 (Pertermann and Hofmeister, 2006)

ax 10° b x 10° ¢ x 106 Tinax
Sample Chemical composition (m*s™h (m?s~! K) (m?s7! Kz) ({©)
Single crystals
Olivines Fo[001] Mg,SiO, 0.3081 679.6 213492 985
FoCo[001] Mg 99C00.01Si04 0.2347 587.8 172482 1477
[010] ? 0.2415 1154 165515 1181
Needles[100] Mg, g4Feq.165104 0.7088 57.7 202533 985
[010] ? 0.3100 100.6 86470 739
[001] ? 0.3805 381.3 79703 886
Sumput[010] Mg g7Feg 138104 0.3135 127.2 73 824 983
Sinhalite [010] MgAIBO, 0.5546 —128.1 432571 741
Chrysoberyl [100] BeAl,O,4 0.5366 551.7 566872 990
[010] ? 0.3516 415.2 388978 989
[001] ? 0.6371 428.2 543382 990
Polycrystalline samples

Dunites #1 ~Mg, sFe(Si0, 0.2291 290.0 92938 888
#2 ? 0.3563 178.4 93 356 1083
Monticellite-bearing rock Cay 15 Mg 70Mng 065104 0.3816 153.0 23706 985
Hortonolite-bearing rock Mg »Fe( gSi04 0.2826 301.2 12638 705
Fayalite-bearing slag ~Fe; 9gMng ¢>S104 0.2637 83.9 21216 886
Fayalite-bearing rock ~Fe; gaMng g Mgg 145104 0.1798 265.3 15688 887

Fo forsterite, FoCo Co-doped forsterite

Variation with other factors

Micro-cracks and grain boundaries give rise to increased
thermal resistance and to a reduction of the mean free path
of radiation due to scattering of radiation. It is somewhat
debated below which grain size the effect is negligible:
Based on the agreement between diffusivities measured
on minerals and rocks, Gibert et al. (2003) concluded that
the effect of grain boundaries, thermal cracking, and sec-
ondary phases is negligible. Along the same lines, Seipold
(1998) argued that grain size is much larger than the pho-
non mean free path and therefore grain boundaries should
not interfere with heat diffusion. Branlund and Hofmeister
(2008) confirm this for quartzites, but find diffusivities
measured on chert, agate, and chalcedony to be lowered
by grain boundaries. They propose that grain sizes above
1 pm should not affect heat transfer.

Additional advective heat transfer was identified by
Seipold and Schilling (2003) due to the release of water
adsorbed at the inner surfaces of voids (i.e., pores and
cracks) in rocks at about 450K and by dehydration of
serpentinite at 850 K. Both processes create high local
overpressures which are relieved by cracking if the over-
pressure exceeds the tensile strength of the rock. The
resulting flow is then accompanied by a corresponding
advective heat transfer. This phenomenon was observed
and studied in laboratory experiments (Seipold and
Schilling, 2003) but has implications for the lower crust
and upper mantle with respect to recrystallization pro-
cesses involving the discharge of fluids. These “crustal
burps” provide the only conceivable way how some
fluids from the mantle or lower crust my find their way

to the Earth’s surface. The example discussed by Seipold
and Schilling (2003) involves liberating water of crystal-
lization during the conversion of serpentinite into
forsterite and talc, followed by the formation of enstatite.
As this involves heat advection as a separate heat transfer
mechanism, this process is better addressed separately
and not parameterized into some sort of “effective” heat
transport property not directly linked to a physical
process.

Summary

Understanding the thermal regime of the Earth requires
appreciation of properties and mechanisms for storage,
transport, and generation of heat with the Earth. Both
experimental and indirect methods are available for infer-
ring the corresponding rock properties. Steady-state heat
conduction or transient heat diffusion is the dominant
transport process in the Earth’s crust, except when appre-
ciable fluid flow provides a mechanism for heat advection.
For most crustal and mantle rocks, heat radiation sets in
at temperatures above about 450°C and becomes sig-
nificant only at temperatures above 1200 °C. At tempera-
tures above 2 500 °C heat radiation becomes a dominant
mechanism.
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Definition

Time-Reversal — This refers to a collection of techniques
that aim to focus wave energy onto a specific point in
space and time, implicitly using the source-receiver
reciprocity and the invariance of the wave propagation
equation to the transformation t — —t. The usual way to
perform a time-reversal experiment is to simultaneously
rebroadcast from a set of receivers the recorded signals
read backward. By doing this, an approximate and reverse
version of an original wave propagation movie is created,
which will display wavefronts converging back onto the
source point. A variant of this procedure is reciprocal
Time-Reversal, where the read backward signals are
rebroadcast from the source point instead of from the
recording point. Based on the source-receiver reciprocity,
the wavefield will in this case focus on the receiver.
Invariance of the wave equation — In the absence of loss
terms, the wave equation only contains second-order
space and time derivatives. This implies that if u(x,t) is
a wavefield solution, then u(x,—t), u(—x,t), and u(—x,—t)
are also solutions of the equation. This means that the prop-
agation direction of a wavefield may be reversed if it has
been measured at any point of space at a given moment.
Consideration about the correct boundary conditions to
be applied can be found in the subsequent references.
Source-receiver reciprocity — The principle of reciprocity
states that a source and receiver may be interchanged and
the same waveform will be observed. The conditions
required are that the considered signal is transient,
nonlinear effects are negligible, and that the medium
remains unchanged.

History

Imagine filming the ripples formed when a pebble is
dropped into a pond, and playing the movie backward.
You will observe the ripples converge back onto the
original impact point, indicating its location by a local
concentration of wave energy. The history of developing
Time-Reversal is strongly related to the ability to
physically or numerically realize this thought experiment
based on progress in understanding wave propagation
and in developing the necessary tools.

The story of Time-Reversal starts in the 1950—1960s in
a cluttered room of the Hudson Laboratory of Columbia
University where Antares Parvulescu (1923-1998) tested
his idea of time-reversed transmissions. A microphone
was placed about 25 ft from a loud speaker, from which

a series of short impulses were sent 1 s apart. A sequence
of the signal due to the room reverberations was received
at the microphone and tape-recorded. The tape was
removed and played backward. These “time-reversed sig-
nals” (called then “matched signals”) were played by the
loud speaker (notice it is a reciprocal Time-Reversal
experiment that was carried out). When an indiscernible
rushing noise could be heard over the rest of the room,
the scope at the microphone displayed a signal that looked
like the autocorrelation of the reverberation signal. When
we indeed brought our ears to the microphone, the rushing
noise became a simple “click,” indicating that localization
in space and time of the wave energy did occur! This result
was first published in a terse abstract (Parvulescu, 1961)
and is further documented in Parvulescu (1995) and in
chapter 7 of the book of Tolstoy and Clay (1966 and its
revision in 1987).

In 1961-1962, Parvulescu and colleagues decided to
take this matched signal experiment to sea. This was
a serious logistic and scientific challenge as most of the
geophysicists at that time did not believe that transmission
in ocean was reproducible. The marine experiment
used two oceanographic research ships, the Gibbs and
Allegheny, with deep anchoring capability in the Tongue
of Ocean, which is an oceanic trench. Figure la shows
the setting of the experiment. The received signals at
the Allegheny, lengthened by multiple reverberations,
were radioed back to the Gibbs to be then transmitted
from the source (this was again a reciprocal Time-
Reversal experiment). Figure 1b shows the peak of
pressure created on the hydrophone. The report of this
first “field” Time-Reversal experiment is documented
in Parvulescu and Clay (1965). Details of further exper-
imentations can be found in chapters 4-8 of Tolstoy
and Clay (1966—1987).

Allegheny
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Time Reversal in Seismology, Figure 1 (a) Ship positions and
instruments used for the marine experiment. Gibbs has the
source, and Allegheny has the receiver (HYD). (b) Signal received
at the hydrophone when performing a reciprocal time-reversal
between the two ships in an oceanic trench. Figures from
Parvulescu and Clay (1965) and Tolstoy and Clay (1966).
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In 1980s, Time-Reversal was first used in seismology
by George McMechan and colleagues at the University
of Texas. They modified techniques developed for explo-
ration geophysics to image the primary source of excita-
tion instead of geologic reflectors and rediscovered
the principle of Time-Reversal. They successfully imaged
the source of a small 1983 aftershock earthquake in
California using a purely acoustical 2D model to numeri-
cally rebroadcast signals recorded at a very dense net-
work in a 15 by 12 km vertical slice of the formation
(McMechan, 1982).

In the late 1980s, advances in microelectronics,
storage capacity, and automated signal processing led to
the development of the Time-Reversal Mirror (TRM) by
Mathias Fink and colleagues at the Laboratoire Ondes et
Acoustique (LOA) of the University of Paris VII (Fink,
1992). TRMs are finite-size arrays of transmit-receive
transducers that are at the base of active research on theo-
retical limit of Time-Reversal (Fink et al., 2000; Fink,
2006). TRMs have made possible novel applications of
Time-Reversal ranging from nondestructive evaluation
(Ulrich et al., 2008a, b) to medical imaging (Fink and
Tanter, 2010).

For references and more technical details about Time-
Reversal, see the reviews by Fink et al., 2000; Fink,
2006; Anderson et al., 2008; and Larmat et al., 2010.

Time-reversal and complexity

The Earth and oceans are complex environments in which
transmitted signals quickly become difficult to interpret,
for example, instead of a single pulse for the first arrival,
the P-wave is accompanied by a coda train due to the scat-
tering within the crust. Contrary to many location methods
based on simple paradigms, Time-Reversal thrives with
complexity. In a homogeneous and purely acoustic
medium, only one phase will be recorded on a single
receiver from a source point. Introduce a reflecting inter-
face and two phases will be recorded: the primary and
a copy of the source impulse due to the reflection on the
interface. The two combined phases contain more
information about the source location than the primary
phase alone. All these different phases will converge and
add up onto the source point when traveling backward.
Several studies (e.g., Dowling and Jackson, 1992; Fink
et al., 2000; Blomgren et al., 2002) have actually demon-
strated the width of the focus is smaller in randomly
heterogeneous media than in the homogeneous case
(implying better resolution on the location). This is
referred as super-resolution. Theoretical discussion about
Time-Reversal resolution can be found in Fink et al.
(2000). A second important point for complex media is
that any arbitrary time-segment will return to the source.
Time-Reversal does not need any interpretation of the
signals.

These unique facets of Time-Reversal explain the wide
use of the method in very different disciplines handling
with complex media, for example, target detection

method and communication in underwater acoustics,
nondestructive evaluation (i.e., location of defects in intact
specimens), improved imaging and destruction of stones/
tumors in medicine, and source location and imaging
techniques in geophysics.

Location of seismic sources

Since the late 1990s, several groups have performed
Time-Reversal location of seismic events (for references,
see Anderson et al., 2008; Larmat et al., 2010), harnessing
the developing computing power. These applications have
demonstrated that contrary to what was thought by
McMechan, Time-Reversal does work with “sparse”
rebroadcasting networks (i.e., with receivers way more
than one wavelength apart). Figure 2 shows the
time-reversal result from a 2001 magnitude-5 glacial
earthquake in Greenland by Larmat et al. (2008). Glacial
earthquakes were discovered in 2003 by Ekstrom et al.
(2003) as long-period signal barely above the noise level.
The signal from 146 stations in the Northern hemisphere
was filtered between 0.01 and 0.02 Hz, time-reversed
and rebroadcast into a 3D Earth model. The figure shows
the snapshot of the vertical component of the time-
reversed displacement at the moment of the focus (actu-
ally the vertical component normalized by the maximum
value reached on the snapshot). The focus appears as
a two-lobe pattern of opposite polarity indicating the ori-
gin of the seismic signal. The two-lobe pattern reveals that
the nature of the source excitation was a single force vec-
tor, which is consistent with recent source analysis by Tsai
et al. (2008). Had the source been a simple monopole, the
focus would have manifested itself as a single point (see
details in Larmat et al., 2008).

In the last 5 years, Time-Reversal application to seis-
mology has evolved into using 3D full-waveform model-
ing to locate any type of seismic sources (e.g., point
source, long lasting, finite) with “no specific interpretation
... made of the various arrivals” as pointed out by Brian
Kennett (1983). One application can be location of the
origin of various emergent signals such as tremors (Steiner
et al., 2008; Larmat et al., 2009; Lokmer et al., 2009) and
weaker microseismicity. It must be noted that several
Time-Reversal source location have been carried out of
late.

Other location methods are based on the core idea of
sending back some recorded signals to a given point in
space and time. All back-projection related methods can
be seen as simplified Time-Reversal procedures for which
the backward propagation is reduced to shifting the time
series by predicted arrival times (e.g., Source Scanning
Algorithm of Kao et al. (2005).

Location of features in the velocity model

Time-reversed propagation is also used to image the
subsurface structure. The exploration methods used by
McMechan have evolved into reverse-time migration
(e.g., Baysal et al,1983). Next generation tomography
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Time Reversal in Seismology, Figure 2 One hundred and forty-six vertical displacement signals of a glacial earthquake were
time-reversed and sent back in a 3D Earth model. The vertical component (vz) of the created time-reversal signal at the moment
of the focus displays a two-lobe pattern of opposite polarity consistent with a single force vector as the source mechanism (adapted

from Larmat et al., 2008).

models are currently created based on the adjoint method
that uses a forward and a backward propagation to locate
the source of discrepancies between data and predicted
waveforms (Tromp et al., 2005).

Time-reversal and correlation methods

The signal produced at point A from source S can be
expressed with the Green function formalism:
S4(t) = G(xs,x4,t) ® s(¢) where s(?) is the source time
function and ® denotes the convolution operation. If you
time-reverse the signal S,(z), and rebroadcast it from 4,
the signal produced on point S will be:

SER(£) = G(x4,x5,1) @ S4(T — 1)
=[G(xs,x4, T — 1) ® G(xs5,x4, —(T — 1)] @ 5(¢)
(1)

where the reciprocity between 4 and S of the Green
function has been used. The right term of this expression
is similar to the expression of the autocorrelation of Sy
in terms of Green functions. More generally, the cross-
correlation of the signal recorded at a point A and B is:

Cus(t) = [Gxs,x4,1) ® Gxs,x5,—1)] @ [s(T — 1) @5(1)]
- S[G(anxBat) + G(xAvav _t)]
@)

which states that under certain conditions the cross-
correlation of two signals is composed of the

superposition of the Green function between the two
receivers and its time-reversed version. Equation (2)
is the basis of what is known as interferometry or imaging
with ambient noise, as the Green function contains infor-
mation about the properties of the medium (see Seismic,
Ambient Noise Correlation, the review by Snieder and
Wapenaar, 2010 and the pioneer paper of Claerbout,
1968).

To come back to Time-Reversal, if the source time
function is considered to be a dirac, the time-reversed
signal at the original point source S is:

S§R (1) = [G(xs, x4, T — 1) @ Glxs, x4, —(T —1)]  (3)

This expression is typical of a matched filter, whose
output is optimal in some sense. Whatever the Green
function, the Time-Reversal wavefield is maximal at the
focus time and at the source point (Fink et al., 2000,
p. 1946). Applications derived from this interpretation of
Time-Reversal consist in locating seismic sources, such
as trapped miners, by comparing their transmitted distress
signals with a database of prerecorded Green functions
(created by recording the seismic response for each possi-
ble source location) (Hanafi et al., 2009).

Summary

Interest in seismic source study has recently shifted from
event-based temporary observation to continuous
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monitoring using dense seismic networks. Seismologists
now study a wealth of signals due to less energetic sources
than earthquakes such as tremors and microseismicity.
Glacial earthquakes, landslides, Earth Hum, and mete-
orological phenomena such as hurricanes belong to
a group of events that defines “environmental seismol-
ogy,” a term coined by the French seismologist Jean-Paul
Montagner.

Microseismic noise is now used for imaging the
Earth. Due to their emergent nature, these signals repre-
sent a challenge to classical location methods based on
triangulation. Time-Reversal as a method and Time-
Reversal ideas are emerging as a promising framework
to foster future location and imaging methods. The suc-
cess of Time-Reversal as a source location method
shall rely on the coverage of seismic networks, the accu-
racy of high-resolution velocity models, and the per-
formance of numerical schemes to be used for the
backward propagation. Still unclear are the convergence
and resolution power of Time-Reversal under various
conditions. Our ability to reliably observe and model
scattering phenomena is expected to be an important part
of the answer.
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Synonyms
Active-source data; Traveltime inversion

Definition

Traveltime. The total time for a particular wave to travel
from a source to a receiver.

Tomography. Determination of model structure by back
projection of the data along a path connecting a source
and a receiver.

Controlled-source seismology. Determination of earth
structure using seismic waves generated by artificial
sources such as chemical explosives, mechanical vibra-
tors, weight drops, gun shots, etc.

Background

Traveltime tomography is the main method by which the
Earth’s seismic velocity structure is determined on all
scales, from the upper few meters to the whole mantle.
It was adapted from algorithms used in medical imaging
in the 1970s (Dziewonski and Anderson, 1984). In seis-
mology, the term tomography refers to the back projection
of data along a path connecting a source and receiver using
a mathematical inverse method. Ideally, the traveltimes of
seismic arrivals corresponding to many criss-crossing rays
are used to construct a two-dimensional (2D) or 3D image
of the Earth’s seismic velocity variations. Tomography is
a type of inverse problem, although the terms traveltime
inversion and traveltime tomography are used in the seis-
mological community without a well-defined distinction.
The latter usually implies a uniform, fine grid model
parameterization, in which a smooth model is sought.
Any departure from this approach is usually referred to
as traveltime inversion, although the distinction is some-
what arbitrary (Levander et al., 2007); this article will dis-
cuss both approaches. This article concerns traveltime
tomography using controlled-source data and does not
discuss other types of tomography that use seismic ampli-
tudes, phases, or waveforms as input data, nor earthquake
or surface-wave data.

Data from earthquakes and artificial (controlled)
sources are used in traveltime tomography, the former usu-
ally for crustal or mantle structure, the latter usually for
crustal or near-surface structure. Much of the theory and
practice of traveltime tomography is the same or similar
for controlled-source and earthquake data. However,
earthquake tomography usually uses delay times and
includes a determination of the source locations (hypocen-
ters), whereas controlled-source tomography usually uses
total times and the source locations are known very

accurately. Also, the degree of lateral velocity heterogene-
ity in the crust, and in particular the near-surface, can be
much greater than in the mantle, so there is often no sense
of a reference model in controlled-source seismology as
there is in earthquake seismology, and this in turn means
that a nonlinear tomographic method must be applied to
controlled-source data in which the rays must be deter-
mined along with the unknown velocity structure as part
of the inverse problem. Finally, controlled-source data
are often acquired using sources and receivers distributed
along a straight or nearly straight line, yielding a so-called
2D dataset. In this case, 2D modeling is used in which lat-
eral homogeneity perpendicular to the line is assumed.
Earthquake tomography is almost always 3D given the typ-
ical distribution of earthquakes and stations. Today, 3D con-
trolled-source data is not uncommon, but it is expensive to
acquire, especially for crustal-scale studies. In some studies,
both earthquake and controlled-source data have been
inverted simultaneously (e.g., Ramachandran et al., 2005).

Controlled-source seismology can be divided into two
main approaches: (1) near-vertical reflection methods, and
(2) refraction/wide-angle reflection methods. Traveltime
tomography is applied to data from both experiments,
although it is more common for refraction data. The most
common applications of traveltime tomography using con-
trolled-source data are (1) tectonic studies of the crust and
uppermost mantle, (2) earthquake risk studies for upper
crustal fault and basin geometries, (3) petroleum explora-
tion in crosswell studies, model building to facilitate migra-
tion, and for refraction statics, and (4) environmental/
engineering studies of the near surface (as shallow as
a few meters). The traveltimes utilized are often limited to
those of the first arrivals corresponding to direct, refracted
(turning) or diffracted waves. Sometimes the traveltimes
of primary reflections are included, for example, from the
basement overlying sediments or the crust-mantle (Moho)
boundary, necessitating the need for layers or interfaces in
the model parameterization. Only rarely are later refracted
arrivals, multiples or conversions utilized. Traveltimes are
picked from the seismograms usually either interactively
by eye, or using a semi-automated scheme whereby a few
picks are made interactively, and the intervening picks are
determined automatically using a cross-correlation scheme
(Zelt, 1999). Usually only very high quality, spatially-dense
data can be picked using fully automated schemes.

Most controlled-source tomography uses only P-wave
traveltimes to constrain the compressional wave-velocity
structure because P wave are easiest to generate and there-
fore the P wave arrivals are usually the strongest and eas-
iest to pick. However, S wave experiments are quite
common in environmental/engineering studies (e.g.,
Chambers et al., 2009). Theoretically, traveltime tomogra-
phy is the same for P- and S-wave data, and if both data
are available in the same study, Poisson’s ratio can be
estimated. The forward modeling component of traveltime
tomography is almost always based on ray theory,
an infinite-frequency approximation of wave propaga-
tion, although recently a finite-frequency approach for
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controlled-source data has been proposed (Zelt, 2009).
Almost all applications of traveltime tomography assume
isotropic media because it is rarely necessary to invoke
anisotropy to model the observed data. Exceptions to this
are mainly for crosswell data and in studies of the oceanic
crust (e.g., Pratt and Chapman, 1992; Dunn et al., 2000).
Traveltime tomography is applied to land and marine data,
as well as onshore-offshore data, using the same tomo-
graphic methodology. Arrays of airguns are the most com-
mon marine source, while on land chemical explosives,
mechanical vibrators, weight drops, hammers, shotguns
and rifles are common sources.

The ideal dataset for traveltime tomography is one with
as dense a spacing of sources and receivers as possible,
along a line for a 2D experiment, or areally distributed
for a 3D experiment. As a result, a subsurface point will
be sampled by rays at as many different angles as possible,
which in turn will yield the best possible spatial model
resolution as discussed later. There is usually very little
processing of seismic data before traveltime picking, only
that required to “clean up” the data to make it easier for pick-
ing. This may include bandpass filtering, trace editing,
velocity filtering, trace mixing or binning, or deconvolution.
Picks should not be interpolated to provide uniform spatial
coverage if there are significant trace gaps, since this will
provide an incorrect sense of model constraint (Zelt, 1999).
Uncertainties should be assigned to the pick times to avoid
over- or under-fitting the data, and to allow the appropriate
up- and down-weighting of less noisy and more noisy data,
respectively (Zelt, 1999). Elevation or bathymetric correc-
tions should be avoided as they depend on the unknown
velocity structure. Instead, the known surface topography
or bathymetry should be incorporated into the 2D or 3D
model. For a 2D experiment in which the shot and receiver
locations deviate significantly from a straight line, it may
be necessary to perform 2.5D modeling, i.e., using a 3D
model and 3D ray tracing, and the known topographic or
bathymetric surfaces, but keeping the velocity model homo-
geneous in a direction perpendicular to the main trend of the
profile (e.g., Van Avendonk et al., 2004). Given the spatial
resolution of most velocity models derived from traveltime
tomography, the degree of profile “crookedness” must be
substantial to warrant 2.5D modeling (Schmelzbach et al.,
2008; Figure 1).

There are several review papers relevant to this article.
Nowack and Braile (1993) review traveltime tomography
methods in 1D and 2D media. Zelt (1999) focuses on 2D
traveltime tomography and inversion, as well as model
assessment methods. Rawlinson and Sambridge (2003a)
present an overview of traveltime tomography for 2D
and 3D structure. Levander et al. (2007) review all aspects
of crustal-scale controlled-source seismology, including
traveltime tomography.

Forward modeling

In the 1970s, ray theory, an infinite-frequency approxima-
tion of wave propagation, for laterally heterogeneous

media was developed (Cerveny et al., 1977, McMechan
and Mooney, 1980). This allows earth models of arbitrary
2D and 3D complexity to be considered, provided the ten-
ants of ray theory are honored, that is, the velocity field
varies slowly with respect to the seismic wavelengths.
Sharp velocity changes are modeled as velocity disconti-
nuities (layer boundaries) using Snell’s law. As a result,
ray theory models are typically composed of one or
a few layers, bounded by smoothly varying interfaces,
within which the velocity varies smoothly. Ray theory
forms the basis for the forward modeling used today in
almost all traveltime tomography algorithms. There are
two main types of infinite-frequency modeling: ray
tracing and wavefront tracking.

Two end-member approaches to ray tracing are used:
numerical and analytical. In the former case, the velocity
field is specified by a regular (e.g., McMechan and
Mooney, 1980) or irregular (e.g., Zelt and Ellis, 1988) grid
of nodes, together with a scheme for interpolation between
nodes, and a ray is traced by specifying a take-off angle
from a point source and solving a set of ordinary differen-
tial equations, the ray tracing equations (Cerveny et al.,
1977). In the analytic case, the velocity field is specified
by aregular (e.g., Chapman and Drummond, 1982; White,
1989; Rawlinson et al., 2001) or irregular (e.g., Spence
etal., 1984) grid of nodes, but with a form of interpolation,
for example linear, such that the rays can be calculated
analytically within each cell of the grid. In practice, the
numerical and analytical techniques may be about equally
efficient if the analytical method uses a fine grid of nodes
to represent a sufficiently smooth velocity field as required
by ray theory, and if the numerical scheme adjusts the step
length according to the velocity gradient (Zelt and Ellis,
1988).

For an arbitrary 2D velocity model, a non-trivial con-
sideration is the determination of ray take-off angle from
the source such that an arbitrary receiver location is
reached, or such that a particular layer or interface in the
model is reached. Today, most 2D ray tracing algorithms
offer an automatic determination of take-off angles by
shooting trial rays followed by a bisection scheme to suf-
ficiently refine the take-off angles so that the receivers are
hit (e.g., Zelt and Smith, 1992). The robustness of the
shooting method is crucial because the data from receivers
for which it is not possible to find rays will not be used in
the inverse step. Also, it is important to be sure that an
inability to find rays is because of the velocity model,
e.g., a shadow zone, as opposed to a shortcoming of the
ray tracing algorithm.

To avoid the limitations of shooting/bisection algorithms,
particularly for 3D models, ray bending methods were
developed (Um and Thurber, 1987). In this approach,
aray connecting a source and receiver is estimated, typically
using a 1D reference model, and the ray’s path is iteratively
updated using Fermat’s principle until the minimum-
time path is determined. In practice, shooting methods are
more efficient and sufficiently robust for 2D models,
whereas bending methods are favored for 3D models.
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 1 Shallow crustal example from the South Portuguese
Zone fold-and-thrust belt of first-arrival tomography by Schmelzbach et al. (2008) using the smoothing-regularized Zelt and
Barton (1998) algorithm to seek a minimum-structure model. There were 99 shots (grey stars) along the crooked line. (a) Velocity
model obtained by projecting all the data onto a straight line and performing a 2D inversion. (b) Velocity model obtained by
performing a 2.5D inversion that preserves the true positions of all shots and receivers. (c) Rays projected into the horizontal plane
for the 2.5D modeling to illustrate the extreme crookedness of the experiment. Model regions not sampled by rays are grey. The
models in (a) and (b) are very similar, confirming the appropriateness of 2D modeling of traveltime data, even in the case of extreme

crooked lines.

In the late 1980s, a new infinite-frequency forward
modeling approach was introduced in which first-arrival
traveltimes are calculated on a fine grid using a finite-
difference solution of the eikonal equation (Vidale,
1988, 1990; Podvin and Lecomte, 1991). Rays are
obtained by following the gradient of the time field. These
methods are known as wavefront tracking algorithms.
Reflected rays can be calculated in a two-step procedure
by calculating downgoing and upgoing wavefronts (Hole
and Zelt, 1995). Hole and Zelt (1995) also presented
a modification to Vidale’s approach which otherwise
breaks down for velocity contrast of more than ~40%.
The advantage of wavefront tracking methods is that
they find the ray between any two points with the shortest
traveltime, including the diffracted path in the case of
a geometrical shadow zone, and they can be very efficient,
especially for 3D models. The disadvantages are that
they are computationally cumbersome for calculating
later arrivals, and they can be inaccurate and/or com-
putationally intensive for high-contrast media. Another
type of wavefront tracking scheme that solves the
eikonal equation is the fast-marching method, which is

computationally efficient and unconditionally stable
(Sethian and Popovici, 1999).

Nakanishi and Yamaguchi (1986) and Moser (1991)
introduced the shortest path ray-tracing method based on
Fermat’s principle which uses a fine network of nodes
and graph theory. It is capable of handling arbitrarily het-
erogeneous media and calculating first arrivals, reflec-
tions, and multiples. Its advantages over other methods
are robustness and the fact that the grid does not have to
be rectangular or regular. However, its memory and com-
putation requirements are greater. Van Avendonk et al.
(2001) developed a hybrid of the shortest path and ray
bending methods that uses the shortest path algorithm to
find an initial ray, and then refines it using a bending
method. The result is an efficient and robust algorithm to
calculate accurate traveltimes and rays for refractions
and reflections in 2D and 3D media.

Traveltime tomography and inverison

The traveltime ¢ between a source and receiver along a ray
L is given in integral form for a velocity field v(r) as
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where r is the position vector in 2D or 3D media. This is
a nonlinear inverse problem given the relationship
between the measured data (traveltimes) and the unknown
model parameters (the velocity field). However, by
transforming variables to use slowness s(r), the reciprocal
of wvelocity, instead of wvelocity as the unknown,
a seemingly linear inversion problem is created:

t= /s(r)dl.

L

However, the ray L is also dependent on the velocity (or
slowness) model, thus making the inverse problem
nonlinear regardless of what form of model variable or
parameterization is used. In global seismology, a 1D
(radially-symmetric) earth model is often used to predict
the rays given the relatively small velocity heterogeneities
in the mantle, and thereby converting the inverse problem
into a linear one. In controlled-source seismology, there is
no concept of a reference model that is sufficiently accu-
rate to predict the rays in advance given the relatively large
velocity heterogeneities that are typically encountered in
the crust. This means the controlled-source tomography
or inverse problem is always treated as a nonlinear one.
This also means the model can be parameterized any num-
ber of ways using velocity or slowness, and cells, nodes,
or splines, since the problem’s nonlinearity must be dealt
with regardless of the parameterization. Most often a line-
arized gradient approach is applied in which a starting
model is used and both the model and rays are updated
over a series of iterations with the hope that there will be
convergence to an acceptable model (the final model).

The model is almost always discretized using cells,
nodes, splines, or other interpolating functions; in the lat-
ter two cases, the discrete model parameters are the coeffi-
cients of the interpolating functions. In the simplest
formulation of the tomography problem, the model is
parameterized using constant-slowness cells, in which
case the equation for the ith data becomes

=l
j

where /;; is the length of the ith ray in the jth model cell
and s; is the slowness in the jth cell. In vector—matrix form
this is

t = Ls.

Applying a Taylor series expansion to this equation

keeping only the linear term and assuming the rays are
independent of slowness yields the perturbation equation

ot = GJs

where ot is the data misfit vector equal to the difference
between the observed traveltimes and those predicted by
a prior model, and Js is the difference between the
unknown slowness model and the prior slowness model;
the unknown model is also called the estimated model.
The partial derivative matrix, G, contains the elements
g = 01;/Bs;, and for the constant-slowness cell parame-
terization, g; = l;;, or G = L. In the general case, the ele-
ments of the partial derivative matrix are g; = 9t;/Om;
where m; is the jth model parameter, which could be the
velocity at a node or the coefficient of an interpolating
function, or the position of an interface within the velocity
model (e.g., Zelt and Smith, 1992). In the general case, the
perturbation equation becomes

ot = Gom.

The elements of the partial derivative matrix G are
usually calculated analytically to avoid the potential inac-
curacy of numerical differencing and the extra computa-
tion needed to trace additional rays. The approximations
involved in the analytic partial derivatives, e.g., the sta-
tionary ray assumption, are typically not a problem since
the resultant gradient direction in model space will be
improved over a series of iterations.

The perturbation equation is not solved directly
because the unknown model parameters are typically
under- or mix-determined (Menke, 1989), depending on
the model parameterization; with relatively few model
parameters, it is possible for the problem to be overdeter-
mined, but even in this case the perturbation equation is
not solved directly because it is wise to constrain the mag-
nitude of the model perturbation to avoid violating the lin-
earization assumption. Thus, model constraints, in
addition to the observed data, are usually included to sta-
bilize the solution. Also, all observed data contain noise
and to avoid over-fitting noisy data, additional model con-
straints are required to select one model from an infinite
number that will statistically predict the observed data at
the equivalent desired misfit according to the estimated
noise level. This issue points out the non-uniqueness
of all inverse problems involving real data, regardless of
whether the system of equations is overdetermined or
underdetermined.

The additional model constraint is called regulariza-
tion (e.g., Scales et al., 1990), and in addition to stabiliz-
ing a solution, it is an effective way of steering the
solution towards models with desirable pre-defined char-
acteristics. The regularization is most often in the form of
the zero-, first- or second-order spatial derivatives of the
estimated model parameters, or their perturbation from
a background model. This is because it is often desirable
to seek an estimated model that is as close as possible to
another model, and/or a model that has a minimum struc-
ture as measured by its spatial derivatives in keeping with
Occams’s principle (Constable et al., 1987). Regulariza-
tion is always arbitrary, and the specific form of
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regularization that is best for a particular problem
depends on the model parameterization, the data, includ-
ing its coverage and noise level, and the experimental
objectives.

The most common forms of regularization in
traveltime problems are the minimization of the model’s
perturbation from a background model, and/or the
minimization of the second-order spatial derivative of
either the model, or its perturbation from a background
model. A model with minimum perturbation is called
the smallest model; a model with minimum second-order
derivative is called the smoothest model. Any combina-
tion of model constraints may be included as a part of
the regularization to form the objective function, ®(m),
where m is the vector containing the estimated model
parameters. The objective function usually measures the
square of the data misfit vector and the square of the per-
turbation or spatial derivative operators comprising the
regularization so that minimizing the objective function
leads to a linear system of equations that is amenable to
efficient algorithms for their exact or approximate solu-
tion. One example of an objective function for the
traveltime problem is

®(m) = 5t'C; ot + A{Bor(VI Wi Wjv-+s.v WIW,v)
(1~ 2) AV WIW,AV] (1 — ) [ WIW.q] }

where m = v + z; v and z are vectors containing the
estimated model parameters defining the velocity
(or slowness) field and the interfaces (if any); Av is the
velocity perturbation vector equal to v-v,, and v, is the
background velocity model vector. Cyq is the data covari-
ance matrix containing the estimated pick uncertainties
providing the appropriate up-weighting and down-
weighting of the low-noise and high-noise data, respec-
tively. W, and W, are the horizontal and vertical
roughness matrices containing the second-order spatial
finite-difference operators that measure the roughness of
the velocity field in the horizontal and vertical directions,
respectively; W, is the velocity perturbation weighting
matrix which is a diagonal matrix containing the weights
applied to the perturbation between each estimated and
background velocity model parameter; W, is the interface
roughness matrix containing the second-order spatial
finite-difference operators that measure the roughness of
the interfaces. When applying spatial derivative operators
to the velocity field, it is common to use different opera-
tors to measure the horizontal and vertical structure, and
weight these differently, since one would normally expect
the earth to contain more heterogeneity vertically com-
pared to horizontally. Any or all of these operators may
be normalized by the reference model values so that rela-
tive quantities are penalized as opposed to absolute values
(e.g., Toomey et al., 1994). In addition, the operators can be
weighted according to their spatial position in the model,
e.g., penalize model structure more in the deep portion of

the model versus the shallow portion since one would gen-
erally expect decreasing resolution with depth.

There are four free parameters in this example objective
function to control the relative weight of each term.
A determines the overall amount of regularization, that is,
the trade-off between fitting the data and constraining
the model; f determines the trade-off between velocity
and interface regularization; o determines the trade-off
between second derivative and perturbation regularization
of the velocity parameters; and s, specifies the relative
weight of vertical versus horizontal smoothing regulariza-
tion of the velocity parameters. In some algorithms, 4 is
not a free parameter because it is reduced automatically
by the algorithm at each iteration from a free-parameter
starting value, 4, (e.g., Zelt and Barton, 1998). The reduc-
tion of / stabilizes the inversion by constraining the long-
wavelength structure in the initial iterations and allowing
progressively finer model structure to enter in later
iterations.

Minimizing the objective function with respect to the
unknown model parameters (v and z) leads to a linear sys-
tem of equations that may be relatively small or very large,
depending on the number of data and model parameters.
If the linear system is large, it will also typically be very
sparse (at least 99.9%), in which case there are efficient
algorithms for their solution (e.g., Paige and Saunders,
1982; Rawlinson et al., 2001). If the linear system is rela-
tively small, it can be solved directly using standard
matrix inversion routines, such as LU decomposition
(Press et al., 1992).

The objective function presented is designed to illus-
trate in a single example the different types of regulariza-
tion that are most commonly applied. In practice, the
objective function will typically be simpler depending on
the data, model parameterization, and experimental goal.
This objective function can be simplified or modified to
correspond to those used in most of the popular traveltime
inversion and tomography algorithms used today. For
example, the Zelt and Smith (1992) inverse method
includes only perturbation constraint on the velocity and
interface parameters with respect to the model from the
previous iteration; the Zelt and Barton (1998) tomo-
graphic method includes only smoothness constraints on
the velocity field. Thus, together with their very different
model parameterizations to be discussed in the next sec-
tion, these two algorithms can been viewed as end-
members of the same regularized inverse approach, and
most algorithms in use today fall somewhere in between.
In fact, the main differences between the algorithms
discussed in the next section lies not in the details of the
objective function, but more so in the form of model
parameterization, forward calculation, and the types of
arrivals considered.

For layered models, including both velocity and inter-
face parameters in a single inversion scheme, as opposed
to solving for each parameter separately, either one after
the other, or by alternating between the two, makes the
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 2 Synthetic example of reflection tomography for a
smooth velocity model by Lailly and Sinoquet (1996) based on real data from a passive margin with a salt structure and a listric
fault. (@) True model. The reflectors (white curves) are embedded in the smooth velocity field and are allowed to cross each other.
(b) Estimated model using reflections from the continuous portions of the reflectors (white curves); the parts of the reflectors
represented by dashed lines are not illuminated by rays.
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 3 Example of 3D first-arrival tomography applied to
ocean-bottom-seismometer (OBS) data from the Faeroe Basin to find the minimum-structure model (Zelt and Barton, 1998).

(a) Model obtained using smoothing-regularized tomography. (b) Model obtained using back-projection tomography method of
Hole (1992). Horizontal slices of velocity perturbations with respect to a 1D starting model are shown at the depths labeled from 2 to
10 km. The OBS locations and shot lines are overlaid on the z = 2 km slice. Regions not sampled by rays are blank. Contour interval is
0.1 km/s. Both models provide the same level of fit to the data, but the model from back-projection contains more structure overall.
The high-velocity anomaly at z = 10 km likely indicates a basement high.
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problem significantly more challenging. There will be
more model non-uniqueness because of trade-offs
between the two parameter types, and more prior informa-
tion will be required to deal with the increased ambiguity.
Also, more testing will be required to ensure that the trade-
offs are fully understood. But solving for both parameter
types simultaneously allows one to explore the trade-offs
more thoroughly and is the only way to ensure the overall
minimum-structure model is obtained, if that is the
objective.

Assuming uncorrelated, Gaussian picking errors, and
a model parameterization that does not limit the degree
to which the predicted data can match the variability of
the observed data, a final model should be chosen that pro-
vides a normalized misfit, 2, of one (Bevington, 1969).

z = % [ot'C; !5t

where N is the number of data. A model that provides a >
value less than one means the observed data are being
over-fit, and therefore to some extent, the noise in the data
is also being fit. Although the %? criterion is a good rule of
thumb, there are several instances in which it should not be
followed. First, traveltime picking errors are likely not
uncorrelated. Second, for spatially sparse data from
a region with strong lateral heterogeneities, it may be nec-
essary to use so many independent model parameters in
order to achieve > = 1 that the constraint on some param-
eters is unacceptably small, in which case fewer parame-
ters may be preferable and a y? value greater than one is

Lower crustal velocity

Moho depth

allowed (Zelt, 1999). An inability to achieve y*> = 1 may
be because of inconsistent picking, for example for recip-
rocal pairs, in which case the inconsistencies should either
be corrected or used as the basis for assigning the pick
uncertainties in the first place (e.g., Zelt et al., 2006a).

Algorithms

This section describes many of the algorithms available
today, each with its own capabilities and limitations. Some
of the earliest 2D traveltime tomography and inversion
algorithms were presented by Firbas (1981) and White
(1989) which used regular parameterizations and only first
arrivals, and Spence et al. (1985) which allowed an irreg-
ular model grid and later arrivals. Lutter and Nowack
(1990) and Lutter et al. (1990) developed a 2D inversion
algorithm using a regular grid of nodes and numerical
ray tracing that allows for the independent inversion of
first arrivals and reflections for velocity and interface
geometry, respectively. The Zelt and Smith (1992) 2D
algorithm is the opposite in many respects. An irregular
grid of velocity and interface nodes can be used, and any
type of refracted or reflected arrival can be inverted simul-
taneously for velocity and interface geometry. In addition,
unique to the Zelt and Smith (1992) algorithm, it allows
any subset of the total set of model parameters to be
inverted for, holding all others fixed, facilitating an auto-
mated forward modeling approach and making it straight-
forward to incorporate prior information. Clowes et al.
(1995) used the Zelt and Smith (1992) algorithm to simul-
taneously invert refraction and reflection times from
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 4 Example of simultaneous 3D first-arrival and reflection
tomography of sparse crustal data across the Tintina strike-slip fault in the northern Canadian Cordillera (Zelt et al., 2006b). Left panel
shows the lower crustal velocity averaged vertically between 1 and 15 km above the Moho. Center panel shows depth to Moho; dots
show reflection points. Right panel shows the upper mantle velocity averaged vertically between 1 and 15 km below the Moho. Stars
are shot locations. The straight lines labeled 21 and 22 indicated the best-fit lines of the crooked profiles containing the receivers

locations. Regions not sampled by rays are blank. Dashed line is the surface location of the fault. There is a 0.3-0.4 km/s change in

upper mantle velocity across the fault.



1460

TRAVELTIME TOMOGRAPHY USING CONTROLLED-SOURCE SEISMIC DATA

anetwork of 2D profiles such that the model parameters at
the intersection points were linked to ensure consistency.
This approach can be used to infer 3D structure from 2D
data, or develop a starting model for full 3D inversion if
offline data is available in addition to inline data (e.g., Zelt
et al., 1999).

Hole (1992) developed a 3D first-arrival tomography
algorithm using the Vidale (1990) forward modeling
scheme and back projection to solve for a smooth velocity
field. Hammer et al. (1994) developed a 3D first-arrival
tomography algorithm specially suited to sparse data
using a spectral, continuous function model parameteriza-
tion. Toomey et al. (1994) developed a 3D first-arrival
tomography algorithm to obtain a smooth velocity field
in which the velocity grid is “draped” from an irregular
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bathymetric surface by vertically shearing the columns
of nodes to accurately model seafloor relief. Vertically
sheared grids are particularly important for marine data,
especially at mid-ocean ridges, where a large velocity dis-
continuity may exist. Other algorithms with sheared grids
have been developed by Van Avendonk et al. (1998) and
Korenaga et al. (2000), although they are limited to 2D
models, but include reflections. The main difference
between these two algorithms is the former uses first
arrivals that can turn above or below a reflecting interface
at which there is no velocity discontinuity, whereas the lat-
ter only uses first arrivals that turn above a reflecting
interface.

Lailly and Sinoquet (1996) developed a 2D algorithm
for inverting reflection times to estimate a smooth velocity
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 5 Example of simultaneous 3D refraction and reflection
tomography of OBS data and coincident single channel reflection profiles over a gas hydrate stability zone offshore Vancouver Island
(Hobro et al., 2005). (a) Seafloor depth. (b) Bottom simulating reflector (BSR) depth. (c) BSR depth below the seafloor. (d) Slices
through the velocity model at the seafloor, at 50-m intervals through the hydrate stability zone and immediately above the BSR.
Labeled contours indicate velocities (km/s) and color scale marks formal uncertainty estimates. Ten OBS positions and ODP site 889
are marked. Refracted arrivals from above and below the BSR were inverted along with wide-angle and normal-incidence reflections

from the BSR.
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model for pre-stack depth migration of reflection data
using the wavefront tracking method of Podvin and
Lecomte (1991) for the forward calculation (Figure 2).
Zelt and Barton (1998) developed a 3D first-arrival
tomography algorithm using smoothing regularization
and compared the results with those from the back-
projection method of Hole (1992) (Figure 3). The results
showed that for the same level of fit to the data, regular-
ized inversion can provide a simpler model. Zelt et al.
(2006b) applied 3D simultaneous refraction and reflection
tomography to solve for smooth velocities and multiple
interfaces using a sparse crustal-scale 3D dataset
(Figure 4). McCaughey and Singh (1997) and Hobro et al.
(2003) developed related 2D and 3D simultaneous refrac-
tion and reflection tomography algorithms that solve for
smooth velocities and interfaces with the allowance for
discontinuities across the layer boundaries (Figure 5).

Most of the algorithms described above are general pur-
pose in nature and follow more or less from the objective
function presented in the previous section. However, more
specialized algorithms have been developed and a few are
described here to give a sense of what is possible. Hole
et al. (1992) developed an algorithm for determining
a 3D interface using first arrivals with known velocities
above and below the interface. Zhang et al. (1998)
inverted traveltime curves instead of points, specifically
average slowness and apparent slowness. They claim this
balances the contribution from short and long rays, and
enhances resolution and convergence speed. Rawlinson
and Sambridge (2003b) developed an algorithm for the
inversion of refraction and reflection times using a 3D
multi-layered model parameterization. Interfaces are
defined by a non-uniform node distribution and velocities
vary linearly with depth so rays are calculated analytically
as piece-wise circular arcs using a shooting method.
Trinks et al. (2005) presented a method for simultaneous
refraction and reflection inversion using a 2D layered
model parameterization which adapts to non-uniform ray
coverage such that the cell size is inversely proportional
to the local ray density.

Refraction/wide-angle reflection traveltimes can be
jointly inverted with coincident near-vertical reflection
times in several ways (Zelt, 1999). Arrivals in pre-stack
reflection data can be picked and inverted jointly with
the wide-angle data, but it is often difficult to pick weak
events in pre-stack data. The most common approach is
to pick reflections from a stacked reflection section and
invert these data simultaneously with the wide-angle data
by modeling zero-offset reflections (e.g., McCaughey and
Singh, 1997; Zelt et al., 2003). One potential pitfall when
using coincident reflection data is incorrectly correlating
the near-vertical reflection event with the corresponding
wide-angle event or layer boundary; Jaiswal et al. (2006)
present a way to avoid this problem. As an alternative to
joint inversion, the reflector geometries and interval veloc-
ities from stacked data can be used as prior information in
the regularization to constrain a layered velocity model
(e.g., Bosch et al., 2005).
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Starting model (B)
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Traveltime Tomography Using Controlled-Source Seismic
Data, Figure 6 Example of model assessment for near-surface
3D first-arrival tomography at a groundwater contamination site
(Zelt et al., 2006a) using the Zelt and Barton (1998) regularized
inversion algorithm seeking a minimume-structure model. Target
of the surface was a low-velocity paleochannel cut into a clay
layer running roughly north-south through the center of the
survey area. The depth to the clay layer was known from
extensive well data in the area; depth-to-clay contours (green)
from 7 to 11 m overlay the depth slices at 10 m for this
comparison of nine different models. Models displayed as
perturbations relative to a 1D starting model; the starting
velocity at this depth is 1150 ms/s. The preferred final model is in
the center. The other models were obtained by trying two
different starting models, different values for five free
parameters that control the inversion, and by fixing the model
above 3 m at the starting model values. Overall, the preferred
model has minimum structure; the model in the lower left
appears simpler in this depth slice, but it is rougher vertically.
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 7 Example of 2D first-arrival checkerboard test for
crustal data from an onshore-offshore experiment across the South American-Caribbean plate boundary at 67°W (Magnani et

al., 2009). There were shots and receivers both onshore and offshore. (a)-(e) show recovered checkerboard anomalies for sizes
from 25x2.5 km to 150x 15 km. (f) Estimated lateral resolution of the velocity model using a 2D version of the method presented
by Zelt (1998). Regions with better than 25 km resolution are black; regions with worse than 150 km resolution are white. Pink
line indicates the land surface and bathymetry. The coast line is at ~160 km. Black line indicates the Moho from the preferred

final model.

The close relationship between seismic velocity and
density (Brocher, 2005) lends gravity data to a joint inver-
sion with traveltime data. Nielsen and Jacobsen (2000)
used the Zelt and Smith (1992) algorithm as the basis for
a simultaneous inversion of refraction and reflection times

with gravity data to derive a layered 2D crustal model.
Korenaga et al. (2001) carried out a joint inversion of
traveltime and gravity data in which error propagation
from the velocity model to the predicted gravity anomalies
was taken into account.
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 8 Example from central India across the Narmada-Son
lineament of applying two different traveltime inversion algorithms to the same refraction/wide-angle reflection data (Zelt et al.,
2003) to compare the “geological” model with the minimum-structure model. (a) Layered model parameterization using the Zelt and
Smith (1992) algorithm; there are 43 velocity nodes (blue dots) and 21 interface nodes (red squares). (b) Velocity model
corresponding to parameterization in (a); both first arrivals and reflections from the top of the third layer were used. (c) Fine-grid
model parameterization using the Zelt and Barton (1998) algorithm to seek a smooth minimum-structure model; there are 7018
slowness cells. (d) Velocity model corresponding to parameterization in (c); only first arrivals were used. Only those portions of the
models sampled by rays are shown. Isovelocity contours of 5.0 km/s (black) and 6.0 and 6.1 km/s (white) indicated. Shot point
locations (black dots) and geologic features labeled above the models. An interpretation of the main features of the geological model
in (b) is supported by the minimum-structure model in (d) since it contains the same features.

Model assessment

Once a model to explain a particular set of data is devel-
oped, model assessment should be used to explore the
non-uniqueness, resolution, and errors associated with
the model. This is an attempt to quantify the robustness
of the model, a process that is not straightforward for
nonlinear inverse problems, and different assessment
techniques will be appropriate depending on the data,
model parameterization, geologic target, and objectives
of the experiment. There are two classes of assessment
methods: linear and nonlinear. The former methods
assume it is valid to consider only a local neighborhood
of the final model within which the model-data relation-
ship is linear. The latter methods involve additional
nonlinear inversions of the real data or synthetic data using
the true source-receiver geometry of the experiment.
Linear methods are quick and easy to apply, although
potentially less reliable depending on the nonlinearity of
the problem. Nonlinear methods are computational

intensive, often more so than what was needed to derive
the final model, and may require a specialized inversion
algorithm. However, nonlinear methods are the only way
to properly estimate the final model’s robustness. Zelt
(1999) and Rawlinson and Sambridge (2003a) describe
many of the assessment techniques in use today, while Zelt
et al. (2006a) apply several different techniques to the
same 3D dataset (Figure 6).

The simplest form of model assessment is to examine
the ray coverage in the model using ray plots or “hit
counts” (the number of rays sampling each model param-
eter). These can be misleading since a limited distribution
of ray angles may provide less independent model con-
straint than expected from the number of rays alone. For
example, rays in the uppermost mantle will tend to be
sub-horizontal, and therefore capable of providing little
lateral resolution. Toomey et al. (1994) used a measure
called derivative weight sum (DWS) that equals the sum
of the partial derivatives for each model parameter. This is
somewhat more meaningful than hit count since it weights
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 9 Example of model assessment using a nonlinear
Monte Carlo procedure to estimate model variance (Korenaga et al., 2000). (a) Velocity model for the southeast Greenland
continental margin obtained by joint traveltime inversion of first arrivals and wide-angle Moho reflections recorded at 18 OBS’s
and eight land stations (white circles). This model was obtained by averaging 100 Monte Carlo ensembiles. (b) Corresponding
standard deviation for velocity and depth nodes; the standard deviation of the Moho is indicated by the width of the grey zone at

the base of the crust.

the contribution from each ray according to the parameter’s
sensitivity to that ray. However, it also fails to account
for the degree of independence within the ray set. Other
common linear assessment measures include an examina-
tion of the diagonals of the posterior resolution and covari-
ance matrices (e.g., Zelt and Smith, 1992). These are more
precise measures since they account for the independence
of the ray set, but they are best used in a relative as
opposed to absolute sense, since they do not account for
the nonlinearity of the problem. Rows of the resolution
matrix, known as resolution kernels, provide a spatial
sense of the averaging of the true structure by the model
(Zelt, 1999). Probably the most precise linear assessment
method uses singular value decomposition (SVD) since
it is able to quantify the nature and degree of model con-
straint through construction of an orthogonal set of basis
vectors that span model space, each with a specified
weight in the model reconstruction (e.g., White, 1989;
Scales et al., 1990).

A nonlinear assessment of the spatial resolution or
uncertainty of a single model parameter, or set of parame-
ters, is possible in which the real data and synthetic data
are inverted in the same way that the final model was
derived, allowing the full nonlinearity of the problem to
be accounted for, including trade-offs between model
parameters (Zelt and White, 1995; Zelt, 1999; Christeson
et al., 1999). For spatial resolution, the value of a model
parameter is perturbed enough to yield a significant
traveltime anomaly with respect to the pick uncertainties.
Rays are traced through the perturbed model to calculate
a set of perturbed traveltimes. The perturbed data are then
inverted using the final model as the starting model. The
spatial resolution about the selected parameter will be
indicated by the amount that the values of adjacent param-
eters differ from their corresponding value in the original
final model. If the model is poorly resolved about the
selected parameter, then the parameter’s perturbation will
be smeared into adjacent parameters, perhaps both
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 10 Example of near-surface 3D first-arrival tomography at
a groundwater contamination site (Zelt et al., 2006a) using the Zelt and Barton (1998) regularized inversion seeking a minimum-
structure model. The Horizontal depth slices from 6 to 14 m displayed as perturbations relative to a 1D starting model. Black contour
interval is 100 m/s. Target of the surface was a low-velocity paleochannel cut into a clay layer running roughly north-south through
the center of the survey area. The depth to the clay layer was known from extensive well data in the area; depth-to-clay contours
(green) from 7 to 11 m overlay the 8 and 10 m depth slices. This experiment consisted of ~600 shots recorded by ~600 receivers
yielding ~360,000 traces, providing 187,877 useable picks for the inversion.

velocities and interface depths if both parameter types are
involved, and the extent of the smearing indicates the spa-
tial resolution. Both positive and negative parameter per-
turbations should be tested, and it will likely be
sufficient to examine only one or two representative
velocity and interface parameters for each layer or region
of the model.

A parameter-selective algorithm such as the Zelt and
Smith (1992) approach allows for a nonlinear estimate of
a single parameter’s absolute uncertainty (Zelt, 1999).
The value of the model parameter is slightly perturbed
from its value in the final model and held fixed while
inverting the observed data involving all other model
parameters. The size of the perturbation is increased until
the recovered model is unable to fit the observed data as
well as the preferred final model based on an F test com-
paring the traveltime fits of the preferred and perturbed
final models. The maximum parameter perturbation that
allows a comparable fit to the observed data is an estimate
of its absolute uncertainty. Again, both positive and nega-
tive parameter perturbations should be tested, and it will
likely be sufficient to examine only one or two representa-
tive velocity and interface nodes for each layer or region of
the model. A fine grid tomographic approach can also be
used to perform tests like these. For example, Zelt and
Barton (1998) examined one region of a model where
there was significant lateral structure even though the con-
straint from the ray coverage was known to be low in this
area. They added regularization to the inversion to force
that region to remain laterally homogeneous and thereby
establish the required trade-offs elsewhere in the model.

One of the most common forms of nonlinear model
assessment to estimate spatial model resolution is the
checkerboard test (e.g., Magnani et al., 2009; Figure 7).
In these tests an alternating pattern of high and low anom-
alies is superimposed on the starting model from the inver-
sion of the real data. Synthetic data are calculated for the
“checkerboard” model, and then inverted using the same
starting model and source-receiver geometry as the real
data. The recovered model will closely resemble the
checkerboard pattern in regions of good constraint, but
will otherwise not resemble the checkerboard model.
The resolution at different length scales can be estimated
by testing anomaly patterns of different sizes. Anomaly
patterns with different polarity, registration, and orienta-
tion should be tested to average out the effects of changing
ray coverage due to the nonlinearity of the problem (Zelt,
1998).

Other nonlinear assessment techniques include trying
different starting models, different values of the free
parameters in the objective function, and exclusion of
subsets of the data considered less reliable (e.g., Zelt
etal., 2006a; Figure 6). Using different model parameter-
izations and different inversion algorithms can be effec-
tive, especially when one inversion algorithm seeks
amodel that satisfies all notions of what is geological rea-
sonable, and one algorithm seeks the minimum-structure
model (Figure 8; Zelt et al., 2003). In this way, it is pos-
sible to determine what model structure is consistent with
the data to facilitate hypothesis testing, while at the same
time establishing what model structure is required by
the data.
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Perhaps the most complete and computationally inten-
sive form of model assessment involves a nonlinear Monte
Carlo procedure. Many inversions are performed in which
randomized data and/or randomized starting models are
used. The resulting models are used to compute posterior
model covariance and resolution estimates. Zhang et al.
(1998) and Korenaga et al. (2000) applied this approach
to 2D inversions of first arrivals and reflections (Figure 9).

More examples

The examples in Figures 1-9 demonstrate the types of
models that can result from a wide range of controlled-
source experiments. The remaining examples presented
in this section are intended to round out the range of appli-
cations to which traveltime tomography and inversion are

applied in controlled-source studies, and the types of
model structure that can result. The main purpose of the
examples is to show what is possible in terms of tomo-
graphic imaging of different kinds of geologic features in
the near-surface, upper crust, lower crust, and uppermost
mantle using traveltime data. All examples shown in this
article use only P-wave traveltime data.

Zelt et al. (2006a) applied the regularized 3D first-
arrival tomography algorithm of Zelt and Barton (1998)
to a dense 3D dataset from a groundwater contamination
site (Figure 10). Lanz et al. (1998) applied 2D first-arrival
tomography and a Monte Carlo scheme to estimate
a smooth model with standard deviations for a buried
waste disposal site (Figure 11). Pratt and Chapman
(1992) applied 2D first-arrival tomography to crosswell
data to simultaneously determine velocity and anisotropy
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 11 Example of near-surface first-arrival tomography
over a buried waste disposal site seeking a smooth model (Lanz et al., 1998). (a) Estimated standard deviation of velocities
computed using 200 randomized datasets. (b) Mean velocity model from 200 randomized datasets. (c) Preferred final model
from inversion of original picked data. Open circles are shot locations. Arrows indicate landfill borders defined by several other

geophysical techniques.
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 12 Example of crosswell tomography in which transverse
isotropy is assumed and regularization was used to seek a smooth model (Pratt and Chapman, 1992). The velocity and anisotropic
parameters were solved for simultaneously. (a) Comparison of isotropic velocity model and horizontal velocity model from
anisotropic inversion. The model is 20 m across and 60 m deep. (b) Anisotropy parameters. The amount of anisotropy generally
increases with depth, reaching nearly 20%. (c) Symmetry axis orientation. The length of the markers is proportional to one of the
anisotropy parameters (epsilon).
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 13 Example of imaging the near-surface weathering layer
(i.e. the refraction statics problem) using smoothing regularization (Scales et al., 1990). Shots were placed at either end of the
model and there were 100 receivers between them. (a) True model. Refractor velocity is 5000 ft/s. (b) Starting model with blocky
thickness variations in the weathering layer. Refractor velocity is 4000 ft/s. (c) Final model. Refractor velocity is 5001 ft/s. The inversion
solved simultaneous for a laterally-varying weathering-layer velocity and refractor, and a constant refractor velocity.
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parameters (Figure 12). Scales et al. (1990) imaged a near-
surface weathering layer using 2D first-arrival times, solv-
ing simultaneously for lateral variations in the velocity
and thickness of the layer (Figure 13). Hole et al. (2006)
applied 2D first-arrival tomography to data recorded
across the San Andreas Fault using two different algo-
rithms (Figure 14). Dunn et al. (2000) applied 3D refrac-
tion and reflection tomography incorporating anisotropy
to data from the East Pacific Rise (Figure 15). Van
Avendonk et al. (1998) inverted refraction and reflection
times for a smooth 2D velocity model and an assumed flat
Moho across the Clipperton transform fault (Figure 16).
Clark et al. (2008) inverted refractions and reflections
from an onshore—offshore survey across the South
American-Caribbean plate boundary using a smooth
tomography approach for the upper crust, and a layer-
based inversion for the lower crust, Moho, and upper
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mantle (Figure 17). Zeltetal. (2003) compared layer-based
simultaneous refraction and reflection inversion with inde-
pendent smooth refraction and reflection tomography for
three different 2D crustal datasets (Figure 18).

Future

Full 3D seismic experiments are likely to become more
commonplace, necessitating the need for some of the pop-
ular 2D tomography and inversion algorithms to be
extended to 3D. It is likely that three-component, S-wave,
and converted-wave studies will become more wide-
spread, especially for near-surface environmental and
engineering studies, necessitating the need for algorithms
that can perform coupled P-wave, S-wave, or Poisson’s
ratio inversions. The desire to incorporate or determine
anisotropy will likely become more commonplace in the
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 14 Example of first-arrival tomography across the San
Andreas Fault comparing models from two different algorithms (Hole et al., 2006). There were 63 shots (red stars) and 912 receivers
(Thick black line). (a) Velocity model from application of the Hole (1992) back-projection method. (b) Velocity model from application
of Zelt and Barton (1998) smoothing-regularized method. Both models provide roughly the same level of fit to the picks. Regions
without ray coverage are white. Well-log observations at SAFOD (San Andreas Fault Observatory at Depth) are white for granite and
black for sedimentary rock. Note how high velocities (>5 km/s) better match the known position of granite in the well for the model
in (b) compared to the model (a), suggesting that some of the additional structure in the model in (b) may be true. (c) Geology and
fault interpretation overlaid on the model in (a). Black lines are top of basement; red lines are faults.
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Traveltime Tomography Using Controlled-Source Seismic
Data, Figure 15 Example of 3D refraction and reflection
tomography across the East pacific Rise at 9°30'N for crust and
uppermost mantle structure (Dunn et al., 2000). There were

15 OBS’s and 480 explosive sources. Refracted arrivals from the
crust and upper mantle and reflections from the Moho were
simultaneously inverted. Anisotropy of 4% in the crust and 7% in
the upper mantle was included in the modeling. Final velocity
model as perturbations relative to a 1D model are shown and are
contoured at 0.2 km/s intervals. (a) vertical section through the
center of the model. (b—g) Depth slices from 1.2-8.0 km beneath
the seafloor. The low-velocity body is interpreted to represent
melt distribution within a magmatic system.

future, and there are currently only a few traveltime algo-
rithms that include any form of anisotropy (e.g., Dunn
et al., 2000).

For all scales of seismic experiments, the need for
flexible, general-purpose traveltime tomography and
inversion algorithms will remain, both as the primary
modeling tool and to provide long-wavelength starting
models for higher-resolution full waveform inversion

techniques (e.g., Brenders and Pratt, 2007). The Zelt and
Smith (1992) traveltime inversion algorithm has been
widely used for many years for several reasons: (1) an
irregular, layered model parameterization adaptable to
the data coverage and geologic structures, (2) parameter-
selective inversion, (3) any type of body-wave data can
be modeled, and (4) it is easy to incorporate prior informa-
tion. As such it stands apart from most other popular algo-
rithms that use a uniform, fine grid parameterization, and
consider only first arrivals, and in some cases reflections.
However, the Zelt and Smith (1992) algorithm was pri-
marily intended for relatively sparse 2D data. There will
likely be a niche for a new version of the Zelt and Smith
algorithm if it maintains all of its current advantages, but
is extended to 3D and includes regularization to handle
dense data, namely second-order derivatives to seek
a smooth, minimum-structure model.

About 10 years ago, a theory for traveltime tomography
was developed in global seismology to take into account
the finite-frequency nature of seismic data (Dahlen et al.,
2000). This method is known as finite-frequency
traveltime tomography and it yields what are popularly
known as banana-doughnut sensitivity kernels. By taking
finite-frequency effects into account, this form of
traveltime tomography should, theoretically, yield
a more accurate estimation of velocity anomalies in terms
of their magnitude and spatial resolution because the phys-
ics of wave propagation is treated more accurately. The
theory developed for global seismology uses as input data
delay times relative to a reference Earth model, and as
such the theory is generally not applicable to controlled-
source data. This is because for controlled-source data
there is no requisite reference velocity model known in
advance that is capable of yielding realistic synthetic
waveforms that are close enough to the recorded
seismograms to yield a meaningful delay time through
cross correlation of the waveforms because the crust and
near-surface are much more laterally heterogeneous than
the mantle. As a result, a nonlinear inverse method must
be used, requiring a starting model, an iterative method
and recalculated travel paths at each iteration. In addition,
the method must be capable of calculating a frequency-
dependent traveltime along the total path, as opposed to
a delay time. Zelt (2009) presented a finite-frequency
traveltime tomography method specifically designed for
controlled-source data, that is, a nonlinear inversion of
total traveltimes, with frequency taken into account for
both the forward calculation of traveltimes, and in the
inverse step by calculating the appropriate frequency-
dependent sensitivity kernels. The results show it is
possible to achieve more accurate velocity estimation
than in the equivalent infinite-frequency-derived models.
And in addition, applications without any regularization
are possible, and therefore finite-frequency traveltime
tomography has the potential to allow the data alone to
determine the model structure in a robust manner. These
characteristics of finite-frequency traveltime tomography
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 16 Example of 2D tomography across the Clipperton
transform fault (Van Avendonk et al., 1998). There were only five OBS’s. Crust and upper mantle refracted arrivals and Moho
reflections were inverted simultaneously for a smooth velocity model. A flat Moho at 8.6 km depth was assumed. The model shows
reduced velocities in the upper crust as far as 10 km south and 18 km north of the transform fault (CFZ).
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 17 Example of crustal velocity model from onshore-
offshore survey across the South American-Caribbean plate boundary at 64°W (Clark et al., 2008). There were airguns offshore, two
shots on land (green dots), OBS's offshore (yellow dots), and seismometers on land (red dots). The model above the dashed white line
was obtained by first-arrival tomography using the Zelt and Barton (1998) smoothing-regularized tomography algorithm; the model
below the dashed line was derived using the Zelt and Smith (1992) layer-based inversion using upper mantle refractions and Moho
reflections to determine a sharp velocity contrast for the Moho. The strike-slip system near the coastline at ~150 km accommodates
relative motion between the two plates and from this model is interpreted to extend near vertically through the entire crust and
offset the Moho.
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Traveltime Tomography Using Controlled-Source Seismic Data, Figure 18 A comparison of three sets of 2D crustal

velocity models obtained using two different inversion algorithms (Zelt et al., 2003). The study areas are southeastern British
Columbia, the Iberia margin and the Chilean margin. The top row of “geologic” models were obtained using the Zelt and Smith
(1992) layer-based algorithm simultaneously inverting crust and upper mantle refractions and Moho reflections. The bottom

row of “minimume-structure” models were obtained using the Zelt and Barton (1998) smoothing-regularized first-arrival
tomography algorithm. Open circles are shot locations; yellow circles are OBS’s. Black contours in the crust have an interval of

0.5 km/s; white contours representing the Moho in the smooth tomographic models have an interval of 0.1 km/s from 7.0-7.6 km/s.
Pink lines are the Mohos from the layered models overlain on the tomographic models for comparison. Yellow lines are the Mohos
from independent reflection tomography in which the tomographic velocity models were held fixed. Interpretations of the main
features of the geological models are supported by the corresponding minimum-structure models since they contain the

same features.

suggest that it will play an important role in the future.
This is especially true for near-surface studies where infi-
nite-frequency (ray) theory is least likely to be valid
because the length scales of heterogeneities are often com-
parable or smaller than the seismic wavelengths.
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Definition
Dispersive. Characteristic of waves whose velocity of
propagation depends on wave frequency. The shape of
a dispersive wave packet changes as it moves along.
Eigenfunction. Functional shape of the horizontal and ver-
tical components of wave motion versus depth in the
ocean for a specific wave frequency.
Geometrical spreading. Process of amplitude reduction
resulting from the progressive expansion of a wave from
its source.
Run-up. Final phase of tsunami life starting when the wave
shoals to a size equal to the water depth and begins to
break, and ending when the water runs over land and
reaches its highest level.
Shoal. Process of waves coming into shallow water.
Shoaling waves slow, shorten their wavelength, and grow
in size.
Wavenumber. Wavenumber k equals 2r divided by wave-
length A. Large wavenumbers associate with short waves
and small wavenumbers associate with long waves.
Tsunami are gravity-driven water waves. They belong
to the same family as common sea waves that we see every
day; however, tsunami are distinct in their mode of gener-
ation and in their physical traits. Unlike common sea
waves that evolve from persistent winds, most tsunami
spring from sudden shifts of the ocean floor. These sudden
shifts can originate from undersea landslides and volca-
noes, but mostly, submarine earthquakes parent tsunami.
Compared to wind-driven waves, tsunami waves have
periods, velocities, and wavelengths ten or a hundred
times larger and present profoundly different shoreline
consequences than do their common cousins.

Tsunami = killer wave?

In the years since the 2004 Sumatra earthquake, everyone
has seen disturbing videos of tsunami-caused destruction.
Certainly the prospect of a “killer wave” born from some
far off earthquake is frightening. More so is the thought
that after traveling with stealth great distances, that wave
might suddenly rise up without warning at your own door-
step. Could it be me desperately floating by in the next tsu-
nami video?

Understandably, worst-case scenarios of natural haz-
ards come to mind, but it is important to keep perspective.
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Tsunami over 2 m high are not common. It takes
a submarine earthquake greater than magnitude M8 to
source a wave of this size. On a global average, only one
M8+ earthquake occurs per year. Of these, maybe one in
five strikes under the ocean with an orientation favorable
for tsunami excitation. True, tsunami decay in transit and
have shorter run-up at distant shores, so wave damage
tends to localize within 1,000 km of that one in five
quakes. On these accounts, tsunami that induce wide-
spread damage and casualties number only about one per
decade. Even at that modest recurrence rate, your personal
risk is mitigated increasingly through education and tech-
nology. Today, ocean bottom pressure sensors detect
stealthy tsunami of a few centimeters height in the open
sea. Moreover, with advances in understanding, commu-
nication, and implementation since the 2004 Sumatra
earthquake, scientists are better, quicker, and more spe-
cific at prediction than they were just a decade past. There
is a good chance now that you will be warned and take
action even if that rare wave does come your way.

Tsunami characteristics
Tsunami period, velocity, and wavelength

When discussing tsunami, I like to contrast them with
something that we all have experienced — waves at the

beach. Tsunami belong to the same family as these
ordinary ocean waves but with major distinctions: prin-
cipally tsunami period, tsunami velocity, and tsunami
wavelength.

Tsunami period. The period (T') of a wave equals the
time elapsed between one passing crest and the next. Com-
mon beach waves have a period of about 10 s (darkened
column right side Figure 1). The period of tsunami
depends upon what creates it (earthquake, landslide, aster-
oid impact), but I can tell you that tsunami have far greater
periods than beach waves. The “tsunami window” in
Figure 1 covers waves of 70, 200, 500, or even 2,000 s
periods. Unlike “splash and dash” beach waves, tsunami
arrive and may continue to flow in for several minutes.
I like the description — “The ocean turns into a river.” Any-
one who has seen those 2004 Sumatra videos can testify
that tsunami act more flood-like than wave-like.

Tsunami velocity. Under classical theory, the phase ¢
(), and group u(m) velocity of surface gravity waves on
a flat ocean of uniform depth / are:

_|gh tanh[k(w)h]
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Tsunami, Figure 1 Phase velocity c(m) (solid lines) and group velocity u(o) (dashed lines) of tsunami waves on a flat earth covered by
oceans of 100 m to 6 km depth (top). Wavelength associated with each wave period. The “tsunami window” is marked (bottom).
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1 k(cw)h } o

u(w) = c(o) [5 sinh[2k(w)h]

Here, g is the acceleration of gravity (9.8 m/s%) and k(c)
is the wavenumber associated with a sea wave of frequency
® = 21/T. Wavenumber connects to wavelength as A(®) =
2n/k(w) and to phase velocity as c(w) = o/k(w).
Wavenumber also satisfies the relation:

® = gk(w)tanh[k(w)A]. 3)

For surface gravity waves spanning 1-50,000 s period,
Figure 1 (fop) plots c(®) and u(w). These velocities vary
widely and increase for waves of longer periods in deeper
water. The speed of ordinary sea waves is about 15 m/s
(50 km/h) — the speed of a moped. Because of their longer
period, waves in the tsunami window travel much more
rapidly, reaching 160-250 m/s (600—-900 km/h) in the
open ocean. It is said that deep-water tsunami travel
at the speed of a jet airliner. While true, be aware that
wave energy is the quantity that runs ahead at jet speeds.
The physical bits of water in a deep-water tsunami move
less than a meter per second (see next section). Waves
whose velocity varies with frequency are called disper-
sive. During propagation, dispersion “pulls apart” origi-
nally pulse-like waves into their component frequencies.
Dispersion is strongest for waves whose period falls
on the steepest slopes of the group velocity curves in
Figure 1.

Tsunami wavelength. Wavelength measures the distance
between one wave crest and the next. Wavelength equals
the product of wave period times phase velocity A(®) =
Te(w). Common beach waves have a wavelength of
about 100 m — the length of a football field (Figure 1, bot-
tfom). Tsunami, with their longer period and higher velocity,
have much longer wavelengths than beach waves. In the
deep ocean, tsunami span 10, 30, even 100 km between
crests. If you could stand on one tsunami crest, the next
one might be over the horizon. With wavelengths this large,
tsunami slopes are very small even if the wave has large
amplitude. For ships at sea, tsunami pass completely
unnoticed.

Short wave versus long wave: Discussions of waves of
length A in oceans of depth h sometimes include two simpli-
fications: a long wave approximation (A >> h, 1/k >> h)
and a short wave approximation (A << A, 1/k << h). Under
a long wave approximation [kh — 0, tanh(kh) — kh,
sinh(2kh) — 2kh] Equations 1-3 predict nondispersive
wave propagation with c(®) = u(®) = \/gh. Long wave
theory holds for the flat part of the curves in Figure 1
(top). Under a short wave approximation, [kh — oo,
tanh(kh) — 1, sinh(kh) — oo] the equations predict disper-
sive propagation with c(®) = 2u(®) = g7 /2n. Short wave
theory holds to the right in Figure 1 (top) where all the
curves lie atop each other. Waves in the tsunami window
have intermediate character, behaving like shallow water
waves at their longest periods and like deep-water waves

at their shortest periods. Neither the long nor the short wave
simplification serves adequately in tsunami studies.
A rigorous treatment requires an approach that works for
waves of all lengths.

Tsunami eigenfunctions

Tsunami also differ from waves at the beach in the way
they move the ocean. Tsunami eigenfunctions describe
wave motion in a tsunami mode of a particular frequency.
Consider coordinate system (x, y, z) where X points north,
y east, and Z down. Vertical (u,) and horizontal (u,) com-
ponents of tsunami eigenfunctions normalized to vertical
amplitude 4. at the sea surface are:

A k(w)g Slnh[k(w>(h _Z)] ei[k(w)x—wt]
w2 cosh[k(w)h]

u(w,z) =

4)

—ik(w)g coshlk(w)(h — z)] el
o2 cosh[k(w)h]

)x—wt|

MX(CU, Z) =A.

Figure 2 plots tsunami eigenfunctions versus depth in
a 4-km deep ocean at long (1,500 s), intermediate (150 s),
and short (50 s) periods. The ellipses trace the path of
a water particle as a wave of frequency ® passes. At 50-s
period (Figure 2, right), ordinary ocean waves have deep-
water behavior. Water particles move in circles that decay
exponentially from the surface. Sensibly, because the
eigenfunctions of short waves do not reach to the seafloor,
their velocity is independent of ocean depth [c(®) = 2u(w)
= gT /2=, Figure 1, top right]. The failure of short waves
to “feel” the seafloor also means that they cannot be excited
by deformations of it. The only means to excite ordinary
ocean waves is to disturb the surface.

At 1,500 s period (Figure 2, leff), the tsunami has
a wavelength of A =297 km and it acts like a long wave.
Although vertical displacement peaks at the ocean surface
and drops to zero at the seafloor, horizontal displacement
persists undiminished through the ocean column. Unlike
ordinary waves that are confined near the sea surface,
the energy of a tsunami spreads through the entire depth
of the sea. You cannot out dive a tsunami. This fact
explains why tsunami can be detected by pressure sensors
on the seafloor. A second distinction of tsunami versus
ordinary sea waves is that their horizontal motion far
exceeds their vertical motion. Every meter of up and down
in a 1,500-s tsunami involves ~10 m of back and forth. If
you were to build a shore-based or space-based “tsunami
detector,” the large horizontal motions might make
a better target than the vertical motions. Applications of
Doppler radar come to mind.

Toward the short period side of the tsunami window at
150 s (Figure 2, middle), ) decreases to 26 km. For these
tsunami waves, long wave characteristics begin to break
down, and horizontal and vertical motions more closely
agree in amplitude.
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Tsunami, Figure 2 Tsunami eigenfunctions in a 4-km deep ocean at periods 1,500, 150, and 50 s. Vertical displacements at the ocean

surface has been normalized to A, = 1 m in each case.

From (4), it is easy to deduce the peak velocity of sur-
face water in waves of amplitude A4, as:
H(w)g  Ag

e (o2 = 0) === == =725 (5)

For long waves c(®) equalsy/gh, and peak surface
water velocity in a 1-m amplitude tsunami in 4,000 m of
waver would be just 4.9 cm/s. Peak water velocity at the
sea floor

VI (w,z = h)| =

A:k(w)g
 cosh[k(w)h]
. A-g
~ ¢(w) cosh[k(w)h]
is even less. As mentioned, although tsunami travel at sev-

eral hundred meters per second, the water itself moves at
a tiny fraction of this.

(6)

Tsunami excitation

Tsunami get started in many ways. Suppose that the sea-
floor at positions ry uplift instantaneously by an amount
u®'(ro) at time 1t(ro). Under classical tsunami theory in
a uniform ocean of depth 4, this sea bottom disturbance
produces surface tsunami waveforms (vertical compo-
nent) at observation point r = xX + yy and time t of

ilk-r—w(k)t
W (1, £) = Re / dk -°
k

472 cosh(kh) Fk).

(7a)

with

(7b)

z

F(k) = /dro ubOt(rO)e—i[k-n)—w(k)r(ro)]

I'o

k= K|, and w? (k) = gk tanh(k#). The integrals in (7a, 7b)
cover all wavenumber space and locations r, where the
seafloor disturbance ulz"“(ro) #0.

Equation 7a looks scary but it has three identifiable
pieces:

(a) The F(k) term is the wavenumber spectrum of the
seafloor uplift. This number relates to the amplitude,
spatial and time distribution of the uplift. Tsunami
trains are dominated by wavenumbers in the span
where F(K) is the greatest. The peak of F(K) corre-
sponds to the characteristic dimension of the uplift.
Large-dimensioned uplifts produce longer wavelength,
lower frequency tsunami than small-dimensioned
sources.

(b) The 1/cosh(kh) term comes from the tsunami
eigenfunction shapes (4) and it acts to low-pass filter
the source spectrum F(k). Because 1/cosh(kh) — 1
when ki — 0, and 1/cosh(kh) — O when kh — o0,
the filter favors long waves. Due to the low-pass filter
effect of the ocean layer, only wavelengths of the
uplift that exceed three times the ocean depth (i.e.,
kh = 2mh/)\ <= 2) contribute much to tsunami.

(c) The exponential term in (7a) contains all of the propa-
gation information including travel time, geometrical
spreading, and frequency dispersion.
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By rearranging Equation 7a, 7b, vertical tsunami
motions at r can also be written as:

kdke o &
surf
t)=R T (kr
Uz (r1) e/o 2mcosh(kh) ZOO

with (8)

F,,(k) /dl‘o ubot( 0) Jn(kro) ei(w(k)r(ro)—nﬁo)

ro

m9 F k)

Here 6 marks azimuth from north (the x direction) of
the observation point r from the coordinate origin. The
J,(x) are cylindrical Bessel functions. For simply distrib-
uted uplift sources, (8) might be easier to evaluate than
(7a, 7b).

Tsunami excitation by earthquakes

Earthquakes produce 80-90% of tsunami. Not surpris-
ingly, earthquake features determine many sea wave char-
acteristics. Earthquakes result from slip on faults and three
primary parameters describe the process — moment, mech-
anism, and depth.

Moment measures earthquake strength. Moment M, is
the product of rigidity p of the source region’s rocks, fault
area A, and average fault slip Au. Earthquake moment and
earthquake magnitude tie through a number of empirical
formulae. One formula defines moment magnitude M,,
as M, (2/3)(10gM0 — 9.05). Earthquake moment varies
by 2 x 10* within the magnitude range 6.5 < M,, < 9.5
(Table 1). Even without a detailed understanding of tsu-
nami generation, it is safe to suppose that the larger the
earthquake moment, the larger the tsunami, all else fixed.

Mechanism specifies the orientation of the earthquake
fault and the direction of slip on it. Usually, faults are ide-
alized as plane rectangles with normal n. Three angles
then, summarize earthquake mechanisms — the strike and
dip of the fault and the angle of slip vector a measured
from the horizontal in the plane of the fault. (Seismolo-
gists call this angle the “rake.”) The role of fault mecha-
nism on tsunami production is not as obvious as the
influence of moment; however, one might suspect that
earthquakes that affect large vertical displacements of
the seafloor would be more effective than faults that make
large horizontal displacements.

Earthquake depth needs no explanation. Because sea-
floor shifts cause tsunami, the distance of the fault from
the seafloor should be important. Presumably, deep earth-
quakes produce less potent tsunami than similar shallow
earthquakes.

Numerical, or synthetic waveforms quantify the roles
of earthquake parameters on tsunami generation. For illus-
tration, insert into (7a, 7b) the surface uplift pattern
u!(rp) of a small earthquake fault (point source really)
placed at depth d in a halfspace. Further assume that the
uplift occurs instantly with t(rg) = 0. (Actually, real earth-
quakes uplift the seafloor over several, or several tens of,
seconds. This distinction is not a big issue because tsu-
nami waves have periods of many hundreds of seconds.
Uplifts taking a few dozen seconds to develop look
“instantaneous” to tsunamis.) Equation 7a, 7b becomes

e8]
“urf cos w(k)t
uzm (r 1) = /0 Kk oy A2zl ©)
where

1 U —kd

ba = =7 (i " kd) [Jo(kr) — Jy(kr)cos20]e
1 u _

by =—7 (m - kd) o (kr) + Ja (kr)cos20]e

o kd) 5 (kr)sin20)e "

j‘_ L+ kd) o (kr)]e

ked
bz = b = o [, (kr)cosO]e
kd
b =6y =5 71 (kr)sin0)e "
(10)
The six elements of symmetric tensor
M = (& + ijax) (an

capsulize the mechanism of the earthquake. In (11), n, a
are the fault normal and slip vectors introduced above.
A pure dip slip earthquake on a vertical north—south

Tsunami, Table 1 Relationship between earthquake magnitude and moment with values of fauIt area, length, and mean sllp for

typical tsunami-generating earthquakes. This paper assumes log(L) = 0.5 M, —1.8, Au=2 x 10 ° L,and A =pn =5 x 10'° Pa
Magnitude M,, Moment My (Nm) Area A (km?) Length L (km) Width W (km) Slip Au (m)
6.5 6.3 x 10'% 224 28 8 0.56

7.0 3.5 x 10Y° 708 50 14 1.00

7.5 2.0 x 10%° 2,239 89 25 1.78

8.0 1.1 x 10% 7,079 158 45 3.17

8.5 6.3 x 10%! 22,387 282 79 5.66

9.0 3.5 x 10% 70,794 501 141 10.0

9.5 2.0 x 10% 223,872 891 251 17.8
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trending fault for instance, has n =y and a = 2, so M, =
M,=land M, =M, =M..=M.=M..=M,=M, =0.

The bracketed terms in (9) contain all of the relation-
ships between earthquake parameters and tsunami fea-
tures. Some relationships are easy to spot: tsunami
amplitudes from earthquakes are proportional to the prod-
uct of fault area and average slip (4Au); tsunami ampli-
tudes decrease with earthquake depth via the e ™ terms.
The ¢g;; provide the dependence of tsunami amplitude and
azimuthal radiation pattern on source type. Equation 10
says that tsunami from point sources radiate in azimuthal
patterns no more intricate than sin26 or cos26.

Figure 3 shows 5 h of tsunami waveforms calculated
from (9) at distances of r= 200, 500, 1,000, 2,000 km
from dip slip (M, = 1) and strike slip (M,, =

=1) pomt sources of magnitude My, = 7.5 (Aud =
3 98 x 10° m®. See Table 1) buried at 10 km depth. Sea
waves from these sources have radiation patterns of sin6
and sin20, respectively. I compute the waveforms in

Time (h)
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Tsunami, Figure 3 Synthetic record sections of vertical tsunami
motions at distances of 200, 500, 1,000, and 2,000 km from point
dip slip (top) and strike slip (bottom) earthquakes of magnitude
M,, = 7.5 and depth 10 km. Time runs for 5 h and the peak
amplitude of each trace is given in centimeters at the right. The
lower half of the focal sphere and azimuth of observation 6 are
shown toward the right. For other directions, the waveforms
should be scaled by sin6 and sin20, respectively.

Figure 3 at the azimuth of maximum strength, 6 = 90°
and 0 = 45°. Frequency dispersion, with the long periods
arriving first, is the most conspicuous feature of the wave-
forms. Tsunami onset rapidly. They reach maximum
height in the first few cycles and then decay slowly over
an hour or more. Even for this large earthquake, tsunami
beyond 500 km distance reach just a few centimeters —
hardly killer waves. Note that if the observation direction
was west versus east (Figure 3, fop), or northwest versus
northeast (Figure 3, bottom), the tsunami waveforms
would be inverted. Whether tsunami onset in
a withdrawal or an inundation at a particular shoreline
strictly depends on the style of faulting and the relative
positions of the shore and the fault.

Figure 3 demonstrates that for point sources, dip slip
earthquakes produce three or four times larger tsunami
than strike slip earthquakes of equal moment. The differ-
ences in generation efficiency are understood most
easily by considering directly the seafloor deformation
patterns u2°'(ry). I find these by setting t =0 and 4 =0 in
(9) so cosw(k)t/cosh(kh) = 1. Figure 4 pictures the uplift
patterns for the two faults of Figure 3 where two (sinf)
and four-lobed (sin20) deformations spread over a region
40 km wide. The most striking contrast in the fields is
maximum vertical displacement — 1.4 m for the strike
slip versus 5.4 m for the dip slip. It is no coincidence
that the ratio of maximum uplift for these two faults repli-
cates the ratio of tsunami heights in Figure 3. After all,
vertical seafloor deformation drives tsunami and vertical
deformation is controlled largely by the rake of the
slip vector a. Strike slip faults have a rake of 0° or 180°.
Dip slip faults have rake equal 90°. Further simulations
show that, excepting very shallow, nearly horizontal
faults, dip is not a terribly significant factor in tsunami
production.

The sea surface cross sections in Figure 5 (left and mid-
dle) chronicle the birth and early life of a sea wave
spawned by M7.5 thrust earthquakes on 45° dipping
planes. In these figures, I replace the idealized point
sources of Figure 3 with faults of typical dimension (L =
89 km, W= 25 km, and Au=1.78 m; see Table 1). In Fig-
ure 5 (leff) the fault reaches to the sea floor. In Figure 5
(middle) the fault stops 30 km down. Soon after the earth-
quake, the sea surface forms “dimples” similar to those on
the deformed sea floor. The sea surface dimples, however,
are smoother and a bit lower in amplitude because of the
1/cosh(kh) low-pass filtering effect of the ocean layer.
After a time roughly equal to the dimension of the uplift
divided by tsunami speed /gh, the leading edges of the
wave organize and begin to propagate outward as
expanding rings (Figure 5, right). Early on, the wave
appears as a single pulse. Characteristic tsunami disper-
sion begins to be seen only after 10 or 20 min. Conse-
quently, for shorelines close to tsunami sources, seismic
sea waves arrive mostly as a single pulse. For distant
shorelines, sea waves arrive with many oscillations, dis-
persion having spread out the initial pulse.
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Tsunami, Figure 4 Static vertical displacements of the seafloor for the dip slip (top) and strike slip (bottom) earthquake point sources
that generated the tsunami of Figure 3. Maximum excursions of the seafloor are 5.4 and 1.4 m, respectively.

The e * terms in the tsunami excitation functions (10)
let shallow earthquakes excite higher frequency tsunami
than deep earthquakes (compare Figure 5 leff, with
Figure 5 middle). Higher frequency waves travel more
slowly than longer period waves, so high frequency waves
contribute to peak tsunami height only while it propagates
as a single pulse. After a few hundred kilometers of travel,
high frequency waves drift to the back of the wave train
(Figure 5, left) and no longer add to the tsunami maxi-
mum. At 200 km distance, the shallow earthquake gener-
ates a wave about 3 times larger than the 30-km deep
event. If you track the waves out to 2,000 km, however,
you would find that the extra high frequencies in the shal-
low event will have fallen behind and that the maximum
wave heights for the two events would be nearly equal.
Beyond 2,000 km distance, any earthquake depth less than
30 km appears to be equally efficient in tsunami genesis.

Faults of finite size, like those in Figure 5, radiate tsu-
nami in distributions more complex than the sin® and

sin20 patterns from point sources. The largest earthquakes
have fault lengths of several hundred kilometers. Simula-
tions show that long earthquake faults preferentially emit
tsunami in a tight beam perpendicular to the fault strike,
regardless of the focal mechanism. This preferential
beaming simplifies tsunami forecasting because it tells
us which direction to look for the biggest waves.

Tsunami excitation from submarine landslides

Earthquakes parent most tsunami, but other things do too.
For instance, earthquake shaking often triggers landslides.
If the slide happens under the sea, then tsunami may form.
Consider a seafloor landslide confined in a rectangle
of length L and width W. Let a constant uplift uq start
along one width of the rectangle and run down its
length (x direction, say) at velocity v, that is, T(rg) = x/v,.
Placing this u**(ro) and 1(r,) into (7a, 7b), I find the tsu-
nami from this uplift source at observation point r and
time t to be
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Tsunami, Figure 5 Left. Cross sections of expanding tsunami rings from a M7.5 thrust earthquake. The fault strikes north-south
(into the page) and the sections are taken east-west. Elapsed time in minutes and maximum amplitude in centimeters are given at
the left and right sides. Middle. Cross sections of expanding tsunami rings from the same M7.5 thrust earthquake now buried 30 km.
Deeper earthquakes make smaller and longer wavelength tsunami. Right. Views of the expanding tsunami rings from the shallow
earthquake case at t = 6 and 12 min. The dashed rectangle in the center traces the surface projection of the fault. For large
earthquakes, nearly all tsunami energy beams perpendicular to the strike of the fault (toward the left and right in this picture).

(e ) =
Re / ik kr=ol)) g=iX(K) gjn X (k) sin Y (k)
/ cosh(kh) X(k) Y(k)
(12)
where
X(k) = %L (k-x—c(k)/v) and Y(k)= kTW (k-¥).

The X(k) and Y(k) factors, because they depend on the
relative positions of the observation point and the land-
slide source, instill radiation patterns to the tsunami much
like the ¢; do for earthquakes.

By adding a trailing excavation source to the uplift
source (12), I simulate tsunami from a sliding submarine
block. Figure 6 pictures in cross section the waves stirred
from a 2-km wide block, 10-m thick sliding at 49 m/s for
6 km along the bottom of an ocean 500 m deep. As the
block moves, the water must go around the obstruction.
Water gets pushed up in front and drawn down behind
the slide block. Experiments reveal that, depending on
the aspect ratio of the block and the ratio of slide velocity
to the tsunami phase velocity, significant beaming and
amplification of the tsunami are possible. In particular,

when the slide velocity v, approaches the tsunami speed
c(k) ~ +/gh, X(K) is nearly zero for waves traveling in
the slide direction. In this direction, the waves from differ-
ent parts of the landslide arrive nearly “in phase” and con-
structively build. Figures 6 and 7 highlight the beaming
and amplification effects. In both cases, witness the large
tsunami pulse sent off in the direction of the slide.
(Quicktime movies of Figures 6 and 7 and many other
Figures in this paper are available for viewing; see
Table 2.) Submarine landslides are prime suspects in the
creation of “surprise tsunami” from small or distant
quakes. Surprise landslide tsunami might initiate well out-
side of the earthquake uplift area or be far larger than
expected given the magnitude of the quake. Historical
examples of surprise landslide tsunami include the 1929
Grand Banks and the 1998 Papua New Guinea waves.

Tsunami excitation from impacts

In addition to tsunami from earthquakes and landslides,
another class holds interest — those generated from surface
detonations, explosive volcanoes, and asteroid strikes.
I call waves from these sources “impact tsunami.” Imagine
that the initial stage of cratering by an impact excavates
a radially symmetric, parabolic cavity of depth D¢, and
radius Rc:

uizmpact(r) = Dc(1 — r'z/R%) r< \/ERC =Rp
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Tsunami Generation from Seafloor Landslide
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Tsunami, Figure 6 Tsunami produced by a submarine landslide. The slide block is 10 m thick and 2 km wide. The slide starts to the
left and runs to the right at 49 m/s. Note the amplification of the wave in the slide direction.
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Based on Equation 8, the impact tsunami at observation
point r and time t is

uizmpact(r) =0

W (1) = / ER cosfo®dntkm®),  (3)
where

F()(k) = /I"dl’o uizmpaCt(l'o)J()(kT())
ro
. 2n DcRD
ok

The principal distinction between (8) and (13) is the
absence in the latter of the 1/cosh(k%) low-pass ocean
filter. Impacts crater the surface of the ocean not the sea
floor, so this filter does not come into play.

If we restrict ourselves to asteroid-induced tsunami and
suppose that the depth of the impact cavities equals 1/3
their diameter d. = 2Rc, then D, relates scales with the
density, velocity, and radius of the impacting asteroid as

J3(kRp).

Dc = d./3 = (8ep,V*1/9p,0) R} (14)

In (14), € is the fraction of the kinetic energy of the aster-
oid that goes into the tsunami wave. High velocity impact

experiments suggest that ¢ ~ 0.15. With p; = 3 gm/en?’,
pw =1 gm/em®, and ;=20 knv/s, (14) returns crater depths
of 1,195, 2,010, and 4,000 m for asteroids of radius R; = 50,
100, and 250 m.

Figure 8 plots cross sections of the expanding rings of
tsunami waves induced by the impact of a 200-m diameter
asteroid at 20 km/s as computed by Equation 13. Within
100 km of ground zero, tsunami from moderate size
(100-250 m) asteroids have heights of many hundreds
of meters and dwarf the largest (10—15 m) waves parented
by earthquakes. Fortunately, impact tsunami fall on the
steep-sloped part of the group velocity curve (Figure 1)
so they decay faster with distance than earthquake tsunami
(more like 7' versus r—>* for earthquake tsunami).
Figure 9 illustrates how dispersion quickly pulls apart
the initial impulse into dozens of waves. At 1,000 and
3,000 km, the tsunami in Figure 8 would decay to 6 and
2 m amplitude, respectively — still a concern, but not cat-
astrophic. For perspective, asteroids with diameters
>200 m impact Earth about every 10,000 years, far less
frequently than great M9 earthquakes that strike the planet
once in 25 years or so.

Tsunami propagation

In uniform depth oceans, tsunami propagate out from their
source in circular rings (e.g., Figure 9) with ray paths that
look like spokes on a wheel. In real oceans, tsunami
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Tsunami, Figure 7 Map view of a tsunami from a landslide block similar to Figure 6. Note the dipole form of the wave in its early

stages and the beaming in the southeast direction of the slide.

speeds vary place to place (even at a fixed frequency) so
tsunami ray paths refract and become bent. Consequently,
in real oceans, both tsunami travel time and amplitude
have to be adjusted relative to their values in uniform
depth ones. To propagate tsunami in real oceans, I find it
best to keep tsunami “mode-like” versus depth but “ray-
like” horizontally. I first transform the various integrals
over wavenumber (7, 8, 9, etc.) to integrals over frequency
because wave frequency, not wave number, is conserved
throughout. Using the relations u(®) = do/dk and c(w) =
o/k(w), I find that tsunami vertical motions from (13) for
instance, are to a good approximation:

. cos(wt)dw

S (p f) = 2nk(w)u(w)

PE0= [ otr oy’ =
0 G(r)SL(w,r)

In (15) the travel time of waves of frequency ® has been
changed from »/c(®) to

T(r,w) =

raypath

dr/c(w, h(r)), (16)

where the integral path traces the tsunami ray from the
source to the observation point. Equation 15 also incorpo-
rates a new shoaling factor Sy (m,r) that accounts for wave
height changes due to water depth and new ray geometri-
cal spreading factor G(r) < 1 that takes into consideration
the reduction of wave amplitudes into shadow zones.
Real geometrical rays for tsunami can be very messy
(top left, Figure 10). Rather, I employ “network rays” that
are simply minimum time paths between source and
receiver (fop right, Figure 10). Unlike geometrical rays,
network rays possess neither caustics nor shadow zones.
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Tsunami, Table 2 Quicktime movie links to many of the figures
in this article, plus a few others. If you want your own copy: Play
the Movie in a Browser, then click “Save to Disk.”

Figure 6
Figure 7
Figure 8
Figure 9
Figure 13
Figure 14

Figure 15

Figure 16
Figure 17

Figure 18

http://es.ucsc.edu/~ward/landslide(1_big).mov

http://es.ucsc.edu/~ward/generic-slide.mov
http://es.ucsc.edu/~ward/imp-parabl.mov
http://es.ucsc.edu/~ward/impact-example-3d.mov

http://es.ucsc.edu/~ward/RU(1200s-20m-0.5).mov
http://es.ucsc.edu/~ward/galveston-2m-close.mov
http://es.ucsc.edu/~ward/galveston-2m.mov

http://es.ucsc.edu/~ward/indo-3D3.mov
http://es.ucsc.edu/~ward/indo-3D2.mov

http://es.ucsc.edu/~ward/LP-3D.mov
http://es.ucsc.edu/~ward/guinea(270).mov

http://es.ucsc.edu/~ward/ire-nn.mov
http://es.ucsc.edu/~ward/samoa-92909(c).mov

1
G(r) = exp ~3 / "

= exp

Oa(s) ds
raypath
1 00(s)
-3 | [P
raypath

Tsunami induced by impact of 200 m diameter

asteroid at 20 km/s
—-10 km W 10 —-10 km 0 10

: | Go\pﬂ\j\‘-\\/_
2126 Impact 1617

s

10 70\/“‘/\/"‘\/—
1489 2459

S
20 |' 'I 80
1365 1067
30 90
1910 2171
40 100
2208 2305

. |
50 110
1085 1146

Ocean Depth = 4 km
p, =3 gm/cm?

|

Time (s)
max amp (m)

—10 km 0 10

120
2784

|
130
1182

%

140
2852

i

150
1553

%\

160
1843

170
2843

180
979

To compute the ray geometrical spreading factor G(r),
I replace the curvature of the wave front with curvature
of the ray in the path integral (Figure 10, bottom row):

(I

In this approach the distinction between wave refrac-
tion and diffraction blurs.

Tsunami, Figure 8 Computed tsunami induced by the impact of a 200-m diameter asteroid at 20 km/s. The waveforms (shown
at 10 s intervals) trace the surface of the ocean over a 30 km cross section that cuts rings of tsunami waves expanding from the impact
site at x = 0. Maximum amplitude in meters is listed to the left.
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http://es.ucsc.edu/~ward/LP-3D.mov
http://es.ucsc.edu/~ward/guinea(270).mov
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Tsunami, Figure 9 Expanding rings of an impact tsunami in a 3D-like style. Note the strong wave spreading due to dispersion.

Tsunami shoaling and run-up

Shoaling. Toward shore, real oceans shallow and the
waves carried on them amplify in a process called
shoaling. Shoaling is easy to understand. The tsunami
velocity depends on the ocean depth so as water shallows,
tsunami waves slow down. Because their frequency is
fixed, the wavelength of a slowing tsunami decreases
(Figure 11, insef) and its energy compresses horizontally.
Secondly, because a tsunami occupies the entire water
column, as it enters shallow water its energy also gets
compressed vertically. The only way for the compressing
wave to maintain the same energy flux is for it to

grow in amplitude. For the shoaling factor in (15), linear
theory gives:

St(w,r) = (18)

Shoaling amplification depends on the ratio of group
velocity at the nucleation-site and the coast-site (ocean
depths 4y and A(r), respectively). As does G(r), S reverts
to one in oceans of uniform depth.

Figure 11 pictures a shoaling tsunami wave of 150 s
period. Initially, a unit height wave comes ashore from
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Tsunami, Figure 10 Real tsunami rays (top left) versus network rays (top, right). | track the curvature of the ray (right, bottom) rather
than the curvature of the wave front (left, bottom) to account for wave size losses as tsunami propagate around obstacles.

4,000 m of water at the left. As the water shallows, the
velocity of the wave decreases and the wave grows in
amplitude. By the time it reaches 125 m depth it has
slowed from 137 m/s group velocity to 35 m/s and grown
in height by a factor of 2. Figure 12 plots (18) as a function
of coast-site depth for sea-wave periods from 10 s, and
ocean depths of 2, 4, and 6 km. Because their energy does
not occupy the entire water column, beach waves at 10 s
period do not amplify much (perhaps 50%) in shoaling.
Tsunami waves (100—2,000 s period) experience much
stronger shoaling amplification — about 3—6 over a wide
range of conditions. For waves of period greater than
250 s, u(®,ho) = (gho)'", u(@.h(r)) = (gh(i))'?, and the
shoaling factor reduces to Green’s Law, S = (ho/h(r))"*
(dashed red line in Figure 12).

Run-Up. Run-up is the final phase of tsunami life. The
run-up phase begins when the approaching tsunami shoals
to an amplitude roughly equal to the water depth and the
wave begins to break. Run-up also covers the inundation

phase where the water runs over land and reaches its max-
imum excursion above sea level. Run-up is the most com-
plicated phase of tsunami life; nevertheless, “Will T get
wet?” is the question everyone wants answered, so tsu-
nami scientists have to take their best shot at carrying the
waves to the last mile.

One approach to run-up is wave tank or computer
experiments like Figures 13 and 14, where waves of vari-
ous sizes and periods are sent onto model beaches. These
experiments reveal a wide range of behaviors depending
on wave period, wave size, wave direction, number of
waves, beach slope, and beach friction. In real-world situ-
ations, this information is not known well, so the direct
applications of the experimental results are limited.
I follow an alternative approach that takes a broad brush
view of run-up, but allows for considerable random uncer-
tainty in the outcome. Using the methods above,
I propagate tsunami to a position close to shore in shallow
water where it can be considered a long wave, but not so
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Tsunami, Figure 12 Shoaling ampilification factor for ocean
waves of various frequencies and source depths. The dashed red
line is Green’s Law.

shallow that its amplitude A(#) exceeds water depth
h there. I estimate run-up height 1, on shore by:

n=A(h)*n'/? (19)

Because A(h) < h, run-up always exceeds the offshore
wave amplitude. Considering the large uncertainties
involved, I view run-up at any field site to be a random
variable drawn from a distribution function with (19)
being its mean and its spread ranging from 1/2 to 2 times
the mean. It does not matter at which depth % is used to
evaluate (19), provided the water is shallow enough for
the tsunami to act like a long wave. According to Green’s
Law, a long wave with amplitude 4(/%;) in water of depth
hy, has an amplitude A(hy) = A(hy) (hi/hy)"* in water of
depth 4,. Run-up estimate at ), at depth /4,

1/474/5

hy hé/s

1, = A(h)* 0y = | A(hy) H

= A (h)) ' =1y

equals estimate 1, at depth ;.

Tsunami samples

Sumatra earthquake 12/26/2004. Figure 15 snapshots
a simulation of the 2004 Sumatra tsunami. As modeled
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Tsunami, Figure 13 Run-up and inundation of a 20 m high, 1,200 s duration wave on a steep 0.5° slope. On steep beaches breaking

has little time to operate so run-up amplifications are large.

by several rectangular patches, the megathrust fault that
sourced the wave trends north—south for several 100 km
(Figure 15 fop left). As the example in Figure 5 predicted,
nearly all of the wave energy in the 2004 tsunami emits per-
pendicular to the fault — Sumatra and Thailand toward the
east, and India and Sri Lanka toward the west. Not surpris-
ingly, these locations suffered the lion’s share of tsunami
damage. I believe that the very large run-up near Banda
Aceh was due to concentrated slip on a thrust ramp splaying
up from the megathrust just offshore at that latitude.

La Palma landslide tsunami. Like its fellows in the
Canary Island chain, the volcanic Island of La Palma has
experienced cycles of growth and partial collapse. Its flank

last failed 550,000 years ago. Since then, new Cumbre
Vieja volcano has filled the vacant scar. For the last
125,000 years this volcano grew steadily but in the last
7,000, its structure changed. It now mainly erupts along
anorth—south trending rift that splits the mountain in half.
Moreover, during an eruption in 1949 a fault broke surface
along the crest of the volcano and part of its western side
slid 5 m down and toward the ocean. The volcano again
may be showing initial stages of instability. While cer-
tainly collapse is not imminent and it may take many erup-
tive cycles over the next few thousand years to give it that
final shove, the volcano will collapse so it is sensible to
consider the consequences (Figure 16). If 500 km? of its
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Tsunami, Figure 14 Simulation of 2 m tsunami wave beaching at Galveston Texas. Red area blankets the predicted inundation zone.
Note the multiple wave reflections and wave interference that contribute to run-up complexity and randomness.

flank falls into the sea like it did last time, a La Palma col-
lapse will spawn a mega tsunami hundreds of meters high
locally that will buffet all coasts of the Atlantic with
10—30 m waves.

Gulf of Guinea impact tsunami. In a 2008 training exer-
cise, the US Air Force considered the consequences of, and
response to, an impact of a small comet into the Atlantic

Ocean off the coast of Guinea. In this scenario, pictured in
Figure 17, tsunami run-ups exceed 10 m along a 1,200 km
stretch of coastline. This wave would knock out coastal
shipping and oil production facilities for many months
and trigger major ripple effects in the global economy.
Unlike those Hollywood movies, currently there is no
defense against an asteroid impact.
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Tsunami, Figure 17 Guinea Impact Tsunami. Four-hour
sequence of waves from the impact of a 270 m diameter icy
bolide off the west coast of Africa.

Tsunami forecasting

Official approach: Perhaps the ultimate goal of tsunami
research is forecasting. A forecast predicts the size of
a particular tsunami given the knowledge that a potentially
dangerous earthquake has occurred already. Tsunami travel
atjet speeds, but for many places there may be several hours
between the earthquake and the arrival of the sea waves.
This time can be spent analyzing seismograms, estimating
earthquake parameters, and forecasting the expected height
of the oncoming wave with the aid of computer models and
initial field reports. This is precisely the mission of the
various warning centers like NOAA’s Pacific Tsunami
Warning Center (PTWC). The past decade has witnessed
considerable progress in tsunami forecasting coupled with
faster and more geographically selective warnings. By and
large, the current tsunami prediction system functions well.
Figure 18 pictures a nearly real-time prediction of tsunami
run-up from the M8.1 Samoa Earthquake of September
29,2009. Based on rapid calculations like these, the PTWC
issued accurate advanced warnings and watches for this tsu-
nami — at least for locations greater than 2,000 km distance
from the quake where sufficient delay time existed.

The biggest uncertainty in the current procedures lay in
fixing earthquake parameters quickly. For instance, in the
first hours after a quake, it is not uncommon for estimates
of earthquake magnitude to vary 0.3 or 0.4 units as more
extensive seismic data arrive. Because earthquake magni-
tude or earthquake moment is the prime driver for tsunami
(Equation 9), a 0.4 unit uncertainly makes for a factor of
2 or 3 uncertainly in tsunami height all else aside. Partly
on this concern, the DART buoy network that provides
real-time measurements of passing tsunami was expanded
from 6 to 24 sites after the Sumatra earthquake. Informa-
tion from the DART sensors provides a real-time “reality
check” on computer simulations run rapidly on uncertain
earthquake parameters.

Do-it-yourself approach: Apart from official predic-
tions, readers of this article have enough information to
produce a Do-It-Yourself tsunami forecast. The three step
recipe needs: earthquake magnitude M, the ocean depth at
source H,, distance to the quake R, and mean ocean depth
H between the earthquake and you.

Step 1 — Find Initial Tsunami Amplitude 4,. Let us
approximate initial tsunami height by:

oaAu(M)

A= cosh[ AnH } ’
T

(20)
M)+L(M)

where o is the fraction of earthquake slip that trans-
forms into tsunami-making uplift:

o= (1—0/180)sin0|sin ¢|,

with 6 and ¢ being the fault dip and rake angles in
degrees. Fault slip Au(M), width W(M), and length
L(M) are functions of magnitude and can be read from
Table 1 or computed from the formulas in its caption.
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You recognize the 1/cosh as the low-pass filter due to
the ocean layer. Unlike Equation 9, Equation 20 makes
no assumption about radiation pattern, so in this sense it
represents the worst case. The most efficient mecha-
nism (surface breaking, pure dip slip on planes dipping
near 45°) for tsunami generation gives oo = 0.55.

Step 2 — Correct for Propagation Loss P.

Tsunami waves decay as they travel due to geometrical
spreading and frequency dispersion. For an ocean of
constant depth H, the propagation loss is roughly

2
P= (1 + %) ; (21)
where
Y =0.540.575exp <—0.0175 %) . (22)

The first term in exponent (22) accounts for square root
of distance losses due to geometrical spreading. The
second term in (22) accounts for additional losses due
to frequency dispersion with larger dimensioned tsu-
nami decaying more slowly. Peak deep-water tsunami
amplitude 44(R) at distance R is

A4(R) = AoP

B aAu(M) 2R\
= coshlanHy (W (M) + L(M))] (1 +L(M))
(23)

Tsunami, Figure 18 Nearly real-time prediction of run-up height from the 9/29/09 M8.1 Samoa Earthquake. Colors correspond to
run-up heights: Brown 10-25 cm; Yellow 25-50 cm; Orange 50-100 cm; Red 1-2 m; Pink >2 m.

Propagation loss (23) supposes an unobstructed wave
path to the observation location. If the waves pass
around headlands, squeeze through narrows, or cut into
shadow zones, then (23) again overestimates tsunami
size.

Step 3 — Correct for Shoaling and Run-Up.

For long waves, the shoalin% correction Sy (18) reduces
to Green’s Law S; = (Hy/H)""* and the shoaled tsunami
amplitude A5(R) at distance R is

As(R) = AoPSL
_ aAu(M) ] (1+£)—W [@] 1/4'

T L(M H
cosh [—W(A:I‘)fz_(M) (M)

24

Applying (19) on (24) returns peak wave run-up height
n(R)

n(R) = [4oPS,] P H'/®

» 4/5
T
4 L(M o -
cosh[—W(M;‘fz(M)} (M)
(25)

Figure 19 plots Do-It-Yourself prediction (25) for earth-
quake magnitudes 6.5-9.5, at distances R to 10,000 km,
for H between 1,000 and 4,000 m, and Hy = 1,000 m (fop
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Tsunami, Figure 19 Mean worst-case tsunami run-up height
versus distance from earthquakes of magnitude 6.5-9.5. The
blue areas include an allowance for mean ocean depth between
1,000 (upper limit) and 4,000 m (lower limit). Top and Bottom
panels assume 1,000 and 4,000 m water depth at the source.

panel) and Hy = 4,000 m (bottom panel). Because sev-
eral steps above selected extreme assumptions, these
curves represent a mean worst case. The worst worst case
might be twice as large still. For M= 8, Hy=H =4,000 m,
Figure 19 (bottom) predicts run-ups of 3 m at 300 km
distance, 2 m at 600 km distance, 1 m at 2,000 km dis-
tance, and 0.5 m at 5,000 km distance. These numbers
compare well with the more rigorous calculations in
Figure 18.

Summary

Tsunami are gravity-driven water waves caused mostly by
undersea earthquakes, but sometimes they are sourced by
submarine landslides, surface detonations, explosive vol-
canoes, and asteroid strikes. Tsunami differ from ordinary
beach waves in that they have longer period, larger

wavelength, and higher velocity. Because of shoaling
effects, these characteristics make tsunami especially dam-
aging because they grow in height proportionally more in
approaching shore than do ordinary waves of equal size.
This article provides mathematical expressions for tsunami
excitation, propagation, and simplified steps to compute
wave run-up height from tsunamigenic earthquakes.

Cross-references

Earthquakes and Crustal Deformation
Earthquakes, Source Theory

Seismic, Ray Theory

Surface Waves
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TSUNAMI: BAY OF BENGAL

Vineet Gahalaut
National Geophysical Research Institute (CSIR),
Hyderabad, India

Definition

Bay of Bengal: Northeastern part of the Indian Ocean,
which is about 2,000 km long and about 1,500 km wide,
and is bordered on the west by India and Sri Lanka, on
the north by Bangladesh, and on the east by Myanmar
and Thailand; the Andaman and Nicobar Islands separate
it from the Andaman Sea.

Tsunami: Gravity-driven water waves in the sea caused by
submarine earthquakes, landslides, volcanic eruption, and
impact meteorites.

Introduction

The coastal region around the Bay of Bengal is one of
the most populated regions of the world with population
density of more than 1,000 people/km? in Bangladesh
and region around it. Natural hazards in this region,
namely, floods and cyclones, have turned into disasters
making this region very vulnerable. The occurrence of
the December 26, 2004, Sumatra-Andaman earthquake
(Mw 9.2) and the tsunami caused by it (Lay et al., 2005),
which devastated the coastal regions around the Bay of
Bengal and killed more than 200,000 people, further
exposed the vulnerability of this region due to earthquakes
and tsunami. For an objective assessment of the tsunami
hazard in this region, it is necessary to understand the tec-
tonics and the mechanism of earthquake occurrence in this
region. Other than earthquakes, submarine landslide in
the several-kilometer-thick sediments of the Ganga and
Brahmaputra rivers deposited in the northern Bay of Ben-
gal may also pose tsunami hazard in the region. There are
no historical records to suggest occurrence of such subma-
rine landslides and no studies have been carried out to
assess the tsunami hazard due to this. However, some
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attempts have been made to assess tsunami hazard due to
earthquakes in the region (Okal and Synolakis, 2008;
Cummins, 2007).

Tsunami hazard in the Bay of Bengal

The tsunami hazard in the Bay of Bengal region is mainly
due to the great and major earthquakes along the northern
Sunda arc where the eastern margin of the Indian plate
interacts with the Sunda plate (Figure 1). Tsunami caused

Main Fronta|

25°N

20°N

INDIAN ~
PLATE
/

15°N

10°N

0°

80°E 85°E

= — ‘:g F 7-0 ’
4"!’1”

Thrust

90°E

by great earthquakes in the far-field regions, namely, the
Banda arc which is to the east of Sunda arc (i.e., southeast
of the equator), the Makran region which is along the
southern coast of Pakistan and Iran, and the circum pacific
belt, may not affect the Bay of Bengal region due to direc-
tivity effect and the presence of intervening land masses
during their propagation. The frontal arc of the northern
Sunda arc consists of the Indo-Burmese arc in the north,
and the Sumatra- Andaman arc in the south with the
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Tsunami: Bay of Bengal, Figure 1 Bay of Bengal, general tectonics of the northern Sunda arc and locations of major and great
earthquakes along the arc. Stars denote major earthquakes that occurred in the Indo-Burmese arc. These earthquakes were not
associated with any tsunami. The great 1897 Shillong Plateau earthquake and the great 1839 earthquake on Sagaing fault are also
shown for reference. The 1897 intraplate earthquake is associated with the tectonics of the Indian plate and its interaction with the
Himalaya, rather than the tectonics of the Indo-Burmese arc. Major earthquakes of Sagaing fault are not shown here, as they do not
pose any tsunami hazard. The 1861 and 1907 earthquakes occurred in the source region of the 2005 Nias earthquake. However, none
of the tsunami caused by of these earthquakes, including that of the 2005 Nias earthquake, affected the Bay of Bengal region.
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intervening Irrawaddy delta region. In the back arc, the
Sagaing fault which runs through Myanmar on the land
and is characterized by strike slip motion, the Sumatra
Fault system which is characterized by the earthquakes
with strike slip motion, and the Andaman Sea ridge trans-
form fault system which is characterized by the normal
and strike slip earthquakes of low magnitude (M < 6.5),
do not pose tsunami hazard to the Bay of Bengal region.
The tsunami hazard in the Bay of Bengal due to low-
level seismicity in the diffused plate boundary region
between India and Australia in the Indian Ocean may be
very low.

Plate motion along the northern Sunda arc

In the northern Sunda arc, relative motion between the
India and Sunda plates is about 3.7 cm/year toward N15°
in the northern part (i.e., Indo-Burmese arc region) and
about 4.5 cm/year toward N25° in the southern part (i.e.,
the Sumatra region). The oblique motion between the
India and Sunda plates is accommodated along the arc
through slip partitioning in the frontal and back arc
(Gahalaut and Gahalaut, 2007; McCaffrey 2009). In the
north, the north—south trending Indo-Burmese arc accom-
modates slip of about 1.6 cm/year through dextral motion
(Gahalaut et al., 2010a) and the remaining motion of about
2.0 cm/year is accommodated across the dextral strike
slip Sagaing fault in the Myanmar (Maurin et al., 2010).
Thus, at present, the underlying gently east dipping Indian
plate beneath the accretionary wedge of the Indo-Burmese
arc moves toward north. Further south in the Irrawaddy
and Andaman region, the motion in the frontal arc
becomes oblique. In the back arc, the dextral strike
slip motion occurs along the north—south planes and
normal motion occurs along the Andaman Sea ridge trans-
form fault system which is consistent with the Andaman
sea opening. In the Sumatra region, the motion in the fron-
tal arc is arc normal, leading to thrust motion on the plate
boundary interface. The strike slip motion in the back arc
is accommodated through dextral motion along the Suma-
tra Fault System. The Sumatra Fault System joins the
Sagaing fault in the north through the Andaman Sea ridge
transform fault system.

Seismicity of the northern Sunda arc region

and tsunami hazard

For the convenience of discussion, the seismicity of the
Indo-Burmese arc, Irrawaddy, and Sumatra-Andaman
region is described separately.

Indo-Burmese arc

The plate reconstruction models suggest that subduction
probably occurred along the Indo-Burmese arc in the geo-
logical past (prior to about 50 Ma) when the arc was pre-
dominantly southeast—northwest trending. However,
after the collision of the Indian plate with the Eurasian
plate, the northern Sunda arc rotated clockwise to become

predominantly north—south trending. Several geological
and geophysical studies confirm that the subduction
occurred across the Indo-Burmese arc between India and
Burma plates and there is evidence of the subducted
Indian slab, but presently the subduction does not appear
to be active (Hall, 1997; Guzman-Speziale and Ni, 1996;
Rao and Kumar, 1999; Pesicek et al., 2010). This is further
confirmed from the earthquake occurrence and the crustal
deformation studies.

The historical records of earthquakes and tsunami in the
Indo-Burmese arc are generally very poor. Although there
are a few unverifiable reports of earthquake occurrence as
early as 1548 in Tripura, Assam (two states in northeastern
India), or Bangladesh, there are large uncertainties in the
location of historical earthquakes. The catalogue is proba-
bly reliable only after 1762. The most notable earthquakes
are the April 2, 1762, the August 24, 1858, Arakan earth-
quakes, and the January 10, 1869, Cachar earthquake
(Richter, 1958). Other than these earthquakes, several
instances of damage due to earthquakes are reported from
Chittagong, Sylhet, Manipur valley, and Cachar regions.
However, it is possible that the high damage in these
sediment-filled valleys was due to relatively large popula-
tion and local site effects. The April 2, 1762, Arakan earth-
quake has been considered as a great tsunamigenic
earthquake (Cummins, 2007). It caused extensive damage
in the Chittagong region through shaking, liquefaction,
damming of channels, seiches, etc. (Gulston, 1763). The
reported uplift of Cheduba Island due to this earthquake
was not found to be singularly due to this earthquake
(Oldham, 1883; Martin and Szeliga, 2010). Halsted
(1843) reported the effects of the earthquakes which were
mostly found to be highly exaggerated by Gupta and
Gahalaut (2009). They found that the highly qualitative
observations of the coseismic elevation changes are con-
sistent with a predominant strike slip motion on the earth-
quake rupture which was located under the land and/or
under very shallow water, and it was only a major earth-
quake (Martin and Szeliga, 2010) which probably did
not cause any major tsunami (Gupta and Gahalaut,
2009). The August 24, 1858, Arakan earthquake was felt
in many parts of Burma and was severely felt at Kyauk
Pyu, Ramree Island, Myanmar. It caused liquefaction
and damage to buildings and Pagodas. In this region, the
distance between the Sagaing fault and the structurally
mapped Arakan trench is less than 200 km, and, hence,
based on the scanty reports of damage, it is difficult to
judge whether this one and the 1843 and 1848 earthquakes
are linked with the Indo-Burmese arc or with the Sagaing
fault. But none of these three earthquakes is associated
with tsunami. The January 10, 1869, Cachar-Manipur
earthquake is referred to as the most severe earthquake
in the available 2,000 years of written historical records
of Manipur state of India. However, recent examinations
of the historical records suggest that even this earthquake
was not a great one and the damage was very much con-
fined to the sediment-filled valleys of Imphal and Cachar
(Kundu and Gahalaut, 2010b). As this earthquake occurred
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on the land, far from the sea, there is no question of tsunami
being generated by this earthquake.

Although precise motion on rupture during these
major earthquakes is not known, the current seis-
micity and the results from crustal deformation studies
suggest that the historical earthquakes in the Indo-
Burmese arc might have occurred through predominant
strike slip motion on steep planes, which dips away
from the coast. This severely limits the possibility of
a tsunamigenic earthquake in the coastal Indo-Burmese
arc region. Lack of paleo-tsunami deposits in the coastal
Myanmar region (Aung et al., 2008) further supports
this argument.

Irrawaddy region

Seismicity in the Irrawaddy frontal arc is extremely low as
compared to that in the Andaman Nicobar arc in the south
and the Indo-Burmese arc in the north. Earthquakes in the
Irrawaddy region occur at depths less than 50 km, whereas
in the Indo-Burmese arc and the Andaman Nicobar region,
earthquakes occur down to a depth of up to 150—200 km
(Guzman-Speziale and Ni, 1996). From the limited earth-
quake focal mechanisms, it is not possible to constrain sense
of motion along this part; however, the regional plate motion
models suggest that very oblique motion occurs along the
frontal arc (Gahalaut and Gahalaut, 2007). The reason for
very low seismicity of the frontal arc at shallow depth
(>50 km) could be that the region is either aseismic or accu-
mulating strain. However, absence of seismicity even at
depths greater than 50 km suggests that the subducting slab
might not be continuing to that depth at all. In the Andaman
and Indo-Burmese arc regions, occurrence of earthquakes at
intermediate depths confirms the continuity of the Indian
plate slab in those regions. The absence of seismicity at inter-
mediate depth level of the Irrawaddy region is possibly
due to the presence of tear in the subducting Indian slab,
which is has been confirmed from the tomographic studies
of the region (Richards et al., 2007). Thus, it is the tear
in the slab which is responsible for very low seismicity at
shallow depth and no seismicity at deeper depth (Kundu
and Gahalaut, 2010a). Presence of a tear and lack of slab in
the region may substantially reduce the potential of occur-
rence of a future great earthquake in the region. Accordingly,
it may also reduce tsunami hazard in the nearby regions
due to major and great earthquakes in this region. It is
possible that this tear hindered the northward rupture pro-
pagation of the 2004 Sumatra-Andaman earthquake. How-
ever, it is necessary to further confirm the presence of
such a tear using marine deep seismic surveys, detailed
tomographic studies, and analysis of earthquakes with the
deployment of ocean bottom and land seismometers in
the region.

Sumatra-Andaman arc region

The state of knowledge about the Sumatra-Andaman region
was very poor until the occurrence of the December 26,
2004, Sumatra-Andaman (M 9.2), March 28, 2005, Nias

(M 8.6), and several other earthquakes since then. These
earthquakes have provided immense information about the
tectonics and seismogenesis of this region. These earth-
quakes suggest that Indian plate subducts obliquely beneath
the Andaman arc while the subduction becomes arc normal
in the Sumatra arc. Precise hypocentral locations of these
earthquakes and their aftershocks have helped in mapping
the subsurface plate boundary interface in the frontal arc
region and its seismogenic width. The 2004 Sumatra-
Andaman earthquake occurred on a 1,400 km long and
100—-150 km wide rupture between the northern Sumatra
and north Andaman Islands. The large coseismic displace-
ment in the source region (Gahalaut et al., 2006) caused
a devastating tsunami which propagated through the Indian
Ocean and caused heavy destruction in the countries
surrounding the Bay of Bengal, namely, Indonesia, India,
Thailand, and Sri Lanka. There were a few remarkable
aspects of this earthquake and tsunami caused by it. It is
learnt that the rupture in the northern part, i.e., under the
Andaman Islands, was slower (Lay et al., 2005) and that it
did not reach the surface. Thus this part of the rupture did
not contribute in tsunami generation. It has been suggested
that the subducting 90°E ridge probably slowed down the
rupture under the Andaman Islands (Gahalaut et al., 2010b)
and the subducted unconsolidated sediments of Bay of
Bengal probably did not allow the rupture to propagate
to the surface. These aspects need to be explored further.
Earlier, another earthquake occurred here on June 26,
1941, with M 7.7 (Pacheco and Sykes, 1992), for which no
seismological data exist to suggest whether slow rupture
occurred during that earthquake as well. Though the reports
are scanty, it appears that even that earthquake did not gener-
ate a tsunami (Rajendran et al., 2007). There may be various
reasons for that earthquake for not being tsunamigenic,
including slow rupture speed and rupture on blind fault.
It may be possible that the Andaman segment may not gen-
erate major tsunami during future great earthquakes as well.
However, it needs to be explored further by analyzing the
frontal arc characteristics through deep seismic imaging
and modeling.

An earthquake occurred on December 31, 1881
(M 7.9), in the Nicobar region. It caused a tsunami with
less than 1 m height in the Andaman Islands and the
coastal region of India. Unfortunately, the history of the
Andaman and Nicobar Islands is very poor. The intermit-
tent colonial occupation of the Islands started in the mid-
dle of the eighteenth century by the Danish, followed by
the British, and continuous colonial occupation started
only after 1869 until the independence of India in 1947.
Prior to the nineteenth century, we do not know much
about the history of the Andaman Nicobar region as the
indigenous tribes did not maintain any written records.
Thus, prior to the occurrence of earthquakes on October
31, 1847, possibly near Nicobar Islands (Bilham et al.,
2005), and the two earthquakes mentioned above, we have
no knowledge of historical earthquakes or tsunami in the
region. However, it is certain that the great and major
earthquakes under the Nicobar and northern Sumatra arc
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have produced tsunami and are capable of generating tsu-
nami during future great and major earthquakes.

In the northern Sumatra region, after the occurrence of the
2004 Sumatra-Andaman earthquake, another great earth-
quake occurred to the south on March 28, 2005, which is
referred as the Nias earthquake. Despite its large magnitude
and normal rupture speed, the earthquake could not generate
a major tsunami. Majority of the slip on the rupture occurred
under the shallow and no water and hence it could not dis-
place large amount of water, causing only a localized tsu-
nami whose amplitude faltered quickly as it moved in the
open ocean. Nevertheless, this region has the potential to
generate a tsunami during great earthquakes, though it may
not affect the Bay of Bengal region due to rupture directivity.
The arc region located further southeast, though capable of
causing tsunami during great earthquakes, may not affect
the Bay of Bengal region.

Summary

The Arakan coast of the Indo-Burmese arc can produce
a major earthquake. However, it is unlikely that a major
tsunami would be generated by the earthquake in this seg-
ment due to predominant strike slip motion on the plate
boundary interface which is mostly located on the land
and under very shallow water, and dips eastward, away
from the sea. The Irrawaddy frontal arc region may not
produce great or even major earthquakes and hence the
tsunami threat from this region is low. The Andaman arc
which did not contribute in tsunami generation during
the 2004 Sumatra-Andaman earthquake needs to be stud-
ied in great detail in view of the slow and blind rupture.
The real and definite threat is from the Nicobar and north-
ern Sumatra arc region, which has produced tsunami in the
past and is capable of generating tsunami during future
great earthquakes.
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Synonyms
Maremoto

Definition

Tsunami. Japanese word literally meaning harbor wave
(tsutnami). Tsunamis are series of ocean gravity waves
caused mainly due to undersea earthquakes and undersea
volcanic activity, rarely due to submarine landslides and
very infrequently due to meteor impacts.

Tsunamigenic earthquake. Large earthquakes occurring
mostly in subduction zones capable of generating tsunami.
Tsunami warning center (TWC). A 24 x 7 operational
center with a mission to advise and warn coastal populace
on tsunami.

Tsunami Bulletin. A real-time situation report of the event.
National tsunami warning center (NTWC). An early warn-
ing system responsible for collating and disseminating
tsunami warning advisories information within a country.
Regional tsunami watch provider (RTWP). A NTWC
capable of detecting and analyzing tsunami events and
informing other NTWC within an oceanic region.
Service level. Level of operational capability in accurately
advising/warning target populace.

Introduction

The 2004 Sumatra-Andaman earthquake and subsequent
tsunami in the Indian Ocean were a grim reminder of
nature’s fury. The event prompted many countries in
the region to set up tsunami warning centers (TWC),
which were further integrated into a collaborative net-
work of regional tsunami watch providers (RTWP)

(UNESCO-IOC, 2007). Within India, an interim warning
center was established in 2005 (Gupta, 2005; and Nayak
and Kumar, 2008a) at Indian National Center for Ocean
Information Services (INCOIS) and by the end of 2007,
it became a full-fledged operational warning center.

An important fact that is well known about tsunami is
that they travel very fast in open ocean (velocity of the
order of several hundreds of kilometers per hour) and can-
not be discernible easily by wave heights (of the order of
a few centimeters), but slow down as they approach the
coast (of the order of several tens of kilometers per hour)
with wave heights increasing to disastrous proportions
(of the order of several meters). Hence, to forewarn our-
selves, we need to have a seismic network to detect
tsunamigenic earthquakes and a network of sea-level
observations to detect any water level changes.
A forewarning system is essential to mitigate the effects
of tsunami. Few centuries ago, traditional knowledge indi-
cated that as soon the water withdraws from the beach,
there is an impending tsunami. However, with the
advancement of science (especially modeling, geospatial
technologies, and communication infrastructure) and
rapid increase in coastal population, the inherent risk in
terms of loss of lives and economic damages (socioeco-
nomic parameters) too has increased many fold, but now
it is possible to mitigate damage by scientifically
confirming/canceling such warnings derived from tradi-
tional knowledge and recommending the right advice to
the populace at the right time. Such a scientific establish-
ment is known as TWC. The mission of a TWC is to pro-
vide early warnings (known as tsunami advisories) on
potentially destructive tsunamis to emergency/disaster
management officials, and as appropriate, directly to the
public to prevent loss of life and property. This article
briefly describes TWC, its components, the advisory prod-
ucts that are generated, and level of operational service
that these centers are designed for.

Types of tsunamis

Broadly, the Intergovernmental Oceanographic Commis-
sion (IOC) of United Nations Educational, Scientific,
and Cultural Organization (UNESCO) has classified tsu-
namis into nine types: Historical tsunami, Local tsunami,
Maremoto, Meteorological tsunami (meteotsunami),
Microtsunami, Ocean-wide tsunami, Paleotsunami,
Regional tsunami, and Teletsunami (Distant tsunami).
However, from the early warning perspective, three types
are considered most relevant, based on the distance from
the source and the tsunami travel time (UNESCO-IOC,
20006). They are:

1. Local Tsunami originates from a nearby source for
which its destructive effects are confined to coasts
within 100 km or less than 1 h tsunami travel time from
its source. These can often be the most dangerous
because there is often little warning between the caus-
ing event and the arrival of the tsunami.
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2. Regional Tsunami is capable of creating destruction in
a particular geographic region, generally within
1,000 km or 1-3 h tsunami travel time from its source.

3. Distant Tsunami (also called an ocean-wide, distant,
tele or far-field tsunami) is a tsunami that originates
from a far away source, which is generally more than
1,000 km away from the area of interest or more than
3 h tsunami travel time from its source. A distant tsu-
nami is capable of causing widespread destruction,
not only in the immediate region of its generation, but
across an entire ocean. All ocean-wide tsunamis have
been generated by major earthquakes in the subduction
regions.

Tsunami warning centers in the world

There are seven major tsunami warning centers operating
in the world today in terms of independent services. They
are: National Oceanic and Atmospheric Administration’s
(NOAA) Pacific Tsunami Warning Center (PTWC), Japan
Meteorological Agency (JMA), NOAA’s West Coast and
Alaska Tsunami Warning Center, Sakhalin Tsunami
Warning Center (STWC), German Indonesian Tsunami
Early Warning System (GITEWS), Joint Australian Tsu-
nami Warning Centre (JATWC), and the Indian National
Tsunami Early Warning System (INTEWS). Each of these
systems is conceptualized as the National Tsunami Warn-
ing Centres (NTWC), where they are the sole advisors in
terms of area of responsibility regarding tsunami warning.
In the event of distant tsunamis, they will act as regional
tsunami watch providers (RTWP) to those regions that
could be immediately affected and do not have their own
NTWC or to other NTWCs operating in the region, as
“heads-up” information. In addition to the above, few

systems have been conceived as system of systems like
International Tsunami Information Center (ITIC) and
Indian Ocean Tsunami Warning System (IOTWS), where
information from different major tsunami advisory pro-
viders is integrated as shown in Figure 1. The latter,
IOTWS, has been an initiative from the US and UNESCO
to enhance the warning capability in the region. In addi-
tion, critical seismic data providers like USGS (Earth-
worm seismic data processing system) and Global
Seismic Network (GSN) are few of the specialized infor-
mation providers essential for tsunami early warning.

Key components

In order to carry out its mission, the TWC must at least
consist of five important components: a network of
sensors (seismic and sea level) to detect earthquakes
and evaluate its potential for tsunamis, tsunami model-
ing capability (generation, propagation, and inundation
models), high-resolution database on bathymetry and
coastal topography, communication infrastructure to issue
timely alarms to permit evacuation of coastal areas, and
a 24 x 7 operational facility housing the infrastructure,
decision support system (DSS) based on standard operat-
ing procedures (SOP), and experienced staff (Nayak and
Kumar, 2008a). A typical outlay of TWC is shown in
Figure 2.

Network of sensors

Seismic network

TWCs use local and global seismographic networks trans-
mitting seismograms in real time to continuously monitor
seismicity, in order to locate and estimate the size of poten-
tially tsunamigenic earthquakes. To produce accurate

Tsunami Watch and Warning Centers, Figure 1 Tsunami warning systems presently operating in the world.
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moment magnitude, NTWCs and RTWPs require reliable,
broad-frequency, low-noise, high dynamic-range, digital
seismic data in real time. The timeliness of the data is cru-
cial in issuing an initial bulletin within 5 min of an earth-
quake. This is especially important for centers with local
tsunami sources. In terms of network density, it is
recommended that at least eight stations must be operating
in aradius of 900 km, with data latency not exceeding 30 s.

Sea-level network

In order to confirm whether the earthquake has actually
caused a tsunami, it is essential to measure the change in
water level as near to the fault zone as possible with high
accuracy. A TWC uses sea-level networks (tide gauge,

* SeiscomP
¢ HYDRA
¢ USGS

Seismic network

* Tide gauges
* Bottom pressure recorders
* CODAR

Sea-level network

* Modeling: scenario
detabases, wave
propagation and inundation
models.

* GIS: Hi-Res Bathy and Topo
maps, vulnerability, hazard
and damage assessment.

Computational
resources

Communication
infrastructure

* FAX, Email, Web, SMS, GTS
and VSAT.

bottom pressure recorders, and coastal ocean dynamics
applications radar, CODAR) reporting data in real and
near real time to verify the generation and evaluate the
severity of a tsunami. Numerous international sea-level
monitoring networks provide essential real-time data that
can be accessed by NTWCs and RTWPs. Many of these
networks are coordinated by the IOC of the UNESCO.
The most extensive and notable is the Global Sea Level
Observing System (GLOSS), conducted under the aus-
pices of the Joint Technical Commission for Oceanogra-
phy and Marine Meteorology (JCOMM) of the World
Meteorological Organization (WMO) and the IOC.
A tsunami creates a signal component that is not normally
present in the observed sea level in usual times. Fortu-
nately, the signature of tsunami waves at sea-level gages

Tsunami Watch and Warning Centers, Figure 2 Typical components of an end-to-end tsunami early warning system. (Courtesy:

INCOIS.)
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Tsunami Watch and Warning Centers, Figure 3 Typical tsunami signal found in tide gauge sea-level data. (UNESCO Manual of Sea

Level Interpretation Vol. 4, 2006.)
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is generally quite distinctive and thus recognizable (see
Figure 3) and can be differentiated from a signal due to
storm surge (UNESCO-IOC Manual and Guides, 2006).

Modeling capability

Guesstimating the generation mechanism of tsunami from
the earthquake information, identifying the wave propaga-
tion scheme, forecasting the travel time, and mapping
inundation zones are critical requirements in tsunami early
warning, which can be accomplished using numerical
models.

Tsunami modeling

Two of the most commonly used tsunami models pres-
ently are: the Method of Splitting Tsunami (MOST) devel-
oped by Titov and Gonzalez (1997) and the Tohoku
University’s Numerical Analysis Model (TUNAMI)
developed by Imamura et al. (1995). Both these models
are capable of simulating the three processes of
a tsunami: earthquake generation, transoceanic propaga-
tion, and inundation of land. These models basically take
the seismic deformation as input to predict the run-up
heights and inundation levels at coastal regions for
a given tsunamigenic earthquake (Imamura et al., 1995).
The seismic deformation for an earthquake is computed
using Mansinha and Smylie (1971) formulation using

the earthquake parameters like epicenter, focal depth,
strike, dip and rake of the rupture plane, length, width of
the rupture, and slip magnitude on the rupture plane.

Scenario database

The above models cannot be run in real-time situations
because of the computational overheads and resources.
Hence, a pre-run scenario database or look-up-table
(LUT) approach is most suitable in operational conditions.
The forecast strategy is based on a unit-source function
methodology, whereby the model runs are individually
scaled and combined to produce arbitrary tsunami scenar-
ios. Each unit-source function is equivalent to a tsunami
generated by a Mw 7.5 earthquake with a rectangular fault
100 km by 50 km in size and 1 m slip (Gica et al., 2008;
Greenslade and Titov, 2008; and Nayak and Kumar,
2008b, c). The faults of the unit functions are placed abut-
ting each other. When the functions are linearly combined,
the resultant source function is equivalent to a tsunami
generated by a combined fault rupture with assigned slip
at each sub-fault. These unit sources are located along
the known fault zones for the entire Pacific Basin, Carib-
bean for the Atlantic region, and Indian Ocean. Figure 4
shows how the unit sources are set up in the Indian Ocean.
A database of pre-run scenarios has been created for 1,000
unit sources covering all the tsunamigenic sources in the
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# Unit Sources Mag 74
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Tsunami Watch and Warning Centers, Figure 4 Modeling using “unit-source” approach and the resulting scenario database.

(Courtesy: INCOIS.)
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Indian Ocean region (Kuwayama, 2006). At the time of
earthquake occurrence, based on the location and magni-
tude, the basic unit-source open-ocean propagation sce-
narios are selected from the pre-run scenario database.
These scenarios are then merged and scaled up/down
using scaling relations (Nayak and Kumar, 2008c) to
reconstruct a scenario representing the actual magnitude.

Geospatial integration: inundation modeling

and mapping

The resulting open-ocean wave from the scenario data-
base, described in previous section, has to be extended
over to the shallow waters and to the coastal area to simu-
late inundation over land. Knowing the coastal inunda-
tion zone is the first step in disaster management and
mitigation, as it directly tells us the extent of population
to be evacuated and the estimated economic loss due
to an event. To perform accurate modeling of tsunami
inundation and run-up, a detailed model of near-shore
bathymetry and coastal topography is necessary. This is
crucial as the accuracy of model predictions is directly
related to the quality of the data used to create the bathym-
etry and topography of the model area. Coastal Bathyme-
try is the prime determinant of the height of the tsunami
wave or storm surge as it approaches the coast. Within
the Indian Ocean context, topography of the region at
1:25,000-scale with contours at intervals of 0.5-2 m up
to 20 m has been acquired. Preliminary maps have been
prepared of coastal topography using satellite stereo data
(CARTOSAT-1) for the Indian coast. These datasets, along
with airborne Light Detection and Ranging (LIDAR) data,
were further used to create coastal vulnerability index
(CVD) maps and multi-hazard vulnerability maps
(MHVM) of coastline of India (Nayak and Kumar,
2008b). Similar high-resolution geospatial database is
being leveraged in the Atlantic and Pacific Oceans (Gica
et al., 2008).

Inundation mapping is not the only area where
geospatial technologies are used, the inundation levels
estimated and the subsequent threat status has to be accu-
rately linked and conveyed to the respective administra-
tive block within the coastal zones or within a province
or a country. To implement such mechanism, the concept
of coastal forecast points (CFP) and coastal forecast boxes
(CFB) was developed (ICG/IOTWS) and implemented
within the Indian Ocean region. Another major applica-
tion of evolving geospatial trends is the application of
3D modeling or “videogrammetric” approach to visualize
inundation and to identify evacuation routes and safe
houses during inundation.

Communication infrastructure

Communication infrastructure is the most crucial and tan-
gible aspect of any warning system for tsunami or any haz-
ard. The ability to report and warn of an event is what
makes and defines the warning system. Communication
in terms of receiving all scientific data and disseminating

information to the target audience within the required time
needs a reliable communication infrastructure. During this
process, TWC must respond fast, be as accurate as possi-
ble, and be reliable in order to be effective. All tsunami
warning systems feature multiple lines of communications
(such as SMS, email, fax, radio, texting, and telex, often
using hardened dedicated systems), enabling emergency
messages to be sent to the emergency services and armed
forces, as well as to population alerting systems.

Decision support system and 24 x 7 operational
center

In simple words, when the standard operating procedures
are coded into a program that can support organizational
decision making, then such a program can be called as
a decision support system. It helps decision makers to
compile useful information from a combination of raw
real-time data, documents, personal knowledge, and tsu-
nami scenarios models to accurately disseminate warning
advisories to the needed area at the right time. The DSS
encapsulates and foresees all the operations from the
beginning of the event till the passage of threat by issuing
timely advisories (Figure 2). The set of currently practiced
advisories are earthquake information, warning, watch,
and alert, which are described in detail in the following
sections. All the information gathering, decision-making
process, and infrastructure are part of the operational mon-
itoring center.

Types of tsunami advisories

Based on the earthquake information, the tsunami model-
ing scenarios and operational capability, different types of
advisory products are issued to the disaster management
officials and to the general public. Each advisory has
a distinct meaning and clearly suggests the action to be
taken. The earthquake information bulletin issued solely
on the earthquake information is a qualitative advisory
while all others are quantitative advisories (Figure 5)
issued taking into consideration the modeling results,
and real-time sea-level observations, along with the earth-
quake information.

1. Earthquake information bulletin is issued to inform the
occurrence of an earthquake and to advise its potential
to generate a tsunami based on the magnitude. The bul-
letin contains information about the earthquake param-
eters (origin time, latitude, longitude, focal depth, and
magnitude) and the name of the geographical area
where it has occurred.

2. Warning is the highest level of advisory where immedi-
ate action has to be taken. This advisory is issued when
a potential tsunami with significant widespread inun-
dation is imminent or expected. Warnings alert the pub-
lic that widespread, dangerous coastal flooding
accompanied by powerful currents is possible and
may continue for several hours after arrival of the ini-
tial wave. Warnings also alert emergency management
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TSUNAMI INFORMATION BULLETIN 03
Indian Tsunami Early Warning Centre (ITEWC)
Indian National Centre for Ocean Information Services (INCOIS), Hyderabad
PHONE: 91-40-23895011 FAX: 91-40-23895012 E-MAIL: tsunami@incois.gov.in

Date and Time of Bulletin Issue: 14-Oct-2009 0715 IST

Earthquake Parameters (Revised)

Preferred Magnitude 9.2 Mw (Creat)

Network Magnitude(s) 9.2 {mB), 9.2 Mwp, 9.2 Mw(mB), 6.8
(MLw). 6.9 (mb)

Earthquake Origin Date & Time  14-Oct-2009 06:30:00 (IST)

Latitude 34N

Longitude 95.7E

Focal Depth 20 km

Land/ Ocean Ocean

Water Level Depth (if Ocean) 3217m

Region Morthern Sumatra, Indonesia

Tsunami Information
e Sea-Level Observations: Based on Sea level readings, a tsunami has been
generated It may already have been destructive along some coasts.

Tide Gauge Name Lat Lon OWAT (IST) OWH (m)
Rangat Bay 11.66 92,48 14-Oct-2009 06:47:00 1.96
Campbell Bay 690 9371 14-Oct-2009 06:49:00 2.88
Meulaboh 6.64 9377 14-Oct-2009 06:35:00 3.63

Legend;

OWAT: Observed Wave Arrwval Time (IST)
OWH: Observed Wave Height (m) measured from mean to peak

* Pre-Run Model Scenario: Based on modeled results, the following areas are under
WARNING/ALERT/WATCH / NO THREAT

District/Region Name State/Territory ETA (IST) EWH (m) _ Status
Hut Bay, Little Andaman  Andaman & Micobar 14-Oct-2009 06:35 1275
North Kamorta Andaman & Nicobar  14-Oct-2009 06:35 10.23
West Kamotra Andaman & Micobar  14-Oct-2009 06:35 808
Campbell Bay Andaman & Nicobar  14-Oct-2009 06:35 731
Morth Car Nicobar Andaman & Nicobar  14-Oct-2009 06:35 6.39

Tsunami Watch and Warning Centers, Figure 5 An example of quantitative advisory bulletin product. The product includes graphic
of tsunami travel time, along with text indicating the forecast of wave heights and arrival time along with threat status to each
administrative zone in the Indian Ocean. (Courtesy: INCOIS.)
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officials to take action for the entire tsunami hazard
zone. Warnings may be updated, adjusted geographi-
cally, downgraded, or canceled.

3. Watch is issued to alert emergency management offi-
cials and the public of an event which may later impact
the watch area. Immediate public evacuation is not
required, Local officials should be prepared for evacu-
ation if it is upgraded to warning status. The watch area
may be upgraded to a warning or canceled based on
updated information and analysis. Watches are nor-
mally issued based on seismic information without
confirmation that a destructive tsunami is underway.

4. Alert contains information about the earthquake and
a qualitative tsunami evaluation message indicating
that a tsunami is expected. As conditions warrant, the
advisory will either be continued, upgraded to
a watch or warning, or canceled. Alert implies public
should avoid beaches since strong currents are
expected. Local officials should be prepared for evacu-
ation if it is upgraded to warning status.

5. Cancelation indicates the end of the threat due to tsu-
nami. A cancelation is usually issued after an evalua-
tion of sea-level data confirms that a destructive
tsunami will not impact the warned area anymore.
A cancelation will also be issued following
a destructive tsunami when sea-level readings indicate
that the tsunami is below destructive levels and is sub-
siding in most locations.

Service levels

Based on the level of integration of key component
into the TWC, each TWC has the capability to deliver
advisory products at certain operational level. Each higher
service level represents much more detailed threat eval-
uation and will be directed to more specific agencies/
population group for disaster mitigation with increased
confidence levels. Presently, the implementation plan of
IOTWS (UNESCO-IOC, 2007) classifies these product
levels into three groups, based on incremental capacity
development:

Service Level I. At this level of operation, the TWC dis-
seminates only the earthquake information and
a qualitative tsunami threat evaluation to other national
warning centers.

Service Level II: This is a more robust service level that
includes all of the elements of Service Level I but adds
modeling and forecast elements so that Watches and
Advisory products include: Estimated wave height(s)
(EWH) and Estimated time(s) of arrival (ETA) for off-
shore forecast points, potential threat zones, advanced
warning and notification products of threat status and
zones in image format. At this service level of opera-
tion, real-time observations are included in the decision
making and in advisory products from Bulletin — 3
onward.

Service Level III: This is the most advanced level of oper-
ational service. At this level, the advisory products

include local risk and hazard assessment using inunda-
tion models, and they are more specifically directed to
communities at risk. Service Level III operations take
into account real-time inundation forecast in evaluating
the threat status. A TWC operating at this service level
indicates a mature early warning system capable of
detecting and evaluating tsunamigenic earthquakes
occurring anywhere in the global oceans.

Conclusion

Although tsunamis are known to occur rarely, the key ele-
ments integrated in a TWC become the essential and min-
imum requirements in dealing with other ocean-related
hazards like: cyclone related storm surges, cloud bursts,
and impacts of long-term coastal erosion and sea-level
rise. Geospatial technology has immensely helped in the
design of early warning system for tsunami, and the GIS
base layers and survey data make a TWC capable of deal-
ing with coastal threats due to multiple hazards.
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