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Preface

A large international conference in Intelligent Automation and Computer Engineer-
ing was held in Hong Kong, March 18–20, 2009, under the auspices of the Inter-
national MultiConference of Engineers and Computer Scientists (IMECS 2009).
The IMECS is organized by the International Association of Engineers (IAENG).
IAENG is a non-profit international association for the engineers and the computer
scientists, which was founded in 1968 and has been undergoing rapid expansions
in recent years. The IMECS conferences have served as excellent venues for the
engineering community to meet with each other and to exchange ideas. Moreover,
IMECS continues to strike a balance between theoretical and application develop-
ment. The conference committees have been formed with over 200 and 50 members
who are mainly research center heads, deans, department heads (chairs), professors,
and research scientists from over thirty countries. The conference participants are
also truly international with a high level of representation from many countries.
The responses for the conference have been excellent. In 2009, we received more
than one thousand and one hundred manuscripts, and after a thorough peer review
process 56.19% of the papers were accepted.

This volume contains 37 revised and extended research articles written by promi-
nent researchers participating in the conference. Topics covered include artificial
intelligence, decision supporting systems, automated planning, automation systems,
control engineering, systems identification, modelling and simulation, communi-
cation systems, signal processing, and industrial applications. The book offers the
state of the art of tremendous advances in intelligent automation and computer en-
gineering and also serves as an excellent reference text for researchers and graduate
students, working on intelligent automation and computer engineering.

Harvard University, USA Sio-Iong Ao
Tijuana Institute of Technology, Mexico Oscar Castillo
University of Canberra, Australia Xu Huang
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Chapter 1
A Linguistic CMAC vs. a Linguistic Decision
Tree for Decision Making

Hongmei He and Jonathan Lawry

Abstract Cerebellar Model Articulation Controller (CMAC) belongs to the family
of feed-forward networks with a single linear trainable layer. A CMAC has the
feature of fast learning, and is suitable for modeling any non-linear relationship.
Combining label semantics and an original CMAC, a linguistic CMAC based on
Mass Assignment on labels is proposed to map the relationship between the at-
tributes and the goal variable that is often highly nonlinear. Linguistic Decision
Trees based on label semantics have been used as a decision maker in many areas.
A linguistic decision tree presents information propagation from input attributes to
a goal variable based on transparent linguistic rules. The proposed LCMAC model
is functionally equivalent to a linguistic decision tree, and takes the advantage of
fast local training of the original CMAC and the advantage of transparency of a
linguistic decision tree.

Keywords Linguistic CMAC � Fine grain mapping � Coarse grain mapping
� Linguistic decision tree � Label semantics

1 Introduction

For multiple attribute decision making, the underlying uncertain and nonlinear re-
lationship between attributes and goal variable requires an integrated treatment
of uncertainty and fuzziness when modeling the propagation of information from
low-level attributes to high-level goal variables. It is well recognized that the fuzzy
measure plays a crucial role in the fusion of multiple attributes. Wang and Chen [1]
used the Choquet fuzzy integral and the g-Lamda fuzzy measure to improve sig-
nificantly the neural network classification accuracy. Yang et al. [2] and Van-nam
et al. [3] have proposed to aggregate evidence from different attributes on the basis

H. He (�) and J. Lawry
Department of Engineering Mathematics, University of Bristol, Bristol, UK
e-mail: H.He@bristol.ac.uk; J.Lawry@bristol.ac.uk

S.-I. Ao et al. (eds.), Intelligent Automation and Computer Engineering,
Lecture Notes in Electrical Engineering 52, DOI 10.1007/978-90-481-3517-2 1,
c� Springer Science+Business Media B.V. 2010
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2 H. He and J. Lawry

of weighted combination rules in evidence theory, where the underlying idea is to
use random set (mass assignments) to provide a unified model of probability and
fuzziness.

Label semantics proposed by Lawry [4, 5], different with the paradigm of com-
puting with words proposed by Zadeh [6], is a random set based semantics for
modeling imprecise concepts. Based on this semantics, a tree-structured model,
Linguistic Decision Tree (LDT) was proposed by Qin and Lawry [7]. In such an
LDT, transparent label semantic rules of the LDT present an effective way for infor-
mation propagation between low-level and high-level.

Neural networks have been well used for decision making or classification. The
Cerebellar Model Articulation Controller (CMAC) [8] is an artificial neural net-
work techniques that models the structure and function of the part of the brain
known as the cerebellum. CMAC is a special feed-forward neural network, and
has the unique property of quickly training areas of memory without affecting the
whole memory structure due to local training property of CMAC. In a CMAC,
each variable is quantized and the problem space is divided into discrete states.
A vector of quantized input values specifies a discrete state and is used to gen-
erate addresses for retrieving information from memory at this state. Information
is distributively stored. This property benefits the nonlinear multiple attribute de-
cision making or classification. Lee et al. proposed a self-organizing hierarchical
CMAC (HCMAC) classifier, which is comprised of Gaussian-based CMACs [11].
In this paper, a linguistic CMAC (LCMAC) based on Label Semantics is proposed
to map the relationship between the attributes and the goal variable. We investigate
the equivalence between the LCMAC and an LDT. A case study will illustrate how
an LCMAC works.

2 Label Semantics

2.1 Overview

Label semantics [5] proposes two fundamental and inter-related measures of the ap-
propriateness of labels as descriptions of an object or value. Given a finite set of
labels L from which a set of expressions LE can be generated through recursive
applications of logical connectives, the measure of appropriateness of an expres-
sion � 2 LE as a description of instance x is denoted by �� .x/ and quantifies the
agent’s subjective belief that � can be used to describe x based on the one’s (partial)
knowledge of the current labeling conventions of the population. From an alternative
perspective, when faced with an object to describe, an agent may consider each label
in L and attempt to identify the subset of labels that are appropriate to use. Let this
set be denoted by Dx . In the face of their uncertainty regarding labeling conventions
the agent will also be uncertain as to the composition of Dx , and in label semantics
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this is quantified by a probability mass function mx W 2L ! Œ0; 1� on subsets of
labels. The relationship between these two measures will be described below.

Unlike linguistic variables [9], which allow for the generation of new label sym-
bols using a syntactic rule, label semantics assumes a finite set of labels L. These
are the basic or core labels to describe elements in an underlying domain of dis-
course�. Based on L, the set of label expressions LE is then generated by recursive
application of the standard logic connectives as follows:

Definition 1. Label Expressions
The set of label expressions LE of L is defined recursively as follows:

� If L 2 L, then L 2 LE:
� If �; ' 2 LE, then :�; � ^ '; � _ ' 2 LE:

A mass assignment mx on sets of labels then quantifies the agent’s belief that any
particular subset of labels contains all and only the labels with which it is appropriate
to describe x.

Definition 2. Mass Assignment on Labels
8x 2 � a mass assignment on labels is a function mx W 2L ! Œ0; 1�

such that
P
S�Lmx .S/ D 1:

Now depending on labeling conventions there may be certain combinations of labels
which cannot all be appropriate to describe any object. For example, small and large
cannot both be appropriate. This restricts the possible values of Dx to the following
set of focal elements:

Definition 3. Set of Focal Elements
Given labels L together with associated mass assignment mx W 8x 2 �, the set of
focal elements for L is given by:

F D fS � L W 9x 2 �; mx .S/ > 0g (1)

The appropriateness measure,�� .x/, and the massmx are then related to each other
on the basis that asserting ‘x is � ’ provides direct constraints on Dx . For example,
asserting ‘x isL1^L2’, for labelsL1; L2 2 L is taken as conveying the information
that both L1 and L2 are appropriate to describe x so that fL1; L2g � Dx . Similarly,
‘x is :L’ implies that L is not appropriate to describe x so L … Dx . In general we
can recursively define a mapping � W LE! 22

L
from expressions to sets of subsets

of labels, such that the assertion ‘x is � ’ directly implies the constraint Dx 2 � .�/
and where � .�/ is dependent on the logical structure of � . For example, if L D
flow; medium; highg then �.medium ^ :high/ D fflow;mediumg; fmediumgg cor-
responding to those sets of labels which include medium but do not include high.
Hence, the description Dx provides an alternative to Zadeh’s linguistic variables in
which the imprecise constraint ‘x is � ’ on x, is represented by the precise constraint
Dx 2 �.�/, on Dx .
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Definition 4. �-mapping � W LE ! 2F is defined recursively as follows:
8 �; ' 2 LE

� 8Li 2 L �.Li / D fF 2 F W Li 2 F g
� �.� ^ '/ D �.�/ \ �.'/

� �.� _ '/ D �.�/ [ �.'/

� �.:�/ D �.�/c

Therefore, based on the �-mapping we define the appropriateness measure as
below:

Definition 5 (Appropriateness Measure). Appropriateness measure ��.x/ is eval-
uated as the sum of mass assignment mx over those subsets of labels in �� .x/, i.e.,
8� 2 LE;8x 2 �;��.x/ D

P
F 2�.�/mx.F /.

For example, if L D flow.l/;medium.m/; high.h/gwith focal sets fflg, fl; mg, fmg,
fm; hg, fhgg and � D l ^ :m, then
�l^:m.x/ D

P
F Wl2F;m 62F mx.F / D mx.flg/.

2.2 Consonance Assumption

Appropriateness measures are not a one-to-one function of mass assignments, since
mx cannot be uniquely determined from �L.x/ W L 2 L. However, in the pres-
ence of additional assumptions the calculus can be functional. One such assumption,
based on an idea of ordering, which is often rather natural for labels defined in multi-
attribute models, is as follows:

Definition 6 (Consonance in Label Semantics). Given non-zero appropriateness
measure on basic labels L D fL1; L2; : : : ; Lng ordered such that �Li .x/ �
�LiC1.x/ for i D 1; : : : ; n then the consonant mass assignment has the form:

mx.fL1; : : : ; Lng/ D �Ln.x/;

mx.�/ D 1 � �L1.x/;

mx.fL1; : : : ; Lig/ D �Li .x/ � �LiC1.x/ for i D 1; : : : ; n:

In this context the consonant assumption is that each x 2 �, we first identify a total
ordering on the appropriateness of labels. We then evaluate our belief value mx
about which labels are appropriate to describe x in such way so as to be consistent
with this ordering. For example, in Fig. 1, �vl .x/ D 1 and �l .x/ D x�1, x 2 Œ1; 2�.
According to the consonance in Label Semantics, we have:mx.fvl; lg/ D x�1 and
mx.fvlg/ D 1 � .x � 1/ D 2 � x, x 2 Œ1; 2�. Figure 2 shows the mass assignments
generated from the appropriate measure in Fig. 1.
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Fig. 1 Appropriateness measures for L 2 L
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Fig. 2 Mass assignments generated from the appropriateness measures in Fig. 1

3 LCMAC Based on Label Semantics

3.1 Basic CMAC

The basic CMAC is a machine that is analogous to the process of cerebellum’s work.
In CMAC, the input vectors are viewed as sensory cell firing patterns X , which may
be either binary vector or R-ary vector. The appearance of an input vector X on
the sensory cells produces an association cell vector A, which also either binary or
R-ary. The association cell vector A multiplied by the weight matrix W produces a
response vector P . There are two mapping in CMAC:

f W X �! A; g W A �! P

where, X is sensory input vectors, A is association cell vectors, P is response output
vectors. The function f is generally fixed, but the function g depends on the values
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of weights which may be modified during the data storage (or training) process.
When an input vector X D .x1; x2; : : : ; xN / is presented to the sensory cells, it is
mapped into an association cell vector A. Define A� to be a set of active or nonzero
elements of A shown as in Fig. 3. The response cell sums the values of the weights
attached to active association cells to produce the output vector Y . Only the non-zero
elements comprising A� will affect this sum. The input vector X can be considered
as an address. If for any input X , it is expected to change the contents Y , then we
only need to adjust the weights attached to association cells in A�.

3.2 Mapping with Linguistic Labels of Input Vectors

The new LCMAC is based on the mass assignments on the focal sets for each in-
put attribute. In the LCMAC, the first mapping is the fuzzy discretisation of input
attributes. Given appropriateness measure for each attribute, mass assignments on
focal elements can be obtained according to the consonance assumption presented
in Section 2.

Given input vector X D .x1; x2; : : : ; xN /, for each attribute xi , i D 1; : : : ; N ,
the label set L D fL1; L2; : : : ; Lng is used to describe the attribute. The focal set
for the attribute will be F D ffL1g; fL1; L2g; fL2g; : : : ; fLn�1; Lng; fLngg. The
size of the focal set is fn D 2n � 1. Fij denotes the j th focal element of the i th
attribute. For example, Fig. 4 illustrates an LCMAC with 2-dimension input space,
where each focal element is associated to one unit of memory. Given a value of the
input vector .x1; x2/, where each attribute can be described with three labels, we
can calculate the mass assignments mx.F1j / and mx.F2j /; j D 1; : : : ; 5. For each
attribute, usually there exist two neighbouring focal elements on which the mass
assignments are not zero. Thus four units of memory are active. If mx.F1i / ¤ 0,
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Fig. 4 The structure of LCMAC

mx.F1.iC1// ¤ 0, mx.F2j / ¤ 0, mx.F2.jC1// ¤ 0, then units Mij , M.iC1/j ,
Mi.jC1/, and M.iC1/.jC1/ are active.

Theorem 7. If every focal element of an attribute is associated to a unit of memory,
for N -dimension input vector X D .x1; x2; : : : ; xN /, the active space of memory is
in an N -dimension hypercube with edge length 2 (i.e., 2N units of memory).

Proof. According to labeling conventions and consonance assumption between ap-
propriateness and mass assignment in Section 2, for any pair of neighbouring focal
elements Fi and FiC1, 9x, mFi .x/ ¤ 0 and mFiC1.x/ ¤ 0. In other words, 8x,
at most on one pair of neighbouring focal elements Fi and FiC1, mFi .x/ ¤ 0

and mFiC1.x/ ¤ 0. There are two possible extreme cases: mxd .Fd1/ ¤ 0, but
mxd .Fd2/ D 0, and mxd .Fd.2n�2// D 0, but mxd .Fd.2n�1// ¤ 0, where n is the
number of labels that are used to describe xd . IfmFi .x/ ¤ 0, for non-neighbouring
focal elements Fi˙k , k > 1 and 2n � 1 � i ˙ k > 0, mFi˙k .x/ D 0. Therefore,
the active space is in a N -dimension hypercube with edge length 2, which holds 2N

units of memory.

3.3 Response Mapping

3.3.1 Fine Grain Mapping

Each unit of memory is used to store a weight, which represents the probability that
an input region described by label expressions occurs in the current database. The
input region is constrained by mass assignments on focal elements of each attribute
in the input vector (see Fig. 4). A unit is addressed with the focal element indices
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.a1; : : : ; aN / for all input attributes .x1; : : : ; xN /. For example, in Fig. 4, vector
X D .x1; x2/, the weight w11 responds to the unit whose address is .1; 1/, where
the first ‘1’ is indicated by the first focal element F11 of attribute x1, and the second
‘1’ is indicated by the first focal element F21 of attribute x2. Given an input vector
X D .x1; : : : ; xN /, the probability Pr.M jX / that a unit is located is the product
of all mass assignments on focal elements of all input attributes, and formalized
as below:

Pr.M jX / D
NY

dD1

mxd .Fdi /; (2)

where,M denotes a unit of memory, and Fdi is a focal element for the d th attribute,
and the address ofM is given by focal element indices .d1; d2; : : : ; dN /. Assuming
there are l possible labels Ly D fL1; : : : ; Llg to describe the goal variable Y . The
output of the neural network is a vector Y D fy1; : : : ; ylg, where, yk indicates how
appropriate Lk is used to describe the goal based on the neural network given an
input vector. The weight is a vector Wa D fw1;w2; : : : ;wlg, which represents the
distributed probability that the goal belongs to a class (label) in the unit of memory.
Therefore, according to Jeffery’s rule [10], the probability of a label Lk is the sum
of probabilities in all active units of memory, and formalized as below:

yk D P.Lyk jX / D
X

a2A�
wkPr.MajX / D

X

a2A�
wk

NY

dD1

mxd .Fdi /: (3)

The probability Pr.M jX /, the product of the mass assignments on labels in
Eq. 3, is equivalent to the Gaussian basis function with N-dimensions in the con-
ventional CMAC described in [11].

3.3.2 Overlapping Coarse Grain Mapping

Each active area of memory responses to a weight, which suggests the probability
of occurrences of the input region described with label expressions in the current
database. Obviously, each input region corresponds to an active area (see Fig. 5).
According to the formula in Definition 5, given an input vector X , the probability
that an active area A� is located can be calculated by:

Pr.A�jX / D
NY

dD1

�� D

NY

dD1

.mxd .Fdi /Cmxd .FdiC1//; (4)

where, X is N -dimension vector, Fdi and FdiC1 are two neighbouring focal ele-
ments for attribute xd , and the corresponding mass assignments of xd on the two
focal elements are not zero. Any pair of neighbouring active areas overlap. The prob-
ability that an active area is located is only related to the given input vector. Similar
as in fine grain mapping, assuming there are l possible labels Ly D fL1; : : : ; Llg
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Fig. 5 The overlapping map of LCMAC

to describe the goal variable Y . The output of the neural network is a vector
Y D fy1; : : : ; ylg, where, yk indicates how appropriate Lk is used to describe
the goal based on the neural network given an input vector. Given input vector X ,
according to Jeffery’s rule [10], the probability that a label Lk is appropriate to de-
scribe goal variable is the product of the weight in the active area and the probability
that the active area is located. So, according to Formula (4), it can be written as:

yk D P.LkjX / D wkPr.A�jX / D wk
NY

dD1

.mxd .Fdi /Cmxd .FdiC1//: (5)

4 The Convergence of the LCMAC

The purpose of training the neural network is to adjust the weights to make the
LCMAC approach the desired output. We now investigate the convergence of the
LCMAC. Hirsch [12] viewed a neural network as a nonlinear dynamic system
called Neurodynamics, which uses differential equations to describe activity pat-
terns. Assuming the dynamic system with N state variables v1; v2; : : : ; vN , the
network motion equation is dui

dt D �
@E
@vi

, where ui and vi are the input and out-
put of the i th neuron. Takefuji and Szu has proved [13]:

dE
dt
D
X dvi

dt
@E

@vi
D
X dvi

dt

�

�
dui
dt

�

D �
X�

dvi
dui

��
dui
dt

��
dui
dt

�

D �
X�

dvi
dui

��
dui
dt

�2
:
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Therefore, convergence of a neural network does not depend on the model. As long
as the output vi is the continuous, differentiable and monotonous increasing func-
tion of input ui , namely, there exists the relationship between outputs and inputs of
neurons dvi

dui
> 0, the neural network always converges with a negative grade. Fi-

nally, the neural network arrives at a stable state with dE
dt D 0. Here we define the

activation function as below:

vi D

8
<

:

1 ui � 1
ui 0 � ui < 1
0 ui < 0:

(6)

In LCMAC, each cell of response mapping represents a neuron. The weight in each
cell indicates the state of each neuron (i.e., the output of each neuron). As defined
in the activation function 6, the output vi and input ui of each neuron have the
relationship vi D ui , if ui 2 Œ0; 1�. Therefore, we have:

�u D �W D �
@E

@W
��t: (7)

The Least Mean Square (LMS) algorithm is well-known for neural network training.
Miller et al. used LMS to train the CMAC [14]. We can define the Mean Square
Error as:

Ek.t/ D 	.Dk � yk.t//
2=2; (8)

where Dk indicates if a desired label Lk is appropriate to describe the goal. If the
goal is labeled with Lk , then Dk D 1, otherwise Dk D 0. Assuming updating time
�t D 1, then we have:

�wk D 	.Dk � yk.t//
@yk.t/

@wk
; (9)

where 	 is the learning factor. Given a training sample X , we can calculate the value
of Eq. 9, which will be as a correction to each of the memory cells activated by the
input vector. For the fine grain mapping, according to Eqs. 3 and 9, the motion
function is:

�wk D 	

 

Dk �
X

a

wkPr.MajX /
!

wkPr.MajX /: (10)

For the coarse grain mapping, according to Eqs. 5 and 9, the motion function is:

�wk D 	.Dk � wkP r.A�jX //Pr.A�jX /: (11)
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5 Comparing with an LDT

5.1 LDTs Based on Label Semantics

In an LDT [7], the nodes are attributes, such as x1; : : : ; xN , and the edges are
label expressions describing each attribute. A branch B is a conjunction of expres-
sions �1 ^ � � � ^ �N , where �k is the label expression of an edge in branch B for
k D 1; : : : ; N . Each branch also is augmented by a set of conditional mass values
m.F jB/, which is equivalent to P.F jB/, for each output focal element F 2 Fy .

5.1.1 A Focal Element Linguistic Decision Tree

Qin and Lawry [7] suggested a Focal Element Linguistic Decision Trees (FELDTs)
created from databases. In an FELDT, branches have the form B D .Fi1; : : : ; FiN /

where xid is the attribute node at the depth d of B , and Fid 2 Fid for d D
1; : : : ; N . If we use the LID3 algorithm [7] to learning the FELDT, the probabilities
P.Fy jB/ for a focal element Fy 2 Fy conditional on a branch B can be evaluated
from a database DB as below:

P.Fy jB/ D

P
r2DBFy

mhxi1 .r/;:::;xiN .r/i
.Fi1 ; : : : ; FiN /

P
r2DBmhxi1 .r/;:::;xiN .r/i

.Fi1 ; : : : ; FiN /

D

P
r2DBFy

QN
vD1mxiv .r/

P
r2DB

QN
vD1mxiv .r/

: (12)

According to Jeffery’s rule, the mass assignment of goal variable y on a focal ele-
ment can be calculated as follows:

MFy .y/ D

bX

iD1

 
NY

dD1

.mxid
.F //

!

P.Fy jBi /; (13)

where, b is the number of branches, and N is the number of attributes or the depth
of a branch in the FELDT; Here we assume without the limitation of the depth, so
the depth of all branches is the same as the number of attributes; xid is the attribute
incident to the edge at the d th layer of branch Bi .

5.1.2 Dual-Edge LDTs

Another kind of LDT is the one whose edge grain is two neighbouring focal el-
ements. However, two neighbouring edges overlapping on a focal element. From
each node there are l � 1 edges, where l the size of focal set. For an example,
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attribute x1 in an LDT has the focal set fF1; : : : ; F9g D ffvlg; fvl; lg; flg; fl; mg;
fmg; fm; hg; fhg; fh; vhg; fvhgg. Then we have edges from node x1, such as
fF1; F2g; fF2; F3g; : : : ; fF7; F8g; fF8; F9g. We call the LDT as dual-edge LDT. The
revised conditional probability of a focal element Fy 2 Fy that is appropriate to de-
scribe a goal given the branch B can be evaluated from DB according to:

P.Fy jB/ D

P
r2DBFy

QN
dD1.mxid

.Fj /Cmxid
.FjC1//

P
r2DB

QN
dD1.mxid

.Fj /Cmxid
.FjC1//

(14)

This dual-edge LDT needs similar space as an FELDT does, but the calculation is
based on a unique branch with Eq. 15.

MFy .y/ D

NY

dD1

�.�d /P.Fy jB/ D

NY

dD1

.mxid
.Fj /Cmxid

.FjC1//P.Fy jB//;

(15)

where, xid is the attribute incident to the edge at the d th layer of branch B , and
mxid

.Fj / and mxid .FjC1/ are the non-zero mass assignments of attribute xid on
two neighbouring focal elements Fj and FjC1, corresponding to the edge.

5.2 Functionally Equivalent to an LDT

From Section 3.3, whether the response mapping is fine grain or coarse grain,
the final output of the neural network is the distributed probabilities that the goal
can be described with each label. From this point of view, an LCMAC has the
same effectiveness as an LDT, presenting the mass assignments on labels of a goal
variable.

Comparing the fine grain mapping LCMAC with FELDT, from Eqs. 3 and 13,
we can see that the difference between the two equations lies in wk for fine grain
mapping LCMAC, which implies the probability that the goal can be described with
a label is conditional on a unit in the active area, and P.Fy jB/ for FELDT, which
is the conditional mass assignment of the goal variable y on focal element Fy given
branch B . Therefore, a unit in the active area in an fine grain LCMAC is equivalent
to a branch in FELDT.

Similarly, comparing the coarse grain mapping LCMAC with the dual-edge LDT,
from Eqs. 5 and 15 there exists the difference as above, but wk indicates the prob-
ability that the goal can be described with a label is conditional on the active area.
Therefore, an active area in coarse grain mapping LCMAC is equivalent to a branch
in dual-edge LDT.



1 A Linguistic CMAC vs. a Linguistic Decision Tree for Decision Making 13

5.3 Linguistic Interpretability

Given an LDT, the rules corresponding to the branch Bi can be: �i1 ^ � � � ^ �id !
F W m.F jBi / for each focal element F 2 Fy . For a given sample, the probability
that the goal can be described with Lk can be calculated by formula (13) and (14)
for a focal element LDT and a dual-edge LDT, respectively.

Given a fine grain LCMAC, the rules corresponding to the unit a can be :
�i1 ^ � � � ^ �id ! Fk W wka for each focal element Fk 2 Fy . For a given sam-
ple, the probability that the goal can be described with Lk can be calculated by
formula (3).

Given a coarse grain LCMAC, the rules corresponding to the active area A can
be : �i1^� � �^�id ! yk W wkA for each Fk 2 Fy . For a given sample, the probability
that the goal can be described with Lk can be calculated by formula (4).

5.4 Different Training Processes

The large difference between an LCMAC and an LDT should be in the learning
process. For an LCMAC, learning algorithms vary with different strategies based
on the LMS algorithm, which uses the feedback of the error of desired output and
calculated output to correct the state of a neuron, so that the neural network arrives
at a stable state with least square error, and the training process only involves the
neurons’ state in the active area located by a given sample, while for an LDT, the
learning algorithm LID3 proposed by Qin and Lawry [7], is an extension of classic
ID3 algorithm based on statistics [15]. The search is guided by a modified measure
of information gain in accordance with label semantics. The basic step of LID3 is to
calculate the conditional probability that a goal can be described with a label, then
to decide which attribute is extended to current node in the tree according to the
expected entropy.

6 A Case Study

Given a sample X D fx1; x2g D f1:8; 4:4g, and the goal is a binary variable with
positive (C) or negative (�). Using a trained LCMAC, we can estimate the dis-
tributed probabilities of the goal on the two classes. According to the sample, we
have mx1.F3/ D 0:4, mx1.F4/ D 0:6, mx2.F4/ D 0:6, mx2.F5/ D 0:4.

For a fine grain LCMAC, rules for the four units in the active area:

(x1 is F3) ^ (x2 is F4): Wa1 D fw
C
a1
;w�a1g D f0:4; 0:6g

(x1 is F3) ^ (x2 is F5): Wa2 D f0:7; 0:3g
(x1 is F4) ^ (x2 is F4): Wa3 D f0:25; 0:75g
(x1 is F4) ^ (x2 is F5): Wa4 D f0:6; 0:4g.



14 H. He and J. Lawry

The probability that ‘C’ is appreciated to describe the goal can be calculated
as below:

P.CjX / D wCa1mx1.F3/mx2.F4/C wCa2mx1.F3/mx2.F5/

C wCa3mx1.F4/mx2.F4/C wCa4mx1.F4/mx2.F5/

D 0:442

The probability that ‘�’ is appreciated to describe the goal can be calculated
as below:

P.�jX / D w�a1mx1.F3/mx2.F4/C w�a2mx1.F3/mx2.F5/

C w�a3mx1.F4/mx2.F4/C w�a4mx1.F4/mx2.F5/

D 0:558

For a coarse grain LCMAC, rules in the active area A:

((x1 is F3) _ (x1 is F4)) ^ ((x2 is F4) _ (x2 is F5)),
WA D fwCA;w

�
Ag D f0:442; 0:558g

The probability that ‘C’ is appreciated to describe the goal can be calculated
as below:

P.CjX / D wCA .mx1.F3/Cmx1.F4//.mx2.F4/Cmx2.F5// D 0:442

The probability that ‘�’ is appreciated to describe the goal can be calculated
as below:

P.�jX / D w�A.mx1.F3/Cmx1.F4//.mx2.F4/Cmx2.F5// D 0:558

According to the definitions of mass assignments and focal elements, for an at-
tribute, the sum of non-zero mass assignments on two neighbouring focal elements
is 1. Therefore, the following equations are true:

P.CjX / D wCA ; P.�jX / D w�A: (16)

Hence, the coarse grain mapping is directly a linear mapping. Given a sample, we
can find its active area, then the weight vector in the active area directly represents
the distributed probabilities of the goal’s states. However, the accuracy of the coarse
grain mapping may be lower than that of the fine grain mapping.
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7 Conclusions

For multiple attribute decision making, we presented an LCMAC by combining
the Label Semantics based on mass assignments of attributes, and investigated the
convergence of the neural network. It is shown that an LCMAC and an LDT are
functionally equivalent. A memory unit of an active area in the fine grain mapping
LCMAC is equivalent to a branch in an FELDT, while an active area of memory in
coarse grain mapping LCMAC is equivalent to a branch in an dual-edge LDT. But
they are different in their training processes. The proposed LCMAC take the advan-
tage of fast local training for a convention CMAC and the advantage of transparency
rules for an LDT. Comparing the fine grain mapping and the coarse grain mapping,
the coarse grain mapping presents a weight vector in active area directly represent-
ing the distributed probabilities of goal’s states, while the fine grain mapping could
have higher accuracy. In order to validate the performance of an LCMAC, simula-
tion of the model and experiments on some benchmark databases will be the further
work. We will examine the performance of an LCMAC and an LDT through the
further experiments.
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Chapter 2
A Multiple Criteria Group Decision Making
Model with Entropy Weight in an Intuitionistic
Fuzzy Environment

Chia-Chang Hung and Liang-Hsuan Chen

Abstract The theory of intuitionistic fuzzy sets (IFSs) is well-suited to dealing with
vagueness and hesitancy. In this study, we propose a new fuzzy TOPSIS group deci-
sion making model using entropy weight for dealing with multiple criteria decision
making (MCDM) problems in an intuitionistic fuzzy environment. This model can
measure the degrees of satisfaction and dissatisfaction of each alternative evaluated
across a set of criteria. To obtain the weighted fuzzy decision matrix, we employ
the concept of Shannon’s entropy to calculate the criteria weights. An investment
example is used to illustrate the application of the proposed model.

Keywords Entropy � Intuitionistic fuzzy sets (IFSs) � Multiple criteria decision
making (MCDM) � TOPSIS

1 Introduction

A number of multiple criteria decision making (MCDM) approaches have been
developed and applied to diverse fields, such as engineering, management, eco-
nomics, and so on. Among those approaches, TOPSIS (technique for order per-
formance by similarity to ideal solution), first developed by Hwang and Yoon [1],
is widely adopted by practitioners and researchers. The primary concept of the
TOPSIS approach is that the most preferred alternative should not only have the
shortest distance from the positive ideal solution (PIS), but also have the farthest
distance from the negative ideal solution (NIS) [1, 2]. The applications of TOPSIS
have some advantages, including (a) a simple, rationally comprehensible concept,
(b) good computational efficiency, and (c) being able to measure the relative perfor-
mance of each alternative in a simple mathematical form [3].
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In 1965, Zadeh [4] first introduced the theory of fuzzy sets. Later on, many
researchers have been working on the process of dealing with fuzzy decision mak-
ing problems by applying fuzzy sets theory. Zadeh’s fuzzy sets only assign a
single membership value between zero and one to each element. However, the non-
membership degree of an element to a fuzzy set may not always be just equal to one
minus the membership degree. In 1993, Gau and Buehrer [5] pointed out that this
single value could not attest to its accuracy and proposed the concept of vague sets.
Bustince and Burillo [6], however, pointed out that the notion of vague sets coin-
cides with that of intuitionistic fuzzy sets (IFSs) proposed by Atanassov [7] almost
10 years earlier. IFSs are represented by two characteristic functions expressing the
degrees of membership and non-membership of elements of the universal set to the
IFS. IFSs can cope with the presence of vagueness and hesitancy originating from
imprecise knowledge or information. In the last two decades, there have been many
studies on the theory and application of IFSs, including logic programming, medical
diagnosis, fuzzy topology, decision making, pattern recognition, and so on. Differ-
ent from other studies, in this work, the criteria weights are obtained by conducting
Shannon’s entropy concept; after that, a fuzzy TOPSIS method is employed to order
the alternatives. The proposed model can deal with uncertain problems and its cal-
culation is not difficult, so that it can provide an efficient way to help the decision
maker (DM) in making decisions.

2 Preliminaries

2.1 Intuitionistic Fuzzy Sets

Definition 1. [7]. An IFS A in the universe of discourse X is defined with the form

A D fhx; �A.x/; 
A.x/i jx 2 Xg ;

where
�A W X ! Œ0; 1�; 
A W X ! Œ0; 1�

with the condition
0 � �A.x/C 
A.x/ � 1; 8x 2 X:

The numbers �A.x/ and 
A.x/ denote the membership and non-membership de-
grees of x to A, respectively.

Obviously, each ordinary fuzzy set may be written as

fhx; �A.x/; 1 � �A.x/i jx 2 Xg :

That is to say, fuzzy sets may be reviewed as the particular cases of IFSs.
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Fig. 1 Membership,
non-membership, and
hesitancy degrees

1 0 

mA(x) mA(x) nA(x)

Note that A is a crisp set if and only if for8x 2 X , either�A.x/ D 0; 
A.x/ D 1
or �A.x/ D 1; 
A.x/ D 0.

For each IFS, A in X , we will call

�A.x/ D 1 � �A.x/ � 
A.x/

the intuitionistic index of x in A. It is a measure of hesitancy degree of x to A [7].
It is obvious that 0 � �A.x/ � 1 for each x 2 X . Figure 1 illustrates the three
degrees (membership, non-membership, and hesitancy).

For convenience of notation, IFSs(X ) is denoted as the set of all IFSs in X .

Definition 2. [8]. For every A 2 IFSs(X ), the IFS �A for any positive real number
� is defined as follows:

�A D
n
Kax; 1 � .1 � �A.x//�; .
A.x//� Qnjx 2 X

o
: (1)

2.2 Entropy of IFS

In 1948, Shannon [9] proposed the entropy function, H.p1; p2; � � � ; pn/ D
�
Pn
iD1 pi log.pi /, as a measure of uncertainty in a discrete distribution based on

the Boltzmann entropy of classical statistical mechanics, where pi .i D 1; 2; : : : ; n/
are the probabilities of random variable according to a probability mass func-
tion P . Later, De Luca and Termini [10] defined a non-probabilistic entropy
formula of a fuzzy set based on Shannon’s function on a finite universal set
X D fx1; x2; : : : ; xng. as follows:

ELT.A/ D �k

nX

iD1

Œ�A.xi / ln �A.xi /C .1 � �A.xi // ln.1 � �A.xi //�; (2)

where k > 0.
Szmidt and Kacprzyk [11] extended De Luca and Termini’s axioms to present

four definitions with regard to the entropy measure on IFSs(X ) as follows:

EI1: E.A/ D 0 iff A is a crisp set;
EI2: E.A/ D 1 iff �A.xi / D 
A.xi /, 8xi 2 X ;
EI3: E.A/ � E.B/ if A is less fuzzy than B , i.e., �A.xi / � �B.xi / and


A.xi / � 
B.xi / for �B.xi / � 
B.xi /; 8xi 2 X ;
or
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�A.xi / � �B.xi / and 
A.xi / � 
B.xi / for �B.xi / � 
B.xi /; 8xi 2 X ;
EI4: E.A/ D E.Ac/, where Ac is the complement of A.

Recently, Vlachos et al. [12] presented Eq. 3 as the measure of intuitionistic fuzzy
entropy which was proved to satisfy the four axiomatic requirements mentioned
above.

E IFS
LT .A/ D �

1

n ln 2

nX

iD1

Œ�A.xi / ln�A.xi /C 
A.xi / ln 
A.xi /

�.1 � �A.xi // ln.1 � �A.xi // � �A.xi / ln 2� : (3)

It is noted thatEIFS
LT .A/ is composed of the hesitancy degree and the fuzziness degree

of the IFS A.

3 Proposed Fuzzy TOPSIS Group Decision Making Model

The procedures of calculation for this proposed model can be described as follows:

Step 1 Construct an intuitionistic fuzzy decision matrix based on opinions of DMs.
An MCDM problem can be concisely expressed in matrix format as

D D

A1
A2
:::

Am

C1 C2 � � � Cn
2

6
6
6
4

x11 x12 � � � x1n
x21 x22 � � � x2n
:::

:::
:::
:::

xm1 xm2 � � � xmn

3

7
7
7
5

W D .w1;w2; : : : ;wn/T

(4)

Let A D fA1; A2; : : : ; Amg be a set of alternatives which consists of m non-
inferior decision-making alternatives. Each alternative is assessed on n criteria, and
the set of all criteria is denoted C D fC1; C2; : : : ; Cng. LetW D .w1;w2; : : : ;wn/T

be the weighting vector of criteria, where wj � 0 and
Pn
jD1 wjD 1:

In this study, the characteristics of the alternatives Ai are represented by the
IFS as:

Ai D
˚
hCj ; �Ai .Cj /; 
Ai .Cj /ijCj 2 C

�
; iD 1; 2; : : : ;m; (5)

where�Ai .Cj / and 
Ai .Cj / indicate the degrees that the alternativeAi satisfies and
does not satisfy the criterion Cj , respectively, and �Ai .Cj / 2 Œ0; 1�; 
Ai .Cj / 2
Œ0; 1�; �Ai .Cj / C 
Ai .Cj / 2 Œ0; 1�. The intuitionistic index �Ai .Cj / D

1 � �Ai .Cj / � 
Ai .Cj / has the feature that the larger �Ai .Cj / the greater the
hesitancy of the DM about the alternative Ai with respect to the criterion Cj .
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For a group decision making (GDM) problem, let E D fe1; e2; : : : ; elg be the
set of DMs, and � D .�1; �2; : : : ; �l /

T be the weighting vector of DMs, where
�k � 0; k D 1; 2; : : : ; l and

Pl
k �k D 1. Let QDk D Œ Qxkij �m	n be an intuitionistic

fuzzy decision matrix of each DM, where i D 1; 2; : : : ; mI j D 1; 2; : : : ; n. In the
process of GDM, all the individual decision opinions need to be aggregated into a
group opinion to conduct the collective decision matrix QD D Œ Qxij�m	n. In order to do
this, an IFWA (intuitionistic fuzzy weighted averaging) operator [13] is used. Here,

Qxij D IFWA�. Qx1ij ; Qx
2
ij ; : : : ; Qx

l
ij / D �1 Qx

1
ij ˚ �2 Qx

2
ij ˚ � � � ˚ �1 Qx

l
ij

D

*

1 �

lY

kD1

.1 � �kij /
�k ;

lY

kD1

.
kij /
�k

+

(6)

Step 2 Determine the criteria weights using the entropy-based method.
The well-known entropy method [1, 2] can obtain the objective weights, called

entropy weights. The smaller entropy value reveals that the evaluated values of
all alternative Ai .i D 1; 2; : : : ; m/ with respect to a criterion are less similar.
Consequently, for the decision matrix QD D Œ Qxij �m	n in an intuitionistic fuzzy en-
vironment, the expected information content emitted from each criterion Cj can be
measured by the entropy value, denoted as EIFS

LT .Cj /; as

EIFS
LT .Cj / D �

1

m ln 2

mX

iD1

�
�ij.Cj / ln�ij.Cj /C 
ij .Cj / ln 
ij .Cj /

� .1 � �ij.Cj // ln.1 � �ij.Cj // � �ij.Cj / ln 2
�
: (7)

where j D 1; 2; : : : ; n and 1=.m ln 2/ is a constant to ensure 0 � EIFS
LT .Cj / � 1.

Therefore, the degree of divergence .dj / of the average intrinsic information
provided by the corresponding performance ratings on criterionCj can be defined as

dj D 1 �E
IFS
LT .Cj /; jD 1; 2; : : : ; n: (8)

illustrated as Fig. 2. The value of dj represents the inherent contrast intensity of
criterion Cj , and thus the entropy weight of the j th criterion is

wj D dj

,
nX

jD1

dj : (9)

It should be noted that wj is a crisp weight.

Fig. 2 The divergence
degree of information on each
criterion

1

0

IFS
ELT (Cj)

dj
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Step 3 Construct the weighted intuitionistic fuzzy decision matrix.
A weighted intuitionistic fuzzy decision matrix QZ can be obtained by aggregating

the weighting vector W and the intuitionistic fuzzy decision matrix QD as:

QZ D W ˝ QD D W ˝
�
Qxij
�
m	n
D
�
Oxij
�
m	n

: (10)

where

W D
�
w1;w2; : : : ;wj ; : : : ;wn

�T
I

Oxij D
˝
O�ij ; O
ij

˛
D
D
1 � .1 � �ij /

wj ; 

wj
ij

E
; wj > 0:

Step 4 Determine the intuitionistic fuzzy positive-ideal solution .IFPIS; AC/ and
intuitionistic fuzzy negative-ideal solution (IFNIS, A�/.

In general, the evaluation criteria can be categorized into two kinds, benefit and
cost. Let G be a collection of benefit criteria and B be a collection of cost criteria.
According to IFS theory and the principle of classical TOPSIS method, IFPIS and
IFNIS can be defined as:

AC D

	


Cj ;

�

.max
i
O�ij.Cj /jj 2 G/; .min

i
O�ij.Cj /jj 2 B/

�

;

�

.min
i
O
ij.Cj /jj 2 G/; .max

i
O
ij.Cj /jj 2 B/

��ˇ
ˇ
ˇ
ˇ i 2 m

�

: (11a)

A� D

	


Cj ;

�

.min
i
O�ij.Cj /jj 2 G/; .max

i
O�ij.Cj /jj 2 B/

�

;

�

.max
i
O
ij .Cj /jj 2 G/; .min

i
O
ij .Cj /jj 2 B/

��ˇ
ˇ
ˇ
ˇ i 2 m

�

: (11b)

Step 5 Calculate the distance measures of each alternative Ai from IFPIS
and IFNIS.

We use the measure of intuitionistic Euclidean distance (refer to Szmidt and
Kacprzyk [14]) to help determine the ranking of all alternatives.

dIFS.Ai ; A
C/

D

v
u
u
t

nX

jD1

h�
O�Ai .Cj /� O�AC .Cj /

�2
C
�
O
Ai .Cj /� O
AC .Cj /

�2
C
�
O�Ai .Cj /� O�AC .Cj /

�2
i

(12a)
dIFS.Ai ; A

�/

D

v
u
u
t

nX

jD1

h�
O�Ai .Cj /� O�A� .Cj /

�2
C
�
O
Ai .Cj /C O
A� .Cj /

�2
C
�
O�Ai .Cj /� O�A� .Cj /

�2
i

(12b)

Step 6 Calculate the relative closeness coefficient (CC ) of each alternative and
rank the preference order of all alternatives.
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The relative closeness coefficient (CC ) of each alternative with respect to the
intuitionistic fuzzy ideal solutions is calculated as:

CCi D dIFS.Ai ; A
�/
.�
dIFS.Ai ; A

C/CdIFS.Ai ; A
�/
�
; (13)

where 0 � CCi � 1; i D 1; 2; :::; m:
The larger value of CC indicates that an alternative is closer to IFPIS and farther

from IFNIS simultaneously. Therefore, the ranking order of all the alternatives can
be determined according to the descending order of CC values. The most preferred
alternative is the one with the highest CC value.

4 Illustrative Example

An example is provided [15] in this section in order to demonstrate the calcula-
tion process of the proposed approach. An investment company wants to invest
an amount of money. There are five possible companies Ai .i D 1; 2; : : : ; 5/ in
which to invest: (1) A1 is a car company; (2) A2 is a food company; (3) A3 is a
computer company; (4) A4 is an arms company; and (5) A5 is a TV company. An
expert group is formed of three experts ek.k D 1; 2; 3/ with the weighting vector
� D .0:4; 0:3; 0:3/T : Each possible company will be evaluated across three criteria
with regard to the: (1) economic benefit (C1); (2) social benefit (C2); and (3) en-
vironmental pollution (C3), where C1 and C2 are benefit criteria, and C3 is a cost
criterion.

The proposed fuzzy TOPSIS GDM model is applied to solve this problem, and
the computational procedure is described in a step-by-step way, as below:

Step 1 The ratings for five possible companies with respect to the three criteria are
represented by IFSs, and the three experts construct the intuitionistic fuzzy decision
matrices QDk.k D 1; 2; 3/, as listed in Tables 1–3. The three individual decision
matrices are then fused into a collective intuitionistic fuzzy decision matrix QD in
Table 4.

Step 2 Determine the criteria weights. Using Eq. 7, the entropy values for criteria
C1, C2 and C3, respectively, are: 0.4477, 0.4985, and 0.9679. The degree of diver-
gence dj on each criterion ‘Cj .j D 1; 2; 3/ may be obtained by Eq. 8 as 0.5523,
0.5015, and 0.0321, respectively. Therefore, the criteria weighting vector can be
expressed as W D .0:509; 0:462; 0:030/T by applying Eq. 9.

Step 3 After determining the criteria weighting vector, using Eq. 10, the weighted
intuitionistic fuzzy decision matrix QZ is then obtained as Table 5.

Step 4 In this case, criteria C1 and C2 are benefit criteria, while C3 is a cost cri-
terion. Using Eq. 11a and b, each alternative’s IFPIS (AC) and IFNIS (A�) with
respect to the criteria can be determined as
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Table 1 Intuitionistic fuzzy
decision matrix QD1

C1 C2 C3

A1 h0:70; 0:20i h0:85; 0:10i h0:30; 0:50i

A2 h0:90; 0:05i h0:70; 0:25i h0:40; 0:50i

A3 h0:80; 0:10i h0:85; 0:10i h0:30; 0:60i

A4 h0:90; 0:00i h0:80; 0:10i h0:20; 0:70i

A5 h0:80; 0:15i h0:75; 0:20i h0:50; 0:40i

Table 2 Intuitionistic fuzzy
decision matrix QD2

C1 C2 C3

A1 h0:80; 0:15i h0:90; 0:05i h0:35; 0:55i

A2 h0:90; 0:05i h0:80; 0:15i h0:35; 0:60i

A3 h0:80; 0:10i h0:70; 0:20i h0:40; 0:55i

A4 h0:85; 0:05i h0:80; 0:15i h0:30; 0:50i

A5 h0:85; 0:90i h0:80; 0:10i h0:55; 0:35i

Table 3 Intuitionistic fuzzy
decision matrix QD3

C1 C2 C3

A1 h0:90; 0:05i h0:85; 0:05i h0:30; 0:35i

A2 h0:85; 0:10i h0:90; 0:00i h0:30; 0:60i

A3 h0:85; 0:05i h0:75; 0:15i h0:45; 0:50i

A4 h0:90; 0:05i h0:80; 0:10i h0:35; 0:55i

A5 h0:80; 0:05i h0:80; 0:15i h0:45; 0:50i

Table 4 Intuitionistic fuzzy
decision matrix QD

C1 C2 C3

A1 h0:81; 0:12i h0:87; 0:07i h0:32; 0:46i

A2 h0:89; 0:06i h0:81; 0:00i h0:36; 0:56i

A3 h0:82; 0:08i h0:78; 0:14i h0:38; 0:55i

A4 h0:89; 0:00i h0:80; 0:11i h0:28; 0:59i

A5 h0:82; 0:18i h0:78; 0:15i h0:50; 0:41i

Table 5 Weighted
intuitionistic fuzzy decision
matrix QZ

C1 C2 C3

A1 h0.5706, 0.3399i h0.6104, 0.2927i h0.0115, 0.9770i
A2 h0.6749, 0.2388i h0.5357, 0.0000i h0.0133, 0.9828i
A3 h0.5822, 0.2765i h0.5032, 0.4032i h0.0142, 0.9822i
A4 h0.6749, 0.0000i h0.5246, 0.3607i h0.0098, 0.9843i
A5 h0.5822, 0.4178i h0.5032, 0.4162i h0.0206, 0.9736i

AC D .Ka0:6749; 0:0000Qn Ka0:6104; 0:0000Qn Ka0:0098; 0:9843Qn/
A� D .Ka0:5706; 0:4178Qn Ka0:5032; 0:4162Qn Ka0:0206; 0:9736Qn/

Step 5 Calculate the distance between alternatives and intuitionistic fuzzy ideal
solutions (IFPIS and IFNIS) using Eq. 12a and b.

Step 6 Using Eq. 13, the relative closeness coefficient (CC ) can be obtained.
The distance, relative closeness coefficient, and corresponding ranking of five

possible companies are tabulated in Table 6 Therefore, we can see that the order of
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Table 6 The distance measure, relative closeness coefficient and
ranking of the five alternatives
Alternatives dIFS.Ai ; A

C/ dIFS.Ai ; A
�/ CCi Rank

A1 0.8498 0.2858 0.2517 3
A2 0.4476 0.7991 0.6409 1
A3 0.8617 0.2215 0.2045 4
A4 0.4616 0.6165 0.5718 2
A5 1.0820 0.0165 0.0150 5

ranking among the five alternatives is A2 � A4 � A1 � A3 � A5; where “�”
indicates the relation “preferred to”. Therefore, the best choice would be A2 (food
company). From the above processes, we can conclude that the proposed approach
is suitable for dealing with fuzzy MCDM problems in GDM by using IFSs.

5 Conclusion

In this work, we propose an entropy-based multiple criteria GDM model, in which
the characteristics of the alternatives are represented by IFSs. In information the-
ory, the entropy is related to the average information quantity of a source. Based
on this principle, the optimal criteria weights can be obtained by the proposed
entropy-based model. The main difference between this method and the classical
TOPSIS is the introduction of objective entropy weight in an intuitionistic fuzzy
environment with the former. Although the example provided here is for selecting
an optimal investment company, the proposed approach can be applied to many dif-
ferent fields. However, this proposed model considers using only objective criteria
weights. To overcome this limitation, future work will examine situations in which
the DMs can provide and modify their preferences with regard to the criteria weights
incorporated in the proposed model.
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Chapter 3
Emergency HTN Planning

Hisashi Hayashi, Seiji Tokura, Fumio Ozaki, and Tetsuo Hasegawa

Abstract Integration of deliberation and reaction has been an important research
topic concerning agents in view of the need for an agent to react tentatively and
immediately to the changing world when unexpected events occur while executing
a plan. An agent is not supposed to think for a long time before reacting. Also,
its reaction is not supposed to change the world greatly. However, there are some
cases where deliberation is necessary for achieving an emergency goal or where
the emergency plan execution prevents the resumption of the suspended plan exe-
cution. This chapter presents a new concept of on-line interruption planning that
integrates deliberation and emergency deliberation. When an emergency goal is
given while executing a plan, our agents suspend the current plan execution, make
and execute an emergency plan, and resume the suspended plan execution. Because
our agents continuously modify the suspended plans while executing an emergency
plan, they can resume the suspended plans correctly and efficiently even if the world
has changed greatly due to the emergency plan execution.

Keywords Agent � Intelligent agent � Planning � Emergency planning � Interruption
planning � Deliberation and reaction � Robotics � Intelligent robotics

1 Introduction

Handling asynchronous “emergency” goals is a very important subject of research
in planning. Asynchronous goals are inputted to the planning agent even while ex-
ecuting a plan for another goal. The simplest way of handling asynchronous goals
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is to plan and execute goals in a first-come-first-served manner. However, in this
approach, even when receiving an emergency goal, it will be served last.

A better approach for handling asynchronous emergency goals is to prioritize
multiple goals where the goal with the highest priority is served first. Intention
scheduling in BDI (Belief, Desire, Intention) agents is researched in [19]. Here,
intentions are committed plans for different goals. Priorities and interferences be-
tween goals are taken into consideration. Most current BDI agents [1, 4, 10, 12, 14]
are based on PRS [6]. However, the problem to use PRS-like BDI agents is that they
can neither plan nor replan. Instead, they reactively select and commit to ready-made
plans.

There is a planning agent called ROGUE [7] that can make plans for multiple
asynchronous goals with priorities. ROGUE uses an on-line partial-order backward-
chaining planner called PRODIGY. When ROGUE receives a new goal while
executing a plan, it adds the new goal to the search space of the current plan. Then,
PRODIGY incrementally expands the plan for the new goal without invalidating the
current plan. The execution order is calculated based on the priorities of goals. It
seems that this approach is promising. However, in the case of emergency, the agent
should suspend the current plan execution, execute the emergency plan immediately,
and modify the suspended plan accordingly. When planning for the emergency goal,
it is not necessary to keep the suspended plan valid as in PRODIGY. Although we
share a similar motivation with ROGUE and PRODIGY, we would like to execute
the best plan (in terms of costs) for the emergency goal rather than an incrementally
expanded plan for multiple asynchronous goals. Therefore, the motivation is rather
different.

In this chapter, we will present the new concept of “interruption planning” for
asynchronous emergency goals. Here, interruption planning means that when the
planning agent receives an emergency goal, it suspends the current plan execution,
makes emergency plans, executes an emergency plan immediately, and resumes the
suspended plan execution. In our new interruption planning, while executing a plan
for the emergency goal, the agent keeps and continuously updates the emergency
plans and the suspended initial plans. This means that our interruption planning is
on-line planning. Unlike ROGUE, in our interruption planning, we make the best
plan (in terms of cost) for the emergency goal without trying to reuse any parts of
plans for the suspended goals. Also, in most planning systems including PRODIGY,
actions are treated as the primitive tasks that cannot be suspended. In our new inter-
ruption planning, in order to handle an emergency goal immediately, the planning
agent tries to suspend the current action execution if it does not contribute to the
achievement of the emergency goal. This is especially important if it takes time
to execute an action. We will also show that this action suspension is effective for
realizing interruption planning in stratified multi-agent systems. In stratified multi-
agent planning, the parent agent makes and executes rough plans, and the child
agent makes and executes detailed plans. An action of the parent agent corresponds
to a whole plan of the child agent. This means that the action execution time of the
parent agent is generally long and changes the world greatly. Therefore, it is very
important to suspend unnecessary action execution of the parent agent.
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2 Museum Guide Scenario

In this section, we introduce a museum guide scenario as an example to illustrate
interruption planning. Subsequently, this scenario will also be used for experimental
evaluation. Figure 1 shows the map of a museum where the robot moves. Nodes
are places where the robot localizes itself relative to the map with the help of, for
example, markers which can be recognized through image processing. Especially,
nodes are set at intersections of paths or points of interests. The robot moves from
one node to the next node along an arc. When the user specifies the destination
(node), the robot takes the person there.

The museum is divided into some areas. Given the destination, the robot first
searches a rough route that connects only areas. Then the robot searches a de-
tailed route in the first area that connects nodes. For example, when moving from
n1 (area1) to n40 (area8), the robot first makes a rough plan: area1 ! area3 !
area5 ! area7 ! area8: The robot then thinks about how it should move to the
next area: n1! n6! n10:

While taking a person to a node, suppose that the robot is told to go to a toilet.
This is an emergency goal and the user cannot wait until the tour guide ends.
Therefore, the robot should suspend the current plan execution, take the person to
the toilet node, and resume the tour guide.

Fig. 1 The map
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Note that we use this scenario to evaluate not the efficiency of route planning but
the efficiency of on-line interruption planning.

3 On-Line Planning in Dynagent

In order to implement interruption planning, we will use an on-line forward-
chaining HTN planning agent called Dynagent [8, 9] in our pilot implementation.
Here, an on-line planning agent means an agent that interleaves planning, belief
updates, and execution. When new information is found and the belief is updated
unexpectedly the on-line planning agent modifies its plans even while executing
a plan.

HTN planning [3, 13, 15–17] is different from standard planning which just
connect the “preconditions” and “effects” of actions. It makes plans, instead, by
decomposing abstract tasks into more concrete subtasks or subplans, which is simi-
lar to Prolog that decomposes goals into subgoals. Forward-chaining HTN planning
[8,9,13] is especially suitable for a dynamically changing world because some task
decompositions can be suspended when planning initially and resumed, using the
most recent knowledge, just before the abstract tasks are executed. Other merits of
HTN planning, such as efficiency, expressiveness of domain knowledge and plan-
ning control knowledge are discussed in [5, 13, 18].

Dynagent keeps several alternative plans and incrementally modifies the alterna-
tive plans while executing a plan. These alternative plans can contain abstract tasks
but only the first task of each alternative plan has to be an executable action. As
shown in Fig. 6, in order to implement on-line interruption planning based on Dyna-
gent, the agent has to maintain not only the plans for the emergency goals but also
the plans for the suspended initial goal. Dynagent estimates the cost of each plan
using A*-like heuristics and searches the best plan in terms of costs.

4 When Suspending an Action

When an emergency goal is given, the agent should suspend the current plan execu-
tion. If the time for action execution is short, for the planning agent to wait till the
action executor finishes the action execution poses no problem. However, the ac-
tion execution time is generally long in such areas as robotics, and we would like
to suspend the current action execution immediately and start the execution of the
emergency plan. Therefore, as Fig. 2 shows, before executing a plan for an emer-
gency goal, the planning agent asks if the action executor can suspend the current
action execution. If it is possible, the planning agent tells the action executor to stop
the current action execution. After the action suspension, the planning agent updates
its belief. For example, if the planning agent suspends the action to go from n1 to n6
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Fig. 2 Action suspension
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along arc5, then the location of the robot will be on arc5. We assume the planning
agent knows the effect of action suspension.

If the execution of an emergency plan does not affect the suspended plan, then
the agent can resume the initial plan execution after resuming the suspended action.
If the suspended plan is invalidated by the effect of action suspension, then the plan
has to be changed to an alternative plan, in which case we need to rollback the
suspended action if necessary.

Figure 3 shows how to replace the suspended action in a plan with the “resuming
action.” We assume that the planning agent knows the precondition and effect of
the resuming action. For example, if the planning agent suspends the action to go
to n6 along arc5, then the precondition of the resuming action is that the location
of the robot is on arc5, and the effect is that the location of the robot becomes n6.
The resuming action might have the effect that invalidates the rest of the plan. Also
the precondition of the resuming action needs to be checked. Therefore, we need to
recheck the satisfiability of the preconditions of actions in the modified plan.

On the other hand, the “rollback action” should be added to each alternative
plan, as shown in Fig. 4, if the first action is different from the suspended action. We
assume that the planning agent knows the precondition and effect of the rollback
action. For example, if the agent suspends the action to go to n6 along arc5, then
the precondition of the rollback action is that the location of the robot is on arc5,
and the effect is that the location of the robot becomes n1. The rollback action might
have an effect that invalidates the rest of the plan. Also the precondition of the
rollback action needs to be checked. Therefore, we need to recheck the satisfiability
of the preconditions of actions in the modified plan.
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Fig. 4 Adding the rollback
action
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Considering the effects of action suspension, the resuming actions, and rollback
actions, we define the following algorithm for the modifications of the belief and
plans when suspending an action. In the following algorithm, we assume that there
exists the resuming action for each suspendable action. We do not care even if
rollback actions do not exist, in which case we do not add the rollback actions to
alternative plans.

Algorithm 1 (Modifications of BeliefB and PlansPS when Suspending ActionA.)

1. (Belief Update) Update the current belief B based on the effect of suspension of the
action A.

2. (New Plan Creation) If new valid plans can be created, then add the new valid plans to
PS . (To find new valid plans, we use the algorithm of Dynagent [8, 9].)

3. (Plan Modification) For each plan P in PS , modify P as follows:

(a) (Adding Resuming Actions) If the first action of the plan P is identical to A, then
replace the occurrence of A in P with the resuming action resume.A/ of A.

(b) (Adding rollback Actions) If the first action of the plan P is not identical to the
suspended action A, and if there exists the rollback action rollback.A/ of A, then
add rollback.A/ to the top of the plan.

(c) (Removing Invalid Plans) Based on the current belief B , if a precondition of an
action in P is not satisfied, then remove P from PS .

5 Agent Algorithm

This section introduces three algorithms for on-line interruption planning. (See
Fig. 5.) Two types of goals are given to the planning agent: normal goals and emer-
gency goals. Algorithm 4 keeps normal goals in a waiting goal list and handles
them sequentially as usual. On the other hand, when the planning agent receives an
emergency goal, Algorithm 3 changes the status of the current goal to “suspended,”
suspends current action execution (if possible), and handles the emergency goal as
soon as possible. After handling the emergency goal, it resumes the plan execution
of the suspended goal. These algorithms start planning, replanning and plan execu-
tion using Algorithm 2.
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As Fig. 6 shows, the agent keeps the suspended goal, the suspended plans, and
the suspended action in “the stack for suspended goals.” While executing an “emer-
gency plan,” the agent continuously updates not only the plans for the emergency
goal but also the plans in the stack. To modify these plans, when updating the belief
or executing an action, we can use the algorithm of Dynagent [8, 9]. Also, in order
to resume the suspended action, the action executor might keep some information
while handling an emergency goal. When the action resumption becomes no longer
necessary, because of the change of the plan, then the planning agent tells the action
executor to clear the recorded state for the action resumption.

Given a goal, the following algorithm starts planning and plan execution. This
algorithm is also used when resuming the suspended plan execution. In this case,
the suspended plans and the suspended action are recorded in association with the
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given goal. When another thread (Algorithm 3 or Algorithm 5) makes the status of
the goal “suspended,” Algorithm 2 updates the belief and plans using Algorithm 1
and finishes the plan execution process.

Algorithm 2 (Planning and Plan Execution)

1. (Goal Input) A goal is given as an input.

2. (Input of Suspended Plans/Action) If the status of the given goal is “suspended,” then
the suspended plans and the suspended action (if it exists) are also given as inputs.

3. (Planning) Make the plans for the goal. (Use the HTN planning algorithm of Dynagent
[8, 9].)

4. (Plan Selection) Select a plan to execute from the alternative plans.

5. (Clearance of the Suspended Action) If the status of the goal is “suspended,” there exists
a suspended action, and the suspended action is different from the next action of the
selected plan, then tell the action executor to abandon the recorded state for the action
resumption.

6. Set the status of the goal to “active.”

7. (Plan Execution Loop) Repeat the following procedure while the status of the goal is
“active:”

(a) (Action Execution) Following the selected plan, tell the action executor to
execute the next action and wait for the result (“success”, “failure”, or
“suspended”) that is reported from it.

(b) (Update of the Belief and Plans) If the result of the action execution is either
“success” or “failure,” then modify the belief and all the plans, including
the plans recorded in the stack for suspended goals, following the plan mod-
ification algorithm of Dynagent [8, 9].

(c) (Update of the Belief and Plans) If the result of the action execution is
“suspended,” then modify the belief and all the plans, including the plans
recorded in the stack for suspended goals, following Algorithm 1.

(d) (Successful Plan Execution) If one of the plans is successful, then change
the status of the goal to “success.”

(e) (Plan Execution Failure) If no alternative plan exists, then change the status
of the goal to “failure.”

(f) (Plan Selection) If the status of the goal is “active,” then select a plan from
alternative plans.

8. Output the status of the goal (“success”, “failure”, or “suspended.”)

9. If the status of the goal is “suspended,” then output the suspended plans and the sus-
pended action (if it exists.)

The following algorithm shows how to process emergency goals. When an emer-
gency goal is given, the planning agent tries to suspend the current plan execution
to execute a plan for the emergency goal as soon as possible. The suspended plan
will be resumed after the emergency plan execution. Note that when the following
algorithm changes the status of the goal to “suspended,” the plan execution process
(Algorithm 2) is finished.
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Algorithm 3 (Emergency Goal Handling)

1. (Goal Input) An emergency goal A is given as an input.

2. (Normal Plan Execution) If there does not exist a goal whose plan is being executed by
Algorithm 2, then start the plan execution process (Algorithm 2) for A.

3. If there exists a goal B whose plan is being executed, then execute the following proce-
dure:

(a) Change the status of B to “suspended.”

(b) (Action Suspension) If an action is being executed, ask the action executor if it is
possible to suspend the action that is being executed. If the action can be suspended,
then tell the action executor to suspend the action execution.

(c) (Plan Suspension) Wait till the plan execution process (Algorithm 2) for B is fin-
ished and receive the suspended plans and the suspended action (if it exists.)

(d) (Pushing to Stack) Push the set of the suspended goal B , the suspended plans, and
the suspended action (if it exists) to the stack for suspended goals.

(e) (Emergency Plan Execution) Start the goal handling process (Algorithm 2) for A
and wait for the result.

(f) (Popping from Stack) Pop the set of the suspended goal B , the suspended plans,
and the suspended action (if it exists) from the stack for suspended goals.

(g) (Plan Resumption) Restart the plan execution algorithm (Algorithm 2) for B , in-
putting the suspended plans and the suspended action (if it exists) with B .

The following algorithm shows how to process normal goals. As explained be-
fore, normal goals are kept in a waiting goal list and the planning agent handles
them sequentially as usual.

Algorithm 4 (Normal Goal Handling)

1. A normal goal A is given as an input.

2. Add A to the waiting goal list as the last element.

3. Wait till A becomes the first element of the waiting goal list and no goal is being pro-
cessed by Algorithm 2, and the stack for suspended goals becomes empty.

4. Remove A from the waiting goal list.

5. Start the plan execution process (Algorithm 2) for A.

6 Stratified Multi-agent Interruption Planning

In stratified multi-agent planning systems, the parent planning agent executes a
rough plan by giving subgoals (Dactions of the parent planning agent) to its child
planning agents. Given a subgoal, the child planning agents make and execute a
detailed plan. For the parent planning agent, the child planning agents are just
action executors, and the parent planning agent does not know how its action ex-
ecutors or child planning agents are implemented. Given a subgoal from the parent
planning agent, the child planning agent starts planning and plan execution using
Algorithm 2. It is the parent planning agent who decides to start, suspend, and re-
sume planning and plan execution for each goal. Therefore, the child planning agent
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does not use Algorithms 3 and 4. On-line planning in a stratified multi-agent system
is researched in [9]. However, interruption planning has not been incorporated into
stratified multi-agent systems.

In stratified multi-agent systems, an action of the parent agent corresponds to a
whole plan of the child planning agent. Therefore, it is important to suspend mean-
ingless action execution. As shown in Fig. 7 (compare with Fig. 2), a plan suspension
instruction from the parent planning agent causes another action suspension of the
child planning agent. Similarly, a plan resumption (or clearance) instruction causes
another action suspension (respectively, clearance) of the child planning agent. The
following algorithm shows how this can be done. In the same way, it is possible to
use a grandchild planning agent which is a child of the child planning agent. It is also
possible for the parent planning agent to have more than two child planning agents.
However, because Dynagent does not execute actions in parallel, two child plan-
ning agents do not work at the same time. When the following algorithm changes
the status of the goal to “suspended,” the plan execution process (Algorithm 2) is
finished.

Algorithm 5 (Subplan Suspension)

1. (Instruction Input) A suspension instruction of the current goal G is given as an input
(from the parent planning agent.)

2. Change the status of G to “suspended.”

3. (Action Suspension) If an action is being executed, ask the action executor if it is possible
to suspend the action that is being executed. If the action can be suspended, then tell the
action executor to suspend the action execution.

4. (Plan Suspension) Wait till the plan execution process (Algorithm 2) for G is finished
and receive the suspended plans and the suspended action (if it exists.)

5. (Pushing to Stack) Push the set of the suspended goal G, the suspended plans, and the
suspended action (if it exists) to the stack for suspended goals.

6. (Instruction Waiting) Wait for the resumption or state clearance instruction of G from
the parent planning agent.
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7. (Popping from Stack) Pop the set of the suspended goal G, the suspended plans, and the
suspended action (if it exists) from the stack for suspended goals.

8. (State Clearance) When receiving the state clearance instruction of G, abandon the
suspended goal, the suspended plans, and the suspended action and tell the action ex-
ecutor to abandon the recorded state for the action resumption.

9. (Plan Resumption) When receiving the resumption instruction ofG, restart the plan exe-
cution algorithm (Algorithm 2) for G, inputting the suspended plans and the suspended
action (if it exists) with G.

7 Experiments

This section evaluates the efficiency of replanning when resuming the suspended
plans by means of experiments based on the museum guide scenario explained in
Section “Museum Guide Scenario”. However, it is not the aim of the experiments
to measure the efficiency of route planning. Our planning algorithm can be used for
other purposes.

We use two stratified planning agents. The parent planning agent is in charge of
the area movement planning and makes a plan to move from one area to another.
(See Fig. 1.) The parent planning agent tells the child planning agent to execute the
action to move to the next area or a node inside an area. The child planning agent
is in charge of the node movement inside an area and makes a plan to move from
one node to another. When moving to the next area, the child planning agent also
updates the area map in the memory, following the instructions from the parent plan-
ning agent. For the planning agent, the child planning agent is an action executor.
We assume that the doors are always open. However, these agents can dynamically
change the plans, as shown in [9], if a door on the route is closed during the plan
execution, but that is not what we wish to show in this chapter.

Initially the robot is at n40 in area8. We give the goal to go to n1 in area1 to the
parent planning agent. While the robot is moving from n40 in area8 to n35 along
arc59, we give an emergency goal to go to another place (n38 in area8 or n28 in
area4 or n29 in area7). After executing an emergency plan and visiting the node, the
parent planning agent resumes the initial plan to go to n1 in area1. We measure this
replanning time for the plan resumption. We compare the naive replanning method
to plan from scratch and our on-line replanning method. We measure this replan-
ning time for the plan resumption. Ideally, we would like to compare our on-line
interruption planning technique with other on-line interruption planning techniques.
However, because the concept of interruption planning is new, our agent is the only
on-line interruption planning agent.

We conducted similar experiments. Initially the robot is at n1 in area1. We give
the goal to go to n40 in area8 to the parent planning agent. While the robot is moving
from n1 in area1 to n6 along arc5, we give an emergency goal to go to another place
(n13 in area2 or n4 in area1 or n12 in area3). After executing an emergency plan
and visiting the node, the parent planning agent resumes the initial plan to go to n40
in area8. We measure this replanning time for the plan resumption.
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Table 1 Total replanning time
Starting Initial Place of Emergency On-line Naive
point destination interruption destination replanning replanning
n40(area8) n1(area1) arc59(area8) n38(area8) 0.06 sec 0.52 sec
n40(area8) n1(area1) arc59(area8) n28(area4) 0.22 sec 0.41 sec
n40(area8) n1(area1) arc59(area8) n29(area7) 0.05 sec 0.35 sec
n1(area1) n40(area8) arc5(area1) n13(area2) 0.29 sec 0.56 sec
n1(area1) n40(area8) arc5(area1) n4(area1) 0.04 sec 0.44 sec
n1(area1) n40(area8) arc5(area1) n12(area3) 0.07 sec 0.38 sec

We compare our on-line replanning method with the naive replanning method
to plan from scratch. Each experiment was conducted three times and the average
time is shown in Table 1. The agent system is implemented in Java and the plan-
ner that the planning agents use is implemented in Prolog and Java. We used a PC
(Windows XP) equipped with a Pentium4 2.8 GHz and 512 MB of RAM.

Table 1 shows the total replanning time of the parent planning agent and the child
planning agent. Our on-line replanning method is twice as efficient as the naive
replanning method when the parent planning agent needs to modify the plan. When
the parent planning agent does not need to correct the plan, our on-line replanning
method is much faster than the naive replanning approach.

8 Related Work

Integration of deliberation and reaction has been an important subject of research
to realize autonomous agents working in dynamic environments. While executing
a plan for a goal, even the deliberative agent needs to react to an unexpected event
or situation in the case of an emergency. Normally, when combining plan execution
and reaction, the agent does not plan to react, and the reaction does not change
the world greatly. On the other hand, in our approach, the agent does plan for an
emergency goal, and the emergency plan might change the world greatly.

One way [11] of combining plan execution and reaction is to repeat the follow-
ing cycle: 1. observe; 2. react if necessary; 3. update the plan; 4. act following the
plan; 5. go to 1. It seems that the agent can react to the changing world while exe-
cuting a plan. However, this algorithm does not take into account the time for action
execution. If it takes time to act, the agent cannot react quickly as long as we use
this algorithm.

Another way of solving this problem is to use the idea of layered architecture [2]
where the (higher-level) deliberative planning agent controls the (lower-level) action
executor. Here, the planning agent and the action executor are working concurrently.
Therefore, the action executor reacts immediately to the world without considering
the plan execution. Unless the reaction causes action failure, the action executor
does not have to report the reaction to the planning agent. In the case of action
failure, the action executor reports it to the planning agent, and the planning agent
replans.
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9 Conclusions

We have introduced the new concept of interruption planning and shown how
interruption planning can be implemented. When receiving an emergency goal, the
agent suspends the current plan execution, generates and executes the emergency
plan as soon as possible, and modifies the suspended plans accordingly. We have
also shown how interruption planning can be implemented in stratified multi-agent
systems. As soon as the planning agent receives an emergency goal, it tries to inter-
rupt unnecessary action execution. In the same way, as soon as the planning agent
receives an emergency goal, it tries to interrupt unnecessary plan execution of its
child planning agent. Our interruption planning is a kind of on-line planning, and
the planning agent keeps and continuously updates the suspended plans. Therefore,
when resuming the plan execution, the agent replans as quickly as our experiments
have shown.

The new concept of interruption planning also combines deliberation and reac-
tion because when the agents quickly make and execute a short emergency plan, the
plan can be regarded as a reaction. Unlike previous approaches to combine deliber-
ation and reaction, where reaction is not produced by deliberation, our interruption
planning combines deliberation and emergency deliberation.
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Chapter 4
Adaptive Ant Colony Optimization
with Cranky Ants

Masaya Yoshikawa

Abstract Ant Colony Optimization (ACO) is the algorithm inspired by the feeding
behavior of ants and its search mechanism is based on the positive feedback rein-
forcement using pheromone communication. This chapter discusses a new adaptive
ACO algorithm and its characteristics are as follows: (1) a novel cranky ant who be-
haves strangely is introduced to strengthen the pressure of diversification, (2) a new
observation technique for the convergence behavior is employed to judge whether it
is trapping at local optimal solution. Experiments using benchmark data prove that
the proposed algorithm with the cranky ants and the observation technique enables
to control the trade-off between intensification and diversification, in comparison
with conventional ACO.

Keywords Ant Colony Optimization � Cranky ant � Adaptive optimization � Inten-
sification and diversification � Convergence behavior

1 Introduction

“Swarm intelligence” is the intelligence that emerges when individuals with sim-
ple intelligence gather to form a population. Ant Colony Optimization (ACO) is
one of the information processing methods developed based on swarm intelligence,
a concept which developed from studying the feeding behavior of ants. Ants se-
crete a volatile chemical substance called pheromone on a route they pass through
during feeding activity. Moreover, while following this pheromone, other ants also
secrete a pheromone. Although each ant acts based on simple rules of (1) following
a pheromone and (2) secreting a pheromone, these pheromones form a complete
route to a feed source, and enable efficient feeding behavior. The mechanism of this
effective route search is shown in Fig. 1:
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a b

Fig. 1 Example of pheromone communication: (a) two routes on initial state and (b) positive
feedback reinforcement using pheromone information

First, the speed of each ant is presumed to be the same and the secreted
pheromone is presumed to evaporate at a fixed rate. As shown in Fig. 1, two
ants secrete a pheromone en route from their nest to a feed. Since route A is shorter
than route B, the amount of evaporated pheromone on route A is smaller than
that on route B; that is, the residual pheromone on route A is larger than that on
route B. Therefore, the following ants select the route on which a larger amount
of pheromone remains, i.e. they will select route A with its shorter distance. This
means a larger amount of pheromone will be added to route A. This is “positive
feedback” in terms of ACO.

ACO represents a general name of the algorithm inspired by this feeding be-
havior of ants. It has been applied to various combinatorial optimization problems
such as the travelling salesman problem (TSP) [1, 2] the floorplanning problem [3],
the quadratic assignment problem [4], and the scheduling problem [5, 6]. The basic
model of the ACO is the ant system (AS) that was proposed by Dorigo et al. [1].
It originally was introduced to solve the shortest route problems on a graph. There-
fore, many ACOs [7,8] applied to TSP are based on the AS. Ant Colony System [2]
is one of the expansion algorithm of AS, and it shows better capability than genetic
algorithm [9, 10] and simulated annealing [11] when applying to TSP. Therefore,
we adopt Ant Colony System as a base algorithm. Hereafter, ACO indicates Ant
Colony System.

In this chapter, we propose a new adaptive ACO algorithm. The characteristics
of the proposed algorithm are: (1) a novel cranky ant who behaves strangely is in-
troduced to prevent from trapping at the local optima (local optimal solution), (2) a
new observation technique for the convergence behavior is adopted to judge whether
it is trapping at local optimal solution.

Thus, the proposed algorithm with the cranky ants and the observation technique
enables to control the trade-off between intensification (exploitation of the previous
solutions) and diversification (exploration of the search space). Experiments using
benchmark data prove effectiveness of the proposed algorithm in comparison with
the conventional ACO.
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Regarding previous work of which ACO is applied to TSP, many works includ-
ing hybrid approach [12] and pheromone control technique [13] have been reported.
G. Shang [12] proposed a hybrid approach which combined ant colony algorithm
with genetic algorithm. S.G. Lee [13] introduced a pheromone control technique us-
ing a curve-fitting algorithm. However, no studies have ever seen, to our knowledge,
adaptive ACO algorithm which introduces the cranky ants.

This chapter is organized as follows: Section 2 describes the search mechanism
of ACO. Section 3 indicates the weak points of ACO in terms of the search per-
formance, and explains the proposed algorithm. Section 4 reports the results of
computer simulations applied to TSP benchmark data. We summarize and conclude
this study in Section 5.

2 Ant Colony Optimization

The search mechanism of ACO utilizes the static evaluation value and the dynamic
one. The static evaluation value called heuristic value is peculiar information of the
target problem, and usually a reciprocal of the distance between cities is adopted as
the heuristic value, when ACO is applied to TSP.

Regarding the selection of ant’s move, the concretely procedure is as follows.
First, the random number q between from 0 to 1 is generated. Next, q is compared
with benchmark (parameter) q0. When q is smaller than q0, the city that has the
largest value of the product of the static evaluation and the dynamic one is selected
as the next destination. This selection rule is called pseudo-random-proportional
rule [2]. Otherwise, ant k in city i selects the move to city j according to probability
pk and it is defined as follows.

pk.i; j / D
Œ�.i; j /� Œ.i; j /�ˇ

P

lDnk
Œ�.l; j /� Œ.l; j /�ˇ

(1)

Where, �.i; j / is a pheromone amount between city i and city j , .i; j / is a recip-
rocal of the distance between city i and city j , ˇ is a parameter which controls the
balance between static evaluation value and dynamic one, and nk is a set of un-visit
cities. Therefore, the selection probability is proportional to the product of the static
evaluation and the dynamic one as shown in Fig. 2.

Moreover, a pheromone amount on each route is calculated by using two
pheromone update rules. One is local update rule and the other is global update
rule. The local update rule is applied to the route which is selected by Eq. 1, and it
is defined as follows.

�.i; j / .i �  /�.i; j /C  �0 (2)
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Fig. 2 Example of the selection probability

Where,  is a decay parameter in local update rule, �0 is the initial value of
pheromone. Following the local update rule, whenever an ant selects a route, the
amount of pheromone on the route is updated. As shown in Eq. 2, when the amount
of pheromone on the selected route is small, it increases. By contrast, when the
amount of pheromone on the selected route is large, it decreases. In other words, the
local update rule makes the amount of pheromone close to the initial value of �0.

The global update rule adds pheromone to the best tour (the completed route) of
all tours. The best tour usually indicates the shortest tour. The global update rule is
defined as follows.

�.i; j / .i � �/�.i; j /C ���.i; j / (3)

��.i; j / D

	
1 = LC if .i; j / 2 TC

0 otherwise

�

(4)

Where, TC is the best tour, and LC is the distance of the best tour.

3 Adaptive Cranky Ant

In a search using meta-heuristics, the balance between diversification and intensifi-
cation of the search is important to improve the searching ability. If the pressure of
intensification is strong, only the near neighbor of a certain solution will be searched
for; i.e. this search method is easily led towards the local optimal solution. On the
contrary, if the pressure of diversification of the search is strong, this search method
will be similar to a random search.
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In a search using ACO, the pseudo-random-proportional rule, the global update
rule and the positive feedback reinforcement using pheromone information work in
favor of intensification, and the local update rule favors diversification. Thus, the es-
cape from the local optimal solution is more difficult than the other meta-heuristics.
Therefore, by adding the pressure of diversification, the solution searching success
is expected to improve further. Here, the observation technique for the convergence
behavior and the escape technique from the local optimal solution are important to
add the pressure of diversification.

Regarding the observation technique for the convergence behavior, the proposed
algorithm utilizes a transition of the distance of the best tour (the shortest tour).
A period of which each ant builds a tour represents one generation. The proposed
algorithm judges to be trapped at the local optimal solution if the best tour is not
improved across several generations. In contrast, it judges not to be trapped at the
local optimal solution while the best tour is improved.

Regarding the escape technique from the local optimal solution, the proposed
algorithm newly introduces a cranky ant. Usually, the ant selects the route which
is short distance and has a lot of pheromones as shown in Eq. 1. The route which
has a lot of pheromones indicates the many-selected route. The cranky ant adopts
a reciprocal of the pheromone amount as the dynamic evaluation in the contrary.
Thus, the cranky ant chooses the route with few pheromones as shown in Fig. 3.

In other words, the cranky ant selects the route which has not been selected. It
enables to change the searching area, and to escape from the local optimal solution
as shown in Fig. 4. Using the observation technique and the escape technique, the
proposed algorithm achieves the control of the trade-off between intensification and
diversification. Specifically, the cranky ants increase when the proposed algorithm
judges to be trapped at the local optimal solution. In the proposed algorithm, the
normal ants decrease when the cranky ants increase because the total number of
ants is constant. Figure 5 shows the relationship between the local optimal solution
and the number of the cranky ants.

Fig. 3 Example of selection of the cranky ant
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Fig. 4 Example of the escape
of local optimal solution

Fig. 5 Example of relationship between the local optimal solution and the number of the
cranky ants

4 Experiments and Discussions

To evaluate the proposed algorithm, we conducted several experiments in compari-
son with the conventional ACO. The experimental platform is Pentium Core 2 Duo
with 2G byte memory and the program is described by C language. As experimental
data, the travelling salesman library (TSP.LIB) benchmark data of 51 cities (eil51)
and that of 100 cities (kroA100) are used. The number of the cranky ants at the
initial generation is the several kinds in these experiments.
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4.1 Evaluation for Searching Performance

First, we evaluate the searching performance of the proposed algorithm. Exper-
imental results of 10 trials are shown in Tables 1–4. In these tables, #cranky
indicates the number of the cranky ants, #normal indicates that of the normal ants,
and the value with squares brackets represents the optimal solution in each bench-
mark data. The parameter q is different in both experiments. The parameters of
Tables 1 and 2 are 0.25, that of Tables 3 and 4 are 0.50, respectively.

As shown in both tables, the proposed algorithm found the optimal solution,
although the conventional ACO couldn’t find it in the case of KroA100. When the
ratio of “the number of normal ants” and “the number of cranky ants” was 4:1, the
best result was obtained in a small-scale problem, eil51. When the ratio was 1:1,
the best result was obtained in a medium-scale problem, KroA100.

These results indicate that since it is more easily led towards the local optimal
solution as the scale of a problem increases, strengthening the pressure of diversifi-
cation (an increase in the number of cranky ants) is an important factor in improving
solution searching ability.

Table 1 Results of eil51 using parameter q D 0:25

# Ants Best Worst
Conventional ACO # normal: 51 # cranky: 0 [426] 433
ACO with cranky # normal: 41 # cranky: 10 427 437

ants (constant) # normal: 26 # cranky: 25 427 438
# normal: 10 # cranky: 41 428 459

ACO with Cranky # normal: 41 # cranky: 10 [426] 432
ants (adaptive) # normal: 26 # cranky: 25 427 441

# normal: 10 # cranky: 41 437 459

Table 2 Results of KroA100 using parameter q D 0:25

# Ants Best Worst
Conventional ACO # normal: 100 # cranky: 0 21,792 22,458
ACO with cranky # normal: 80 # cranky: 20 21,406 22,601

ants (constant) # normal: 50 # cranky: 50 [21,282] 21,543
# normal: 40 # cranky: 60 [21,282] 21,706
# normal: 20 # cranky: 80 21,476 22,547

ACO with cranky # normal: 80 # cranky: 20 21,370 21,767
ants (adaptive) # normal: 50 # cranky: 50 [21,282] 21,470

# normal: 40 # cranky: 60 [21,282] 21,877
# normal: 20 # cranky: 80 21,597 22,824
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Table 3 Results of eil51 using parameter q D 0:50

# Ants Best Worst
Conventional

ACO
# normal: 51 # cranky: 0 [426] 433

ACO with cranky # normal: 41 # cranky: 10 [426] 435
ants (constant) # normal: 26 # cranky: 25 427 440

# normal: 10 # cranky: 41 430 452
ACO with cranky # normal: 41 # cranky: 10 [426] 432

ants (adaptive) # normal: 26 # cranky: 25 428 444
# normal: 10 # cranky: 41 434 476

Table 4 Results of KroA100 using parameter q D 0:50

# Ants Best Worst
Conventional ACO # normal: 100 # cranky: 0 21,678 22,211
ACO with cranky # normal: 80 # cranky: 20 21,540 21,821

ants (constant) # normal: 50 # cranky: 50 [21,282] 21,694
# normal: 40 # cranky: 60 [21,282] 22,095
# normal: 20 # cranky: 80 21,505 22,587

ACO with cranky # normal: 80 # cranky: 20 21,340 21,635
ants (adaptive) # normal: 50 # cranky: 50 [21,282] 21,694

# normal: 40 # cranky: 60 [21,282] 21,646
# normal: 20 # cranky: 80 21,453 23,229

Table 5 Run time of “one iteration” on eil51 using parameter q D 0:25

# Ants Time (s)
Conventional ACO # normal: 51 # cranky: 0 0.010527
ACO with cranky # normal: 41 # cranky: 10 0.010963

ants (constant) # normal: 26 # cranky: 25 0.010583
# normal: 10 # cranky: 41 0.011014

ACO with cranky # normal: 41 # cranky: 10 0.010473
ants (adaptive) # normal: 26 # cranky: 25 0.010719

# normal: 10 # cranky: 41 0.010279

4.2 Evaluation for Processing Time

Next, we evaluate the processing speed of the proposed algorithm, using different
parameter values. The run time is evaluated in a similar way to the experiments for
evaluating performance; ten trials were performed for each case, in which the value
of parameter q was set to be either 0.25 or 0.5. Tables 5–8 show the experimental
results.

Each table shows the time required for “one iteration”. Here, “one iteration”
is defined as “a series of processing steps until the global update rule is applied
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Table 6 Run time of “one iteration” on KroA100 using parameter
q D 0:25

# Ants Time (s)
Conventional ACO # normal: 100 # cranky: 0 0.035715
ACO with cranky # normal: 80 # cranky: 20 0.036565

ants (constant) # normal: 50 # cranky: 50 0.036155
# normal: 40 # cranky: 60 0.036313
# normal: 20 # cranky: 80 0.036456

ACO with cranky # normal: 80 # cranky: 20 0.037322
ants (adaptive) # normal: 50 # cranky: 50 0.036017

# normal: 40 # cranky: 60 0.036924
# normal: 20 # cranky: 80 0.037424

Table 7 Run time of “one iteration” on eil51 using parameter q D 0:50

# Ants Time (s)
Conventional

ACO
# normal: 51 # cranky: 0 0.010614

ACO with cranky # normal: 41 # cranky: 10 0.011356
ants
(constant)

# normal: 26 # cranky: 25 0.010659

# normal: 10 # cranky: 41 0.010925
ACO with cranky # normal: 41 # cranky: 10 0.009825

ants
(adaptive)

# normal: 26 # cranky: 25 0.009766

# normal: 10 # cranky: 41 0.009851

Table 8 Run time of “one iteration” on KroA100 using parameter
q D 0:50

# Ants Time (s)
Conventional ACO # normal: 100 #cranky: 0 0.035170
ACO with cranky # normal: 80 #cranky: 20 0.037300

ants (constant) # normal: 50 #cranky: 50 0.036624
# normal: 40 #cranky: 60 0.036998
# normal: 20 #cranky: 80 0.036495

ACO with cranky # normal: 80 #cranky: 20 0.037480
ants (adaptive) # normal: 50 #cranky: 50 0.037846

# normal: 40 #cranky: 60 0.037425
# normal: 20 #cranky: 80 0.037658

to the best travelling route after each ant has completed one travelling route”. As
shown in these tables, even when cranky ants and the observation technique for the
convergence behavior were introduced, there was no significant difference in the
processing time.
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4.3 Evaluation for Adaptive Optimization

Finally, we verify the validity of the technique of which the number of cranky ants is
adaptively changed. In the verification, KroA100 is used as the objective problem,
and 50 normal ants and 50 cranky ants are employed.

Figure 6 shows the changes in the evaluation value, the number of normal ants,
and the number of cranky ants.

As shown in Fig. 6, although the evaluation value significantly improved from
the initial generation to approximately the 50th generation, the solution did not im-
prove after the 50th generation to approximately the 200th generation. Regarding
the number of ants, the number of normal ants decreased and that of cranky ants
increased just after the 150th generation.

The reason for this is that the proposed algorithm regarded the search as con-
verged after approximately the 50th generation. In other words, the proposed
algorithm judged to be trapped on the local optimal solution.

Thus, by increasing the number of cranky ants, the proposed algorithm escaped
from the local solution at approximately the 200th generation. Since the proposed
algorithm judged to be trapped on the local optimal solution again after the 400th
generation, the number of cranky ants was gradually increased until the algorithm
provided an escape from the local optimal solution. This occurred, and the global
optimal solution was obtained, near the 900th generation.

In the proposed algorithm, the number of the cranky ants has increased as the
generation advances. It means that the cranky ants work to expand the searching

Fig. 6 Relationship between the total distance and the transition of the number of the normal ants
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area. Thus, the proposed algorithm enables to improve the searching performance,
and it achieves to control the trade-off between intensification and diversification
effectively.

5 Conclusion

In this chapter, we proposed a new adaptive ant colony optimization algorithm. It
is newly introduced two techniques: the observation technique for the convergence
behavior, and the escape technique from the local optimal solution. The observation
technique utilized the transition of evaluation, and the escape technique employed
the cranky ant which works to strengthen the pressure of diversification. These tech-
niques enabled the search to prevent from trapping at the local optimal solution and
achieved the control of the trade-off between intensification and diversification. Ex-
periments using benchmark data proved the effectiveness of the proposed algorithm
in comparison with the conventional ACO.

In relation to future work, experiments using large scale data are the most impor-
tant priority. We will also apply it to other combinatorial optimization problems.
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Chapter 5
A Kind of Cascade Linguistic Attribute
Hierarchies for the Two-Way Information
Propagation and Its Optimisation

Hongmei He and Jonathan Lawry

Abstract A hierarchical approach, in which a high-dimensional model is
decomposed into series of low-dimensional sub-models connected in cascade,
has been shown to be an effective way to overcome the ‘curse of dimensionality’
problem. We investigate a cascade linguistic attribute hierarchy (CLAH) embedded
with linguistic decision trees (LDTs), which can present two-way information prop-
agations. The upwards information propagation forms a process of cascade decision
making, and cascade transparent linguistic rules represented by a cascade hierar-
chy will be useful for analyzing the effect of different attributes on the decision
making in a special application. The downwards information propagation presents
the constraints to low-level attributes for a given high-level goal threshold. Noisy
signals can be thrown out in low level, which could protect from information traffic
congestion in wireless sensor networks. A genetic algorithm with linguistic ID3 in
wrapper is developed to find optimal CLAHs. Experimental results have shown that
an optimal cascade hierarchy of LDTs can not only greatly reduce the number of
rules when the relationship between a goal variable and input attributes is highly
uncertain and nonlinear, but also achieve better performance in accuracy and ROC
curve than a single LDT.

Keywords Cascade linguistic attribute hierarchy � Upwards propagation � Down-
wards propagation � Cascade decision making � Genetic algorithm in wrapper
� Linguistic ID3

1 Introduction

It is required to have an integrated treatment of uncertainty and fuzziness when
modeling the information propagation from low-level attributes to high-level goal
variables. One of the main drawbacks to fuzzy modeling of systems is known as the
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‘curse of dimensionality’, which is the exponential growth in the number of possible
fuzzy rules as a function of the dimension of model input space. A hierarchical ap-
proach in which, the original high-dimensional model is decomposed into series of
low-dimensional sub-models connected in cascade, has been shown to be an effec-
tive way to overcome this problem since it provides a linear growth in the number of
rules and parameters as the input dimension increases [12]. Campello and Amaral
presented a unilateral transformation that converts the proposed hierarchical model
into a mathematically equivalent non-hierarchical one [2].

As a result of the uncertainty and non-linear relationship between different
attributes and a goal variable, different cascade hierarchies will have different per-
formance on decision making procedures. In this paper, we propose a cascade
hierarchy approach embedded with LDTs representing transparent rules, and de-
scribe the process of information propagation through a cascade hierarchy. We then
develop a genetic algorithm with the Linguistic ID3 (LID3) [10] algorithm in wrap-
per to optimise cascade hierarchies. The experiments are performed on benchmark
databases from the UCI Machine Learning Repository.

2 Label Semantics

Label semantics [5, 6] proposes two fundamental and inter-related measures of the
appropriateness of labels as descriptions of an object or value. Given a finite set of
labels L from which can be generated a set of expressions LE through recursive
applications of logical connectives, the measure of appropriateness of an expres-
sion � 2 LE as a description of instance x is denoted by �� .x/ and quantifies the
agent’s subjective belief that � can be used to describe x based on his/her (partial)
knowledge of the current labeling conventions of the population. When faced with
an object to describe, an agent may consider each label in L and attempt to identify
the subset of labels that are appropriate to use. Let this set be denoted by Dx . In
the face of their uncertainty regarding labeling conventions the agent will also be
uncertain as to the composition of Dx , and this is quantified by a probability mass
function mx W 2L ! Œ0; 1� on subsets of labels.

Unlike linguistic variables [13], which allow for the generation of new label sym-
bols using a syntactic rule, label semantics assumes a finite set of labels L. These are
the basic or core labels to describe elements in an underlying domain of discourse
�. Based on L, the set of label expressions LE is then generated by recursive ap-
plication of the standard logic connectives as follows:

Definition 1. Label Expressions
The set of label expressions LE of L is defined recursively as follows:

� If L 2 L, then L 2 LE:
� If �; ' 2 LE; then :�; � ^ '; � _ ' 2 LE:
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A mass assignment mx on sets of labels then quantifies the agent’s belief that any
particular subset of labels contains all and only the labels with which it is appropriate
to describe x.

Definition 2. Mass Assignment on Labels
8x 2 � a mass assignment on labels is a function mx W 2L ! Œ0; 1� such thatP
S�Lmx .S/ D 1:

Now depending on labeling conventions there may be certain combinations of labels
which cannot all be appropriate to describe any object. For example, small and large
cannot both be appropriate. This restricts the possible values of Dx to the following
set of focal elements:

Definition 3. Set of Focal Elements
Given labels L together with associated mass assignment mx W 8x 2 �, the set of
focal elements for L is given by:

F D fS � L W 9x 2 �; mx .S/ > 0g (1)

The appropriateness measure,�� .x/, and the massmx are then related to each other
on the basis that asserting ‘x is � ’ provides direct constraints on Dx . For example,
asserting ‘x isL1^L2’, for labelsL1; L2 2 L is taken as conveying the information
that both L1 and L2 are appropriate to describe x so that fL1; L2g � Dx . Similarly,
‘x is :L’ implies that L is not appropriate to describe x so L … Dx . In general
we can recursively define a mapping � W LE ! 22

L
from expressions to sets of

subsets of labels, such that the assertion ‘x is � ’ directly implies the constraint Dx 2
� .�/ and where � .�/ is dependent on the logical structure of � . For example, if
L D flow; medium; highg then �.medium^:high/ D fflow;mediumg; fmediumgg
corresponding to those sets of labels which include medium but do not include high.
Hence, the description Dx provides an alternative to Zadeh’s linguistic variables in
which the imprecise constraint ‘x is � ’ on x, is represented by the precise constraint
Dx 2 �.�/, on Dx .

Definition 4. �-mapping � W LE ! 2F is defined recursively as follows:
8�; ' 2 LE

� 8Li 2 L �.Li / D fF 2 F W Li 2 F g
� �.� ^ '/ D �.�/ \ �.'/

� �.� _ '/ D �.�/ [ �.'/

� �.:�/ D �.�/c

Therefore, based on the �-mapping we define the appropriateness measure as below:

Definition 5 (Appropriateness Measure). Appropriateness measure ��.x/ is eval-
uated as the sum of mass assignment mx over those subsets of labels in �� .x/, i.e.,
8� 2 LE;8x 2 �;��.x/ D

P
F 2�.�/mx.F /.

For example, if L D flow.l/;medium.m/; high.h/gwith focal sets fflg, fl; mg, fhgg
and � D l ^ :m, then
�l^:m.x/ D

P
F Wl2F;m 62F mx.F / D mx.flg/.
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3 A Cascade Linguistic Attribute Hierarchy

3.1 Definition of a Cascade Hierarchy

The process of aggregation of evidence in multi-attribute decision problems based
on attributes x1; : : : ; xn can be viewed as a functional mapping between a high
level variable y and input attributes, y D f .x1; : : : ; xn/, which is often dynamic
and nonlinear, and may be imprecisely defined. In some cases, the function f may
be approximated by a composition of lower dimensional sub-functions, forming a
cascade hierarchy (a binary tree). Each sub-function represents a new intermediate
attribute. Figure 1 shows a simple cascade hierarchy. There are n � 1 intermediate
attributes produced. The last intermediate attribute zn�1 corresponds to the goal
variable y. The cascade relationship is expressed as following:

zi D
	
F1.x1; x2/ i D 1;

Fi .zi�1; xiC1/ n > i > 1:
(2)

As proposed in [7], in a linguistic attribute hierarchy, function mappings between
parent and child attribute nodes are defined in terms of weighted linguistic rules
which explicitly model both the uncertainty and vagueness which often charac-
terises our knowledge of such aggregation functions. These rules will be defined
as conditional expressions in the label semantics framework [6] weighted by con-
ditional probabilities. For each attribute, a set of labels and subsequent label ex-
pressions is defined. We assume that expressions describing a parent attribute can
be (imprecisely) defined in terms of a description of its children. Let Li , �i and Fi
denote the set of labels, a label expression and focal sets respectively, defined for
attribute xi for i D 1; : : : ; n. Similarly, let Ly , �y and Fy denote the label set, a
label expression and focal set for describing the goal variable y, respectively.

More precisely, the weighted conditional rules can take the form of an LDT. In an
LDT, the nodes are attributes, and the edges are label expressions describing each
attribute. The depth of an LDT with two input attributes is at most 2. A branch B
is a conjunction of expressions �1 ^ �2, where �1 and �2 are the label expressions
of the two edges on the branch B , respectively. Each branch also is augmented
by a set of conditional mass values m.F jB/ D P.Cx D F jB/, for each output
focal element F 2 Fy . Then the rules corresponding to the branch B would be:
�1 ^ �2 ! F W m.F jB/ for each focal element F 2 Fy .

Fig. 1 A cascade hierarchy
of LDTs

y

LDT1 LDT2 LDT3

x1

x2 x3 x4

z1 z2
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3.2 Upwards Propagation of Information

The upwards propagation of information through a cascade hierarchy of Linguistic
Decision Trees (LDTs) based on label semantics forms a process of cascade de-
cision making. Figure 1 shows the process of bottom-up information propagation
through the cascade hierarchy. The only information available regarding the map-
pingsF1; F2 andF3 is in the form of decision treesLDT1; LDT2 andLDT3, which
define mapping functions for z1 in terms of those for x1 and x2, for z2 in terms of
those for z1 and x3, and for y in terms of those for z2 and x4.

However, it is not easy to define the labels for intermediate attributes in terms of
their children, as the intermediate attributes are not directly related to basic attributes
in the system [2]. Therefore, we suppose all intermediate attributes are approxi-
mations of the decision variable y with the same domain and description labels.
According to Jeffrey’s rule [4], given an LDT, the mass assignment of the decision
variable can be calculated by:

mzi .Fy/ D

tiX

jD1

��1.zi�1/ 	 ��2.xiC1/ 	m.Fy jBij /; (3)

where, Bij is the j th branch in the i th LDT, and �� .x/ is appropriateness measure,
quantifying the degree of our belief that label expression � is appropriate for x [6].
The appropriateness measure can be calculated with mass assignments of attribute
x according to Definition 5.

Information is propagated along the cascade LDTs from low level to high level.
For the example in Fig. 1, given mass functions mx1 , mx2 ,mx3 , and mx4 , the mass
function mz1 is determined by propagating mx1 and mx2 through LDT1, mz2 is de-
termined by propagatingmz1 andmx3 throughLDT2, and finally,my is determined
by propagating mz2 and mx4 through decision tree LDT3 (see Fig. 2).

Here we consider only classification problems where the goal variable y belongs
to the finite set of classes fC1; : : : ; Ctg. In this case, F D ffC1g; : : : ; fCtgg, and for
input vector Ex, my.fCig/ D P.Ci jEx/.

3.3 Downwards Propagation of Information

Given a high-level goal of the form ‘y is � ’, for � 2 LEy , the aim of downward
propagation is to identify low-level constraints on x1; : : : ; xn by identifying those
combinations of attribute values relevant to this goal.

Fig. 2 The cascade upwards
information propagation

mz1

mx1 mx2 mx3 mx4

mz2 my



58 H. He and J. Lawry

Given a cascade linguistic hierarchy, we recursively trace the regions of all
attributes from top to bottom, according to the requirement �� .B/ � ˛, where
�� .B/ D

P
F 2Fy m.F jB/ and ˛ is a threshold value in Œ0; 1�. If the attribute is

an intermediate attribute, then further trace the regions of the attributes in the LDT
whose output attribute is the intermediate attribute. The task for tracing the regions
of attributes in an LDT is to identify the branches in the LDT for which the proba-
bility of a high-level goal exceeds the given threshold. This results in a disjunction
B1 _ B2 _ � � � _ Bm of branches. Each of these branches is a conjunction of de-
scriptions of attributes at the next lower level of the hierarchy Bi D �Ti�1 ^ �k . A
conjunct for an intermediate attribute in each branch is then treated as a new goal
and replaced by an equivalent disjunction, and the above process can be iterated
down the cascade hierarchy. The top level is goal variable y (i.e., Tn�1, for n basic
attributes). LEj is the label expression for branch Bj with two edges. �Ti is the
label expression of the intermediate attribute for the LDT Ti , �k is the label expres-
sion of a basic attribute in Ex D fx1; : : : ; xng. Algorithm 1 shows the pseudo code of
the downwards algorithm.

Algorithm 1 Downwards propagation(H ,� ,˛)
1: i D n� 1, LE D �Ti D � ;
2: while i > 0 do
3: for (each branch Bj in Ti of H ) do
4:  i D nul l ;
5: E=evaluate(��.Ti jBj / � ˛)
6: if (E is true) then
7: LEj D �Ti�1 ^ �k ;
8:  i D  i _ LEj ;
9: end if

10: end for
11:  i replaces the �Ti in LE;
12: i D i � 1;
13: end while

4 GA in Wrapper to Optimise Cascade Hierarchies

4.1 Chromosomes and Reproduction

To learn a linguistic cascade hierarchy, we develop a genetic algorithm as a search
agent with the LID3 as an induction algorithm in wrapper. For the optimisation
of cascade hierarchies with n attributes, the size of whole search space is nŠ

2
. The

performance of different hierarchies is judged on the basis of the accuracy for the
given classification task.
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Fig. 3 Two-point order
crossover
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Chromosomes The purpose of a GA is to evolve a population of potential solutions
each corresponding to the cascade hierarchies in a multiple-attribute space. There-
fore, the GA in wrapper approach conducts a search in the space of possible cascade
hierarchies. Different attribute orderings define different cascade hierarchies. So we
define any possible permutation of all attributes, � D fx1; : : : xng, and � ! H as a
genome of the genetic algorithm.

Reproduction We use “roulette-wheel” selection, according to which, an individ-
ual with better fitness has higher probability of being selected. The probability that
hierarchy Hi is selected is given by the nominalised fitness:

pi D
fi .Hi /

P�
jD1 fj .Hj /

: (4)

A one-elitism strategy is included since it keeps the current best individual in the
next generation, and speeds up the convergence of the evolution process. On the
other hand, in order to keep the diversity of solutions, a random hierarchy is gener-
ated in each generation.

We use two-point order crossover as follows (Fig. 3): two parental permutations,
�1 and �2, are chosen randomly depending on the probability chosen in 4. A con-
tinuous interval of the permutation �1 is chosen, and also an interval starting at the
same position and of the same length from �2. The two parameters, ‘starting po-
sition’ and ‘length of interval’, are produced randomly. Two new permutations, � 01
and � 02, are created such that � 01 contains the interval from �2 with the rest being the
other elements of �1 in the same order as they appeared in �1. � 02 contains the in-
terval from �1 with the rest being the other elements of �2 in the order as they were
in �2 (Fig. 3). Mutation, which is the swapping of two randomly picked elements
of a permutation, is carried out with some probability (m rate) on each child in the
population.

4.2 Evaluation and Termination Criteria

Here we only consider binary classification problem with two classes ‘+’ and ‘�’.
First, we investigate the ordinary accuracy on a threshold, which is the ratio of
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the number of correct classifications to the number of testing samples. When the
estimated probability p.C jEx/ (equivalent to my.fC g/) that a sample with measure-
ment vector Ex belongs to class C is larger than a threshold ˛, then that sample is
classified as C . Conventionally we use 0.5 as a threshold. Here we consider two
measures of accuracy, integrated accuracy and the area under ROC curve, which
measures how well the classifier separates the two classes without reference to a
decision threshold. The closer the ROC plot is to the upper left corner, the higher
the ordinary accuracy of the test results.

For each possible threshold ˛ for discriminating between the two classes, some
positive cases will be correctly classified as positive (TP˛ = number of True Posi-
tive), but some positive cases will be estimated as negative (FN˛ = number of False
Negative). On the other hand, some negative cases will be correctly classified as neg-
ative (TN˛ = number of True Negative), but some negative cases will be classified
as positive (FP˛ = number of False Positive).

Accuracy For a decision maker, the Ordinary Accuracy (A˛) over a threshold
˛ can be calculated as below:

A˛.H/ D
TP˛ C TN˛

M ; (5)

where, M is the number of test examples. In order to reduce the sensitivity to the
threshold ˛, we define the integrated accuracy to be the integration of accuracies for
all ˛ 2 Œ0:5; 1/ (Formula (6)):

A Q̨ .H/ D
Z 1

0:5

N˛
M d˛ 


�.˛/

M

mX

iD1

N˛i ; (6)

where, the interval [0.5, 1) is divided into m subintervals with constant step length
�.˛/, and where N˛i D TP˛i C TN˛i .

ROC Curve Receiver Operating Characteristic (ROC) analysis originated from
signal detection theory and has been introduced to machine learning in recent
years in order to evaluate algorithm performance in an imprecise environment. It
is claimed [9] that ROC graphs can offer a more robust framework for evaluating
classifier performance than traditional accuracy measure. The true positive rate is
calculated with  D TP

P
. The false positive rate is calculated with � D FP

N
. In a

ROC curve, the true positive rate () is plotted as a function of the false positive
rate (� ) for varying thresholds. Each point on a ROC plot represents a (; � ) pair
corresponding to a particular decision threshold.

Similarly, the integrated accuracy can be defined as the area under ROC curve,
which measures how well the decision maker separates the two classes without ref-
erence to a decision threshold, as follows:

AROC.H/ D
Z 1

0

d� (7)
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Let p.CjEx/ be the estimation of the probability that an instance with measurement
vector Ex is positive. If we rank test instances according to increasing positive prob-
abilities, then the area under the ROC curve (AROC) for a decision making problem
with two classes +,� can be calculated [3] by:

AROC D

PP
iD1 ri � P.P C 1/=2

PN
; (8)

where, P and N are the numbers of positive and negative samples, ri is the rank of
the i th positive instance in the rank list according to the probabilities of the positive
class.

Termination Criteria Termination is an important parameter, which affects the
running time and quality of solutions. Generally it heavily depends on the size of the
chromosome. The maximum generationsmax gen is linear function of the number
of basic attributes. The evolution procedure will be repeated until the maximum
number of generations is reached.

4.3 LID3 Algorithm for the Induction of an LDT

In order to obtain an LAH embedded with LDTs, we need to train in turn all LDTs
in the hierarchy. The LID3 algorithm [10] for training cascade LDTs is a black box
as part of evaluation in the wrapper of the Genetic Algorithm. LID3, an extension
of well-known ID3 algorithm [11], is used to build an LDT based on a given lin-
guistic database. The search is guided by a modified measure of information gain in
accordance with label semantics.

Definition 6 (Branch Entropy). The entropy of branch B, for a given goal variable
belonging to class set C D fC1; : : : ; Ctg, is

E.B/ D �

tX

iD1

P.Ci jB/log2P.Ci jB/ (9)

Given a branch B, suppose xj is expanded to the branch B, then the Expected En-
tropy is defined as follows:

Definition 7 (Expected Entropy).

EE.B; xj / D
X

Fj2Fj

E.B [ Fj /P.Fj jB/: (10)

where, B [ Fj represents the new branch obtained by appending the focal element
Fj to the end of branch B. The probability of Fj given B can be calculated as
follows:
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P.Fj jB/ D

P
Ex2D P.B [ Fj jEx/P
Ex2D P.BjEx/

; (11)

where, P.BjEx/ D �B.Ex/ D ��1.x1/	��2.x2/, �1 and �2 are two label expressions
associated with the two edges in the branch B , and x1 and x2 are incident to the two
edges. Hence, the Information Gain can be calculated by:

IG.B; xj / D E.B/ � EE.B; xj /: (12)

The most informative attribute will form the root of an LDT, and the tree will expand
into branches associated with all possible focal elements of this attribute. For each
branch, the free attribute with maximal information gain will be next node until
the branch reaches the specified maximum depth or the maximum class probability
arrives the given threshold. The process forms a level order traversal.

5 Experiments and Evaluation

Experiment Methodologies All attributes are discretised using an entropy-based
approach into three labels (L D fsmall;medium; largeg), respectively. Each label
corresponds to a trapezoidal fuzzy set, which has 50% overlapping with neighbour-
ing label fuzzy sets. Ten-fold cross validation is used for the experiments. Data is
split into 10 approximate equal partitions. Each one is used in turn for testing while
the remainder is used for training, i.e., 9/10 of data is used for training and 1/10 for
testing. The whole procedure is repeated 10 times. A trained hierarchy is evaluated
using two types of accuracy measure described in Section 4.2. The ordinary accu-
racy is evaluated at threshold 0.5. The area under a ROC curve is calculated with
Formula (8). We examine the quality of cascade decision making and the cost of a
hierarchy, i.e., the total number of branches from all decision trees in a cascade hi-
erarchy, and compare the performance with that of a single LDT providing a direct
mapping between input attributes and a classification variable. The experiments are
carried out on the Pima Diabetes database from UCI machine learning repository.

5.1 On the Pima Diabetes Database

The Pima Database The Pima Indian data set is a well-known benchmark problem
from the UCI repository [1]. The problem relates to incidents of Diabetes melli-
tus in the Pima Indian population living near Phoenix Arizona. The target attribute
is a binary valued decision variable indicating whether or not the patient shows
signs of Diabetes according to World Health Organisation criteria. The database of
Diabetes includes 768 samples, in which, 268 positive instances (with Diabetes),
500 instances without Diabetes. There are 8 basic attributes. Table 1 shows the in-
formation for all attributes.
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Table 1 Attribute information in the database of Pima Diabetes,
including Lower Bounds (LB), Upper Bounds (UB)
xi Description LB UB
x0 Number of times pregnant 0 17
x1 Plasma glucose concentration a 2 h in an oral

glucose tolerance test
0 199

x2 Diastolic blood pressure (mm Hg) 0 122
x3 Triceps skin fold thickness (mm) 0 99
x4 Two-Hour serum insulin (� U/ml) 0 846
x5 Body mass index (weight in kg/(height in m)2) 0 67.1
x6 Diabetes pedigree function 0.078 2.42
x7 Age (years) 21 81
y +/�. + indicates “tested positive for diabetes” 0 1

141312111098

17536042

Fig. 4 Optimal cascade hierarchy H2 for the Pima diabetes database

Table 2 Evaluations
of hierarchies obtained by
GAW on the Pima database

H Aa AQa AROC ˇ

H1 0.747396 0.188281 0.783776 115
H2 0.748698 0.189437 0.790649 115
LDT 0.713542 0.244922 0.769687 1,4845

Solutions and Fitness Values The two orders of attributes corresponding to the
optimal cascade hierarchies (H1 and H2) obtained by the GAW with fitness values
evaluated by Aa and AROC respectively, are: H1: 3, 4, 2, 5, 6, 7, 0, 1; H2: 2, 4, 0,
6, 3, 5, 7, 1 (Fig. 4). Table 2 lists the accuracies at threshold 0.5 (Aa), the integrated
accuracies (AQa), the areas under ROC curves (AROC ) and the numbers of branches
(ˇ) for H1, H2 and the single LDT. It can be seen that H1 and H2 achieve similar
performance in Aa, AQa and AROC . Their performance in Aa and AROC is better
than that of a single LDT, while the single LDT has higher integrated accuracy than
H1 and H2. The branch numbers for H1 and H2 are much less than that for the
single LDT.

Accuracy and ROC Curves Figure 5a and b show the accuracy and ROC curves
for the two hierarchies and the single LDT, respectively. From the accuracy curves
in Fig. 5a, it can be seen that H1 and H2 obtain approximately the same accuracy
curves, and achieve higher ordinary accuracies at threshold 0.5 than the single LDT
does. But the accuracies obtained by H1 and H2 decrease as thresholds increase,
and become smaller than that for the single LDT when thresholds are over 0.65.
Figure 5b shows that the two optimal cascade hierarchies obtain similar ROC curves
to the single LDT, although they have different performance in accuracies.
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Fig. 5 Accuracy and ROC curve for H1, H2, and the single LDT on the Pima database

5.2 On the Wisconsin Breast Cancer Database

The Wisconsin Breast Cancer Database The Wisconsin Breast Cancer (WBC)
database [1] was created by Dr. William H. Wolberg from the University of
Wisconsin Hospitals, Madison [8]. There are 699 samples, in which 458 sam-
ples are Benign, and 241 samples are Malignant. There are nine basic attributes,
and each attribute is with lower bound 1 and upper bound 10. There are 16 instances
that contain a single missing (i.e., unavailable) attribute value. It is claimed that the
best result is 93:7% trained on 200 instances and tested on the other 169 in the first
group of 369 samples with the 1-nearest neighbor approach in [1].

Solutions and Fitness Values The two permutations of attributes corresponding to
the two optimal cascade hierarchies are: H3:6,2,4,3,8,7,5,1,0; H4:6,4,3,8,1,7,5,2,0.
Table 3 lists the accuracies at threshold 0.5 (Aa), the integrated accuracies (AQa), and
the areas under ROC curves (AROC ) and branch numbers (ˇ) for H3, H4 and the
single LDT. The experiment results show that H3 and H4 have similar performance
in ordinary accuracies for different thresholds, and the areas under ROC curves.
They have ordinary accuracies at threshold 0.5 better than a single LDT, but they
lose performance in the integrated accuracy. The best ordinary accuracy at threshold
0.5 is 96.7% obtained by H3. Both algorithms for learning a single LDT and a
cascade hierarchy have computational complexity O.nˇ/, where n is the length of
a branch and ˇ is the total number of branches. Table 3 shows that the number of
branches for the optimal cascade hierarchies H3 and H4 are close to that for the
single LDT. However, for each LDT in a cascade hierarchy, there are only two input
attributes, thus the length of a branch is at most 2. Therefore, the optimal cascade
hierarchies have better computational complexity than the single LDT. Accuracy
and ROC Curves Figure 6a and b show the accuracy and ROC curves for the two
optimal cascade hierarchies and the single LDT, respectively. From the accuracy
curves in Fig. 6a, it can be seen that the ordinary accuracy at threshold 0.5 of H3
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Table 3 Evaluations
of hierarchies obtained by
GAW on the WBC database

H Aa AQa AROC ˇ

H3 0.967096 0.409156 0.985831 100
H4 0.962804 0.408530 0.985867 100
LDT 0.934192 0.441863 0.932976 97
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Fig. 6 Accuracy and ROC curve for H3, H4, and the single LDT on the WBC database

and H4 is better than that for the single LDT, but their ordinary accuracies when the
threshold is larger than 0.6 are worse than for the single LDT. The ROC curves of
H3 and H4 are slightly better than that for the single LDT.

6 Conclusion

In this paper, we investigated a cascade hierarchy of Linguistic Decision Trees for
the two-way information propagation. The upwards propagation forms a process
of cascade decision making, through which, we can study the effect of different
attributes on the decision making for a special application. Conversely, we can iden-
tify and throw out those low-level input vectors that are not located in the regions,
which are obtained through the downwards propagation for the given goal over a
threshold. A genetic algorithm with the training algorithm LID3 in wrapper was
developed to optimise cascade hierarchies for decision making. The optimal cas-
cade hierarchies on the benchmark databases, Pima Diabetes and Wisconsin Breast
Cancer, from UCI machine learning repository achieve better performance in the
ordinary accuracy at threshold 0.5 and in the area under ROC curves than a single
LDT, and the number of rules induced by the optimal cascade hierarchy is much
lower than that of a single LDT, when the relationship between a goal and the in-
put attributes is highly uncertain and nonlinear, although accuracy tends to decrease
with higher thresholds.
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Chapter 6
Simulation Optimization of Practical
Concurrent Service Systems

Tad Gonsalves and Kiyoshi Itoh

Abstract Concurrent service systems are modeled using the Generalized
Stochastic Petri Nets (GSPN) to account for the multiple asynchronous activi-
ties within the system. The simulated operation of the GSPN modeled system is
then optimized using the Particle Swarm Optimization (PSO) meta-heuristic algo-
rithm. The objective function consists of the service costs and the waiting costs.
Service cost is the cost of hiring service-providing professionals, while waiting cost
is the estimate of the loss to business as some customers might not be willing to
wait for the service and may decide to go to the competing organizations. The opti-
mization is subject to the management and to the customer satisfaction constraints.
The tailor-made PSO is found to converge rapidly yielding optimum results for the
operation of a practical concurrent service system.

Keywords Concurrent service systems � Optimization � Meta-heuristics � Swarm
Intelligence � Particle Swarm Optimization

1 Introduction

A service system is a configuration of technology and organizational networks
designed with the intention of providing service to the end users. Practical service
systems include hospitals, banks, ticket-issuing and reservation offices, restaurants,
ATM, etc. The managerial authorities are often pressed to drastically reduce the
operational costs of active and fully functioning service systems, while the system
designers are forced to design (new) service systems operating at minimal costs.
Both these situations involve system optimization.

Any optimization problem involves the objective to be optimized and a set
of constraints [17]. In this study, we seek to minimize the total cost (tangible
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and intangible) to the system. The total cost can be divided into two broad
categories – cost associated with the incoming customers having to wait for the
service (waiting cost) and that associated with the personnel (servers) engaged in
providing service (service cost) [1, 6, 13]. Waiting cost is the estimate of the loss to
business as some customers might not be willing to wait for the service and may
decide to go to the competing organizations, while serving cost is mainly due to the
salaries paid to employees.

Business enterprises and companies often mistakenly “throw” capacity at a prob-
lem by adding manpower or equipment to reduce the waiting costs. However, too
much capacity decreases the profit margin by increasing the production and/or ser-
vice costs. The managerial staff, therefore, is required to balance the two costs and
make a decision about the provision of an optimum level of service.

In recent years, customer satisfaction has become a major issue in marketing
research and a number of customer satisfaction measurement techniques have been
proposed [2,5]. Increasing efforts have been made to analyze the causes of customer
dissatisfaction and to suggest remedies [4, 20]. In queuing systems, nothing can be
as detrimental to customer satisfaction as the experience of waiting for service. For
customers, waiting is frustrating, demoralizing, agonizing, aggravating, annoying,
time-consuming, and incredibly expensive [10]. Waiting has a negative impact on
service quality evaluations [18, 19].

In service systems, customer satisfaction is directly related to the waiting as well
as the service experience. In general, the shorter the waiting time and the better the
service, the higher is the customer satisfaction. Further, in certain service systems
such as restaurants, hospitals and amusement parks, service experience is related
to the duration of service (i.e., service time). In such situations, moderately long
to sufficiently long service times lead to a higher customer satisfaction. The terms
of the type, “moderately long”, “sufficiently long” are fuzzy linguistic variables
[23,24] describing the imprecise and subjective experience of the customers. Hence,
we define the customer satisfaction constraint as fuzzy sets.

The Particle Swarm Optimization (PSO) is based on the Swarm Intelligence
Paradigm of Evolutionary Computation. The algorithm is inspired by the social
behavior of birds and fish swarming together to search for food [8, 9]. PSO has
been successfully applied to solving optimization problems in diverse disciplines.
Compared to other evolutionary computational algorithms, PSO has many desir-
able characteristics. PSO is easy to implement, can achieve high-quality solutions
quickly, and has the flexibility in balancing global and local exploration.

The population-based PSO conducts a search using a population (swarm) of indi-
viduals called particles. The performance of each particle is measured according to
a predefined fitness function. Particles are assumed to “fly” over the search space in
order to find promising regions of the landscape. Each particle is treated as a point
in a d-dimensional space which adjusts its own “flying” according to its flying expe-
rience as well as the flying experience of the other companion particles. By making
adjustments to the flying based on the local best (pbest) and the global best (gbest)
found so far, the swarm as a whole converges to the optimum point, or at least to a
near-optimal point, in the search space.
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In this study, we use the restaurant service system as a practical illustration of the
meta-heuristic optimization procedure. Being a concurrent system (independent and
asynchronous activities are taking place simultaneously), it is modeled as a Gener-
alized Stochastic Petri Net. The system operation is simulated through a discrete
event simulator [3] and the functional aspects of the system are visually verified.
The queuing statistics obtained from the simulation are used to compute the waiting
costs. The objective function consisting of the service cost and the waiting cost is
minimized with the rapidly converging PSO meta-heuristic, subject to the customer
satisfaction fuzzy constraints.

2 Petri Net Model of Service Systems

Service systems are inherently concurrent with multiple asynchronous activities.
The traditional methods developed for the analysis of sequential systems are found
to be inadequate for the analysis of systems exhibiting concurrency and synchro-
nization of independent, asynchronous activities [25]. Petri nets are found to be ideal
tools to model distributed and concurrent systems [11, 14]. The original Petri net
(PN) is a directed bipartite graph with two types of nodes, called places (represented
by circles) and transitions (represented by horizontal or vertical bars). Directed arcs
connect places to transitions, and vice versa. Places may contain tokens (represented
by black dots). Places represent the conditions to be met before the transitions can
fire. A transition is said to be enabled if there is at least one token in each of its in-
put places. An enabled transition can fire by removing a token from each input place
and depositing a token in each output place [12]. The transitions fire instantaneously,
implying that events do not take any time. Since there is no concept of time duration
in the classical PN, it is not complete enough for the study of systems performance.
Several concepts of timed Petri nets have been proposed by assigning firing times
to the transitions and/or places of Petri nets [7, 15, 16]. Timed PNs in which the
firing time is deterministic (constant) are called D-nets, while those in which the fir-
ing time is stochastic are called M-nets. Time-nets with transitions containing both
kinds of firing times are called Generalized Stochastic Petri Net (GSPN) [25].

In addition, the customer flow and the server roles are made explicit in our Petri
net modeled concurrent business systems. The server resides in the serve place (SP),
while the customer resides in the customer place (CP) as shown in Fig. 1. The ser-
vice at a transition T can begin only when there is at least one server in the SP and
correspondingly at least one customer in the CP. Making the customer and the server
workflows distinct gives a more realistic analysis of the system. We use a GPSN
to model concurrent business systems. A restaurant business system modeled as a
client server GSPN is shown in Fig. 2.

The performance analyst can easily grasp the workflows of the customers and of
the staff in this service system. The customer flow describes the tasks performed by
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Fig. 1 Client server GSPN
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Fig. 3 Service cost and waiting cost

the customer – going through the menu, placing an order, having the meal, paying
and departing. The tasks performed by the dining hall staff, the kitchen staff and the
accounts staff in providing service to the customers are also described by the PN
(Fig. 3).

The authors have also designed a new PN editing and simulating tool. The GSPN
model of the concurrent service system is first created by means of the editor. The
static model is then executed as a discrete event simulation. The animation facility
can also be switched on. Animation shows the firing of transitions and the flow of
tokens in the net. This helps the analyst in verifying the functional aspects of the
net visually, specially the occurrence of deadlocks. In the GSPN simulation model,
the timed-transitions represent the service stations, while the tokens in the server
places represent the number of servers assigned to a particular group of service
stations or tasks. The customer places act as the queuing locations where the cus-
tomers queue for service. The transition firings are governed by the average service
time allotted for service. The data set associated with the customer places pro-
vides the queuing statistics like the average queue length, the average queuing time
and the maximum number of customers in the queues. Similarly, the data set asso-
ciated with the server places provides the average server utilization. The simulation
output data is then used to evaluate the objective function to be optimized.
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3 Formulation of the Optimization Problem

3.1 Objective Function

If CW is the average waiting cost per customer per unit time and NW is the average
number of customers waiting for service, then the waiting cost per unit time at a
given PN customer place is:

WC D NWCW (1)

The service cost in the service systems is the sum of the costs required to hire pro-
fessionals to provide service to customers. If NS is the number of servers serving at
a transition and CS is the cost per server per unit time, then the service cost at that
transition per unit time is:

SC D NSCS (2)

The objective function (total cost) is given by:

f D

nX

iD1

NW iCW i C

mX

jD1

NSjCSj (3)

where, n is the number of waiting places and m is the number of server groups in
the PN.

3.2 Management Constraints

Each service activity has an appropriate service time that is usually drawn from an
exponential distribution. The service time constraints can be expressed as:

STmin < ST < STmax (4)

where, STmin and STmax are respectively the minimum and maximum values of the
service time at a given PN transition. The capacity of the server represents the num-
ber of servers allotted to a given transition. If NS is the capacity of a server, serving
at a group of transitions, then the constraints are:

NSmin < NS < NSmax (5)

Similarly, the priority constraints of the servers with respect to a given transition are:

Prmin < Pr < Prmax (6)

where, Prmin and Prmax are respectively the minimum and the maximum values of
the servers with respect to a given PN transition.



6 Simulation Optimization of Practical Concurrent Service Systems 73

3.3 Customer Satisfaction Constraints

In service systems, customer satisfaction depends on the waiting as well as the
service experience. In the restaurant system, if the waiting is too long, the cus-
tomers are dissatisfied. On the other hand, if they are not allowed to enjoy their
meal for a sufficiently long period to time, then they are dissatisfied, too. Conse-
quently, customer satisfaction can be increased by decreasing the waiting time and
by increasing the service time (meal time). In this section, we describe the fuzzy
membership functions of the waiting and eating experiences.

The membership functions are defined in such a way that they appropriately re-
flect the changes in the degree of membership in each set, associated with changes
in the crisp value [21, 22, 24]. Figure 4 illustrates the membership functions for the
fuzzy sets pertaining to the variable waiting. Here, the linguistic variables are Short,
Medium and Long. Figure 4 illustrates the membership functions for the variable
time spent having meal. The linguistic variables are: Too Short, Short, Medium and
Fairly Long (Fig. 5).

The fuzzy rules matrix is presented in Table 1. These rules combine the an-
tecedents of the rules for waiting (time spent in waiting) and those for service (time
spent in having meal) to produce a single fuzzy output.
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Fig. 5 Membership function of time spent having meal
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Table 1 Fuzzy rules matrix Waiting
Dining Short Medium Long
Too short Poor Poor Very poor
Short Fairly good Poor Very poor
Medium Food Fairly good Poor
Fairly long Very good Good Fairly good

Defuzzification is the process by which the output fuzzy variables are converted
into a unique (crisp) value. The max method and the centroid methods are well-
known methods for obtaining the crisp value from the superposition of the fuzzy
membership functions. In our study, the final decision on the waiting and service
experience is arrived at by using the centroid method (Eq. 7).

FD D

P
�D

P
�

(7)

4 Particle Swarm Optimization

The Particle Swarm Optimization (PSO) algorithm imitates the information sharing
process of a flock of birds searching for food. The population-based PSO con-
ducts a search using a population of individuals. The individual in the population
is called the particle and the population is called the swarm. The performance of
each particle is measured according to a predefined fitness function. Particles are
assumed to “fly” over the search space in order to find promising regions of the
landscape. In the minimization case, such regions possess lower functional val-
ues than other regions visited previously. Each particle is treated as a point in a
d-dimensional space which adjusts its own “flying” according to its flying experi-
ence as well as the flying experience of the other companion particles. By making
adjustments to the flying based on the local best .pbest/ and the global best .gbest/
found so far, the swarm as a whole converges to the optimum point, or at least to a
near-optimal point, in the search space. The notations used in PSO are as follows:
The .i th/ particle of the swarm in iteration t is represented by the d-dimensional
vector, xi .t/ D .xi1; xi2; : : : ; xid / Each particle also has a position change known
as velocity, which for the .i th/ particle in iteration t is vi .t/ D .vi1; vi2; : : : ; vid /
The best previous position (the position with the best fitness value) of the .i th/ par-
ticle is pi .t � 1/ D .pi1; pi2; : : : ; pid / The best particle in the swarm, i.e., the
particle with the smallest function value found in all the previous iterations, is de-
noted by the index g In a given iteration t , the velocity and position of each particle
is updated using the following equations:

vi .t/ D wvi .t � 1/C c1r1.pi .t � 1/�xi .t � 1//C c2r2.pg.t � 1/�xi .t � 1/ (8)
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and
xi .t/ D xi .t � 1/C vi .t/ (9)

where, i D 1; 2; : : : ; NP I t D 1; 2; : : : ; T NP is the size of the swarm, and T is the
iteration limit; c1 and c2 are r2 are random numbers between 0 and 1; w is inertia
weight that controls the impact of the previous history of the velocities on the current
velocity, influencing the trade-off between the global and local experiences. A large
inertia weight facilitates global exploration (searching new areas), while a small one
tends to facilitate local exploration (fine-tuning the current search area). Equation 8
is used to compute a particle’s new velocity, based on its previous velocity and the
distances from its current position to its local best and to the global best positions.
The new velocity is then used to compute the particle’s new position.

In our application, the decision variables (Table 1) are the particles’ “positions”
and “velocities”. Initially, a group (population) of particles is randomly generated.
Their fitness function f (Eq. 3) is evaluated on simulating the system operation. The
algorithm is iterated for a fixed number of iterations. The particles’ velocities and
positions are updated using Eqs. 8 and 9, in every iteration. The lowest value of the
fitness function attained by a particle in all the iterations is its pbest, while that of
the entire population is the gbest. The latter is the optimal value of the objective
function.

5 Results of PSO Optimization

The current optimized values of the decision variables (service time, number of staff
members or severs and their priority at each activity) are shown in Tables 2 and 3.
These values are bounded between the given minimum and the maximum values.

Table 2 Optimal service
times

Service time (min)
Transition Minimum Current Maximum
Menu 5 9 10

Order 7 11 12

Food delivery 6 7 15

Meal 30 97 150

Receive Order 5 6 10

Receive food 5 5 10

Carry food 8 12 14

Receive order 2 5 7 10

Cooking 20 21 35

Deliver food 5 9 10

Receive order data 5 10 10

Order data out 4 5 8

Pay bills 4 6 7
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Table 3 Optimal service times
Priority Number

Server Minimum Current Maximum Minimum Current Maximum
1 2 3

Dining hall staff 1 1 3 1 2 7
1 3 3
1 2 3

Cooking staff 1 2 3 1 2 5
1 1 3
1 3 3

Billing staff 1 1 3 1 2 4
1 1 3

The restaurant operation is simulated for 6 h for an average inter-arrival time of
15 min. The minimized total cost (sum of the waiting and the serving cost) is found
to be 4358,457 yen.

6 Conclusion

In this paper, we have presented the application of the PSO meta-heuristic algo-
rithm in the optimization of the operation of a practical service system, subject to
the customer satisfaction constraint. The cost function is expressed as the sum of the
service cost and the waiting cost. Service cost is due to hiring professionals or equip-
ment to provide service to end users. Waiting cost emerges when customers are lost
owing to unreasonable amount of waiting for service. Waiting can be reduced by
increasing the number of personnel. However, increasing the number of personnel,
results in a proportional increase in the service cost. The simulation optimization
strategy finds the optimum balance between the service cost and the waiting cost.
The optimization, however, is subject to the customer satisfaction constraint, which
is defined as fuzzy sets quantifying the waiting as well as the service experiences
of the customers. The simulation optimization strategy finds the optimum balance
between the service cost and the waiting cost without violating the customer sat-
isfaction constraint. PSO obtains the optimum results with rapid convergence even
for a very large search space. An extension to this study would be multi-objective
optimization.
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Chapter 7
A New Improved Fuzzy Possibilistic C-Means
Algorithm Based on Weight Degree

Mohamed Fadhel Saad and Mohamed Adel Alimi

Abstract Clustering (or cluster analysis) has been used widely in pattern
recognition, image processing, and data analysis. It aims to organize a collec-
tion of data items into clusters, such that items within a cluster are more similar to
each other than they are items in the other clusters. An improved fuzzy possibilistic
clustering algorithm was developed based on the conventional fuzzy possibilistic c-
means (FPCM) to obtain better quality clustering results. Numerical simulations
show that the clustering algorithm gives more accurate clustering results than the
FCM and FPCM methods.

Keywords Fuzzy C-means � Fuzzy possibilistic C-means � Modified fuzzy
possibilistic C-means � Possibilistic C-means

1 Introduction

Data analysis is considered as a very important science in the real world. Cluster
analysis is a technique for classifying data; it is a method for finding clusters of
a data set with most similarity in the same cluster and most dissimilarity between
different clusters. Most clustering algorithms do not rely on assumptions common
to conventional statistical methods, such as the underlying statistical distribution of
data, and therefore they are useful in situations where little prior knowledge ex-
ists. The potential of clustering algorithms to reveal the underlying structures in
data can be exploited in a wide variety of applications, including classification, im-
age processing, pattern recognition, modeling and identification. The conventional
clustering methods put each point of the data set to exactly one cluster. Since 1965,
Zadeh proposed fuzzy sets in order to come closer of the physical world [10]. Zadeh
introduced the idea of partial memberships described by membership functions.
Fuzzy sets could allow membership functions to all clusters in a data set so that
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it is very suitable for cluster analysis. Ruspini first proposed fuzzy c-partitions as a
fuzzy approach to clustering [4]. Later, the Fuzzy C-Means (FCM) algorithms with
a weighting exponent mD 2 proposed by Dunn [8], and then generalized by Bezdek
with m>1 became popular [6]. The FCM uses the probabilistic constraint that the
memberships of a data point across classes sum to one. While this is useful in cre-
ating partitions, the memberships resulting from FCM and its derivatives, however,
do not always correspond to the intuitive concept of degree of belongingness or
compatibility. Moreover, the FCM is sensitive to noise. To mitigate such an effect,
Krishnapuram and Keller throw away the constraint of memberships in FCM and
propose the Possibilistic C-Means (PCM) algorithm [12]. The advantages of PCM
are that it overcomes the need to specify the number of clusters and is highly robust
in a noisy environment. However, there still exist some weaknesses in the PCM,
i.e., it depends highly on a good initialization and has the undesirable tendency to
produce coincident clusters [1]. Pal deducted that to classify a data point, cluster
centroid has to be closest to the data point, it is the role of membership. Also for
estimating the centroids, the typicality is used for alleviating the undesirable effect
of outliers. So Pal defines a clustering algorithm called Fuzzy Possibilistic C-Means
that combines the characteristics of both fuzzy and possibilistic c-means [11]. The
remainder of this paper is organized as follows. In Section 2, preliminary theory al-
gorithms are presented; some drawbacks of them are also mentioned. In Section 3,
the improved Fuzzy Possibilistic C-Means is proposed. The proposed IFPCM can
solve these drawbacks mentioned in Section 2, and obtain better quality cluster-
ing results. In Section 4, we present several examples to assess the performance
of IFPCM. The comparisons are made between FCM, FPCM and IFPCM. Finally,
conclusions are made in Section 5.

2 Preliminary Theory

2.1 Fuzzy c-Means Clustering Algorithm

The Fuzzy c-means (FCM) can be seen as the fuzzified version of the k-means
algorithm. It is a method of clustering which allows one piece of data to belong
to two or more clusters. This method (developed by Dunn [8] and improved by
Bezdek [6]) is frequently used in pattern recognition. The algorithm is an iterative
clustering method that produces an optimal c partition by minimizing the weighted
within group sum of squared error objective function JFCM:

JFCM.V; U;X/ D

cX

iD1

nX

jD1

�mijd
2.xj ; vi / (1)

with 1 < m < C1



7 A New Improved Fuzzy Possibilistic C-Means Algorithm Based on Weight Degree 81

Where X D fx1; x2; : : : ; xng � Rp is the data set in the p-dimensional vector
space, p is the number of data items, c is the number of clusters with 2 � c �

n � 1. V D fv1; v2; : : : ; vcg is the c centers or prototypes of the clusters, vi is the
p-dimension center of the cluster i, and d2.xj ; vi / is a distance measure between
object xj and cluster centre vi .
U D f�ij g represents a fuzzy partition matrix with �ij D �i .xj / is the degree

of membership of xj in the ith cluster; xj is the jth of p-dimensional measured data.
The fuzzy partition matrix satisfies:

0 <

nX

jD1

�ij < n
_
i 2 f1; ::; cg (2)

and
cX

iD1

�ij D 1
_
j 2 f1; ::; ng (3)

The parameter m is a weighting exponent on each fuzzy membership and deter-
mines the amount of fuzziness of the resulting classification; it is a fixed number
greater than one.

The objective function JFCM can be minimized under the constraint of U. Specif-
ically, taking of JFCM with respect to �ij and vi and zeroing then respectively, tow
necessary but not sufficient conditions for JFCM to be at its local extrema will be as
the following

�ij D

2

4
cX

kD1

�
d2.xj ; vi /
d2.xj ; vk/

� 2
.m�1/

3

5

�1

(4)

vi D

Pn
jD1 umijxj
Pn
jD1 umij

(5)

The algorithm is composed of the following steps:
FCM algorithm

� S1 : Given the data set X, choose the number of clusters 1 < c < n, the weighting
exponent m > 1 and the termination tolerance " > 0.
Initialize the c cluster centers vi randomly.

For tD 1,2, Ě,tmax do:

� S2: Update U t D Œ�ij � Eq. 12.

� S3: Update the centers vectors V t D Œvi � by Eq. 14.

� S4: Compute Et D kV t � V t�1k , if Et � �, Stop; Else t D t C 1:

End.
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2.2 Possibilistic c-Means Clustering Algorithm

The theory of fuzzy logic provides a mathematical environment to capture the un-
certainties in much the same human cognition processes. The fuzzy clusters are
generated by dividing the training samples in accordance with the membership func-
tions matrix U D Œ�ij �. The component �ij denotes the grade of membership that
a training sample belongs to a cluster. Although FCM is a very useful clustering
method, its memberships do not always correspond well to the degree of belonging
of the data, and may be inaccurate in a noisy environment, because the real data
unavoidably involves some noises.

The FCM algorithms use the probabilistic constraint to enable the memberships
of a training sample across clusters to sum up to 1, which means the different grades
of a training sample are shared by distinct clusters but not as degrees of typicality.
To improve this weakness of FCM, and to produce memberships that have a good
explanation for the degree of belonging for the data, Krishnapuram and Keller [12]
relaxed the constrained condition (10) of the fuzzy c-partition f�1; �2; : : : ; �cgF in
FCM to obtain a possibilistic type of membership function with f�1; �2; : : : ; �cgP ,
and propose PCM for unsupervised clustering. The component generated by the
PCM corresponds to a dense region in the data set; each cluster is independent of
the other clusters in the PCM strategy. The objective function of the PCM can be
formulated as:

JPCM.V; U;X/ D

cX

iD1

nX

jD1

�mijd
2.xj ; vi /C

cX

iD1

i

nX

jD1

.1 � �ij /
m (6)

Where


i
D

Pn
jD1 kxj � vik2
Pn
jD1 �

m
ij

(7)

i is the scale parameter at the ith cluster,

�ij D
1

1C

d2.xj ;vi /

�i

� 1
m�1

(8)

�ij is the possibilistic typicality value of training sample xj belonging to the clus-
ter i. m 2 Œ1;1/ is a weighting factor called the possibilistic parameter. Typical
of other cluster approaches, the PCM also depends on initialization. In PCM tech-
niques, the clusters do not have a lot of mobility, since each data point is classified
as only one cluster at a time rather than all the clusters simultaneously. Therefore,
a suitable initialization is required for the algorithms to converge to nearly global
minimum.
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2.3 Fuzzy Possibilistic C-Means Clustering Algorithm

In spite of his good clustering in noisy data samples, PCM has disadvantages: it
is very sensitive to initialization and coincident clusters may result, because the
columns and rows of the typicality matrix are independent of each other also some-
times this could be advantageous (start with a large value of c and get less distinct
clusters) [1, 13]. Pal define a clustering algorithm that combines the characteristics
of both fuzzy and possibilistic c-means: Memberships and typicalities are important
for the correct feature of data substructure in clustering problem. If a training sam-
ple has been classified into a suitable cluster, membership is a better constraint for
which the training sample is closest to this cluster. On the other hand, typicality is an
important factor for unburdening the undesirable effects of outliers to compute the
cluster centers. In accordance with Ref. [11], typicality is related to the mode of
the cluster and can be calculated based on all n training samples. Thus, an objec-
tive function in the FPCM depending on both memberships and typicalities can be
shown as

JFPCM.V; U; T;X/ D

cX

iD1

nX

jD1

.�mij C t
�
ij /d

2.xj ; vi / (9)

with the following constraints:

cX

iD1

�ij D 1
_
j 2 f1; ::; ng (10)

and
nX

iD1

tij D 1
_
i 2 f1; ::; cg (11)

A solution of the objective function can be obtained via an iterative process where
the degrees of membership, typicality and the cluster centers are update via:

�ij D

2

4
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�
d2.xj ; vi /
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� 2
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3 A Proposed Improved Fuzzy Possibilistic
Clustering Algorithm

The choice of an appropriate objective function is the key to the success of the
cluster analysis and to obtain better quality clustering results; so the clustering op-
timization is based on objective function. To meet a suitable objective function, we
started from the following set of requirements: The distance between clusters and
the data points assigned to them should be minimized and the distance between clus-
ters should to be maximized [5]. The attraction between data and clusters is modeled
by term (9); it is the formula of the objective function. Also Wen-Liang Hung pro-
posed a new algorithm called Modified Suppressed Fuzzy c-means (MS-FCM),
which significantly ameliorates the performance of FCM due to a prototype-driven
learning of parameter ˛ [14]. The learning process of ˛ is based on an exponential
separation strength between clusters and is updated at each iteration. The formula
of this parameter is:

˛ D exp
�

�mini¤k
kvi � vkk2

ˇ

�

(15)

where ˇ is a normalized term so that we choose ˇ as a sample variance. That is, we
define ˇ:

ˇ D

Pn
jD1 kxj � xk

2

n
(16)

where

x D

Pn
jD1 xj

n
(17)

But the remark which must be mentioned here is the common value used for this
parameter by all the data at each iteration, which may induce in error. We propose a
new parameter which suppresses this common value of ˛ and replaces it by a new
parameter like a weight to each vector. Or every point of the data set has a weight in
relation to every cluster. Therefore this weight permits to have a better classification
especially in the case of noise data. So the weight is calculated as follows:

wj i D exp

 
�kxj � vik2

.
Pn
jD1 kxj � xk

2
�
n

c

!

(18)

where wj i is weight of the point j in relation to the class i. this weight is used to
modify the fuzzy and typical partition. All update methods that were discussed in
previous sections are iterative in nature, because it is not possible to optimize any of
the objective functions reviewed directly. Or to classify a data point, cluster centroid
has to be closest to the data point, it is membership; and for estimating the centroids,
the typicality is used for alleviating the undesirable effect of outliers. The objective
function is composed of two expressions: the first is the fuzzy function and uses a
fuzziness weighting exponent, the second is possibililstic function and uses a typical
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weighting exponent; but the two coefficients in the objective function are only used
as exhibitor of membership and typicality.

A new relation, enabling a more rapid decrease in the function and increase in
the membership and the typicality when they tend toward 1 and decrease this degree
when they tend toward 0. This relation is to add Weighting exponent as exhibitor of
distance in the two under objective functions. The objective function of the IFPCM
can be formulated as follows:

JIFPCM.V; U; T;W;X/ D

cX

iD1

nX

jD1

.�mijwmjid
2m.xj ; vi /C t

�
ijw�jid

2�.xj ; vi // (19)

X D fx1; x2; : : : ; xng � Rp is the data set in the p-dimensional vector space, p is
the number of data items, c is the number of clusters with 2 � c � n � 1. V D
fv1; v2; : : : ; vcg is the c centers or prototypes of the clusters, vi is the p-dimension
center of the cluster i, and d2.xj ; vi / is a distance measure between object xj and
cluster centre vi .
U D f�ij g represents a fuzzy partition matrix with�ij D �i .xj / is the degree of

membership of xj in the ith cluster and all c centroids; xj is the jth of p-dimensional
measured data. U is defined as:

�ij D

2

4
cX

kD1

�
d2.xj ; vi /
d2.xj ; vk/

� 2m
.m�1/

3

5

�1

(20)

T D ftij g represents a typical partition matrix with tij D ti .xj / is the degree of
typicality of xj in the ith cluster and vi alone. T is defined as:

tij D

2

4
nX

kD1

�
d2.xj ; vi /
d2.xj ; vk/

� 2�
.��1/

3

5

�1

(21)

W D fwj ig represents a matrix of weight with wj i D wi .xj / is the degree of
weight of xj in the ith cluster. W is defined by formula (18).
V D fvig represents c centers of the clusters, is defined as:

vi D

Pn
jD1.u

m
ijwmji C t

�
ijw�ji /xj

Pn
jD1.u

m
ijwmji C t

�
ijw�ji /

(22)

The IFPCM algorithm is summarized as follows:
IFPCM algorithm

� S1 : Given the data set X, choose the number of clusters 1 < c < n, the weighting
exponentm > 1, the typical exponent  > 1 and the termination tolerance " > 0.
Initialize the c cluster centers vi randomly.
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For tD 1,2,Ě, tmax do:

� S2 : Compute W t D fwj ig by Eq. 18.
� S3: Compute U t D f�ij g Eq. 20.
� S4: Compute T t D ftij g Eq. 21.
� S5: Modify �ij D wj i 	 �ij .
� S6: Modify tij D wj i 	 tij .
� S7: Update the centers vectors V t D Œvi � by Eq. 14.
� S8: Compute Et D kV t � V t�1k , if Et � �, Stop; Else t D t C 1:

End.

4 Experimental Results

In this section, we perform some experiments to compare the performances of these
algorithms with some numerical datasets (Tables 2–7). All algorithms are imple-
mented under the same initial values and stopping conditions. The experiments are
all performed on an IBM computer with 2.6 GHz Pentium (4) processors using
MATLAB (Mathworks, Inc., Natick, MA).

4.1 Example 1 (Data Sets in [7, 11])

In the first experiment, we use a two-cluster data set as presented in [11] shown in
Fig. 1. To demonstrate the quality of classification of our approach in relation to the
other algorithms (FCM, FPCM) in a case data set without outlier. The clustering
results of these algorithms are shown in Fig. 1a–c respectively, where two clusters
from the clustering algorithms are with symbols “C” and “o”; also the figure shows
that our approach is better than others.

Fig. 1 IFPCM, FPCM, FCM clustering results for the two-cluster data set without an outlier
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Table 1 Centers, Performance Index, Mean Square Error and Number of
Iterations generated by FCM, FPCM, IFPCM for the experiments in Fig. 1
Centers of clusters
FCM FPCM IFPCM
X Y X Y X Y
�3.1674 0.0000 �3.1980 0.0000 �3.3246 0.0000

3.1674 0.0000 3.1980 0.0000 3.3246 0.0000
Performance index

FCM FPCM IFPCM
�69.66 �130.93 �153.91

Mean square error
FCM FPCM IFPCM

0.24418 0.20083 0.122
Number of iterations

FCM FPCM IFPCM
11 14 14

Table 2 Memberships generated by FCM, FPCM, IFPCM for the experiments in Fig. 1
Points FCM FPCM IFPCM
X Y �i1 �1j �i1 �1j �i1 �1j

�5:00 0:00 0.952060 0.047935 0.953910 0.046089 0.998360 0.001638
�3:34 1:67 0.941220 0.058781 0.941890 0.058107 0.996520 0.003479
�3:34 0:00 0.999300 0.000703 0.999530 0.000471 1.000000 0.000000
�3:34 �1:67 0.941220 0.058781 0.941890 0.058107 0.996520 0.003479
�1:67 0:00 0.912560 0.087441 0.910310 0.089691 0.988100 0.011900
0:00 0:00 0.500000 0.500000 0.500000 0.500000 0.500000 0.500000
1:67 0:00 0.087431 0.912570 0.089685 0.910320 0.011900 0.988100
3:34 1:67 0.058780 0.941220 0.058106 0.941890 0.003479 0.996520
3:34 0:00 0.000704 0.999300 0.000472 0.999530 0.000000 1.000000
3:34 �1:67 0.058780 0.941220 0.058106 0.941890 0.003479 0.996520
5:00 0:00 0.047938 0.952060 0.046091 0.953910 0.001638 0.998360

Table 1 shows that the degrees of membership and typicality are better in our
approach. The degrees tend toward 1 when the point is near of the center class.

In the second experiment, we use a two-cluster data set with outlier as pre-
sented in [7] shown in Fig. 2. The clustering results of these algorithms are shown in
Fig. 2a–c respectively, shows that our approach is better than others. The last point
(0, 10) is an outlier but it doesn’t have an influence on centers although it has the
same membership degrees. Table 5 shows that the degrees of membership and typi-
cality are better in our approach. The point (0, 10) has a degree of typicality nearly
equal to 0.

The FCM, FPCM and IFPCM are compared in the two previous experiences,
using the following criteria for the cluster centers locations: the mean square error
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Fig. 2 IFPCM, FPCM, FCM clustering results for the two-cluster data set with an outlier

Fig. 3 IFPCM, FPCM, FCM clustering results for the three-cluster data set

(MSE) of the centers .MSE D
p
kvc � vtk2/, where vc is the computed center and

vt is the true center) and the number of iterations (NI). The cluster centers found by
IFPCM are closer the true centers, than the centers found by FCM and FPCM. The
number of iterations tends toward the same value.

In the third experiment, we use a three-cluster data set as presented in [7] shown
in Fig. 3. The clustering results of these algorithms are shown in Fig. 3a–c respec-
tively, shows that our approach is better than others.

After a classifier or a cluster model has been constructed, one would like to know
how “good” it is. Quality criteria are fairly easy to find for classifiers, or according
to Borgelt [2] the quality of a clustering result is calculated while using index of
performances or validity index that are used to determine the number of classes. So
we can say that IFPCM is better than FCM and FPCM while using criteria index of
performances.
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Table 3 Typicality generated by FPCM, IFPCM for the experiments in Fig. 1
Points FPCM IFPCM
X Y ti1 t1j ti1 t1j

�5:00 0:00 0.006007300 0.000290310 0.0000000072 0.0000000000
�3:34 1:67 0.006944300 0.000428480 0.0000000073 0.0000000000
�3:34 0:00 0.967420000 0.000456440 1.0000000000 0.0000000000
�3:34 �1:67 0.006944300 0.000428480 0.0000000073 0.0000000000
�1:67 0:00 0.008354900 0.000823330 0.0000000076 0.0000000001
0:00 0:00 0.001907400 0.001907700 0.0000000005 0.0000000005
1:67 0:00 0.000823170 0.008356700 0.0000000001 0.0000000076
3:34 1:67 0.000428400 0.006945600 0.0000000000 0.0000000073
3:34 0:00 0.000456350 0.967410000 0.0000000000 1.0000000000
3:34 �1:67 0.000428400 0.006945600 0.0000000000 0.0000000073
5:00 0:00 0.000290250 0.006008400 0.0000000000 0.0000000072

Table 4 Centers, Performance Index, Mean Square Error and Number of
Iterations generated by FCM, FPCM, IFPCM for the experiments in Fig. 2
Centers of clusters
FCM FPCM IFPCM
X Y X Y X Y
�2.98540 0.54351 �3.01160 0.50643 �3.2972 0.0017

2.98540 0.54351 3.01160 0.50643 3.2972 0.0017
Performance index

FCM FPCM IFPCM
�11.064 �48.866 �112.73

Mean square error
FCM FPCM IFPCM

0.76866 0.71622 0.1308
Number of iterations

FCM FPCM IFPCM
11 13 13

Table 5 Memberships generated by FCM, FPCM, IFPCM for the experiments in Fig. 2
Points FCM FPCM IFPCM
X Y �i1 �1j �i1 �1j �i1 �1j

�5:00 0:00 0.936360 0.063643 0.938680 0.061323 0.998230 0.001771
�3:34 1:67 0.967310 0.032685 0.966130 0.033870 0.996480 0.003524
�3:34 0:00 0.989660 0.010341 0.991110 0.008892 1.000000 0.000000
�3:34 �1:67 0.899370 0.100630 0.902960 0.097037 0.996450 0.003550
�1:67 0:00 0.915580 0.084418 0.915130 0.084872 0.988610 0.011386
0:00 0:00 0.500000 0.500000 0.500000 0.500000 0.500000 0.500000
1:67 0:00 0.084429 0.915570 0.084869 0.915130 0.011385 0.988610
3:34 1:67 0.032680 0.967320 0.033866 0.966130 0.003524 0.996480
3:34 0:00 0.010342 0.989660 0.008895 0.991110 0.000000 1.000000
3:34 �1:67 0.100640 0.899360 0.097044 0.902960 0.003550 0.996450
5:00 0:00 0.063642 0.936360 0.061326 0.938670 0.001771 0.998230
0:00 10:00 0.500000 0.500000 0.500000 0.500000 0.500000 0.500000
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Table 6 Typicality generated by FPCM, IFPCM for the experiments in Fig. 2
Points FPCM IFPCM
X Y ti1 t1j ti1 t1j

�5:00 0:00 0.051546000 0.003367600 0.0000003996 0.0000000007
�3:34 1:67 0.148470000 0.005204700 0.0000004330 0.0000000015
�3:34 0:00 0.595690000 0.005345300 1.0000000000 0.0000000017
�3:34 �1:67 0.044794000 0.004814100 0.0000004296 0.0000000015
�1:67 0:00 0.105530000 0.009787000 0.0000004791 0.0000000055
0:00 0:00 0.023269000 0.023269000 0.0000000284 0.0000000285
1:67 0:00 0.009786700 0.105530000 0.0000000055 0.0000004797
3:34 1:67 0.005204500 0.148470000 0.0000000015 0.0000004335
3:34 0:00 0.005345200 0.595680000 0.0000000017 1.0000000000
3:34 �1:67 0.004813900 0.044794000 0.0000000015 0.0000004301
5:00 0:00 0.003367500 0.051547000 0.0000000007 0.0000004000
0:00 10:00 0.002187700 0.002187700 0.0000000003 0.0000000003

Table 7 Performance Index generated by FCM, FPCM, IFPCM for different datasets
Data set ND NC NDI PI FCM PI FPCM PI IFPCM
Iris 150 3 4 �44527 �46847 �54036
B-c-w-c 683 4 9 �6299 �6402 �16623
Wine 178 3 13 �10751000 �11334000 �21260000
Yeast 528 11 10 117.62 119.28 �1071.6
Auto MPG 398 8 3 �197210000 �202020000 �224870000
Balance scale 625 4 3 1698.20 1711.00 941.51
Buta 345 7 2 81790 77319 20370
Glass 214 9 6 �610970 �668,590 �789,220
Hayes 132 5 3 �132,980 �141,360 �159520
Monk’s problem 432 7 2 1006.60 1013.00 821.87
Lettre image 16;000 16 26 57,556 57457 35,644

ND, number of data; NC, number of clusters; NDI, number of data items; PI, performance index.

4.2 Example 2 (Data Sets in [3])

In the experiment, we tested these methods on well-known data sets from the UCI
machine learning repository [3] shown in Table performance index for different
datasets. The clustering results of these algorithms show that our approach is better
than others by using the Performance Index named Fukuyama-Sugeno index, who
supposes that the algorithm which has the minimal value of index is the best in
relation to others [9].
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5 Conclusion

In this paper we presented an improved fuzzy possibilistic clustering algorithm,
which is developed to obtain better quality of clustering results. The objective func-
tion is based on data attracting cluster centers as well as cluster centers repelling
each other and a new weight of data points in relation to every cluster. Comparison
of the clustering algorithm and the FCM, FPCM algorithms shows that clustering
algorithms will increase the cluster compactness and the separation between clus-
ters. Finally, a numerical example shows that the clustering algorithm gives more
accurate clustering results than the FCM and FPCM algorithms for typical problem.
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Chapter 8
Low Cost 3D Face Scanning Based
on Landmarks and Photogrammetry
A New Tool for a Surface Diagnosis in Orthodontics

Luigi Maria Galantucci, Gianluca Percoco, and Eliana Di Gioia

Abstract Anthropometry is an objective tool serving to evaluate the shape of the
face and reveal changes observed in the subject over time, or among different sub-
jects, analyzing quantitative and qualitative differences. It also permits the study of
normal and abnormal growth, diagnosis of genetic or acquired malformations, plan-
ning and evaluation of surgical and/or orthodontic therapy, and verification of the
treatment results by analyzing, measuring and comparing the face shape. Among
3D digitization technologies, photogrammetry shows great promise because it is a
low cost, biocompatible, safe and non-invasive methodology, but it still suffers from
a need for considerable human intervention. In previous research, the Authors illus-
trated a new approach based on a 3-Cameras photogrammetric system. After several
tests, conducted to verify the validity of this methodology, the present experimen-
tal study was carried out using a re-engineered photogrammetric scanning system
to obtain landmark-models of human faces, and comparing these results with those
achieved with laser scanning, applied to a dummy face (in order to eliminate errors
caused by breathing movements in a living subject). Two different, specifically de-
signed experimental 3D photogrammetric setups have been developed and tested to
enhance the performance. This research demonstrates the potential of low-cost pho-
togrammetry for medical digitization; further research will be addressed to testing
the use of the scanning system on humans to validate its clinical performance.

Keywords 3D Scanning � Biometry � Face digitization � Landmarks � Orthodontics
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1 Introduction

In recent decades, the availability of new digitization and measure systems has
prompted the development of anthropometric research using 3D surfaces, aiming
to study the 3D geometry and morphology of the main human external tissues.

Anthropometry reveals the face shape and the changes due to time, and allows
genetic or acquired malformations to be diagnosed, as well as the planning and
evaluation of surgical or orthodontic treatment, the study of normal and abnormal
growth and verification of treatments results.

Although the market in this special field is not yet sufficiently exploited [1],
many research papers have already been published in literature, describing several
approaches for anthropometric measurements that can be subdivided into two-
dimensional, three-dimensional and hybrid approaches [2, 3].

Reverse Engineering (RE), a technique that allows reconstruction of the CAD
(Computer Aided Design) mathematical model of any existing object, enables the
practical implementation of 3D anthropometry. In particular, 3D information can
be retrieved about the facial characteristics of a person, allowing construction of a
three-dimensional computer model of the human face. Medical applications require
a similar 3D precision and accuracy to physical engineering: in this multidisci-
plinary approach the engineer designs and models physical products, and the doctor
diagnoses and treats patients [4, 5] using the physical, engineered products.

2 Background

Two-dimensional anthropometric approaches first emerged more than 30 years ago:
essentially they use, as data sources, one or more images of the subject to be identi-
fied or measured; data are collected and compared with images of known people for
the purposes of identification or recognition. The fast development of data process-
ing technologies, techniques and methods has strongly boosted the implementation
of 3D facial recognition. A great many methods have been proposed; the more
promising and commonly used in literature are summarized herein.

As regards face matching, in crest lines analysis [6], a set of curves approxi-
mates the shape of a 3D object. This increases the real time performance of object
recognition algorithms, since one can deal with a specific set of curves as opposed
to the entire object. Crest lines are the loci of points on a surface whose largest
principal curvature (expressed as an absolute value) is locally maximal in the as-
sociated principal direction. In the face recognition context, crest lines correspond
to the boundaries between facial features. Since matching of surface shapes can be
a complex task, one possible method is to apply fast curve matching algorithms to
match crest lines on two surfaces. In fact, curvature profile analysis provides an effi-
cient tool for a rapid comparison of shapes. The information about curvatures could
also be exploited by another common methodology, i.e. feature extraction. For this,
3D data are segmented into connected subsets of meshes, called regions or features.
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Another existing 3D technique is known as Volume Deformation Energy Cost.
This methodology is based on finding out the “energy cost” required to deform one
facial surface into another. This is a general method and can either be applied to
complete face-to-face deformation or used to compare corresponding features. The
energy required to pull or stretch two similar surfaces, one into another, would be
low [7].

As regards the acquisition method, studies have been carried out by the Authors,
evaluating two different scanning systems, namely photogrammetry and laser scan-
ning, employed for the acquisition and the recognition of human faces [8, 9].

The reconstruction of 3D models of human faces starting from 2D photographs
is a complex task, since there are few univocally defined points on the face, such as
moles or scars.

It is possible to gain information from 2D images projecting a regular grid of
points over the face, and identifying the correspondence between these points;, in
this way it is possible to recognize the same point on different photographs and
determining its spatial localization.

For each person whose 3D information is available, two point clouds are plotted,
coinciding with each side of the face, and each viewpoint of the grid projection.
The two point clouds are subsequently merged (the stitching process described by
Lane [4]) to obtain a single point cloud for each face. The equipment used for the
photogrammetric acquisition is simple and low cost; one or more digital cameras, a
projector device and photogrammetric software are enough to obtain the 3D infor-
mation. The second methodology, used in that study only for comparison purposes,
is the laser scanning technique, able to acquire 3D information about the shape
of human faces. The authors used a manual Kreon sensor (model KLS51) and an
automatic scanning system (Konica Minolta Vivid 910 i); both are based on trian-
gulation. When using a laser scanning system, in order to achieve good acquisition,
the person has to collaborate by staying motionless throughout the scanning (15 s).
In fact every small movement could produce errors in the resultant point cloud.
A special device (cephalostat) is used to hold the head still during 3D acquisition.
Results obtained using the two methodologies are analyzed and evaluated to deter-
mine whether, although it is a low-cost methodology, a photogrammetric technique
is able to provide valid information about facial shape. Data processing is slower
with the photogrammetric technique, but the information acquisition, that is the time
spent to take the photographs, is very fast (1/5,000 s flashing time). This is an essen-
tial aspect, because the “object” acquired is a human being; in fact every movement
of the head could make the work useless. Moreover, although less information about
facial shape is obtained using photogrammetry, the points whose 3D information are
acquired are equally spaced and cover the entire face and after estimation of their
spatial localization, need no further processing. A process based on photogramme-
try consists of five steps: (a) acquisition of facial images from different directions;
(b) determination of the camera positions and calibration parameters; (c) detection
of a dense set of corresponding points in the images; (d) computation of 3D coor-
dinates; (e) generation of a surface model. As in an acquisition performed with a
3D scanner, the result of a photogrammetric acquisition is a point cloud, which is
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then meshed to construct the surface model. Although 3D acquisition and recog-
nition systems have undergone major developments in the past few years, further
improvements can still be achieved, such as cost reduction (currently very high),
and decreased error in the recognition or authentication process.

Recently, the Authors have proposed a completely automated version of the
3D photogrammetric scanning System, also based on the projection of hybrid
and regularly spaced grids [10, 11], to reproduce the whole human face for di-
agnostic purposes in orthodontics. Using this method it is possible to acquire
information about the characteristics of the subject’s soft tissues and to make ex-
act measurements.

Nowadays, new methodologies that allow the facial characteristics of orthodon-
tic/surgery patients to be recorded are gaining importance, as a means of com-
paring affected subjects with controls without using invasive technologies such as
radiation.

In the present paper two 3D photogrammetric systems, developed by the authors
for measuring soft tissue facial landmarks, are tested and compared with other com-
mercial and research approaches.

The landmarks high relief points can be obtained in three main ways: (i) extrac-
tion from a 3D facial model (according to Kovacks [12], Baik [5], Winder [13]);
(ii) manual digitization onto the face (according to Sforza [14, 15]); (iii) placement
of targets on the face [4].

To obtain surface landmarks (i) starting from a 3D full face surface model, it is
necessary to follow a specific measurement protocol.

On the 3D facial models, the protocol illustrated in [5] is used. A consistent
Coordinate System is obtained starting from the Nasion N0 as zero point, and estab-
lishing the axial referenced-plane by rotating Camper’s plane (right nasal ala – both
tragus points) 7:5ı upward on the axis formed by both tragus points. The sagittal
referenced-plane passes through the soft tissue N0 and the midpoint of both tragus
points; it is also perpendicular to the axial referenced-plane. Finally, the coronal
referenced-plane passes through N0 and is perpendicular to both the axial and sagit-
tal planes (Fig. 1).

Most landmarks used in this study were proposed by Farkas [16]. Simply con-
necting the landmarks and then calibrating the size (height, width, depth), it is
possible to create a simplified 3D facial landmark model; subsequently it is nec-
essary to carry out superimposition, to compare the landmark model to the patient’s
full face model [5], so as to verify the reliability of the information thus obtained.

The aim is to facilitate a clinical diagnosis for orthodontic/surgery purposes
based not only on absolute values (linear-angular distances related to a standard
range of measurements), but also on relative values (angles and proportions, to make
a 3D soft tissues template that can be related to an average normo-face, that is dif-
ferent for each population) [17].

As regards manual digitization onto the face (ii), in a previous study on soft
tissue facial shape based on manual digitations, Ferrario et al. [18] reported that
3D measurements values were not sensitive to head position. Nevertheless, Natural
Head Position (NHP) is better exploitable: in fact, if the subject changes his position,
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Fig. 1 Landmarks, referenced planes and coordinate system on the 3D model of the acquired
mannequin head using the method reported in [5]

the soft-tissue attached to the bone will be stretched or constricted, and soft-tissue
drape could also be changed [5].

Moreover, NHP is the most reproducible head position and it is the face’s natural
orientation for treatment planning [4].

In the recent Ferrario-Sforza Method, described in [15], a 3D computerized elec-
tromagnetic contact digitizer (3 Draw Polhemus) is used to collect 50 soft tissue
landmarks previously individuated by an expert operator by direct inspection or
palpation of the patient’s facial soft tissue.

Both for the first [18] and second [15] method the operator needs to be very
experienced, and able to identify natural facial landmarks with the greatest precision
and accuracy.

Using method (i) it could be difficult to recognize them on the 3D virtual fa-
cial model instead of directly on patients, while if method (ii) is adopted the major
difficulty lies in the variability of the pressure applied by different operators dur-
ing direct anatomical landmark digitization, that can modify the registration of the
anatomical landmark position due to the elasticity of facial soft tissues. For these
reasons, in this study the Authors have decided to adopt method (iii).

3 Proposed Approach

In this study a particular 3D photogrammetric scanning system is presented, that
can offer a low-cost solution for craniofacial studies, basing measurements only on
few landmarks previously identified and marked on the face using coded targets,
and measured without contact.



98 L.M. Galantucci et al.

Fig. 2 Facial landmarks

The landmarks have been described in [18], where a direct manual digitizing
technique based on an electromagnetic touch probe instrument is used. In that case
the time required for the measurements is very high (some minutes even with an
expert operator and collaborating patients). On the other hand, the 3D photogram-
metric method does not need an expert operator and collaboration of the patient is
not important, because the speed of the takes is such that movements do not pose a
problem.

In Fig. 2 thirty coded targets, used to underline the position of the landmarks, are
shown; they were chosen to detect the facial characteristics.

Two different 3D photogrammetric setups have been experimented by the
Authors. Both have been exploited to scan faces with dense point clouds and
compare them with the landmarks.

3.1 First Experimental Setup

In the first setup a specially designed digital 3D photogrammetric system was used,
in order to evaluate the performance of this technique when applied to the 3D com-
puter modeling of human faces and face recognition. Three digital cameras were
used to capture the images: two “Nikon Coolpix 4500” and a “Nikon Coolpix 990”.
3D data were reconstructed utilizing the commercial software Photomodeler.

Normally, the first step of a photogrammetric process is images acquisition from
different directions. In this case, the reconstruction of a 3D model of each human
face was made starting from the acquisition of three photographs, each one taken
from a different direction.
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The 3D image acquisition of human faces is more critical as compared to image
acquisition of a static object: in fact it is necessary to “freeze motion”, that is to
avoid breathing and moving effects [4], [17]. If the images are captured at different
instants, there could be errors due to major movements (changing the head position)
or minor movements (muscle activity, skin or hair surface variation) [12, 15]. Fur-
thermore, any movements could cause errors, due to shifting of the grid projected
on to the face. Therefore, a good 3D reconstruction can actually be performed only
if the acquisition of photographs is done simultaneously [19].

The three digital cameras were fixed on a single support, designed to accommo-
date the necessary angulations of the cameras and placed at a suitable distance from
the person to be photographed. To cover a wide area of the face [20], the cameras
were positioned on a circumference arc with the subject’s face in the centre. The
central camera was positioned in front of the subject; the lateral ones at an angle of
30ı [9–11].

The only hypothesis required during the acquisition sessions was the Natural
Head Position and expression of the subjects, which is the most frequent situation
represented when the system is employed for personal identification.

For each person three image acquisition sessions were performed [8].
The photographs related to the same person were taken on the same day. There-

fore, although time is a factor that affects the results [17], in this case it did not
need to be taken into account. The 3D localization of grid points projected over the
face was determined using an automatic referencing procedure. Manual referencing
helps to improve the referencing process, when automatic referencing is not able to
establish the 3D localization of every possible point of the grid projected over the
face. After the referencing stage, when 3D points are created, input data are adjusted
and errors are minimized.

After a previous calibration and orientation of the cameras, the photogrammet-
ric software Photomodeler 5.0 processes data related to the reference points and
calculates their spatial localization.

For each person analyzed, two models related to full face (one for each acqui-
sition session) were created on the basis of the 4,316 points grid [8] (Example in
Fig. 3).

Two more models were realized, to identify only the 3D position of the
landmarks.

The related acquisition sessions were performed with a different number of
points (308 and 4316 points related to grid B and A). Therefore, one point cloud
obtained with the 4,316 points grid A was utilized both for the construction of
the entire facial model and for the construction of a model constituted only by
landmarks.

However, the reconstruction process is not completely automatic. During the ori-
entation stage, the software requires correspondences among a few initial points
to be specified, so as to establish the 3D orientation of the cameras. These corre-
spondences must necessarily be obtained with a manual procedure. When the 3D
position of the cameras is known, an automatic referencing procedure can be set up
for most of the projected points.
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Fig. 3 Example of a dense
point cloud

3.2 Second Experimental Setup

Due to the above-mentioned drawbacks and in order to make the system more robust
and industrially valid, the scanning system was re-engineered and firstly applied
only to a dummy head (Fig. 4). The new 3D photogrammetric system consisted
of three 10 megapixel CMOS sensors of commercial cameras and one coded flash
projector synchronized with the cameras by the software. To increase the target
visibility on the investigated surface, the image acquisition was done only by the
light of the projector.

Preliminary automatic orientation of the images is performed exploiting a specif-
ically designed, retro-illuminated pattern. The entire point cloud was compared to
the landmarks to establish the mean error. The images were acquired with the same
procedure used in the preceding cases, but in this case the environment was com-
pletely dark, to enhance the contrast.

Instead, the landmarks were acquired using room light conditions, and taking
three photographs. Digitization yielded a point cloud consisting of 2,430 points
(Fig. 5).

Moreover, the dummy head was digitized both with a photogrammetric technique
and with the laser scanner Minolta Vivid 910i. The textured laser scanned point
cloud is shown in Fig. 6.

One of the main problems with projected targets photogrammetry is the low con-
trast of the targets on the human face surface.
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Fig. 4 The re-engineered scanning system

Fig. 5 Photogrammetric
point cloud with the second
setup

For this reason the second experimental procedure was done by directly placing
targets on the face, as shown in Fig. 2, and then acquiring the facial images using
photogrammetry (Figs. 7 and 8).

The distance values are reported in Table 1.
The maximum linear difference between measured distances was equal to

1.4 mm, while the mean was equal to 0.6 mm. With the previous technique the mean
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Fig. 6 Textured laser scanned point cloud

Fig. 7 Landmark photogrammetric acquisition for the left side of the face

between the differences was equal to 2.5 mm: so the presented 3D photogrammetric
system resulted very much better.

The comparison among the measurements of some distances done manually with
a caliper, or with the photogrammetry and laser scanning measurements, is shown
in Table 2.

Figure 9 and Table 3 illustrate an example of angle measurements done on a real
subject’s face.
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Fig. 8 Textured
photogrammetric 3D
landmarks face model

Table 1 Results with the reengineered scanning system
Landmarks
distances (mm)

Obtained by
photogrammetry By laser Difference

Ac(Rt)—ac(Lt) 29:61 30.3 0.7
Ex(Rt)—ex(Lt) 97:15 98.1 1.0
En(Rt)—en(Lt) 30:60 31.0 0.4
Ex(Rt)—en(Rt) 35:06 35.8 0.7
Ex(Lt)—en(Lt) 33:70 33.7 0.0
tr–g 44:91 45.2 0.2
g–n 25:33 25.7 0.3
n–prn 34:84 34.1 0.7
prn–sn 13:01 13.3 0.3
li–sl 7:18 7.4 0.2
sl–pg 13:28 13.8 0.5
pg–me 11:97 12.2 0.2
n–me 93:24 94.3 1.1
tr–n 70:07 71.1 1.0
n–sn 41:33 41.5 0.1
sn–me 43:43 42.0 1.4
T(Rt)—go(Rt) 62:08 62.7 0.6
T(Lt)—go(Lt) 55:50 56.4 0.9
Go(Rt)—me 70:23 70.4 0.1
Go(Lt)–me 74:32 75.2 0.8
T(Rt)—t(Lt) 126:51 128.0 1.4
Chp(Rt)—chp(Lt) 14:77 15.6 0.8
Ch(Rt)—ch(Lt) 46:36 47.1 0.8
Os(Rt)—os(Lt) 40:75 41.2 0.4

When considering the accuracy of the two methods, it should be noted that Kon-
ica Minolta declares accuracy measurements for the Vivid 910i laser scanner in
the ranges X W ˙0:38mm Y W ˙0:31mm Z W ˙0:20mm, while with the scheme
adopted herein it is possible to calculate an accuracy for the photogrammetric
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Table 2 Results with some landmarks manually measured
Landmarks
distances (mm)

Obtained by
photogrammetry

By laser
scanning (mm)

Manual measure
with caliper

Max
difference

n–sn 41.33 41.5 41.51 0.2
T(Rt)–go(t) 62.08 62.7 61.75 0.9
Chp(Rt)–chp(Lt) 14.77 15.6 15.23 0.5

Sn-t

Sn-g

Pg-go

Fig. 9 Angle measurement done on a real face

Table 3 Three dimensional
angles

Measured angles
(mm)

Using Rhino
CAD

Using VIVID 910
Laser scanner

g–n–prn 161:31ı 160:5ı

n–prn–pg 139:55ı 138:5ı

Go(Rt)–pg–
go(Lt)

83:06ı 84:7ı

system equal to almost 1/10,000, that means, for the face, ˙0:15mm on Z and
˙0:03mm on X and Y with a confidence level of 95%, assuring highly accurate
facial measurements.

4 Conclusions

In this paper the validity of photogrammetry for digitization of human faces is
demonstrated.

The 3D analysis of facial soft tissue morphology is a precious instrument for
clinical purposes, since it is a non-invasive method. Landmark analysis of the human
face is a widely used methodology in the medical field in such areas as orthodontics
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and surgery, being a valid method for making a correct diagnosis and supporting
treatment planning, as well as analyzing facial symmetry or asymmetries, and the
presence of cranio-facial malformations.

Three-dimensional information regarding each subject can be retrieved, so mak-
ing subject recognition possible based on the unique features of each face.

Digitization has been performed using 30 landmarks as indicated in literature,
and comparing two technologies, namely low-cost photogrammetry and laser scan-
ning, used on the same dummy head.

One of the main drawbacks of photogrammetry is the poor contrast of the targets
on the human face surface. Two specifically designed different experimental setups
are presented, demonstrating the better performance of the second one applied to
a dummy head. This research points out the potential of low-cost photogrammetry
for medical digitization. Further research will be addressed to testing the use of the
second scanning system on humans to validate its performance.
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Chapter 9
3D Face Recognition and Compression

Wei Jen Chew, Kah Phooi Seng, Wai Chong Chia, Li-Minn Ang,
and Li Wern Chew

Abstract Face recognition using 3D images is an important area of research due to
its ability to solve problems faced by 2D images like pose changes. In this chapter,
a 3D face range recognition and compression system is proposed and the effect of
using compressed 3D range images on the recognition rate is investigated. Com-
pression is used to reduce the file size for faster transmission and is performed using
the Set Partitioning in Hierarchical Trees (SPIHT) coding method, which is an im-
provement of the Embedded Zerotree Wavelet (EZW) coding method. Arithmetic
Coding (AC) is also performed after SPIHT to further reduce the amount of bits
transmitted. Comparing the uncompressed probe images and probe images com-
pressed using SPIHT coding, simulation results show that the compressed image
recognition rate ranges from being lower to being slightly higher than uncompressed
probe image recognition rate, depending on bit rate. This proves that a 3D face range
recognition system using compressed images is a feasible alternative to a system
without using compressed images and should be investigated since the benefits like
smaller file storage size, faster image transmission time and better recognition rates
are important.

Keywords 3D face recognition � 3D range image compression � SPIHT

1 Introduction

Automatic face recognition is an area that has been researched on for many years.
With accurate face recognition systems, industries like the security sector will ben-
efit from them [1]. Besides identifying dangerous people or verifying the identity of
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a person, face recognition can also be used for entertainment, like producing more
innovative games as well as help long lost families reunite by helping them search
through a database of millions of faces.

Although two dimensional (2D) images has been use for face recognition for
many years, they still suffer from pose changes problem [2]. Therefore, three di-
mensional (3D) images started to be explored for usage in face recognition. This is
because 3D face recognition uses the face surface structure and shape, and can be
rotated in any direction to match a face in the database, therefore eliminating the
pose changes problem.

An example of a type of 3D image is the range image. This type of image contains
the x, y and z coordinate of each face pixel as well as the flag value. Typically, the
z-coordinate value is the range value, which is the distance of the face from the
camera while the x and y coordinate values are the pixel coordinates. Therefore,
when the z-coordinate values are arranged properly in a matrix, then the x and y
coordinate values can be ignored. The flag values show whether the pixel has a
valid range value or not. However, 3D range images can be large in file size and
therefore can pose storage and transmission problems when there is limited space
or bandwidth. For example, a 640 � 480 range image is about 13 Mb in size.

A solution to reduce a large image file size is compression. The main purpose of
image compression is to reduce the size of the file while ensuring that the quality
of the image do not degrade too much. A compression system typically consists
of three components, which are source encoder, quantizer and entropy encoder [3].
The source encoder transform the image into coefficients, the quantizer reduces the
number of bits of the coefficients and the entropy encoder compresses the quantized
coefficients further for better compression [3].

In this chapter, a 3D face recognition and compression system is proposed. This
system uses 3D face range images and consists of two parts, which are transmit-
ters and a receiver. A transmitter consists of an image capturing station and at
each station, the 3D range images are compressed before being transmitted. The
receiver consists of a decompression system and a 3D face matching system. The
proposed system consists of several transmitters and one receiver, as shown in
Fig. 1.

In the compression system at the transmitter side, the range image will be trans-
formed into coefficients using the Discrete Wavelet Transform (DWT) method.
Next, the coefficients will be coded using the Set Partitioning in Hierarchical Trees
(SPIHT) [4] and the number of bits further reduced using Arithmetic Coding (AC)
[5] before being transmitted over to the receiver side. At the receiver end, the re-
verse of the compression process will occur to obtain back a range image that will
be used for recognition purposes. 3D face matching is performed using a combi-
nation of surface matching, Principal Component Analysis (PCA) [6] and Linear
Discriminant Analysis (LDA) [7].

The reason to have several small units of 3D camera is to capture 3D range im-
ages of unknown people around a building and these images are then sent to the
receiver section to perform face recognition to identify the unknown person. The
advantage of the proposed setup is to enable the system to have many different
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Fig. 1 3D face recognition and compression system

locations to capture images without the need to setup a face recognition system at
each location. Instead, all the information just needs to be sent to one central sys-
tem to perform the face recognition. Hence, compression is a crucial step to reduce
transmission time and save bandwidth.

Section 2 discusses about the background and theory of the various methods used
while Section 3 discusses about the face recognition and compression method used.
The simulation and results are presented in Section 4 and finally the conclusion is in
Section 5.

2 Background

The system proposed in this chapter requires compression and recognition meth-
ods. After some investigation, it was decided that the compression is performed
using Discrete Wavelet Transform (DWT) [3], Set Partitioning in Hierarchical Trees
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(SPIHT) [4] and Arithmetic Coding (AC) [5] while recognition will make use of
Principal Component Analysis (PCA) [6] and Linear Discriminant Analysis (LDA)
[7]. Each of these methods is further discussed below.

2.1 Discrete Wavelet Transform

Discrete Wavelet Transform (DWT) [3] is used to decompose an image into differ-
ent subbands which contain different frequency components of the original image.
Although this is usually performed on a 2D image, for this chapter, DWT will be
performed on the range image instead. By performing this transform, the impor-
tance of a pixel can be determined. The original image (xŒn�) will first pass through
a series of low pass (gŒz�) and high pass (hŒz�) filter, and then subsampled as shown
in Fig. 2. The number of subbands created after DWT is affected by the level of
decomposition, n. In the example shown in Fig. 2, four subbands which label as
LL, LH, HL, and HH are created. Generally, (3n C 1) subbands are created with
n level of decomposition. After DWT is applied to the image, most of the impor-
tant pixels are compacted in the lowest frequency subband (LL subband). The pixel
importance reduces when moving from the lowest frequency subband to highest
frequency subband.

2.2 Set Partitioning in Hierarchical Trees

After DWT [3] is performed, the image will be encoded using SPIHT [4]. The
SPIHT [4] algorithm uses the spatial orientation tree structure to link and en-
code the wavelet coefficients. Figure 3 illustrates the parent-offspring relationship
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Fig. 2 General filtering process of DWT
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Fig. 3 The parent-offspring relationship of spatial orientation tree structure adopted in SPIHT

of the spatial orientation tree structure. Every wavelet coefficient is treated as a
node in the tree structure, except the coefficient with the “�” label. Starting from the
lowest frequency subband, the node without the “�” label will serve as the root of a
tree. Each of the nodes is connected to either 4 offspring which located in the same
spatial region at higher frequency subband, or no offspring (leaves).

The SPIHT [4] algorithm uses three lists - List of Insignificant Pixels (LIP),
List of Insignificant Sets (LIS), and List of Significant Pixels (LSP) to control the
coding process. Initially, the coordinate of all the coefficients located in the lowest
frequency subband is added to the LIP. The entries in the LIS are similar to the LIP,
except for those coefficients denoted with “�” in Fig. 3. In addition to this, all the
entries in the LIP are marked as Type A entries. Only the LSP is left empty.

Ordinary SPIHT [4] algorithm will start the process by first coding the entries in
the LIP. For each entry in the LIP, a ‘1’ bit is sent if the entry is significant. This is
followed by the sign bit of the entry. Otherwise, only a ‘0’ bit will be sent. When all
the entries in the LIP have been coded, the process is carried on with the entries in
the LIS.

First, the process will examine the type of entry. On one hand, if any descendants
of the Type A entry are significant, a ‘1’ bit is sent, and the four offspring will be
sequentially coded. Otherwise, a ‘0’ bit is sent. The output bits that are used to define
the significance of the descendants and offspring will be denoted as DESC bit and
LIS SIG bit respectively. On the other hand, if any grand descendants of the Type
B entry are significant, a ‘1’ bit is sent, and the four offspring are added to the back
of LIS as new Type A entry. Then, the Type B entry will be removed from the LIS.
Again, only a ‘0’ bit is sent for the opposite case. The output bit that represents the
significance of the grand descendants will be labeled as GDESC bit.

After all the entries in the LIS have been coded, the process continues by sending
the refinement bit for each entry in the LSP. Finally, the value of T is divided by two,
and the process will start all over again until the desired bit rate is met.
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2.3 Arithmetic Coding

In most of the cases, the redundancy in an image cannot be completely removed
with image coding. Hence, it is very likely that the redundancy can be further re-
moved with the use of entropy coding. Different from image coding which exploit
the redundancy within the image itself, entropy coding will exploit the redundancy
among the output bits or symbols, because very likely that certain type of output
bits or symbols will have higher probability of occurrence. For example, the output
bit stream of SPIHT usually contains more number of bit ‘0’ than number of bit ‘1’.

Among the various type of entropy coding algorithm, the arithmetic coding (AC)
[5] can be considered as the best technique that gives near optimal performance. In
AC [5], an interval starting from 0 to 1 is first distributed to all the possible symbols,
with respect to their probability of occurrence. Then, the lower and upper limit of the
interval is updated to the lower and upper limit of the portion where the symbol to
be coded located. After the boundary limit is updated, the interval is redistributed to
all the possible symbols. The process will continue until it reaches the last symbol
to be coded. In this case, a number that fall within the lower and upper limit of the
portion where the last symbol to be coded is located will be chosen. This number is
used to represent the entire list of coded symbols.

2.4 Principal Component Analysis

After compressing and decompressing the face range image, the next step in the
proposed method is to perform face recognition. The recognition method proposed
includes the use of PCA [6] and LDA [7]. PCA [6] is used to feature extraction while
LDA [7] is used to further separate the group of data from each other. To use PCA [6]
for feature extraction purposes, the first step is to convert each depth values obtained
from the database into 1D vector by concatenating the rows or columns into a long
vector. Then, the mean is calculated using Eq. 2 by summing the entire database
1D vector together and then dividing by the amount of faces in the database. Each
face is then centered by subtracting the mean image from each face image using
Eq. 1 [6].

Nxi D xi �m (1)

where

m D
1

p

pX

iD1

xi (2)

Next, the data matrix is created by combining the centered database image side-
by-side to create a data matrix. The covariance matrix is then be calculated by
multiplying the data matrix with its transpose, as in Eq. 3 [6].

� D XX
T

(3)
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This is followed by the calculation of the eigenvalues and eigenvectors for the
covariance matrix. An eigenspace is created by the sorted eigenvectors matrix. Fi-
nally, the centered training images are projected into the eigenspace created. The
projection is the dot product of the centered training image with each of the or-
dered eigenvectors calculated. The more important eigenvectors will have higher
eigenvalues.

2.5 Linear Discriminant Analysis

For LDA [6], the first step is to calculate the within class scatter matrix which shows
the amount of scatter between training images in the same class. The scatter matrix
is calculated using Eq. 4 where Si is the scatter matrix and mi is the mean of the
training images [7].

Si D
X

x2Xi

.x �mi /.x �mi /
T (4)

The within class scatter matrix, which is the sum of all the scatter matrices, is cal-
culated using Eq. 5 where Sw is the within class scatter matrix and C is the number
of classes [7].

Sw D

CX

iD1

Si (5)

Next, the between class scatter matrix is calculated using Eq. 6 where SB is the
between class scatter matrix, ni is the number of images in the ith class and m is the
total mean of all training images [7].

SB D

CX

iD1

ni .mi �m/.mi �m/
T (6)

The eigenvectors and eigenvalues of the within class and between class matrices
are then calculated. Sorting the non-zero eigenvectors from high to low according
to the corresponding eigenvalues, the Fisher basis vector is formed. Calculating the
dot product of the training images with each of the Fisher basis vectors, the training
images will be projected onto the Fisher basis vectors.

To identify the test image, it is projected onto the Fisher basis vector and the
Euclidean distances between the test and training images is calculated. The training
image class that the test image belongs to is indicated by the shortest Euclidean
distance.
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3 3D Face Compression and Recognition

Other works has shown that 3D range face images were successfully used in a 3D
face recognition system. However, a drawback of 3D range images is their file size.
At about 13 Mb for a single 640�480 image, storing and sending the image becomes
a problem when there is limited space or bandwidth. Therefore, it is proposed that
the image be compressed.

In this chapter, it was proposed that compression is to be performed using the
DWT [3] based image coding technique called SPIHT [4] that was discussed in
Section 2. DWT based coding was chosen since it has the advantage over DCT based
coding where it decomposes a signal into various subbands, therefore eliminating
the need to block the input image [3], hence solving the blocking artifact problem.
SPIHT was chosen because it is a progressive compression algorithm that is able
to send the most significant bits first, therefore enabling reconstruction of the entire
image even at low bit rates. For further bit compression, AC [5] was also performed
after SPIHT.

Basically, the 3D face range images would first be decomposed into various
subbands using DWT [3] as shown in Section 2.1. The range image would be trans-
formed into coefficients and the more important coefficients would be concentrated
in the LL subband, which is the lowest frequency subband. These arranged coeffi-
cients would then be encoded using SPIHT [4] which forms parents-offspring links
from the DWT coefficients, as shown in Section 2.2. The bit rate at which to encode
the coefficients can be controlled using SPIHT. Finally, the encoded coefficients are
further compressed before transmission using AC [5] which reduces the amount of
bits needed to represent the coefficients.

For the 3D face recognition section, matching was performed using the method
used by Chew et al. [8]. This method comprises of 3 parts, which are face feature
detection, face alignment and face matching which consist of surface matching,
PCA [6] and LDA [7]. Recognition is performed on the decompressed range images.

This method starts by locating key face feature points. These points are then
used to translate and rotate the faces so that the unknown probe faces and those
in the database are frontal facing, making them easier to be matched to each other
more efficiently.

Next, the surface matching method is used. The face row with the nose tip is
located and then the horizontal face slice is segmented out slice by slice between
the nose row and 100 rows above it, an area which is less susceptible to facial ex-
pression. The distance between the database candidates and unknown probe slice is
calculated by the vertical distance.

Since the faces are not aligned using Iterative Closest Point (ICP) [9], only sur-
face matching will not provide an accurate face recognition result. Therefore, PCA
[6] followed by LDA [7] is further performed on the 20 closest matches from the
surface matching result. For the PCA followed by LDA method, instead of using
2D gray images, the proposed method uses 3D range information instead to cre-
ate the LDA eigenspace. For each range training image, they were each converted
into 1D vector and concatenated together to form a matrix where their mean will be
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calculated using Eq. 2. After that, a centered data matrix is obtained by subtracting
the mean from the original data matrix. Next, a covariance matrix is obtained us-
ing Eq. 3 and then eigen vectors and eigen values are obtained for the covariance
matrix to obtain an eigenspace. The centered training images can be projected into
this space to determine their classes. However, sometime the classes between dif-
ferent faces are not clearly defined in the PCA eigenspace. Hence, LDA is further
performed to obtain a clearly defined class since it is able to minimize the within
class scatter and maximize the between class scatter. After that, each unknown probe
face will be projected on the LDA eigenspace and the training face with the shortest
Euclidean distance in this eigenspace will be the most likely candidate for the probe.

This 3D face recognition method is performed on both compressed and uncom-
pressed 3D range images to determine how much degradation the recognition rate
will have due to using compressed images.

4 Simulation and Results

The range images are compressed using SPIHT [4] and AC [5] while recognition
is performed using the method used by Chew et al. [8]. Compression is performed
from 0.03 bits per pixel (bpp) to 0.50 bpp. Figure 4 shows the original image while
Fig. 5 shows the decompressed images of the original image at different bit rates
using SPIHT.
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Fig. 5 3D face range image compression at various bit rates

The images in Fig. 5 are the image examples obtained after decompression
that are used for recognition. However, before the images in Fig. 5 can be obtained,
another vital step needs to be performed. This is because right after decompression,
an outline boundary can be observed surrounding the image. Therefore, this outline
needs to be removed before the next stage of face recognition can be performed.

To remove the unwanted boundary, the first step is to binarize the reconstructed
range image. Then, the image is eroded a few times to obtain a face mask that is
slightly smaller that the original face. Finally, the reconstructed range image is com-
pared with the eroded binarized image and only range pixels within the binarized
image are retained. Therefore, the unwanted boundary outline was successfully re-
moved. The shrinking of the binarized image to obtain the face range image should
not affect the recognition process since most of the information used for recogni-
tion is at the middle of the face. Figure 6 shows a face range image before and after
removal of the boundary outline.

Once the boundary outline has been removed, the 3D face range image is
matched with a 3D face range database using the method discussed in Section 3
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Fig. 6 Face range image before and after boundary outline removal

to determine the identity of the face. The 3D face recognition method consists of
performing surface matching followed by PCA and LDA.

For this simulation, the UND database [10,11] was used. Since training for PCA
[6] and LDA [7] requires multiple images per subject, a subset of this database was
used. It was decided that the training database consist of three images per subject.
This means subjects with at least three images can be selected for training and sub-
jects with at least four images can be selected as the unknown probe image. For
this paper, 80 subjects were chosen for training while 61 subjects were chosen as
the unknown probe. This means there is a total of 240 training images. All of them
were rotated to the front with their nose at position (0,0,0). This is to make it easier
for the probe face to align itself to the faces in the database.

Each of the unknown probe faces were compressed and then decompressed be-
fore performing face recognition using the method of surface matching followed
by PCA [6] and LDA [7]. Figure 7 shows the PSNR obtained for several images
compressed with SPIHT [4] coding, Table 1 shows the bit rate difference between
using AC and not using AC, Tables 2 and 3 shows the recognition rate obtained for
different bit rates after compression without and with AC respectively while Table 4
shows the recognition rate obtained if the images have not been compressed before.

In Fig. 7, it is observed that the PSNR increases as the bit rate increases. This
means that the quality of the reconstructed image is better with higher bit rate. The
3D range images used have PSNR values of between 10 to 50 dB.
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Fig. 7 Graph of PSNR versus bit rates

Table 1 Comparison of bit
rate with and without AC

Bpp with AC Bpp without AC
0.05 0.08
0.10 0.14
0.15 0.20

Table 2 Recognition rates for compressed images without AC for different bit rates
Recognition rates (%)
Rank 0.05 bpp 0.10 bpp 0.15 bpp 0.20 bpp 0.25 bpp
1 59.02 65.57 68.85 70.49 72.13
2 65.57 77.05 73.77 73.77 77.05
3 73.77 80.33 75.41 75.41 78.69
Recognition rates (%)
Rank 0.30 bpp 0.35 bpp 0.40 bpp 0.45 bpp 0.50 bpp
1 75.41 77.05 77.05 75.41 73.77
2 78.69 78.69 78.69 78.69 77.05
3 81.97 81.97 81.97 83.61 81.97

Table 3 Recognition rates for compressed images with AC for different bit rates
Recognition rates (%)
Rank 0.03 bpp 0.07 bpp 0.11 bpp 0.15 bpp 0.20 bpp
1 59.02 65.57 68.85 70.49 72.13
2 65.57 77.05 73.77 73.77 77.05
3 73.77 80.33 75.41 75.41 78.69
Recognition rates (%)
Rank 0.24 bpp 0.28 bpp 0.33 bpp 0.37 bpp 0.41 bpp
1 75.41 77.05 77.05 75.41 73.77
2 78.69 78.69 78.69 78.69 77.05
3 81.97 81.97 81.97 83.61 81.97
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Table 4 Recognition rates
for uncompressed images

Rank Recognition rates (%)
1 68.85
2 73.77
3 81.97
4 83.61
5 85.25

In Table 1, each row represents a certain image quality. Therefore, the table shows
that to obtain the same image quality, higher bits per pixel is needed when AC is not
used. Comparing the results obtained in Table 2 and 3, for the same recognition
rate, the bit rate used was lower for a compression system with AC compared with
a compression system without AC. Hence, instead of coding till a certain bit rate to
get a required recognition rate, the implementation of AC allows the user to code at
a lower bit rate to get the same recognition rate.

By comparing Table 3 and 4, it can be observed that the recognition rates for
the compressed images increases with higher bit rates till 0.33 bpp before drop-
ping a little. From 0.15 bpp onwards, compressed images have 3 to 5 more Rank 1
images compared to uncompressed images, hence a higher recognition rate. A pos-
sible reason is a feature of the probe image that causes it to be an unsuitable match
to the correct person in the database became less prominent due to the compres-
sion. Therefore, with fewer differences, a better match was achieved. The results
show that it is possible to compress the 3D face range image and still be able to use
it to perform 3D face recognition. Therefore, it proves that the proposed 3D face
recognition system with compression is a feasible system.

5 Conclusion

In this paper, a 3D face recognition system with compression is proposed. This
system consists of a transmitter side which contains image capturing and compres-
sion systems, and a receiver side which contains a decompression system and a 3D
face matching system. First, the captured unknown probe image is compressed and
then uncompressed at a determined bit rate using SPIHT and AC. Then, the un-
compressed image is processed to remove the boundary outline that formed after
compression. Finally, face recognition is performed using the proposed method of
surface matching followed by PCA and LDA. From the results obtained, the recog-
nition rate of the proposed 3D face recognition system with compression varies,
from lower to higher than a normal 3D face recognition system without compres-
sion, depending on bit rate. AC also helps lower the bit rate to obtain a certain
recognition rate, when compared with not using AC. Therefore, this shows that
adding compression to a 3D face recognition system is a feasible step and warrants
further research since recognition rates obtained were good and the benefits obtained
from using compressed images, like reduced storage space and faster transmission
time, are important when there is limited storage space or bandwidth.
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Chapter 10
Head Movement Quantification and Its Role
in Facial Expression Study

Fakhrul Hazman Yusoff, Rahmita Wirza O.K. Rahmat, Md. Nasir Sulaiman,
Mohamed Hatta Shaharom, and Hariyati Shahrima Abdul Majid

Abstract Temporal modeling of facial expression has been the interest of various
fields of studies such as expression recognition, realism in computer animation and
behavioral study in psychological field. While various researches are actively be-
ing conducted to capture the movement of facial features for its temporal property,
works in term of the head movement during the facial expression process is lack-
ing. The absence of head movement description will make expression description
to be incomplete especially in expression that involves head movement such as dis-
gust. Therefore, this paper proposes a method to track the movement of the head
by using a dual pivot head tracking system (DPHT). In proving its usefulness, the
tracking system will then be applied to track the movement of subjects depicting dis-
gust. A simple statistical two-tailed analysis and visual rendering comparison will
be made with a system that uses only a single pivot to illustrate the practicality of
using DPHT. Results show that better depictions of expression can be implemented
if the movement of the head is incorporated in the facial expression study.

Keywords Face expression modeling � Computer graphics � Face tracking � Face
animation

1 Introduction

Due to its applicability in various areas such as recognition, robotics and computer
animation, facial expression modeling has been the interest of many researches.
The computer researches of facial expression study would mainly base their works
on Facial Action Coding System (FACS), a face description method proposed by
Paul Ekman [8]. Ekman’s FACS has been the de-facto reference for face expression
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description where it can be found in works such as [3, 11, 22, 23, 33, 35]. FACS
through Action Unit (AU) focuses on describing facial muscle activities during fa-
cial expression. While many works utilize the concept of AU in describing facial
expression, works in term of head movement, inclusive of the neck muscle is still
lacking. Ekman, in his original work includes neck muscle as parts of the FACS.
This is obvious from the head turn-left, head turn-right, head-up, head-down, head
tilt-left, head tilt right, head forward and head back inclusion in the FACS descrip-
tion [8,10]. Therefore, in order for facial expression to be properly studied, the head
movement should be taken into consideration together with others AUs. The expres-
sion of disgust and surprise, for example, will usually be accompanied with some
movement of the head which signal the intensity of the action [9].

Currently as most works focus on the non-head AU, the graphical rendering
usually is confined to face component movement (mouth, eyes, brows etc.). This
reduces the realism factor of the depiction as the head movement plays a vital part
in expression production. Systems of facial expression that left out head movement
such as [22, 23] will have problems in depicting disgust where the neck may move
backward to signal displeasure. We may not be able to graphically depict the dis-
pleasure completely without quantifying the head movement. Besides, eventually, if
the human head is combined with the body, the head movement needs to be mod-
eled. Without attempt to quantify the movement properly, the head movement will
be a form of guessing game at best.

Given that facial expression has been the study of various researches, it is sur-
prising that the head movement has not been given a proper attention. Therefore,
this paper intends to highlight the importance of head movement during facial ex-
pression study by quantifying and showing the head movement during the facial
expression of disgust. Disgust expression is selected because it involves some move-
ments of the head [9]. This paper proposes quantifying the movement of the head
using Dual Pivot Head Tracking System (DPHT). A series of experiments on sub-
jects producing facial expression of disgust will then be conducted to show that
quantifying the head movement is important for better understanding and depiction
of facial expression.

Before going into the details of the proposed method, the following Section 2 will
highlight on what constitutes a head movement. This will be followed by Section 3
where some of the works on facial expression will be evaluated on the context of
head movement inclusion.

2 Head Motion During Facial Expression

The head motion can be divided into two major motions. The first motion involved
the motion of yaw, pitch and roll. The first motion is made possible by movement
of the skull with cervical vertebrae known as C2 acts as the pivot point for the
motion [19].
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The second head motion involved the movement of the cervical vertebrae itself.
This cervical vertebrae or commonly known as the neck is responsible in producing
the movement of head pulling and pushing which are defined to be part of the head
AU in Ekman’s FACS. The cervical vertebrae consist of 7 parts which are named
as C1, C2, C3, C4, C5, C6 and C7 [19]. Whilst C2 is responsible for the movement
of the yaw, pitch and roll, the pivot that causes the movement of the whole neck
is not readily apparent. This is because the cervical vertebrae are linked with the
thoracic section (human backbone) with no apparent pivot. However, as the cervical
vertebrae works in a group as a single component (commonly known as neck) and it
is not elastic, it can be generally treated as one single unit which movement is tied on
C7, the base of cervical vertebrae. Therefore given the pivot of C2 and the motion of
the neck which is based on C7, yaw, pitch, roll, head pulling and head pushing can be
generated. Given these useful information on head movements, various researches
however did not consider it as part of the facial expression study as can be shown in
the following section.

3 Related Work

Facial Action Coding System (FACS) by Paul Ekman is being used by many re-
searches in the field of facial expression. However, the head motion description is
not being considered by many of the researches. Ekman, through his Manual of
FACS identifies many action units including head motion [10]. Unfortunately, the
head motion is not given priority in many studies. Tian, Kanade and Cohn [33] de-
fine templates to detect and track specific non-head AU related muscle. The group’s
work is based on frontal view and focused on the non-head AU. As head muscle AU
description is not included, the visualization will be limited only to face. Moreover
the group’s work in 3D visualization will be limited due to the absence of depth
information. Our proposed work on the other hand attempts to quantify movement
of the head using both frontal and profile views. This enables 3D visualization as
enough information is available to construct 3D coordinate.

Pantic and Patras utilize a rule-based description to establish non-head AU. Their
first paper investigates on profile view [22] while the second paper looks at frontal
view [23]. Valstar and Pantic [35] is a continuation of rule-based frontal description
of non-head AU. While there are frontal and profile elements, these works focus
on fiducial points mainly for describing non-head AU. Furthermore, no attempt is
being made to implement it in 3D environment. The proposed method attempts to
incorporate head motion which will be obtained from frontal and profile view in
order for a 3D representation to be built. Using this approach a more encompassing
movement can be visualized.

Some researches propose specialized equipment to track movement. Kapoor and
Picard [15], for example, work on head nod and shake detector. The group uses a
special infra-red device to detect the movement. Meanwhile, Cohn, Schmidt, Gross
and Ekman [4] use EMG (Facial Electromyography) device to quantify selected



124 F.H. Yusoff et al.

facial muscle during expression. The EMG sensors will be attached to human face
to record facial expression. These works on movements admittedly can be used
as guidance for Ekman’s head AU. However their applicability is rather limited.
Usage of devices may be applicable only in controlled environment such as in lab.
Moreover, devices such as head gear and EMG wires are intrusive and may hinder
subjects from producing good facial expression. It is the goal of this work to avoid
intrusion by using image processing approach to detect feature points.

MPEG-4 specification adapted FACS into FAP [21]. The adoption of FACS into
FAP can be seen as an acknowledgement on the role of FACS in facial expression
description. Unfortunately MPEG-4 FAPs focuses on animating face with the ab-
sence of neck. Without the neck, head movement is not truly incorporated in the
specification. This will reduce the realistic value of the FAP since some of the fa-
cial expression such as surprise and disgust include the neck movement [9]. More
importantly, the head AU of Ekman’s describe movements that include the neck sec-
tion. With the absence of the neck, only non-head AU seems to benefit the most in
the incorporation of FACS in MPEG-4. Raouzaiou et al. uses MPEG FAPs in their
study to describe the archetypal expression [27]. While the effort enables better un-
derstanding of facial expression through compartmentalization approach, the work
is not going to be complete due to the inadequacies faced by FAP in term of head
movement descriptions.

Dornaika and Ahlberg [6] include some discussion on rotational property infer-
ring inclusion of head AU elements during their attempt to track facial expression
using template. The work even discuss on the yaw motion that exist during ex-
pression. However the implementation is confined to facial component without
consideration on the neck motion. Although yaw description is involved, the ab-
sence of neck makes discussion on the head to be incomplete.

Reisenzein, Bordgen and Holtbernd [29] attempt to investigate disassociation
between emotion and facial display (surprise). However, their work only quantifies
the eye area (pupil, brow) movement for sign of surprise. Incorporating description
on the head movement may give more information on the surprise response.

The detachment of head movement from facial expression is such that various
computer animation books do not touch on head movement while discussing facial
expression. The absence of neck from facial expression modeling maybe due to the
neck is usually being categorized as part of the body as can be seen in works of
[12, 17, 26]. These works infer that neck is part of the body and head is portrayed
without the neck.

The concept of neck is part of the body can also be found in books such as
[14, 20, 28]. This notion however is not definite as some researchers such as Mao,
Qin and Wright model the body without the neck [18]. In situation such as facial
expression modeling, neck needs to be part of the expression model. Roberts in [30]
points out that neck is actually an integral part of facial expression. Some researchers
acknowledge the role of neck in facial expression study by considering it as part
of facial expression modeling. Therefore, areas to be considered when it comes to
facial expression should be from the base of the neck upwards.



10 Head Movement Quantification and Its Role in Facial Expression Study 125

There are actually efforts being done to incorporate head movement during facial
expression. Realizing the setback of MPEG-4 FAP Arya and DiPaola proposes Face
Modeling and Animation Language for MPEG-4 [2]. Arya and DiPaola aim to im-
prove the face modeling in MPEG so that a more realistic facial expression can
be produced. In their proposal neck is included as part of their model. However,
Arya and DiPaola’s do not suggest any means to quantify the head movement. The
proposed method on the other hand will propose the method to quantify this head
movement.

Hsu, Kao and Wu touch on the issue of facial appearance for believable facial
expression [13]. In their research, proper head shape is mapped to different per-
sonality to enable more believable generation of facial expression. The research
considers neck to be one of the priorities together with the shape of the eyes, mouth
nose and jaw. The research inclusion of neck shows that the dynamics of the neck
should also be studied in order to create a proper facial expression model. The pro-
posed research aims to track the dynamic of the neck using DPHT system to further
enhance the face expression study done by others.

Perhaps the best statement regarding the lack of study on neck as part of the
head movement can be found in Lee and Terzopoulis [16]. Lee and Terzopoulis
lament that not many researchers give much attention to the neck. They propose
a biomechanical model of the neck. Their neck model is controlled by a number
of controllers which simulate actual muscle of human neck. To prove the realis-
tic aspect of their model, the neck is coupled with a facial expression simulation.
While Lee and Terzopoulis did not openly state that neck should be part of facial
expression, the act of integrating neck in facial expression simulation proves that
neck should be part of the facial expression modeling right from the beginning.
As the focus of Lee and Terzopoulis is on biomechanical model, the implementa-
tion will be too complex if one only needs to look at neck activity in general. The
proposed work differs from Lee and Terzopoulis in the context of implementation.
The proposed model focuses in the movement of the neck in general where it relies
heavily on the observable feature points to be tracked. The biomechanical model
of Lee and Terzopoulis on the other hand involves the construction of underlying
muscle model which is not visible from naked eye. The advantage of general im-
plementation as proposed by this paper is it can be simply setup and suits studies
that suffice itself with the simple existence of neck motion such as in psychological
evaluation, believable animation and expression recognition. Therefore considering
the acknowledgement that head inclusive of the neck plays important roles, lack of
attention on the head movement during the facial expression should no longer be
tolerated. In the context of facial expression study, it is apparent that a proper quan-
tification of the head movement needs to be introduced so that the movement can be
better described and studied. This paper proposes the usage of DPHT in quantifying
the head movement during facial expression. Using DPHT, the paper will show that
neck plays a distinct role during facial expression specifically during the expression
of disgust. The following sections will elaborate more on the methods used to carry
out our proposal.
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4 Quantifying Head Motion

Quantifying the head movement requires several steps. The steps include image
capturing, feature point tracking, establishment of 3D coordinate, and head motion
quantification. Image capturing will capture the subject to be studied. Upon captur-
ing, some feature points will be manually selected and tracked throughout the film
frames. These tracked feature points information will be used to form a 3D coor-
dinate of the studied subject. After obtaining the 3D coordinate, the actual motion
quantification can be done. In this step, information can be analyzed for significant
patterns.

4.1 Image Capturing

Image capturing is done using frontal view and profile view. The two orthogonally
arranged views are needed to establish the 3D coordinate. An image distortion cor-
rection based on [5] is utilized to correct the distortion that exists during the image
capturing process. The proposed method follows the work of [24,31] in forming the
3D coordinate where basically x coordinate are taken from the frontal view and y, z
is taken from the profile view. A slight scaling and rotation similar to [31] is being
used to ensure that the views are of the same dimension. The rescaling and rotating
is done to correct for difference that exists on the camera focus during recording.
Calculating actual coordinate as suggested in [1] is not necessary in the proposed
work since relative coordinates retrieved from this orthogonal camera arrangement
is sufficient to calculate the motion movements.

4.2 Feature Point Tracking

Tracking the head movement which includes face and neck can be done by tracking
some specific feature points. The technique of following feature points can be seen
from the work of Pantic and Pantras in [22]. We extend the work of Pantic and
Pantras so that the tracking of the neck section can be done. Two pivot points (Point
C and D), one secondary point (Point P) and two supporting points (Point E and F)
are needed to track the movement of the head that includes the neck. These points
skeleton system which will be known as Dual Pivot Head Tracking System (DPHT)
are best illustrated using the following Fig. 1.

Based on explanation in Section 2, cervical vertebrae C2 is the first pivot respon-
sible for the yaw, pitch and roll. C2 however is not visible. Yip proposes the location
to be estimated using the head ratio [36]. Given its invisibility and variation in hu-
man head, this can be a difficult undertaking. Pantic and Pantras [22] on the other
hand propose usage of ear hole in lieu of C2. They point out that changes in the ear
hole area is minimal during head movement. As such yaw, pitch and roll can still be
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Fig. 1 (a) DPHT skeleton – points to be tracked. (b) Point placement on the human head – profile.
(c) Point placement on the human head – frontal

easily quantified if ear hole is used. Yusoff in [37] also shows that usage of ear hole
as a pivot point in determining yaw, pitch and roll is practical since only minimal
change are recorded at ear hole area while the head is executing some movement.

As such, the proposed method chose the ear hole in lieu of C2 as the first pivot for
tracking the standard yaw, pitch and roll of the head. This ear hole will be properly
known as Point C. The y and z coordinate of Point C will be defined as the ear hole
location seen from profile view. Ear hole is selected as it is visible and can be easily
tracked. Moreover, Pantic and Pantras also uses ear hole labeled as P15 in their work
in [22]. The x coordinate of Point C will be retrieved from frontal view (see Fig. 1c)
where it will be defined to be similar to x coordinate of Point D. This ensures that
Point C will be permanently located in the middle of the head. With Point C act as
the pivot, introducing Point P, E and F enable for calculation of yaw, pitch and roll.

Yaw for example can be detected by Point P moving away from Point C in hori-
zontal manner. Pitch on the other hand is the up or down movement of Point P with
respect to Point C. Finally by fixing Point C, roll is made possible with the existence
of slope between Point E and F with respect to Point C.

From the elaboration in Section 2, another point that is responsible for the head
movement will be C7. Like C2, C7 is not visible for tracking. As C7 actually refers
to the base of the neck, we choose base of the neck as another pivot point responsible
for the head movement. The base of the neck will be names as Point D in DPHT
system. Point D is proposed to be labeled at the midpoint of the base of the neck
(refer to Fig. 1b and c) and the whole body section will be tracked to determine its
movement. The proposal is made because of two reasons which will be as follows:

1. As the method focuses on the movement of the head, Point D is used to represent
body as one big point. Movement that involves point D will be considered to be
the movement of the whole body which is not the focus of this method.

2. Yusoff in [37] shows that marking point arbitrarily near the base of the neck does
not make much difference provided that the body is treated as one big point.

All these points (P, C, D, E and F) need to be tracked. By restricting the search area,
template matching as detailed in [7] can be used to match the existing points with its
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previous whereabouts. The proposed method employs optical flow technique with
template matching as implemented by Seyedarabi in [32] to search and track the
DPHT point movement from one frame to another. Usage of optical flow technique
reduces the number of comparison needed during the tracking process as it confines
the probable point motion location. Upon confining the probable location using op-
tical flow, the template matching will be utilized to obtain the best solution for the
searched feature points.

4.3 Establishing 3D Coordinate

Assuming that scaling between frontal and profile images are equals, translation are
equals, human face are symmetrical, and the frontal and profile view are orthog-
onal, establishing the 3D coordinate of Point P, C, D, E and F can be done using
information obtained from the views:

Px D
ExWFront C FxWFront

2
(1)

Py D PyWProfile (2)

Pz D PzWProfile (3)

Dx D DxWFront (4)

Dy D DyWProfile (5)

Dz D DzWProfile (6)

Cx D Dx (7)

Cy D CyWProfile (8)

Cz D CzWProfile (9)

Ex D ExWFront (10)

Ey D EyWFront (11)

Ez D EzWProfile (12)

Fx D FxWFront (13)

Fy D FyWFront (14)

Fz D FzWProfile (15)

By using Eqs. 1–15, 3D coordinates of DPHT can be formed. Using these coor-
dinates head movement can be quantified. The information can be integrated with
other facial expression information to create a better temporal rendering of a person
expressing an expression.
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4.4 Head Motion Quantification

The head motion as elaborated can be sourced from two axis namely the C2 for
skull and C7 for neck. The neck movement specifically during head pulling and
pushing can be calculated by measuring the angle between Point C and Point D
where Point D is treated as the point of origin. Whilst there are a variety of neck
movements available, the proposed method will restrict its scope to only the pulling
and pushing of head. Therefore the †DC of interest will be from the profile view.
This is done since the proposed work should be seen as extending the Ekman’s
based facial expression study where the scope of head movement are confined to
only head pulling and pushing (of the neck section) together with the typical yaw,
pitch and role (of the skull section) [8, 10]. As such, as far as the Ekman’s head AU
is concerned, the neck movement of interest will be the one that move forward or
backward in near horizontal manner. The †DC can be calculated as follows:

†DC D COS�1
 

.Cz �Dz/
p
.Cz �Dz/2 C .Cy �Dy/2

!

(16)

Meanwhile, to enable tracking of the skull movement (i.e. yaw, pitch and roll), a
secondary point (Point P) is introduced. Treating Point C as point of origin, the
angle between Point C and Point P can be calculated to quantify the yaw and pitch.
The following equations are used to calculate the yaw and pitch respectively:

†CPyaw D COS�1
 

.Px � Cx/
p
.Pz � Cz/2 C .Px � Cx/2

!

(17)

†CPpitch D COS�1
 

.Pz � Cz/
p
.Pz � Cz/2 C .Py � Cy/2

!

(18)

To account for roll movement, points are needed to track head tilt. Usage of eyes and
noses as in [34] can be unstable as eyes blink. The proposed method as can be seen
in Fig. 1b and c, uses the edge of nose hole as nose will not change its state. This
approach can also be seen in [22]. While [22] uses a single nose edge via fiducial
point P5, the proposed method will be using both sides (left nose and right nose)
where the nose edge will be labeled as Point E and F. The roll movement can be
calculated as the following Eq. 19:

†EF D COS�1
 

.Ex � Fx/
p
.Ex � Fx/2 C .Ey � Fy/2

!

(19)

Equations 16 through 19 are sufficient to quantify the movement of pulling/pushing
of head, yaw, pitch and roll a typical head movement in facial expression as can be
found in Ekman’s FACS. Whilst, much has been said about yaw, pitch and roll as can
be seen in [2,6,15], study on pulling and pushing of head that involves neck motion
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is rather limited. This pulling and pushing of head can be seen during the facial
expression of disgust. In showing the application of DPHT and the existence of neck
motion during facial expression of disgust, the following sections will elaborate on
the experiments conducted.

5 Experiments

To demonstrate the importance of DPHT in describing facial expression, an exper-
iment that elicits disgust expression has been devised. Eighty subjects participate
in the experiment. The subjects are selected from a pool of first semester students
majoring in Computer Science. A simple random sampling approach is being used
to obtain 80 students. To further minimize variations only students of a single race
is being used for this experiment. A narration is read to the subject and followed by
display of disgusting images. The session is repeated for three times where during
each session a different disgusting image is displayed. The images consists of a per-
son throwing up, a non-flushed toilet filled with faeces and an elephant defecating.
Students are specifically requested to react to the narration and images by manifest-
ing disgust. While this approach cannot be said as eliciting natural expression, it is
still valid if we assume that human facial expression is a form of social signal [25].
In this particular experiment, it is for the subject to socially signal disgust through
manifestation of his facial expression.

Steps in Section 4 are applied to establish the motion data. In studying the motion
of head during disgust, the angle of the line between Point D and C will be evaluated
.†DC /. Assuming the movement is mainly pull back movement with minimal
side ways movement of the neck, the angle †DC is calculated as in Eq. 16. By
using (16), the angle (in radian) can be tracked and this can be used as the value
that quantifies the neck movement. To factor out individual posturing, first frame
angle value will be deducted from all the recorded value as the first frame value
usually indicate the personal posturing of each individual person. In order to prove
that the head movement exists during the facial expression, a simple statistical two-
tailed test is being conducted using the following hypothesis: H0 W � D 0 rad and
H1 W � ¤ 0 rad. The testing will evaluate whether the average head movement (�)
is more than 0 rad. A standard deviation is set at 0.1. The standard deviation is based
on initial posturing variation of individuals during natural position. A significant
head movement will indicate that during the facial expression of disgust, the neck
movement is distinct and should be account as part of facial expression. A level of
significant of ’ D 0:05 is being used during the analysis to reject or accept H1.
To further emphasize the need for neck quantification, a graphical representation
of head movement is rendered. The first representation illustrates the movement of
head that incorporate the neck section as being proposed by this paper while the
second representation uses fiducial points tracked using only points from the face
area as proposed in work of Pantic and Pantras [22].
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6 Results

Based on the experiment of recording neck movement, the resulting graph will be as
the following Fig. 2. Looking at Fig. 2a, apparently the neck does not sit still during
the manifestation of disgust. In analyzing the movement using two-tailed test, the z-
score yield a value of 3.4 (p � value D 0:0006), this means that H0 can be rejected
and the average head movement definitely is not 0 rad.

Further inspection reveals that many samples recorded a trough like pattern dur-
ing the early phase or towards the end of the movement. This is consistent with the
expression of disgust where a person will pull back his head and swaying it back to
its original condition. Figure 2b shows a backward movement of some of the sam-
ples for clearer illustrations. While the trough varies from one person to another, the
trough existence is consistent in almost all of the samples taken. Assuming that the
effect of roll, pitch and yaw is minimal, displaying disgust results in the head to be
slightly pulled back causing the neck to be tightened as in Fig. 3.

The graphical representation of this reaction can be made possible by usage of
DPHT where neck displacement information is available. Figure 4 shows the differ-
ent situation of the head movement.

Fig. 2 (a) Neck movement for S1 to S80. (b) Neck movement for some of the samples

Fig. 3 (a) Initial head position. (b) Face depicting disgust
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a b c

Fig. 4 (a) Initial position. (b) Depicting disgust – feature points do not include the neck area.
(c) Depicting disgust (DPHT) – feature points includes the neck area

a b

Fig. 5 (a) Initial position without neck. (b) Depicting disgust without neck

Figure 4a depicts the initial condition of the head prior to any expression.
Figure 4b displays the expression manifestation using only fiducial points as pro-
posed by Pantic and Pantras in [22]. Figure 4c on the other hand illustrates the dis-
gust using DPHT system. Comparing Fig. 4c and b, it is apparent, without the
neck movement information, the expression is less expressive. This is due to the
movement mainly comes from the face section only. Figure 4c carries a more in-
tense manifestation with the neck leaning to the back.

Figure 5a and b show the neutral and expression state without the usage of neck.
As oppose to what can be illustrated in Fig. 4c, the depiction of expression in Fig. 5b
lacks manifestation of intensity and above all ignores the role being played by the
neck during expressing an expression such as disgust. This example is yet another



10 Head Movement Quantification and Its Role in Facial Expression Study 133

reason for neck to be treated as an integral element in facial expression study as it
carries some weight in showing the intensity of expression.

7 Conclusions

Based from the experiment results and visualization, it is apparent that the head
movement inclusive of the neck contributes greatly towards understanding facial
expression especially during expression such as disgust. Statistical analysis shows
that neck exhibits significant movements during disgust which can possibly indicate
the intensity of the expression. Therefore any face expression analysis will be more
complete if head movement analysis similar to the proposed method is included.
Most importantly, this information enables more realistic computer graphics render-
ing of facial expression movements. Usage of two pivot points in DPHT specifically
at the base of the neck and ear hole will make the temporal modeling to be smoother
because apart from pitch, yaw and roll, additional movement of the head such as
pullback and push forward that are associated with the neck movement will also be
defined. More importantly, the description of the /additional movement will make
the head movement definition to be more complete and accordance to the head AU
as proposed by Paul Ekman in his FACS [8].
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Chapter 11
Enhanced Audio-Visual Recognition System
over Internet Protocol

Yee Wan Wong, Kah Phooi Seng, and Li-Minn Ang

Abstract In this chapter, we extend the research work in Wong [1] and enhance the
audio-visual recognition system over internet protocol. The multiband feature fusion
method is presented to solve the illumination problem. Then a radial basis function
neural network with a new orthogonal least square algorithm is proposed to improve
the generalization of the radial basis function neural network with conventional
orthogonal least square algorithm. Result shows that the proposed neural network
achieves higher recognition accuracy with lesser number of neurons as compared to
the neural network with conventional orthogonal least square algorithm. With this
neural network, the recognition accuracy of the audio-visual recognition system is
improved as compared to the audio-visual recognition system in Wong [1]. Then
the audio-visual recognition system over internet protocol is developed where the
multiband feature fusion and the proposed neural network are implemented.

Keywords Audio-visual recognition system � Neural network � Illumination
variation � Internet protocol �Multiband feature fusion

1 Introduction

Audio-Visual (AV) recognition system is an automatic system that recognizes a per-
son’s identity using audio and facial data. Figure 1 depicts a typical AV recognition
system. The feature extraction module is important to extract the facial and audio
features from the raw data. These features are fed into the classifiers for person iden-
tification. The AV fusion combines the outputs from the classifiers and produces the
final output. The recognition performance of the AV system is influenced by the ro-
bustness of the system to facial illumination variation and the classification accuracy
of the classifier.
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In Wong [1], we presented the AV recognition system which is insusceptible to
facial illumination variation. In this chapter, we extend this work by proposing a new
neural network to the AV recognition system. Figure 2 shows the block diagram of
the AV recognition system. The face image is decomposed by the wavelet packet
transform (WPT) [2] and the multiband feature fusion method in Wong [3] extracts
the facial features named optimal multiband feature (OMF). The contrast of ex-
tracted facial feature is enhanced by the histogram equalizer (HEQ). Mel-frequency
cepstrum coefficient (MFCC) [4] is used to extract the audio features and the linear
discriminant analysis (LDA) [13] is applied as a feature selection technique. Intra-
modal feature fusion [5] combines both features. The radial basis function (RBF)
neural network with the new proposed algorithm, quadratic-constant orthogonal
least square (QC-OLS) is proposed to perform the classification. The AV recogni-
tion system is then implemented over internet protocol (IP) to enable long distance
access.

This chapter is organized as follows. Section 2 discusses the wavelet packet trans-
form and the multiband feature fusion method. Section 3 present the detail of the
radial basis function (RBF) neural network with quadratic-constant orthogonal least
square. Section 4 is specific to the important components for the implementation of
the developed AV recognition system over IP. In Section 5, experimental results for
the proposed neural network are presented. The compression and packet loss effects
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of sending the audio and video data over IP on recognition performance are investi-
gated in this section. Section 6, the conclusion, includes some important remarks of
this chapter.

2 Background

The recognition performance of the AV recognition system is degraded by face
illumination variation. Research efforts [1, 3, 8, 9] were proposed to solve the il-
lumination problem. The multiband feature fusion method in Wong [1, 3] is one of
the methods to solve the illumination problem by extracting the illumination invari-
ant facial features from the image. In this method, the WPT [2] is used to decompose
image into various frequency subbands.

2.1 Discrete Wavelet Transform

To understand about WPT [2], the discrete wavelet transform (DWT) needs to be
discussed first. The DWT is a process to compute the set of coefficients. For a
two-dimensional image, three two-dimensional wavelets  and a two-dimensional
scaling function ' are used. With the image f .x; y/, for the first stage decomposi-
tion, we have cLL

�1;kx;ky is the first subband of approximation coefficients at a coarse
resolution. At each stage of transform, the image is decomposed into four quarter-
size images (subband), each of the subband is formed by down sampling operation
in x and y by a factor of 2. The other three subbands d LH

�1;kx;ky, dHL
�1;kx;ky, and dHH

�1;kx;ky

are the detail coefficient at coarse resolution of 2�1. The two-dimensional DWT can
be viewed as a one-dimensional DWT along x and y directions. LL represents the
low-frequency component in both x and y directions. LH for example, represents
the low-frequency component in x and high-frequency component in y direction. In
DWT, the approximation subband LL can be further decomposed to lower resolu-
tion approximation subband and detail subbands.

Wavelet packet [2] allows finer and adjustable resolution of frequencies at high
frequencies. It gives a richer structure that allows adaptation to particular signals.
The decomposition of WPT includes not only low frequency subband but also
high frequency subbands. In this chapter, the Haar filter bank is employed for the
decomposition.

2.2 Multiband Feature Fusion Method

The main goal of our research work on the multiband feature fusion method in
Wong [1,3] is to select frequency subbands that carry illumination invariant features.
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In order to extract the illumination invariant features from multiscale space, WPT
decomposes the image into more compact frequency subbands. Since the selected
subbands are expected to be invariant to illumination, we require these subbands to
satisfy the following conditions:

Condition 1. The similarity between classes should be at minimum.
The similarity matrix �.i; j / with the data sizeN �N whereN refers to number

of classes in the database. It records the similarity between image i and image j: For
a good representation, �.i; j / should be closed to one if i D j and �.i; j / should
be close to zero if i ¤ j: The Average Unmatched Similarity Value (AUMSV) [12]
is defined as below,

AUMSV D
1

.N 2–N/

NX

iD1

NX

jD1

�.i; j / (1)

to give a single numerical value to the similarity performance of the subband. It
ranges from 0 to 1, which means the higher the discriminatory power, the smaller
the AUMSV value.

Condition 2. The ratio for the between-class distance and within-class distance
should be maximized.

The ratio for the between-class distance and within-class distance gives an idea of
the scatter of the subband representation, which means the higher the ratio, the better
the classification performance. The two frequency subbands that achieve the lowest
AUMSV and highest BWR will be selected and they will be concatenated to form
the optimal multiband feature set (OMF). After the OMF is found the histogram
equalizer (HEQ) is applied on to the subband in OMF to enhance the contrast of the
detail images.

The recognition performance of the multiband feature fusion method is com-
pared with the recognition performance of PCA [14], PCA w/o 315 and Independent
Component Analysis (ICA) [15] in the Wong [1]. The result obtained shows that the
OMF C HEQ outperformed other algorithms tested in the Extended Yale B [10],
AR [16] and CUAVE [17] databases.

3 Radial Basis Function Neural Network

The radial basis function (RBF) neural network [19] that has a Gaussian function
as the function in the hidden neurons solves the classification problems using much
lesser number of hidden neurons as compared to Multilayer perceptron (MLP) [18].
The performance of the RBF neural network is critically influenced by the centers.
To choose a better set of centers, S. Chen et al. [21] employed the orthogonal least
square (OLS) method to select the RBF centers from all the data points. Realizing
the importance of network generalization, S. Chen et al. [22] combines the quadratic
weight decay function with the OLS algorithm to derive a regularized OLS (ROLS)
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for RBF network to avoid the model to be overfitting to the noise. Unlike the ROLS
algorithm which only provides weight decay stabilization effect only, we introduce
a quadratic-constant OLS (QC-OLS) algorithm which provides weight decay and
pruning effect to improve the generalization ability of the conventional ROLS algo-
rithm. The RBF neural networks with the OLS, ROLS and the proposed QC-OLS
algorithms will be discussed in the next sections.

3.1 RBF Neural Network with Orthogonal Least Square

In order to understand how OLS [21] works, it is important to relate RBF network
and the linear regression model

d.t/ D

MX

iD1

pi .t/�i C ".t/ (2)

where d.t/is the desired output, the �i are the parameters which refers to weight
in neural network, and the pi .t/ are known as the regressors which are some fixed
functions of x.t/. The error signal ".t/ is assumed to be uncorrelated with the re-
gressors pi .t/. A fixed center ci in a nonlinear function �.:/ in RBF neural network
corresponds to the regressors pi .t/ in the linear regression model. The RBF net-
works with nHhidden neurons can be defined as

fr .x/ D

nHX

iD1

�i� .kx.t/ � cik/ (3)

where x D Œx1 : : : xm�
T is the input vector with m inputs, �i are the weights,

ci D Œc1;i : : : cm;i �
T are the RBF centers, k:k is the Euclidean norm and �.:/ is

the nonlinear function in the hidden neurons. If the training set has samples and we
use every training samples x.t/ as center, for 1 � i � N . The desired output can be
expressed as

d.t/ D

NX

iD1

�i�i .t/C e.t/; 1 � t � N (4)

where �i D .kx.t/ � cik/ for simplification and e.t/ is the error between the de-
sired and the actual network output (4) can be expressed in term of matrix form as

d D ˚� C e (5)

In order to show how an individual regressor contributes to the output energy, the
OLS method transforms the set of ˚ i into a set of orthogonal basis vectors. Let an
orthogonal decomposition of the regression matrix ˚ be ˚ D WA where A is an
N �M triangular matrix with 1’s on the diagonal and 0’s below the diagonal and
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W is anN �M matrix with orthogonal columnswi . The space spanned by the set of
the orthogonal basis vectorswi is the same space spanned by the set of and (5) can
be rewritten as

d D Wg C e (6)

The orthogonal weight vector g D Œg1 : : : gN �
T and the original weight vector �

satisfy the triangular system
A� D g (7)

The modified Gram–Schmidt (MSG) [21] procedure is used to compute the orthog-
onalization. To derive the ROLS [22], it is important to consider the zero-order
regularized error criterion

eTeC �gTg (8)

where � � 0 is the regularization parameter. The term �gTg (quadratic weight
decay function) penalizes large gi . The g with regularization has changed to

g D wT d
ı�

wTwC �
�

(9)

The error reduction ratio due to wi is

Œrerr�i D


wTi wi C �
�
g2i
ı
dT d (10)

This ratio seeks a subset of significant regressors in a forward-regression manner.
The selection is terminated at the Ms th stage when

1 �

MsX

kD1

Œerr�s < " (11)

is satisfied, where 0 < " < 1 is a chosen tolerance or terminated at a selected
number of neurons.

3.2 RBF Neural Network with Quadratic-Constant Orthogonal
Least Square

In Section 3.1, we have seen how the ROLS control the model complexity by in-
volving a penalty term (weight decay function) to the error function to improve
the generalization of the OLS. Specifically, the ROLS can be combined with other
weight decay functions to construct compact network [20]. Hence, we proposed to
implement a new weight decay function named quadratic-constant (QC) function to
the adaptive OLS neural network. The QC weight decay function is given by

EW D
X

i

�
w2i C abs .wi /

�
(12)
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The difference between QC decay function with the quadratic weight decay function
is that QC has much narrower weight distribution than the former. Hence, the gen-
eralization ability of the network trained with this decay function can be improved.
We will look at the Bayesian’s theory on this function. The prior distribution for the
weight reflects any prior knowledge about the form of network we expect to find. In
general, this distribution can be written as an exponential of the form [10]

p.w/ D
1

Zw .˛/
exp .�˛Ew/ (13)

where Zw .˛/ is a normalization factor given by

Zw .˛/ D

Z

exp .�˛Ew/ dw (14)

To encourage smooth network mapping, the network weights is preferably small.
The prior distribution of the QC and quadratic weight decay function are in (15) and
(16) respectively.

p1.w/ D
1

Zw .˛/
exp

�
�˛

�
�w2 C abs .w/

�
�
�

(15)

p2.w/ D
1

Zw .˛/
exp


�
˛

2

�
�w2

�
�
�

(16)

Thus, when kwk is large, Ew is large, andp .w/ is small, and so this choice of prior
distribution says that we expect the weight values to be small rather than big. If we
compare the equation from (15) and (16), we can see that QC weight decay function
achieves the lowest of all.

Besides, it is important to compare the effect of the weight decay functions to
the minimum condition of the overall cost function. The training cost function is
given by

C D ED C �Ew (17)

where � � 0 is the regularization parameter, and ED is the training data error
function. At the minimum of C , the quadratic weight decay function is

ˇ
ˇ
ˇ
ˇ
@ED

@wi

ˇ
ˇ
ˇ
ˇ D

˛

ˇ
jwi j (18)

The sensitivity of the data misfit to a given weight is proportional to the amplitude
of the weight and is unequal for different weights. Therefore, it can be seen that if
the weight is zero, then @ED

ı
@wj D 0 . This is same as the unregularised network

where quadratic weight decay contributes nothing towards network pruning in strict
case [11]. Now if we compare (18) to the proposed QC weight decay function, as
we shall see, that
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ˇ
ˇ
ˇ
ˇ
@ED

@wj

ˇ
ˇ
ˇ
ˇ D

˛

ˇ

ˇ
ˇwj

ˇ
ˇC

˛

ˇ
if
ˇ
ˇwj

ˇ
ˇ > 0 (19)

ˇ
ˇ
ˇ
ˇ
@ED

@wj

ˇ
ˇ
ˇ
ˇ <

˛

ˇ
if
ˇ
ˇwj

ˇ
ˇ D 0 (20)

(19) refers to the condition that same with the quadratic weight decay when the
weight is non-zero. However, when the weight is equal to zero as refer to (20),
weights that fail to achieve the sensitivity of ˛=ˇ can be pruned [11]. This shows
that the proposed weight decay function combined both weight decay and pruning
effects. By implementing QC weight decay function to the OLS neural network, the
regularized error criterion of the adaptive OLS neural network is

eT e C �gT g C �g (21)

After some derivation, the g is as below

g D wT d � �
ı�

wTwC �
�

(22)

The regularization error criterion (21) can be expressed as

eT e C �gT g C �g D dT d �

NX

iD1


wTi wi C �

�
g2i �

NX

iD1

gi� (23)

Normalizing (23) by dT d yields the error reduction ratio due to wi is

Œrerr�i D


wTi wi C �
�
g2i C gi�

�ı
dT d (24)

The RBF neural network with the proposed QC-OLS algorithm is then imple-
mented in the AV recognition system to classify the combination of audio and facial
features.

4 AV Recognition System over IP

Figure 3 depicts architecture of video and audio streaming over network for the
enhanced AV recognition system. At the client side, the raw video and audio
signals will be first compressed by H.263 and G.723 encoder respectively. The
bit-stream will be packetized and sent over the internet by RTP. Packets may be
dropped or experience delay inside the network depending on the network con-
gestion. For packets that are delivered to the server successfully, they are passed
through the transport protocols and being depacketized to bit-streams before being
decoded at the video and audio decoder. At the server side, the received packets



11 Enhanced Audio-Visual Recognition System over Internet Protocol 145

H.263
encoder

G.723
encoder

H.263
decoder

Video

Audio

Output

Client Server

Transmission End Receiving End

RTP 
packetizer

G.723
decoder

MFCC

Feature 
Fusion 

Decoded 
Signal

Data 
Stream

Data 
Stream

WPT

LDARTP 
packetizer

Decoded 
Signal

RTP 
depacketizer

RTP 
depacketizer

Audio 
Features

QC-OLS 
Neural 
Network

HEQ

OMF

Fig. 3 Block diagram of the developed AV recognition over IP

will be depacketized and passed to the audio and video decoder. The decoded image
frames will be decomposed by the WPT and the OMF is extracted. HEQ is then
applied onto the OMF to enhance the image contrast. The audio signal is the MFCC
for audio feature extraction and LDA for feature selection. Both the audio and facial
features will be fused by the intra-modal feature fusion method [5] and the QC-OLS
neural network performs classification.

5 Experiment and Result

There are two experiments in this section. The first experiment depicts the recog-
nition performance of the QC-OLS neural network in audio-visual recognition
systems. The second experiment shows the recognition performance of the devel-
oped AV recognition system over IP.

5.1 AV Recognition System with RBF Neural Network

This experiment evaluates the classification performance of the proposed RBF net-
work with QC-OLS algorithm in face recognition system, audio recognition system
and audio-visual recognition system. The OMF C HEQ facial features and MFCC
and LDA audio features are fed to the QC-OLS neural network for classification.
The recognition performance of the proposed neural network is compared with the
recognition performance of the ROLS and MLP neural networks. The regulariza-
tion parameter is set as 0.01 for QC-OLS and 0.1 for ROLS. The widths of the
neurons for both the networks are set as 30. The CUAVE AV database is used in this
experiment.

Three training sample images are used for training and three testing images
are used to show the generalization performance of the proposed network in face
recognition system. Figure 4 shows the recognition error rate of the QC-OLS neural
network, ROLS and MLP neural networks against the number of neurons. The pro-
posed network achieves the lowest recognition error rate at 13% with 60 neurons.
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Fig. 4 Recognition error rate against number of neurons for ROLS, QC-OLS and MLP neural
network in face recognition system

Fig. 5 Recognition error rate against number of neurons for ROLS, QC-OLS and MLP neural
network in audio recognition system

The result illustrates that QC-OLS outperforms the ROLS and MLP in term of
recognition accuracy in face recognition system.

The classification performance of QC-OLS network in audio recognition system
is shown in Fig. 5. 10 dB signal to noise ratio is used in this experiment. Three train-
ing samples and one testing samples are used for the network training and testing
purposes. Result shows that the QC-OLS achieves lower recognition error rate than
ROLS and MLP across all the number of neurons.

The recognition performance of the QC-OLS network in AV recognition system
is shown in Fig. 6. Three training images are used as the training samples and one
image is used as the testing sample. The QC-OLS achieves lower recognition error
rate as compared to ROLS and MLP neural networks against the 20–50 neurons.
The QC-OLS achieves the lowest recognition error rate at 2.8% with 50 neurons.
The results show that the proposed QC-OLS achieves higher recognition accuracy



11 Enhanced Audio-Visual Recognition System over Internet Protocol 147

Fig. 6 Recognition error rate against number of neurons for ROLS, QC-OLS and MLP neural
network in audio-visual recognition system

with lesser number of neurons as compared to ROLS and MLP in AV recognition
system.

5.2 AV Recognition System over IP

The multiband feature fusion and QC-OLS neural network are implemented in the
AV recognition system over IP as depicted in Fig. 3. The JM studio [6] is used to
transmit and receive the data. In this experiment, we evaluate the recognition per-
formance of AV recognition system under varying bandwidth. Bandwidth Limiter
Enterprise [7] is employed to control the link capacities. The link capacity at the
client side is fixed at 10 Mbits/s and the link capacity at the server sides varies from
160,400 kbits/s, and 8 Mbits/s. G.723 with 16 kbits/s is selected as the codec in
this experiment. Three training samples per subject are used for the QC-OLS neural
network training. The width of the neuron is 30 and the number of neuron is 50.

Table 1 shows the recognition performance of the system under low link capac-
ity (160 kbits/s). Due to the limited link capacity, the packet loss ratio for CIF is
the highest of 65.4% and causes the highest recognition error rate of 41.7%. When
QCIF and SQCIF are at the same limited link capacity, the error rate is 11.1% and
5.6% respectively. Table 2 shows that only CIF encounters packet loss at 400 kbits/s
link capacity. Smaller video formats QCIF and SQCIF achieve a constant error
rate at 2.8% and 5.6% across link capacity of 400 kbits/s to 8 Mbits/s as shown
in Tables 2 and 3. At larger link capacity 8 Mbits/s, there is no packet loss for
CIF and it achieves error rate of 2.8%. The results also show that the recognition
performance of QCIF is the most promising one. This is because the recognition per-
formance of QCIF is less affected by the link capacity variations. If we compare the
recognition performance of the enhanced AV recognition system over IP and the AV
recognition system over IP in Wong [1], we can conclude that the enhanced system
outperformed the system proposed in Wong [1] in term of recognition accuracy.
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Table 1 Packet loss ratio and recognition error rate of the AV recognition system over 160 kbits/s
link capacity

Video dimension Audio bit-rate
Packet loss
ratio (%) Error rate (%)

Standalone (720	 480) Standalone (16 kbit/s) 0 2:8

Over IP CIF (352	 288) Over IP G.723 (16 kbit/s) 65:4 41:7

Over IP QCIF (176	 144) Over IP G.723 (16 kbit/s) 11:8 11:1

Over IP SQCIF (128	 96) Over IP G.723 (16 kbit/s) 0 5:6

Table 2 Packet loss ratio and recognition error rate of the AV recognition system over 400 kbits/s
link capacity

Video dimension Audio bit-rate
Packet loss
ratio (%) Error rate (%)

Standalone (720	 480) Standalone (16 kbit/s) 0 2:8

Over IP CIF (352	 288) Over IP G.723 (16 kbit/s) 22:6 25:0

Over IP QCIF (176	 144) Over IP G.723 (16 kbit/s) 0 2:8

Over IP SQCIF (128	 96) Over IP G.723 (16 kbit/s) 0 5:6

Table 3 Packet loss ratio and recognition error rate of the AV recognition system over 8 Mbits/s
link capacity
Video dimension Audio bit-rate Packet loss ratio (%) Error rate (%)
Standalone (720	 480) Standalone (16 kbit/s) 0 2.8
Over IP CIF (352	 288) Over IP G.723 (16 kbit/s) 0 2.8
Over IP QCIF (176	 144) Over IP G.723 (16 kbit/s) 0 2.8
Over IP SQCIF (128	 96) Over IP G.723 (16 kbit/s) 0 5.6

6 Conclusion

In this chapter, the audio-visual recognition system based on the multiband feature
fusion technique and RBF neural network with QC-OLS algorithm over internet
protocol is presented. Recognition performance of the multiband feature fusion
technique achieves high recognition accuracy in face recognition system. The QC-
OLS neural network is proposed to further increase the recognition accuracy of the
system. This neural network achieves higher recognition accuracy than ROLS and
MLP. The multiband feature fusion and QC-ROLS neural network are implemented
in the audio-visual recognition system over internet protocol. The QCIF is shown to
be most suitable for AV recognition system over IP because it achieves promising
recognition performance in both limited and unlimited link capacities. The enhanced
AV recognition system outperforms the AV recognition system in Wong [1] in term
of recognition accuracy.
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Chapter 12
Lossless Color Image Compression Using Tuned
Degree-K Zerotree Wavelet Coding

Li Wern Chew, Li-Minn Ang, and Kah Phooi Seng

Abstract This chapter presents a lossless color image compression scheme using
the degree-k zerotree coding technique. From studies carried out on the degree-k
zerotree coding, it has been found that at lower bit-rates, a higher degree zerotree
coding gives a better coding performance whereas at higher bit-rates, coding with
a lower degree zerotree is more efficient. Hence, the degree of zerotree tested is
tuned in each encoding pass in the proposed Tuned Degree-K Zerotree Wavelet (TD-
KZW) coding to obtain an optimal compression performance. Since the TDKZW
coder uses the set-partitioning approach similar to the Set-Partitioning in Hierarchi-
cal Trees (SPIHT) coder, it allows embedded coding and also enables progressive
transmission to take place. In addition, a new spatial orientation tree (SOT) structure
for color coding is also proposed here for low memory implementation of the TD-
KZW coder (LM-TDKZW). Simulation results on standard test images show that
the proposed TDKZW coder gives a better lossless color image compression perfor-
mance than the SPIHT coder. The results also show that the proposed LM-TDKZW
coder not only requires as little as 6.25% of the memory needed by the SPIHT coder,
it is able to achieve an almost equivalent lossless compression performance as the
SPIHT coder.

Keywords Color image compression � Degree-k zerotree coding � Lossless com-
pression � Spatial orientation tree structure �Wavelet-based image coding

1 Introduction

Wavelet-based image compression which applies the entropy coding in the dis-
crete wavelet transform (DWT) domain began to gain attention in the field of image
coding since the 1990s. It has been shown to outperform the conventional image
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compression standard, the Joint Photographic Experts Group (JPEG) [1] which uses
the discrete cosine transform (DCT) as its base. Since DCT causes blocking artifacts
which reduces the quality of the reconstructed image, the wavelet-based coding is
generally preferred over JPEG due to its ability to overcome blocking artifacts and
to provide embedded coding [2, 3].

Wavelet-based image coding can be categorized into zerotree coding and sub-
band coding. Zerotree coding techniques include the Embedded Zerotree Wavelet
(EZW) [2] and the Set-Partitioning in Hierarchical Trees (SPIHT) [3] algorithms
whereas the Embedded Block Coding with Optimized Truncation (EBCOT) [4]
which is incorporated into the JPEG2000 [5] is categorized under subband coding
technique.

Although JPEG2000 provides a higher compression efficiency as compared to
EZW and SPIHT, its multi-layered coding procedures are very complex and compu-
tationally intensive. Also, the need for multiple coding tables for arithmetic coding
requires extra memory allocation which makes the hardware implementation of the
coder more complex and expensive [6, 7].

The EZW and SPIHT coders apply the concept of bit-plane coding. Their em-
bedded property of being able to generate bit-streams according to the order of
importance allows variable bit-rate coding and decoding. Thus, an exact targeted
bit-rate or tolerated distortion degradation can be achieved since the encoder or de-
coder can stop at any point in the bit stream. In spite of this, a full high quality image
can still be obtained. Both EZW and SPIHT coders also allow for progressive trans-
mission [2, 3].

Comparing EZW and SPIHT, the latter not only has all the advantages that EZW
possesses, it has also been shown that SPIHT provides a better compression perfor-
mance than EZW coding. In addition, SPIHT algorithm has straight forward coding
procedures and does not require any coding table since arithmetic coding is not
essential in SPIHT coding [3].

In this chapter, the theory and coding methodology of degree-k zerotree coding
is first presented. In general, a degree-k zerotree coder codes the significance of a
spatial orientation tree (SOT) up to k levels and an SOT is referred to as a degree-k
zerotree if all the nodes are insignificant with respect to a threshold except for the
nodes in the top k levels [8, 9]. From studies carried out, it has been found that for
bit-plane coding, a higher degree zerotree coding performs better at lower bit-rates
whereas a lower degree zerotree coding provides a better coding performance at
higher bit-rates. Based on this finding, a Tuned Degree-K Zerotree Wavelet (TD-
KZW) [10] coding is proposed.

As its name implies, the degree of zerotree tested is tuned in each encoding pass
to obtain an optimal compression performance in the proposed TDKZW coding.
In addition, a new SOT structure for color image compression is also proposed for
the low memory implementation of the TDKZW coder. For the sake of brevity, the
proposed low memory work is denoted by LM-TDKZW. The new SOT takes the
1 � 4 nodes as its four offsprings in certain wavelet subbands and uses a partially-
linked structure to connect the no-descendant roots in the low-pass subband in the
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luminance plane to the wavelet coefficients in the chrominance plane. This is carried
out to ensure that fewer zerotrees are obtained and the coding efficiency of the LM-
TDKZW coder at lower bit-rates is increased, especially when the dimension of the
low-pass subband is large [11]. Lastly, the lossless performance of both the proposed
TDKZW and LM-TDKZW coders are evaluated on color images and are compared
to the traditional SPIHT coder.

The remaining sections of this chapter are organized as follows: Section 2
presents the degree-k zerotree coding. This includes the EZW and SPIHT coding
techniques. In addition, the strengths and weaknesses of both the higher and lower
degree zerotree coding are illustrated using examples. Section 3 describes the pro-
posed TDKZW coding scheme. Here, an analysis is first carried out on a degree-1
to a degree-7 zerotree coding on six standard color test images to obtain a suitable
tuning parameter for our proposed TDKZW coder. A new SOT structure for color
image compression is then proposed for our LM-TDKZW coder followed by a dis-
cussion on the memory requirements for the proposed works as compared to the
SPIHT coder. In Section 4, the lossless compression performance of our proposed
TDKZW and LM-TDKZW coders on color images are evaluated using software
simulations and are compared to the performance of the SPIHT coder. Finally,
Section 5 concludes this chapter.

2 Degree-K Zerotree Coding

Zerotree coding schemes operate by exploiting the relationships among the wavelet
coefficients across the different scales at the same spatial location in the wavelet
subband. The coding algorithms are developed based on the hypothesis that “In an
SOT, if the parent node is found to be insignificant with respect to a threshold T,
then all of its descendants are likely to be insignificant with respect to T” [2]. To
achieve compression, this SOT is encoded using a single symbol which indicates
that all the nodes in the SOT are insignificant and there is no need to code these
insignificant nodes.

A degree-k zerotree coder [8, 9] was recently proposed to quantify the coding
performance of zerotrees for wavelet-based image compression algorithms such as
the EZW and SPIHT. In general, a degree-k zerotree is an SOT when all its nodes
are insignificant with respect to a threshold value except for the nodes in the top k
levels. Figure 1 shows an example of a degree-1 to a degree-3 zerotree structure. A
degree-k zerotree coder performs significance tests on a degree-1 zerotree up to a
degree-k zerotree for each wavelet coefficient [8, 9].

In this section, the coding methodologies of EZW and SPIHT coders are first
presented. Next, the coding performance of a degree-1 to a degree-3 zerotree coder
is investigated through given examples followed by a discussion on the strengths
and weaknesses of both higher and lower degree zerotree coding.
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Fig. 1 Spatial orientation tree structure for degree-1, degree-2 and degree-3 zerotree

2.1 Embedded Zerotree Wavelet Coding

Due to the nature of wavelet decomposition, higher scale subbands will contain
more energy than the lower scale subbands. Thus, the EZW [2] encoding starts from
a higher to a lower scale subband with an initial threshold, T0 > jXjj=2 where Xj
is the largest coefficient found in the wavelet-transformed image. The encoding is
then continued under a sequence of thresholds T0;T1;T2;T3; : : :TN�1 where Ti D

.Ti�1=2/. This coding methodology is referred to as bit-plane encoding.
The EZW coding scheme encodes the wavelet coefficients starting with a

degree-0 zerotree, which is an SOT where its root node and all its descendants
are insignificant with respect to a threshold T. This degree-0 zerotree is then coded
as zerotree root (ZTR) if it is not the descendant of a previously found ZTR for that
threshold T. However, if a coefficient is insignificant with respect to T but has some
significant descendants, it is then coded as isolated zero (IZ). For a coefficient that
is found to be significant with respect to T, it is coded as positive significant (POS)
or negative significant (NEG) depending on the sign of the coefficient.

Two lists need to be maintained during the EZW coding: a dominant list which
contains the coordinates of the coefficients that have not yet been found to be signif-
icant and a subordinate list which contains the magnitudes of those coefficients that
have already been found to be significant. For each threshold, all coefficients in the
dominant list are scanned and coded. Those coefficients that are coded as significant
are then transferred to the subordinate list. In the subordinate pass, each of the coef-
ficients in the list is refined to an additional bit of precision. This encoding process
is repeated until all the wavelet coefficients are coded or the target rate has been
met. The encoded symbols stream that contains a mixture of four symbols (POS,
NEG, ZTR and IZ) and the refinement bit ‘1’ or ‘0’ is then arithmetically coded for
transmission.

The inherent ability of embedded coding to generate the encoded bit stream in
the order of importance allows the EZW encoder to stop encoding at any point when
a target rate or target distortion metric is met. Similarly, at any given bit stream, the
decoder can cease decoding at any point and yet provides a full image reconstruc-
tion. This allows signal-to-noise ratio (SNR) scalability as the reconstructed image
quality is dependent on the number of bits that have been decoded. It also allows
progressive transmission as the image is decompressed with increasing accuracy.
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2.2 Set-Partitioning in Hierarchical Trees Coding

The SPIHT [3] coding scheme, which is the improved version of EZW, not only
has all the advantages that EZW possesses, it has also been shown to provide a
better compression efficiency than EZW even without the arithmetic coding. This is
because compared to the EZW which is a degree-0 zerotree coder, SPIHT which is
a degree-2 zerotree coder provides more levels of descendant information for each
coefficient tested. This hypothesis has been justified in works proposed by Cho [8]
and Cicala [9].

SPIHT coding adopts a set-partitioning approach where the significance test re-
sult is binary. A magnitude test is carried out on every wavelet coefficient c, at
coordinate (i, j) to indicate the significance of the coefficient. A coefficient is en-
coded as significant i.e. Sn(i, j) D ‘1’ if its value is larger than or equal to the
threshold T, or as insignificant i.e. Sn(i, j)D ‘0’ if its value is smaller than T.

The order of subsets which are tested for significance is stored in three ordered
lists: (i) List of significant pixels (LSP), (ii) List of insignificant pixels (LIP), and
(iii) List of insignificant sets (LIS). LSP and LIP contain the coordinates of indi-
vidual pixels whereas LIS contains either the set D(i, j) or L(i, j) which is referred
to as type A and type B respectively. Similar to EZW, SPIHT coding first defines
a starting threshold T0 > jXjj=2 where Xj is the maximum value of the wavelet
coefficients. The LSP is set as an empty list and all the nodes in the highest subband
are put into the LIP. The root nodes with descendants are put into the LIS.

Two encoding passes which are the sorting pass and the refinement pass are then
performed in the SPIHT coder. During the sorting pass, a significance test is per-
formed on the coefficients according to the order in which they are stored in LIP.
Elements in LIP that are found to be significant with respect to the threshold are
moved to the LSP. A significance test is then performed on the sets in the LIS. Here,
if a set in LIS is found to be significant, the set is removed from the list and is parti-
tioned into four single elements and a new subset. This new subset is added back to
LIS and the four elements are then tested and moved to LSP or LIP, depending on
whether they are significant or insignificant with respect to the threshold.

Refinement is then carried out on every coefficient that is added to the LSP except
for those that are just added during the sorting pass. Each of the coefficients in the
list is refined to an additional bit of precision. Finally, the threshold is halved and
SPIHT coding is repeated until all the wavelet coefficients are coded for lossless
compression coding or until the target rate is met for lossy compression.

2.3 Set-Partitioning Coding with Degree-K Zerotree

In this sub-section, a new family of set-partitioning coding schemes with a degree-k
zerotree is presented. The proposed coding schemes perform significance tests on
a degree-1 zerotree up to a degree-k zerotree for a wavelet coefficient (i, j) using
the set-partitioning approach similar to SPIHT. The notations used in the proposed
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coding scheme for node (i, j) at level L are summarized as follows: SIG(i, j) is
the significance of node (i, j); DESC(i, j) is the significance of descendants of
node (i, j); GDESC(i, j) is the significance of grand descendants of node (i, j); and
GNDESC(i, j) is the significance of descendant nodes at level .LC N/ onwards for
node (i, j).

For a degree-1 zerotree coding, significance tests are performed on the individ-
ual coefficient (i, j) and on the descendants of the coefficient, i.e. SIG(i, j) and
DESC(i, j) are determined in this coding. For a degree-2 zerotree coding, signifi-
cance tests are performed to determine the SIG(i, j), DESC(i, j) and GDESC(i, j),
which is equivalent to the SPIHT coding. In degree-3 zerotree coding, a significance
test is also carried out on the G2DESC(i, j) in addition to the significance tests on
the SIG(i, j), DESC(i, j) and GDESC(i, j). An illustration of a degree-1, degree-2
and degree-3 zerotree coding with two different thresholds is shown in Fig. 2. This
example shows the number of output bits needed to encode all the nodes in the SOT
at different threshold values, T.

As shown in Fig. 2a, at TD 16; SPIHT coding performs better than the degree-1
zerotree coding since it generates fewer bits for the encoding of the SOT whereas
the degree-3 zerotree coding requires even fewer encoding bits as compared to the
SPIHT coding. In degree-3 zerotree coding, since the G2DESC(i, j) is found to be
insignificant, significance tests on GDESC(k, l) where (k, l)s are the offsprings of
O(i, j) can be omitted. Therefore, when compared to SPIHT coding, with just one
extra G2DESC(i, j) bit transmitted in a degree-3 zerotree coding, a few GDESC(k, l)
bits can be saved if G2DESC(i, j) is shown to be insignificant. On the other hand,
as shown in Fig. 2b, when T D 4; a degree-1 zerotree coding is found to be most
efficient in encoding the SOT. Here, it is anticipated that the SOT is likely to have
significant nodes and is subsequently partitioned into sub trees after performing the
significant test on DESC(i, j).

From our studies carried out on the degree-k zerotree coding, it has been found
that at lower bit-rates i.e. at a higher threshold, where most of the coefficients are
insignificant, a higher degree zerotree coding gives a better coding performance.
In contrast, at higher bit-rates i.e. at a lower threshold, a higher degree zerotree
coding is less efficient since the wavelet coefficients are more likely to be significant
as the number of planes encoded is increased [10]. Hence, to obtain an optimal
compression performance, the degree of zerotree tested is tuned in each encoding
pass in the proposed TDKZW coding. Section 3 describes the coding methodology
of the proposed work.

3 Tuned Degree-K Zerotree Wavelet Coder

Similar to other wavelet-based color image coders, the proposed TDKZW coding
scheme is divided into four main stages as shown in Fig. 3. A color image in Red-
Green-Blue (RGB) format is first transformed into the luminance and chrominance
components using the reversible luminance-offset orange-offset green (YCoCg)
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Fig. 2 An illustration of degree-1, degree-2 and degree-3 zerotree coding with two different
thresholds, T D 16 and T D 4
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Fig. 3 The proposed Tuned Degree-K Zerotree Wavelet (TDKZW) coding scheme
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color space transformation [12]. The transformed image data is then fed into the
DWT module for wavelet decomposition. Next, quantization is then carried out fol-
lowed by the TDKZW coding. It should be noted that if lossless compression is
expected, the quantization step is set to one. At the end of encoding, an embedded
bit-stream is obtained and is either transmitted or stored for future use. The decoding
process is simply the reverse of the encoding process.

It is also shown in Fig. 3 that a tuning table is incorporated as part of the TDKZW
coding. This tuning table holds the tuning parameters which indicate which degree-
k zerotree coding provides the best compression result at each encoding pass. Based
on these tuning parameters, the degree of zerotree tested is tuned in each encoding
pass during the TDKZW coding to achieve optimal compression efficiency.

The proposed TDKZW coding uses the set-partitioning approach similar to the
SPIHT coding where all the entries added to the end of the LIS are evaluated in the
same sorting pass. Since they are partitioned, moved and added to the LIS based
on the set-partitioning decision and are evaluated according to their order of impor-
tance, the bit streams generated have properties that are similar to that of embedded
coding. Besides this, it also makes progressive transmission possible.

In terms of complexity, the proposed algorithm does not significantly increase
the coder complexity as the fast technique used to identify zerotrees [13] can be in-
corporated into the proposed TDKZW coding scheme. Here, zerotrees for all sorting
passes are identified prior to encoding. This increases the processing speed of ze-
rotree coding by eliminating the need for recursively checking the zerotrees in the
sorting pass.

Due to the nature in which the order of wavelet decomposition is processed,
coefficients in a lower level of an SOT are available before those coefficients in the
higher levels. Thus, the zerotree information at the N level can be determined by
performing a bitwise-OR operation on the zerotree information at the .NC 1/ level
with the parent node at N level [13]. Since only bitwise-ORing operation is needed,
the increase in complexity of the coder due to the significance tests on higher degree
zerotrees becomes insignificant.

3.1 Tuning Table

In SPIHT implementation [14], a six-scale wavelet decomposition and a further one
scale virtual decomposition i.e. DWT-6, SOT-7, are carried out on an image of size
512�512 pixels prior to the entropy coding. A similar decomposition level is used in
our proposed TDKZW coder. Thus, the maximum level of degree-k zerotree coding
that can be achieved is seven. In other words, the proposed TDKZW coder is tuned
from a maximum degree of K D 7 to a minimum degree of K D 1. Analyses were
performed on six standard color test images to determine the best tuning table and
the results are presented in Table 1. Each tuning parameter obtained indicates the
degree-k zerotree coding scheme that encodes the image with the fewest number of
bits i.e. the degree-k zerotree coding that gives the best compression performance.
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Table 1 Predefined tuning table for TDKZW coding using bit-plane coding
methodology
Degree-k zerotree coding scheme that gives the fewest number of encoding
bits at each bit-plane. Test images used are in 24-bits RGB format with size
512 	 512 pixels
Bit-plane Airplane Baboon Lenna Peppers Sailboat Tiffany

1 7 2 7 7 7 2
2 7 2 7 7 7 2
3 7 2 7 7 7 2
4 7 2 7 6 7 2
5 7 2 7 6 7 2
6 7 2 7 5 7 2
7 7 2 7 2 6 2
8 6 2 4 2 2 2
9 5 2 2 2 2 2

10 2 1 2 1 1 1
11 2 1 1 1 1 1
12 1 1 1 1 1 1
13 1 1 1 1 1 1

As shown in Table 1, for Airplane, Lenna, Peppers and Sailboat, a higher
degree-k zerotree coding performs better at lower bit-rates than SPIHT coding
which is a degree-2 zerotree coding. However, for Baboon and Tiffany, SPIHT cod-
ing is more efficient at lower bit-rates as compared to the higher degree-k zerotree
coding. It can also be seen from Table 1 that a degree-1 zerotree coding gives a bet-
ter compression performance than both SPIHT and higher degree-k zerotree coding
at higher bit-planes for all the six test images.

3.2 Spatial Orientation Tree Structure

An SOT structure with partially-linked nodes has been proposed for color image
coding by Kassim [11]. A similar SOT structure is applied in our proposed work.
Figure 4a shows the SOT structure used in the TDKZW coder. As can be seen,
the no-descendant root in the low-low (LL) subband in luminance plane is used
to link the coefficients in the chrominance plane to form a longer zerotree. During
the initialization stage of TDKZW coding, only the luminance nodes are added to
the LIP and LIS lists. The chrominance nodes will only be added to the lists when
they are found to be significant through their luminance parent nodes in LIS [11].
This SOT structure with partially-linked nodes is applied to increase the coding
performance of the color compression especially at lower bit-rates and when the
dimension of the LL subband is large.

Recently, a strip-based coding [15] for low memory implementation of the
wavelet-based image coder has been proposed. In strip-based coding, an image is
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Fig. 4 Spatial orientation tree structure for color image compression. (a) The traditional SOT
structure for TDKZW coder. (b) The modified SOT-C structure for LM-TDKZW

acquired in raster scan format from an image sensor and the computed wavelet co-
efficients are buffered in a strip-buffer. Entropy coding is then carried out on the
strip-buffer which holds a few lines of wavelet coefficients from all subbands that
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belong to the same spatial location. Once the coding is done for a strip-buffer, it
is released and is ready for the next set of data lines. Since only a portion of the
full wavelet decomposition subband is encoded at a time, it is not necessary to wait
for the full transformation of the image and coding can be performed once a strip
is fully buffered. This enables the image coding to be carried out rapidly and also
greatly reduces the memory requirement for the coder implementation.

Here, a low memory implementation of the TDKZW coder i.e. LM-TDKZW,
using the strip-based approach is introduced. New tree structures proposed by Chew
[16] have been taken into consideration. The proposed LM-TDKZW coder uses a
lower scale of wavelet decomposition with the new tree structure SOT-C. As shown
in Fig. 4b, in contrast to the traditional SPIHT SOT where each node has 2 � 2
adjacent pixels of the same spatial orientation as its descendants, the proposed SOT-
C take the next four pixels of the same row as its children for nodes in the two
highest wavelet subbands.

3.3 Memory Requirements

Table 2 shows the memory requirement for the proposed TDKZW and LM-TDKZW
coders using the strip-based approach as compared to the traditional strip-based
SPIHT coder.

In SPIHT and TDKZW coding, a six-scale wavelet decomposition and a seven-
scale SOT decomposition are performed on test image of size 512 � 512 pixels.
Here, the traditional 2 � 2 SOT structure with partially-linked nodes is used. Since
the proposed TDKZW coder and SPIHT coder applies the same amount of wavelet
decomposition and uses a similar SOT structure, they require the same amount of
memory lines for its strip-based implementation.

On the other hand, the LM-TDKZW coder applies a four-scale wavelet decom-
position and a five-scale SOT decomposition on test image of size 512� 512 pixels.
As shown in Table 2, the LM-TDKZW only requires 1/16 of the memory needed
as compared to both the SPIHT and TDKZW coders. This is achieved by using a
modified SOT-C structure in conjunction with a lower scale of DWT decomposition.

Table 2 Memory requirements for the strip-based implementation of SPIHT coding and our pro-
posed TDKZW and LM-TDKZW coders

Coding scheme DWT scale SOT scale
Memory lines
needed (DWT/SOT)

Type of spatial
orientation tree
(SOT) structure

SPIHT 6 7 32/128 Original 2	 2
structure

TDKZW 6 7 32/128 Original 2	 2
structure

LM-TDKZW 4 5 8/8 SOT-C
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Table 3 Lossless color
image compression efficiency
represented by bit-per-pixel
(Bpp) of the proposed
TDKZW and LM-TDKZW
coders as compared to the
SPIHT coder

Test image TDKZW SPIHT LM-TDKZW
Airplane 10.91 10.95 10.96
Baboon 18.10 18.12 18.14
Lenna 13.35 13.40 13.46
Peppers 14.89 14.93 14.96
Sailboat 15.88 15.90 15.94
Tiffany 13.23 13.27 13.28

Average 14.39 14.43 14.46

4 Performance Evaluation

The lossless compression performance of the proposed TDKZW and LM-TDKZW
image coding schemes were evaluated by software simulations using MATLAB.
These simulations were carried out using the reversible Le Gall 5/3 wavelet filter
and without arithmetic coding. Six standard color test images used are Airplane,
Baboon, Lenna, Peppers, Sailboat and Tiffany. Each of them is represented by a
24-bits RGB model. Tuning parameters given in Table 1 are used in our proposed
works.

Table 3 presents the lossless color image compression efficiency obtained from
the simulations carried out in terms of bit-per-pixel (bpp). From the simulation re-
sults, it can be seen that the proposed TDKZW coder performs better than the SPIHT
coder. This is because in our proposed work, the degree of zerotree tested is tuned
in each encoding pass to achieve optimal compression performance. It can also be
seen that the proposed LM-TDKZW coder which uses the modified SOT-C struc-
ture gives an almost equivalent lossless compression performance as the SPIHT
coder despite needing only 6.25% of its memory requirement. In addition, with a
lower scale of wavelet decomposition, the complexity in the implementation of the
LM-TDKZW coder is significantly reduced.

5 Conclusion

Based on the analysis carried out on the degree-k zerotree coding, it has been found
that at low bit-rates, a higher degree-k zerotree coding gives a better compression
performance whereas at higher bit-rates, a lower degree-k zerotree coding is more
efficient. In view of this, the degree of zerotree tested is tuned in each encoding
pass in our proposed TDKZW coder to obtain optimal compression performance.
A low memory implementation of the TDKZW coder known as the LM-TDKZW
coder which uses a modified SOT-C structure with partially-linked nodes in conjunc-
tion with a lower scale of wavelet decomposition is also proposed here. Simulation
results on color test images show that our proposed TDKZW coder gives a better
lossless compression efficiency than the SPIHT coder. The results also show that
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the proposed LM-TDKZW coder is able to achieve a 93.75% saving in memory re-
quirement as compared to the SPIHT coder without having any appreciable negative
impact on its compression performance. Besides, with a lower scale of DWT com-
position, this not only reduces the complexity and memory needed, the cost for the
hardware implementation of our proposed LM-TDKZW coder is also significantly
reduced.
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Chapter 13
Motion Estimation Algorithm
Using One-Bit-Transform with Smoothing
and Preprocessing Technique

Wai Chong Chia, Li Wern Chew, Li-Minn Ang, and Kah Phooi Seng

Abstract A high performance 2D one-bit-transform (1BT) motion estimation
algorithm with smoothing and preprocessing .S C P/ is introduced in this paper.
The 1BT technique is used to transform an 8-bit image into a 1-bit representation
image (1BT image). In the 1BT motion estimation algorithm, the 8-bit current
frame (c frame) and reference frame (p frame) are first transformed into their 1BT
image respectively, before calculating the Sum of Absolute Difference (SAD) and
performing the search operations using the Full Search Block Matching Algorithm
(FSBMA). In our proposed algorithm, a smoothing threshold .ThresholdS/ is incor-
porated into the filtering kernel, which is used to perform the transformation from
8-bit image into the 1BT image. The smoothing technique can greatly reduce the
scattering noise created in the 1BT image. This will help to improve the accuracy
when performing the search operations. After the transformation, the 1BT image for
the c frame and p frame is divided into number of macroblocks. The macroblock
in the c frame will be first compared to the macroblock at the same position in
the p frame. If the SAD is below the preprocessing threshold .ThresholdP/, the
macroblock is considered to have negligible movement and search operation is
not required. This preprocessing technique can greatly reduce the total number of
search operations. Simulation results show that an improvement up to 0.65 dB, with
reduction in search operation up to 95.07% is achieved. Overall, the proposed SCP
technique is very suitable to be used in applications such as video conferencing and
monitoring.

Keywords Full search block matching algorithm (FSBMA) � Motion estimation
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1 Introduction

Motion estimation is a common video compression technique used to exploit the
correlated information between the current frame and the reference frame. The basic
idea is to first divide the current frame into number of macroblocks as shown in
Fig. 1, and search for the similar macroblock in the reference frame. In this case,
it is only required to transmit the motion vector that shows the new location of
the macroblock. Hence, the amount of information to be transmitted is very much
lower than transmitting the entire new frame. Among the various types of motion
estimation algorithm, the most popular algorithm that provides optimal performance
is the Full Search Block Matching Algorithm (FSBMA).

In FSBMA, search operation is performed on every macroblock in the current
frame. For each macroblock, searching is conducted within the search window in the
reference frame to determine the best matching macroblock. The degree of matching
is commonly evaluated by using the Sum of Absolute Difference (SAD), due to its
simplicity in implementation. For a block with size of N � N pixels, the SAD can
be calculated by Eq. 1, whereby c represents the current frame, p represents the
reference frame, and i and j represents the coordinate of the image.

SAD .x; y/ D
N�1X

iD1

N�1X

jD1

jc .i; j / � p.i C x; j C y/j (1)

Although FSBMA provides optimal performance, it is computationally intensive
due to the high number of search operations required [1]. According to [5, 8], 50%
to 80% of the video processing time is consumed by the FSBMA. This creates a

Fig. 1 The basic of motion estimation for video compression
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problem in the era where power consumption has becoming an important design
constraint, especially for embedded systems [2, 3].

In order to overcome this problem, many fast motion estimation algorithms such
as the New Three Step Search [4], Four Step Search [5], 2D-Logarithmic Search [6]
and Conjugate Direction Search [7] have been proposed. These algorithms reduce
the number of search candidates and hence reduce the number of search operations
required. However, the performance of these algorithms is only sub-optimal, be-
cause there is always a possibility for these algorithms to miss the best matching
candidate.

Other than reducing the number of search operation, simplifying the computation
of degree of matching is another way to resolve the problem. The algorithm reported
in [8,9] uses a technique called one-bit-transform (1BT) to transform an 8-bit image
into its 1-bit representation image. Then, the FSBMA and SAD calculations are
carried out on the 1BT image. Since the 1BT image contains only either logic ‘0’ or
‘1’, this help to simplify the calculation process of SAD down to simple exclusive-
OR (XOR) operation as shown in Eq. 2, and hence reduces the overall complexity.
Other related algorithms are also reported in [10–12].

SAD .x; y/ D
N�1X

iD1

N�1X

jD1

jc .i; j /˚ p .i C x; j C y/j (2)

In this paper, a smoothing and preprocessing .S C P/ technique is added to the
Multiplication-Free 1BT (MF-1BT) motion estimation algorithm that was first pre-
sented in [8]. Although another algorithm based on 1BT is also introduced in [9],
it involves floating-point multiplication which is usually slow in hardware and soft-
ware implementation [9]. Hence, the MF-1BT algorithm is chosen to be the basis
of our proposed algorithm. The proposed S C P technique not only maintains the
simplicity in the matching error calculations, but also reduces the number of search
operations and provides better performance.

Firstly, scattering noise which is a common problem in the 1BT image is reduced
by using the proposed smoothing technique. The scattering noise is one of the rea-
sons that lead to performance degradation, since it affects the accuracy in finding
the best matching block. Secondly, the large number of search operations in the
FSBMA is reduced by using the proposed preprocessing technique. Reducing the
number of search operations will shorten the video processing time. This can either
help to improve the frame rate or reduce the overall power consumption.

The paper is organized in the following manner. First, a brief overview on the
MF-1BT motion estimation algorithm is given in Section 2. Then, the proposed
SC P technique will be separately explained in Sections 3 and 4 respectively. This
is followed by the simulation results that were presented and discussed in Section 5.
Finally, the chapter is concluded in Section 6.



168 W.C. Chia et al.

2 Multiplication-Free 1BT (MF-1BT)

The overall system block diagram of the MF-1BT motion estimation algorithm is
shown in Fig. 2. First of all, the current .IX/ and the reference .IY/ 8-bit video frames
are filtered by using the convolutional kernel (K) proposed in [8]. Then, the current
.IX/ and reference .IY/ 8-bit video frames are compared with their filtered version
(IF:X and IF:Y) respectively. The 1BT image is generated based on the thresholding
decision shown in Eq. 3, whereby B represents the output 1BT image, I represents
the input 8-bit image, IF represents the filtered version of the input image, and i
and j represent the coordinate of the image.

B .i; j / D

(
1; If jI.i; j /j � jIF .i; j /j

0;Otherwise
(3)

It can be seen that the 1BT image is purely a binary image which contains only the
logic value of ‘0’ and ‘1’. Next, the 1BT image of the current .BX/ and the reference
.BY/ frame is divided into number of macroblocks as shown in Fig. 1 respectively,
and FSBMA is performed on the 1BT image to determine the motion vector for each
of the macroblocks. Finally, the motion vector for each of the macroblocks will be
transmitted as output.

Fig. 2 The system block diagram of the MF-1BT motion estimation algorithm
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3 The Smoothing Technique

The proposed smoothing technique is incorporated into the convolutional kernel (K)
module that is shown in Fig. 2. The purpose of smoothing is to remove the scattering
noise that is created in the 1BT image. Figure 3 shows some sample frames from the

Fig. 3 The difference between residual images (absolution difference between the subsequent
two frames) obtained from (a) original 8-bit frames, (b) 1BT frames, and (c) 1BT frames with
smoothing



170 W.C. Chia et al.

video sequence Claire that explains the effect of smoothing. From the 8-bit residual
image which represents the absolute difference between the subsequent two frames
as shown in the third and fourth row of Fig. 3a, notice that the background is very
smooth, and the moving object (Claire’s face) that is concentrated at the middle of
the frame can be seen clearly.

By comparison, the moving object is difficult to be seen in the 1BT residual im-
age shown in the third and fourth row of Fig. 3b, due to the scattering noise (white
pixel which indicates an absolute difference of logic ‘1’) that surrounded the mov-
ing object. The scattering noise is created by the small difference in pixel values
between the original video frame and its filtered version. Although the difference is
very small, it can have a significant effect on the SAD calculation in the 1BT image
which will be explained as followed.

For example, consider two images X and Y with the configuration as shown in
Table 1. It can be seen that all the pixels other than the two with its magnitude
highlighted in bold are having the same value which is 128. In the remaining part
of the explanation, the pixel having the magnitude of 127 will be label as pixel A,
whereas another pixel which carrying the magnitude of 129 is label as pixel A’. In
this case, the overall SAD can be calculated by using Eq. 1, which is only approxi-
mately 0.049%.

On the other hand, assuming that the filtered version of image X and Y are as
shown in Table 1. The value of pixel A is smaller than its filtered version, whereas

Table 1 The effect of small variation in pixel value on the calculation of SAD
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the value of pixel A’ is larger than its filtered version. According to the thresholding
decision shown in Eq. 3, pixel A and pixel A’ will be assigned with logic value
‘0’ and ‘1’ in the 1BT image of X and Y respectively. Under the same condition
applied to the 8-bit image, the overall SAD which can be calculated using Eq. 2, is
increased to 6.25%. It should be noted that the maximum difference of pixel value in
1BT image is 1, instead of 255 in 8-bit image. This shows that a small difference in
the pixel value can affect the SAD significantly.

In order to overcome this problem, it is necessary to prevent the small changes
in pixel values from affecting the decision output of the 1BT image. This is the
main reason that leads to the introduction of the smoothing threshold .ThresholdS/

into the convolutional kernel (K), which is used to transform an 8-bit image into its
1BT image. By adding the smoothing threshold into (3), the thresholding decision
is altered and shown in (4).

B .i; j / D

(
1; If jI .i; j /j � jIF .i; j /j C ThresholdS

0;Otherwise
(4)

The effect of applying the smoothing technique can be seen clearly from the 1BT
residual image shown in Fig. 3c. Notice that the scattering noise in the background
is greatly reduced. Furthermore, it is now easier to locate the moving object within
the video frame. By reducing the scattering noise, the accuracy in searching for the
best matching macroblock can be improved.

4 The Preprocessing Technique

The preprocessing technique is added to the FSBMA module that is shown in Fig. 2
to reduce the number of search operations. In many situations, the background or
certain object in a video sequence is usually static or has negligible movement.
For example, it can be seen that the movement in video sequence Claire is mostly
concentrated on the face and shoulder only. Therefore, it is a waste to perform the
FSBMA for the entire video frame, due to the high probability that the best matching
block is located at the same position in the reference frame.

The basic idea of preprocessing is to prevent FSBMA being performed on mac-
roblocks which have negligible movement. This will helps to shorten the video
processing time. In addition to this, the effect of scattering noise in affecting the
performance can also be reduced. For example, consider an example shown in Fig. 4
which assumes that the macroblock (shaded in dark gray) only covers a portion of a
static background in the original 8-bit frame. If FSBMA is carried out on this mac-
roblock, it can cause a false matching due to the similar artifact pattern created by
the scattering noise that located in other position. The false matching can lead to
degradation in performance, and it can be avoided by preventing the FSBMA be-
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Fig. 4 An example of the
effect of scattering noise in
affecting the performance

ing performed on the macroblock using the preprocessing technique. Algorithm I
describes the preprocessing steps that will be carried out before FSBMA is per-
formed on a macroblock.

Algorithm I

� For each of the macroblock in the reference frame:

� Compute SAD (0, 0) using Eq. 2
� If SAD (0, 0) � ThresholdP
� Halt

� Else
� Perform FSBMA

For each of the macroblocks in the current frame, it will be first compared with the
macroblock at the same position in the reference frame. Then, the SAD is computed
using (2) and compared to the preprocessing threshold .ThresholdP/. If the SAD is
smaller than or equal to ThresholdP, it is presumed that the macroblock has negligi-
ble movement and no search operation is required. Otherwise, FSBMA is performed
to find the best matching block within the predefined search window in the reference
frame. This process will be repeated for all macroblocks.

5 Simulation Results and Discussions

Simulation of the proposed S C P technique is performed on ten video sequences
with different characteristics, which include Claire, Miss America, Akiyo, Car-
phone, Container, Foreman, Football, Salesman, Tennis and Mobile. Generally, the
video sequences can be categorized into four categories as shown in Table 2.

It should be noted that only the luminance (Y) component is considered in the
simulation. The block size of 16 � 16 pixels with a search window of 16 pixels
and step size of 1 pixel is adopted. Finally, the motion vectors generated are used
to reconstruct the video frame, and its quality is evaluated by calculating the peak
signal-to-noise-ratio (PSNR) which measured in decibel (dB).
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Table 2 The characteristics of the ten video sequences adopted for the simulation
Category Characteristics Video sequence
Video

conferencing
Imitate a video conferencing

environment by having the
object sitting in a fix position
with limited motion and static
background

Claire
Miss America
Akiyo
Salesman

Monitoring Imitate an object monitoring
environment with static
background, and object moving
from one position to another

Container

Cell phone video Imitate the environment whereby
the video is captured by using a
cell phone

Carphone
Foreman

High motion Imitate the environment which
contains object with high
motion or rapid changes in the
background

Football
Tennis
Mobile

5.1 Determination of ThresholdS and ThresholdP

Before the simulation is performed, it is necessary to first determine the optimum
value of ThresholdS and ThresholdP . Hence, an analysis is carried out to determine
the suitable value of ThresholdS and ThresholdP. In this analysis, the proposed SCP
algorithm is applied to the first 20 frames of all the ten video sequences. Then, the
values of ThresholdS and ThresholdP are varied from 0 to 10 and 2 to 16 respectively.
The PSNR achieved by different video sequences at different value of ThresholdS
and ThresholdP are recorded. Figure 5 shows the plot of the average PSNR achieved
by the ten video sequences versus ThresholdS for different value of ThresholdP.

From the plot, it was found that the best choice for ThresholdS and ThresholdP
are 3 and 12 respectively. The performance starts to degrade when further increasing
the value. In fact, the optimum threshold for each video sequence is about˙1 to˙2
from the value we have chosen. When the value of ThresholdP is range from 10 to
16 while the value of ThresholdS is 3, the difference in the average PSNR is not very
significant. The main criteria is to select a value of ThresholdS and ThresholdP that
can work for most of the situation.

However, it is important to note that there is a possibility that a better perfor-
mance can be achieved for different video sequences with other threshold values.
By assuming that the remaining frames are following the same trend as the first 20
frames, these two threshold values are applied to the entire sequence.
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Fig. 5 Average PSNR (db) for the first 20 frames of several video sequences by varying the value
of ThresholdS and ThresholdP

5.2 Simulation Results

The average PSNR for each video sequence is recorded in Table 3. The proposed
algorithm performs very well in lower motion video such as Claire, Miss America,
Akiyo, Salesman, and Container. Most significantly, the average PSNR achieved in
these five video sequences is very close to the optimal performance of 8-bit FS-
BMA. The average PSNR is just 0.1 to 0.4 dB lower than 8-bit FSBMA. But for the
MF-1BT, the average PSNR is 0.08 to 1.05 dB lower than 8-bit FSBMA. Overall,
the proposed algorithm achieved an improvement up to 0.65 dB.

On the other hand, the improvement for moderate motion video such as Foreman,
and high motion video such as Football, Tennis and Mobile is not as significant as
lower motion video. For Foreman, an average gain of 0.22 dB is achieved. A sample
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Table 3 Average PSNR (dB) of several video sequences reconstructed using different motion
estimation algorithm. The block size of 16 	 16 pixels with search window of 16 pixels and step
size of 1 pixel is adopted. Only the luminance (Y) component is considered

Video
sequence Frame size

Sequence
length

Methods
8-bit
FSBMA 1BT [9] MF-1BT [8]

Proposed
SC P

Claire 176	 144 493 42.90 42.08 42.09 42.71
Miss America 176	 144 149 41.34 40.44 40.29 40.94
Akiyo 176	 144 299 44.30 44.20 44.22 44.21
Carphone 176	 144 299 32.10 30.60 30.61 30.70
Container 176	 144 299 43.09 42.77 42.76 42.89
Tennis 352	 240 149 29.92 28.81 28.81 28.78
Football 352	 240 125 22.89 21.80 21.79 21.70
Foreman 352	 288 399 31.55 29.85 29.92 30.11
Mobile 352	 288 299 24.59 24.20 24.24 24.19
Salesman 352	 288 448 27.12 26.60 26.58 26.96

Fig. 6 The reconstruction of a sample frame from video sequence Foreman (a) with and (b) with-
out using the proposed SC P technique

reconstructed frame shown in Fig. 6 shows that the visual quality is improved by the
proposed SC P technique. As been highlighted by the black box in Fig. 6, it can be
seen that the “helmet” is better reconstructed.

But for Football, Tennis and Mobile, the proposed algorithm is 0.09, 0.03 and
0.05 dB lower than the MF-1BT algorithm. However, the degradation is not sig-
nificant when compared to the gain achieved in other video sequences. Other than
performance, the reduction in number of search operations achieved by the proposed
algorithm should also be taken into account.
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5.3 Reduction in Number of Search Operations

The reduction in the number of search operations for each video frame is calculated
by using Eq. 5, whereby NFSBMA represents the total number of search operations
required in FSBMA, and NSCP represents the number of search operations carried
out when the proposed SC P technique is used. First, the reduction in the number
of search operations for all the frames is computed. Then, it is averaged up to obtain
the final search reduction for the entire video sequence that is recorded in Table 4.

Reduction.%/ D
NFSBMA �NSCP

NFSBMA
� 100% (5)

On the other hand, the reduction in number of search operations for fast mo-
tion video such as Football, Tennis and Mobile are 2.03%, 11.08% and 5.11%
respectively. Although the proposed S C P technique causes a minor degradation
in performance for Football, Tennis and Mobile, but in return the number of search
operations is reduced for these three video sequences. By reducing the number of
search operations required, the video overall processing time and power consump-
tion can also be reduced.

Since the algorithm proposed in [8, 9] applied the complete FSBMA on all the
macroblocks in a video frame, the search reduction is zero when compared to the
8-bit FSBMA. For lower motion video sequences such as Claire, Miss America,
Akiyo, and Container, the total number of search operations being performed are
significantly reduced by 93.91%, 63.59%, 95.07% and 77.77% respectively, when
the proposed SC P technique is incorporated.

Table 4 Average search reduction (%) of several video sequences reconstructed using different
motion estimation algorithm. The block size of 16 	 16 pixels with search window of 16 pixels
and step size of 1 pixel is adopted. Only the luminance (Y) component is considered

Video
sequence Frame size Sequence length

Methods
8-bit
FSBMA 1BT [9] MF-1BT [8]

Proposed
SC P

Claire 176	 144 493 – 0 0 93.91
Miss America 176	 144 149 – 0 0 63.59
Akiyo 176	 144 299 – 0 0 95.07
Carphone 176	 144 299 – 0 0 44.01
Container 176	 144 299 – 0 0 77.77
Tennis 352	 240 149 – 0 0 13.65
Football 352	 240 125 – 0 0 3.37
Foreman 352	 288 399 – 0 0 14.48
Mobile 352	 288 299 – 0 0 7.36
Salesman 352	 288 448 – 0 0 29.16



13 Motion Estimation Algorithm Using 1BT with SCP Technique 177

6 Conclusion

Implementation of the S C P technique into the MF-1BT motion estimation algo-
rithm produces good results for lower motion video such as Claire, Miss America,
Salesman, Container and Akiyo. The performance is approaching the optimal 8-bit
FSBMA. Furthermore, the number of search operations is greatly reduced, and it
also helps to reduce the video processing time and power consumption. Simulation
results show that the proposed S C P method can improve the performance up to
0.65 dB, and reduce the number of search operations up to 95.07%. Overall, the
proposed S C P method provides an efficient solution for the implementation of
motion estimation algorithms under hardware constraint environments. This SC P
technique is suitable for video conferencing and monitoring application which in-
volves lower motion and static background.
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Chapter 14
Configuration of Adaptive Models in Arithmetic
Coding for Video Compression with 3DSPIHT

Wai Chong Chia, Li-Minn Ang, and Kah Phooi Seng

Abstract The 3D Set Partitioning In Hierarchical Trees (SPIHT) for video
compression is an extension of the SPIHT algorithm, which is initially intro-
duced by A. Said and W. Pearlman for image compression. Previous works have
shown that the performance of 3DSPIHT with Arithmetic Coding (AC) is com-
parable to H.263 and MPEG-2. Moreover, the output bit stream of 3DSPIHT is
inherently embedded and scalable in rates. It is also relatively easy to make the
bit stream become scalable in resolution with some minor changes. Although all
these features are very attractive for certain applications that required progressive
transmission or heterogeneous network, the configuration of AC can be tedious and
remains as a challenging task. The changeable parameters in AC include the type
(fixed or adaptive) of models, number of models, and maximum frequency to reset
the models. This work presents a configuration of adaptive models in AC, which
can help to improve the coding efficiency of AC for 3DSPIHT, and thus achieve
better performance in terms of Peak Signal-to-Noise Ratio (PSNR). The adaptive
models are used to store the probability distribution of all the symbols that appear
in a system. In the proposed configuration, each type of output bits in 3DSPIHT is
assigned with a separate set of adaptive models. This proposed configuration takes
into account the different probability patterns which exist in each type of output
bits. The maximum frequency used to reset the adaptive models is also investi-
gated. It will not only affect the adaptation rate which directly relates to the coding
efficiency of AC, but also the memory requirement. The simulation results show
that the proposed configuration can improve the mean PSNR for various video test
sequences in QCIF and SIF formats.
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1 Introduction

Due to its superior performance in image compression, many research works have
been carried out to extend and improve the Set Partitioning In Hierarchical Trees
(SPIHT) algorithm [1]. The 3DSPIHT algorithm is one of the extensions that at-
tain remarkable performance in video compression. When the Arithmetic Coding is
incorporated, the performance of 3DSPIHT is comparable to H.263 and MPEG-2
without using any of the motion compensation technique. In fact, it is also one of
the advantages of 3DSPIHT, which reduces the computational complexity by re-
placing the motion compensation technique with wavelet transform. Moreover, the
output bit stream of 3DSPIHT is inherently embedded and scalable in rates. It is
also relatively easy to make the bit stream become scalable in resolution with some
minor changes.

Although the features stated are attractive for applications that require progres-
sive transmission or heterogeneous network, the configuration of AC can be tedious
and remains as a challenging task. The changeable parameters in AC include the
type (fixed or adaptive) of models, number of models, and maximum frequency to
reset the models. Several 3DSPIHT algorithms for video compression have been
proposed in [2–4]. Even though the AC is adopted in all these works to further en-
hance the performance, the configuration of AC is not well reported. This creates
some difficulties in replicating the original algorithm. From our point of view, the
configuration of AC can be further optimized to enhance the performance.

In this work, a configuration of the adaptive models in AC for 3DSPIHT is pre-
sented. The adaptive models are used to store the probability of occurrence for all
the symbols that can appear in the system, which strongly affects how efficient that
the symbol can be coded using AC. This proposed configuration will takes into ac-
count the different probability patterns which exist in different type of output bits
in 3DSPIHT. In addition, the maximum frequency that is used to reset the adap-
tive models is also investigated. The maximum frequency will not only affect the
adaptation rate which directly relates to the coding efficiency of AC [5], but also
the amount of memory required to setup the adaptive models. The simulation re-
sults show that the proposed configuration can improve the mean PSNR for various
video test sequences in the QCIF and SIF formats.

The chapter is organized as follows. A brief overview on the ordinary SPIHT
algorithm and some properties of 3DSPIHT will be first described in Sections 2 and
3 respectively. The proposed configuration of the adaptive models is explained in
detail in Section 4. This is followed by the simulation results and discussion which
presented in Section 5, and conclusion of the chapter in Section 6.

2 The SPIHT Algorithm

Since the SPIHT algorithm is the basis of the 3DSPIHT, a brief overview is pre-
sented in this section. The type of output bits in the coding process is clarified during
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Fig. 1 The 2D SOT structure adopted by SPIHT

the explanation of the algorithm. All these clarification are very important and will
be used to explain the proposed configuration of the adaptive models.

Before using the SPIHT algorithm to encode an image, the 2D Discrete Wavelet
Transform (DWT) is performed to decompose the image into multiple number of
subbands. With the coefficients in the lowest frequency subband serving as the root,
the SPIHT algorithm uses the Spatial Orientation Tree (SOT) structure to encode
the wavelet coefficients. In this case, a node in the tree has either four offspring
or no offspring. The offspring is formed by grouping the wavelet coefficients in
2 � 2 adjacent pixels. Figure 1 illustrates the parent-offspring relationship of the
SOT structure.

The SPIHT algorithm uses three lists which are called the List of Insignificant
Pixels (LIP), List of Insignificant Sets (LIS), and List of Significant Pixels (LSP) to
identify the status and control the coding process of wavelet coefficients. Initially,
all the coordinates of coefficients located in the lowest frequency subband are added
to the LIP. The entries in the LIS are similar to the entries in the LIP, except that the
coordinates of coefficients denoted with “�” in Fig. 1 are excluded. In addition to
this, all the entries in the LIP are marked as Type A entries. On the other hand, the
LSP is initially left empty as it is used to store the coefficients which are tested to
be significant.

The encoding process of SPIHT algorithm is divided into two phases which are
called the sorting phase and refinement phase. In the sorting phase, each entry in the
LIP is tested against a predefined threshold 2n, where n is the level of significance.
If the value of the entry is larger than the threshold 2n, the entry is considered as
significant at this level. In this case, a ‘1’ bit and its sign bit are sent. Otherwise,
it is considered as insignificant and only a ‘0’ bit is sent. The entry which is tested
to be significant is moved to the LSP before testing another entry. Throughout the
chapter, the bit which defines the significance of the entry in LIP is labeled as LIP
SIG bit, and the sign bit is labeled as LIP SIGN bit.
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On the other hand, the testing process of the entry in the LIS is slightly different
from that in the LIP. In the case for the entry in the LIS, all the descendents of the
entry are tested against the threshold 2n. If any one of the descendents is larger than
the threshold, the entry will be marked as significant. A ‘1’ bit is sent for the case of
significant, and a ‘0’ bit is sent for the case of insignificant. This bit which defines
the significance of the descendents will be labeled as DESC bit.

When the entry in the LIS is marked as significant, the four offspring of the entry
will be tested in the same way as the entry in LIP. This means that a ‘1’ bit and a
sign bit are sent for offspring which is tested to be significant, and a ‘0’ bit is sent
for the opposite case. The coordinate of the significant offspring will be added to
the end of the LSP whereas the insignificant offspring will be added to the end of
the LIP. In this case, the bit which defines the significance of an offspring is labeled
as LIS SIG bit, and the sign bit is label as LIS SIGN bit.

After the testing process of the four offspring, the entry of the LIS which is ini-
tially marked as Type A will be shifted to the back of the LIS and marked as Type B.
When coding a Type B entry in the LIS, all the descendents excluding the 4 direct
offspring will be tested against the threshold 2n. If any one of the remaining descen-
dents is larger than the threshold, the entry will be marked as significant. A ‘1’ bit
is sent for the case of significant and a ‘0’ bit is sent for the case of insignificant.
In addition to this, the coordinates of the four direct offspring of the Type B entry
are added to the end of the LIS as new Type A entries. This bit which defines the
significance of the Type B entry is labeled as GDESC bit throughout the chapter.
The definition of all the type of output bits is illustrated in Fig. 2.

In the refinement phase, the n bit of each entry in the LSP which appears in the
previous pass is sent. This bit will be labeled as REF bit in the rest of the chapter.
In this case, no bit is sent during the first pass of the encoding process. After the
refinement phase is completed, the n value is decremented for the next pass where
the entire process described above is performed again. The decoding process of
SPIHT algorithm is just the reverse of the encoding process.

Fig. 2 Definition and notation of different type of output bits in SPIHT
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3 3DSPIHT for Video Compression

Generally, the encoding and decoding processes of the 3DSPIHT for video
compression are totally same as the SPIHT for image compression. The main
difference is the DWT and the tree structure that have been changed from 2D to 3D.
It is important to note that these do not affect the clarification of the type of output
bits which is stated previously.

Before the 3DSPIHT is adopted, it is necessary to first form a 3D data structure
from Group of Frames (GOF) as shown in Fig. 3. Then, the 3D DWT which consists
of performing a 2D DWT in the spatial domain of each frame in the GOF and
followed by a 1D DWT across the temporal domain of all the frames in the GOF
can be carried out.

The number of subband created by the 3D DWT can be very different, depending
on the configuration of its 2D DWT and 1D DWT that are applied to the spatial
and temporal domain respectively. Generally, there are two types of 3D DWT. One
is called the symmetry 3D DWT as shown in Fig. 4a, while another is called the
decoupled or wavelet packet 3D DWT as shown in Fig. 4b. The structure shown in
Fig. 3 uses 2 decomposition levels for both the spatial and temporal domains. In this
case, the numbers of subbands in the symmetry 3D DWT and the decoupled 3D
DWT are 15 and 21 respectively.

Since the data structure has changed from 2D to 3D, it is necessary to redefine
the parent-offspring relationship of the tree structure. The 3DSPIHT algorithm is
not affected by the dimension, as long as the parent-offspring relationship of the
tree structure is clearly defined.

Initially, the 3D SOT adopted in [6] is a direct extension of the 2D SOT. This
3D SOT is considered as a type of symmetry tree structure, since all the trees are
symmetrically extended in both spatial and temporal domains. In the symmetry 3D
SOT, a node is has either 8 offspring which are formed by a group of 2 � 2 � 2
adjacent pixels or no offspring (leaves). Similar to the 2D SOT, the nodes denoted
with “�” have no offspring. The parent-offspring relationship of the symmetry 3D
SOT is shown in Fig. 5.

Fig. 3 Forming a 3D data structure from a series of n frames
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Fig. 4 The structure of (a) symmetry 3D DWT and (b) decoupled 3D DWT

Fig. 5 The 3D SOT structure adopted by 3DSPIHT

4 Configuration of Adaptive Models

The AC introduced in [5] is adopted for our proposed configuration. This AC is also
adopted by the previous works presented in [2–4]. The main advantage of this AC is
the isolation of adaptive model from the coding algorithm. Hence, the configuration
of the adaptive models can be modified easily.

The adaptive model is used to store the probability of occurrence for all the sym-
bols that can appear in the system. It is updated after a symbol is encoded. The



14 A Configuration of Adaptive Models for 3DSPIHT 185

coding efficiency of AC is very much affected by the probability distribution in the
adaptive model. When the frequency is skewed to certain symbols, the compression
rate of AC will increase.

In 3DSPIHT, the information of the eight offspring is usually encoded with
AC as a single symbol to exploit the local correlation. The amount of informa-
tion to be encoded depends on the number of insignificant pixels m in the group.
In the previous works, several different adaptive models each with 2m symbols,
where m 2 f1; 2; 3; 4; 5; 6; 7; 8g, are used to encode the information of the 8 off-
spring [2, 3].

From here, several questions may arise. Firstly, how many adaptive models were
used and how they were configured. Secondly, how each type of output bits is as-
signed with a separate set of adaptive models or the adaptive models were shared by
few types of output bits. Thirdly, how were the sign bits encoded. Fourthly, what is
the maximum frequency used to reset the adaptive models.

According to [1], the gain in coding the sign bits with AC is very little. It is true
when the sign bits are viewed in terms of bit by bit. In this case, the numbers of
positive and negative coefficients are close to each other. But from our observation,
when the sign bits of the 8 offspring are coded as one symbol, certain patterns can
occur more frequently than others. Due to this reason, it is possible to achieve some
gain in coding the sign bits as a single symbol with AC in 3DSPIHT.

Other than the probability distribution, the maximum frequency also has sig-
nificant effect on the coding efficiency of AC [5]. This maximum frequency will
determine the adaptation rate of the AC. Furthermore, it also affects the amount of
memory that is required to store the frequency for a symbol in the adaptive model.
In our new configuration, the maximum frequency is set to 64, which is different
from the value reported in [6]. This value is obtained from an analysis that will be
explained in Section 4.

The proposed configuration of the adaptive models is summarized in Table 1.
Even though the configuration of adaptive models for the LIP SIG, LIP SIGN,
DESC, and LIS SIGN bits are the same, they are not sharing the same set of adap-
tive models. Each of them is assigned with a separate set of adaptive models with

Table 1 The proposed configuration of adaptive models for different type of out-
put bits in 3DSPIHT

Output bits
Number of adaptive models with 2m symbols
mD 1 mD 2 mD 3 mD 4 mD 5 mD 6 mD 7 mD 8

LIS SIG 1 1 1 1 1 1 1 1
LIS SIGN 1 1 1 1 1 1 1 1
DESC 1 1 1 1 1 1 1 1
LIS SIG 0 0 0 0 0 0 0 1
LIS SIGN 1 1 1 1 1 1 1 1
GDESC 1 0 0 0 0 0 0 0
REF 1 0 0 0 0 0 0 0

Total (TAMm ) 6 4 4 4 4 4 4 5
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2m symbols, where m 2 f1; 2; 3; 4; 5; 6; 7; 8g. The adaptive model with different
number of symbols is required to adapt for the case, where only the number of in-
significant pixelsm in the group are encoded. For example, consider the case where
we are required to encode a cube with 8 coefficients. In this case, a adaptive model
with 256 symbols is needed. If two of the coefficients are significant in the current
bit plane, it is not necessary to encode them in the next bit plane. Hence, only 6
coefficients are left and we can use an adaptive model with 64 symbols.

This is different for the LIS SIG bit because it always comes with 8 offspring at
a time. Hence, only one adaptive model with 256 symbols is needed. On the other
hand, the GDESC and REF bits are coded bit by bit separately with adaptive model
of 2 symbols. Degradation in performance is observed during an attempt to code
these bits in the same way as others. Algorithm I shows the detail coding sequence
using the proposed configuration.

Algorithm I

1. Initialization phase

� Add all the roots to the LIP in a group of 2 � 2 � 2 adjacent pixels.
� Add all the roots with descendents to the LIS in a group of 2� 2� 2 adjacent

pixels.
� Initialize the threshold value.

2. Sorting phase

� For each set (p, q) in the LIP that contains a group of 2�2�2 adjacent pixels:
� Determine number of entry (i, j) 2 set (p, q), W, and number of sign bits, V.
� For each of the entry (i, j) 2 set (p, q):
� Perform magnitude test on entry (i, j) to determine the value of LIP

SIG bit and LIP SIGN bit (if any).
� If the entry (i, j) is significant, shift it to the LSP.

� Use the 2W symbols adaptive model to encode the group of LIP SIG bits
and 2V symbols adaptive model for the LIP SIGN bits (if any).

� For each Type A set (p, q) in the LIS:
� Determine number of entry (i, j) 2 Type A set (p, q), S.
� For each of the entry (i, j) 2 Type A set (p, q):
� Check all descendents of entry (i, j) to determine the value of DESC

bit.
� Use the 2S symbols adaptive model to encode the group of DESC bits.
� For each of the entry (i, j) 2 Type A set (p, q):
� If DESC bit for entry (i, j)D 1:
� For each offspring (k, l) 2entry (i, j):
� Perform magnitude test on offspring (k, l) to determine the value of

LIS SIG bit and LIS SIGN bit (if any).
� If the offspring (k, l) is significant, shift it to the LSP. Otherwise,

shift it to LIP.
� Determine the number of sign bits, R.
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� Use a 28 symbols adaptive model to encode the group of LIS SIG bits
and 2R symbols adaptive model to encode the LIS SIGN bits (if any).

� If any of the offspring (k, l) is not leaves, add entry (i, j) to the back of
LIS and mark as new Type B entry.

� Removed entry (i, j) from Type A set (p, q).
� For each Type B entry (i, j) in the LIS:
� Check all grand descendents of entry (i, j) and encode the GDESC bit using

a 2 symbols adaptive model.
� If GSEDCD 1:
� Add the offspring (k, l) of entry (i, j) to the end of LIS in set (p, q) of
2 � 2 � 2 adjacent pixels.

� Remove the Type B entry (i, j) from LIS.

3. Refinement phase

� Except for new entries in the LSP, encode the REF bits for each entry (i, j) in
the LSP using a 2 symbols adaptive model.

4. Update

� Divide the threshold value by 2 and repeat the above steps until the desired bit
rate is achieved.

5 Simulation Results and Discussions

The proposed configuration is applied to the 3DSPIHT with AC and tested on var-
ious video sequences in QCIF and SIF formats. The decoupled 3D DWT and 3D
SOT shown in Figs. 4b and 5 respectively are adopted in the simulation. For the 3D
DWT, 3 level of decomposition is adopted in both spatial and temporal domain for
the QCIF and SIF video sequences. The resolution of all the QCIF video sequences
is 176 � 144, whereas the resolution of the SIF video sequences can be divided to
352 � 240 and 352 � 288. The 9/7 tap [7] and Haar wavelet filter is adopted for
the spatial domain and temporal domain respectively. It has been mentioned in [4]
that the use of Haar wavelet filter in the temporal domain can slightly improved the
performance and reduce the computational complexity when compared to the 9/7
tap wavelet filter. It should be noted that the DWT is first carried out in the spatial
domain and followed by the temporal domain.

5.1 QCIF Video Sequences

The simulation is performed with 10 fps by coding every third frame. Only the
luminance component (Y) of frame 0 to 285 is considered in the simulation, and the
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GOF size of 16 frames is chosen. Since the simulation is performed by coding every
third frame, the actual number of frames encoded is 96. The result of the 3DSPIHT
with AC that uses the proposed configuration (Proposed) is compared to the result
generated from [8]. It should be noted that only the result for encoded frames are
shown in Fig. 6.

5.2 SIF Video Sequences

Unlike the setting applied to QCIF video sequences, the simulation for SIF video
sequences is performed with 30 fps by coding every frame. Only the luminance
component (Y) of frame 0 to 47 is considered. The GOF size remains unchanged
as 16 frames. In this case, the total number of frames to be coded is 48. All the
simulation results are shown in Fig. 7.

5.3 Adaptation of the Adaptive Models

Generally, the mean PSNR achieved by the proposed configuration is 0.2 to 1.66 dB
higher than the original configuration adopted by the 3DSPIHT. By using different
sets of adaptive models for different types of output bits, better adaptation can be
achieved as different types of output bits have different probability patterns. This
also prevents the probability pattern of one type of output bits from affecting the
others. For example, assuming that there are two models with one of the probability
patterns skewed to symbol a while another skewed to symbol b. If the two models
are combined, the combined model may have two equal probable symbols when the
frequency of symbol a and symbol b is very close to each other.

On the other hand, the maximum frequency can also significantly affects the
adaptation rate of the adaptive models [5]. In order to determine the optimum value
of maximum frequency, an analysis is performed to observe the number of out-
put bits for all the video sequences when different value of maximum frequency is
adopted. The average number of output bits for QCIF and SIF video sequences is
computed and summarized in Table 2.

It can be seen that by using the maximum frequency of 64, few hundred bits can
be saved in the later bit plane for both QCIF and SIF video sequences. Furthermore,
it also helps to reduce the memory required to store the frequency of each symbol
in the adaptive model.

5.4 Memory Requirement

The main drawback of the proposed configuration is the amount of memory that is
required by the adaptive model, since different types of output bits are now assigned
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Fig. 6 The simulation results for various video sequences in QCIF format
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Fig. 7 The simulation results for various video sequences in SIF format
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Table 2 The average number of output bits for all the QCIF and SIF video sequences at different
bit plane under different value of maximum frequency
Format QCIF video sequence SIF video sequence
Maximum
frequency 32 64 128 256 32 64 128 256
Bit plane 1 584 584 584 584 1;318 1;266 1;249 1;387

Bit plane 2 1;272 1;272 1;272 1;300 2;977 2;758 1;680 3;132

Bit plane 3 2;670 2;686 2;700 2;776 5;610 5;294 5;244 6;117

Bit plane 4 6;229 6;251 6;282 6;384 11;128 10;837 10;891 12;124

Bit plane 5 13;977 13;982 14;048 14;151 24;878 24;610 24;779 26;107

Bit plane 6 30;624 30;555 30;700 30;789 68;745 68;465 68;784 70;062

Bit plane 7 65;595 65;377 65;641 65;753 180;612 180;198 180;693 181;849

with a separate set of model. It is more than sufficient to use one byte of memory
to store the frequency for one symbol, because the maximum frequency can only
go up to 64. If only the memory required to store the frequency of all the symbols
is taken into consideration, the memory requirement can be calculated by using (1),
whereby TAM

m represents the total number of adaptive models with 2m symbols.

Memory.Symbol/ D

"
mD8X

mD1

TAM
m � 2m � log2.64/

#

Bit (1)

By referring to the proposed configuration shown in Table 1, the memory require-
ment is approximately 2.3 kilo Byte (kB). For the case where different types of
output bits are sharing the same set of adaptive model with m symbols, the memory
requirement is only approximately 0.5 kB.

For practical implementation, a cumulative version [5] of the frequency for each
symbol in the models is usually computed to increase the processing speed of AC.
Hence, the number of memory blocks need to be allocated is also proportional to
the number of symbols in the models. For the worst scenario, the number of bits
required for each memory block is equivalent to the number of bits required to
represent the maximum cumulative frequency.

Memory.Cumulative/ D

"
mD8X

mD1

TAM
m � 2m � log2.2

m � 64/

#

Bit (2)

In this case, the amount of memory required to store the cumulative version of the
frequency for each symbol is approximately 3.78 kB. In total, about 6 kB is needed.
But as compared to the amount of memory used to store the video frame or imple-
ment the 3DSPIHT algorithm which measure from few hundred to about a thousand
kB [8], 6 kB of memory is almost negligible. Hence, the increment in memory
requirement is not excessive. However, it should be noted that the integration of
AC can significantly increase the computational complexity of the overall system.
Therefore, it might not be suitable for implementation under a hardware constraint
environment.
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6 Conclusion

The simulation results show that applying the proposed configuration of the adap-
tive models into 3DSPIHT with AC can improve the performance in both QCIF
and SIF video sequences by approximately 0.2 to 1.6 dB. The main drawback
of the proposed configuration is the increase in memory requirement introduced
by the adaptive models. However, the increment is almost negligible as compared
to the amount of memory required to store the video frame and implement the
3DSPIHT algorithm, which can be ranging from hundred to thousand kB. By sep-
arating the adaptive models for each type of output bits, better adaptation can be
achieved. This is due to the different probability patterns that exist in different type
of output bits.
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Chapter 15
Ad Hoc In-Car Multimedia Framework

Hemant Sharma, Kamal Sharma, and A.K. Ramani

Abstract The chapter provides the description of framework architecture for ad
hoc pervasive multimedia services that addresses the needs for automotive appli-
cations. It includes mechanisms to access multimedia content as part of contextual
information. It is composed of core service components and augmented by several
enhanced components that comprise a distributed service enabler space.

Keywords In-car multimedia � Ad hoc network � Bluetooth � Pervasive computing

1 In-Vehicle Systems and Bluetooth

The proliferation of multimedia capable mobile devices such as novel multimedia
enabled cellular phones has encouraged users inside a vehicle to consume multime-
dia content and services while on move [1–7]. However, selecting and enabling the
presentation of the most appropriate content for the given device is rather compli-
cated due to the vast amount of multimedia data available and the heterogeneity of
systems available. Appropriate software infrastructure is required and being devel-
oped to enable automatic discovery and efficient presentation of multimedia content.
Context information can be used to guide the applications and systems in selecting
the proper content and format for a given user (passenger or driver) at a certain time,
place and under a specific context.

Recent advances in communication and multimedia technology in the past
decade have greatly shaped the evolution of in-vehicle ubiquitous multimedia en-
vironment. On-board infotainment system is able to access multimedia content
from a CD changer, iPod or Bluetooth enabled Cellular Phone. However, there
are still many challenges in this type of environment. One basic problem of this
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multimedia service model is the dynamic heterogeneity caused by the physical
attributes of diversified computing devices and vehicle networks. Device and user
mobility, another important problem of in-vehicle ubiquitous computing, posses a
great challenge to the management of multimedia services.

The evolutionary development of in-car electronic systems has lead to a sig-
nificant increase of the number of connecting cables within a car. To reduce the
amount of cabling and to simplify the interworking of dedicated devices, currently
appropriate wired bus systems are being considered. These systems are related with
high costs and effort regarding the installation of cables and accessory components.
Thus, wireless systems are a flexible and very advanced alterative to wired con-
nections. However, the realization of a fully wireless car bus system is still far
away. Fiber optic connections for multimedia bus systems offer advantages regard-
ing costs and bandwidth, and the demanded reliability of mission-critical networks
still require wired connections to ensure the safe operation of the car. Though,
cost-effective wireless subsystems which could extend or partly replace wired bus
systems are already nowadays conceivable. A very promising technology in this
context is specified by the recent Bluetooth 3.0 standard.

2 Pervasive In-Vehicle Multimedia

In-vehicle entertainment systems offer a new generation of ultra-compact embedded
computing and communication platforms, providing occupants of a vehicle with the
same degree of connectivity and the same access to digital media and data that they
currently enjoy in their home or office. These systems are also designed with an
all-important difference in mind: they are designed to provide an integrated, up-
gradeable control point that serves not only the driver, but the individual needs of
all vehicle occupants.

Innovative key factor for improving multimedia applications and services, com-
fort and safety, and vehicle management are represented by pervasive networked
technologies in the automotive sector. This networking enables:

� Innovation of in-vehicle multimedia system and software architectures
� Enhancement of the application and services offered to end users

Figure 1 below presents typical in-vehicle pervasive network along with the physical
components and devices that could part of the network.

The network contains a pure multimedia part, represented by Multimedia Bus,
and a control and external communication part, represented by Networking for
Automotive. Multimedia Bus represents the wired multimedia resources. External
multimedia resources can form an ad hoc network via the communication interfaces
of the vehicle network.

One commonly available technology that can support ad hoc entertainment ser-
vices inside a car is Bluetooth, a low power, short range radio technology mainly
used to support wireless devices. Bluetooth radios on typical mobile devices can
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Fig. 1 Typical pervasive vehicle network with multimedia devices

support a data rate of up to 24 Mbps over a range of ten meters. Bluetooth supports
a wide range of use cases, including file transfer and personal area networking. The
Bluetooth standard defines a number of profiles, standard interfaces for particular
broad categories of use cases. While the specific Bluetooth capabilities of a mobile
phone vary based on the manufacturer, the model, and the needs and desires of the
mobile operator, many do support Bluetooth profiles beyond the simple pairing of
phone and headset. In addition, a number of mobile phones expose their Bluetooth
interfaces to third party application developers via standard application program-
ming interfaces.

Widespread automotive availability, strong consumer demand and regulatory
push have also provided a strong platform for rapid growth in automotive Blue-
tooth option take rates, but there are significant underdeveloped automotive Blue-
tooth opportunities. In order to exploit the services, provided by available multi-
media resources in a vehicle and over wireless network, a software framework is
necessary that can seamlessly provide ad hoc network resources to entertainment
applications.

3 Ad Hoc Framework Architecture

3.1 System Overview

An ad hoc pervasive network in side a car and participating devices are shown
in Fig. 2. The diagram shows a smart phone, infotainment system, and rear seat
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Fig. 2 Pervasive ad hoc vehicle network using bluetooth

entertainment system. All the three devices are capable of establishing a Bluetooth
connection. A piconet can be established between Infotainment system and iPhone
when the driver or any other occupant of the vehicle pairs the phone. Similarly
a piconet could be established between Infotainment system and rear seat enter-
tainment system. The piconet shall enable sharing of iPhone contents or access to
contents from internet, if appropriate application framework is available at infotain-
ment system.

3.2 Framework Design Concepts

In order to address various design challenges, the software architecture presented
here incorporates the reflective techniques into its design, in a sense that the system
can reason about and modify itself on a meta-object level. The architecture considers
the following design concepts:

� Open: the term has two-fold meaning in the context of this system. First of all,
the internal semantics of the system objects are exposed to the applications on
top. Secondly, the system is open to the modification or replacement of its con-
structing components.
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� Component-based: the system is decoupled into different sets of components,
each having individual functionalities. As the building blocks of the whole archi-
tecture, they can be loaded or removed dynamically.

� Active: the system environment updates and application behavior changes, and
has certain self administrative power to accomplish the system functionality.

� User-centric: we believe that user, not the application, will be the ultimate client
of pervasive multimedia service delivery.

In the next section, we present the architecture of the multimedia framework based
on these design concepts. We name the framework as mCAR.

4 mCAR Architecture

This section presents a high level overview of mCAR, the context aware multimedia
framework architecture, describing briefly some of the design decisions taken for
each part. The framework is divided in three main modules; the mCAR Kernel, the
Communication Subsystem (CS) and the Content Module (CM). The user of mCAR
provides a set of decision modules and multimedia protocol software to resolve the
communication with the vehicle infrastructure.

The Kernel defines a set of software interfaces that are used by the decision
modules for accessing both the CS and the CM. This module also provides a set
of mechanisms for handling concurrent access to the data. The Kernel initializes
the server and the decision modules. To maintain low coupling between the Frame-
work and the decision modules, an extensible event system has been developed. This
low coupling approach allows dynamically adding and removing listeners without
changing the predefined internal behavior of the Framework.

The decision modules and their dependencies are specified in a configuration file
that contains the identifier, the class that implements the decision module and their
execution dependencies. This approach allows a declarative way for specifying the
logic components used by the system. The execution dependencies are embedded as
a list of decision modules that run before the current one is executed. This defines
a direct acyclic graph of executing dependencies between all the decision modules.
A topologic sort over this graph provides the execution order for each module. As
previously stated, the modules are executed when an event occurs, but it is also
possible that the decision module runs in parallel to the framework. The decision
modules are loaded in runtime, allowing the system to replace or modify certain
logic without stopping the execution of the multimedia application. The architecture
and components that integrate a multimedia service implemented in the framework
are presented in Fig. 3.

The Communication System implements asynchronous communication for the
framework. It abstracts the network protocol and the network link (wired or wire-
less). Thus, the user of the framework defines the communication protocol used at
the application level. Applications open a data connection with the framework and
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cmp mCAR

Multimedia Application

mCAR:: |Application

mCAR Framework

mCAR::Kernel mCAR::
Communication

Vehicle Intrastructure

mCAR:: Content
 Module

ICARApplication<<trace>>

Fig. 3 mCAR framework components

for each new connection established the CS creates a content worker thread for han-
dling the communication with the specific multimedia resource. For sending data to
a resource, each worker contains a local queue and the worker sends data messages
stored in this queue to the specific resource. The worker stores data received from
the resource in a general queue that is part of the CS.

The information of this queue is processed by certain number of dispatcher
threads, each dispatcher pass the data message to the Multimedia Protocol com-
ponent. The Multimedia Protocol component is loaded at the startup of Framework.
This component processes the incoming messages of the resources and may prop-
agate events to the decision modules (or other listeners) each time a new message
arrives. Different types of events can be defined and propagated by the user through
this component. The user application can provide different implementations of
the Multimedia Protocol (only one at a time is used). The latter allows different
application-level protocols to operate with the Framework. The internal composi-
tion of Communication System is presented in Fig. 4.

The proposed queue system, which is based on a producer-consumer model,
makes possible to achieve certain level of asynchronous application – resource com-
munication. It is also possible to distribute the work of the dispatchers and the
workers under several resources, improving the scalability of the system.
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Fig. 4 mCAR communication system

5 Framework Interfaces

This section introduces the class and interface designs of the Event System, Decision
Modules and the Multimedia Protocol. The interfaces are described using UML.
The user of the framework provides some of these interfaces to implement different
system behaviors. The framework is currently implemented in C++.

5.1 Event System

The event system used in the framework is defined using three interfaces, the
ICAREventProvider, ICAREventListener and ICAREvent, the UML class diagram
for these interfaces is presented in Fig. 5.

ICAREventListener instances are registered to listen events from a specific event
source (ICAREventProvider instances). Each ICAREventListener instance provides
the list of dependencies that should be executed before itself, defining a partial
execution order for all the listeners. ICAREventProvider instances are active compo-
nents that propagate certain mCAR or user defined events (ICAREvent instances).
Event source instances can be linked in a chain of event propagation, using the
appropriate method of ICAREventProvider. When an event is propagated, the fol-
lowing protocol steps should be respected by each event source:

� Executes default action event for the current event source.
� Executes the listenEvent method for all registered listeners of the current event

source, respecting the predefined order.
� Propagates the event to the parent of the current event source (repeat the process

from step 1).
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class Event System

<<interface>>
ICAREventListener

<<interface>>
ICAREventProvider

<<interface>>
ICAREvent

+  getSubscriberlList() : void

+  getEventTarget() : void

+  addEventListener(ICAREventListener) : void

+  dispatchEvent(ICAREvent) : void

+  getEventSource() : void

+  getEventData() : void

+  getIdentifier() : void

+  waitEvent(ICAREvent) : void

Fig. 5 Event system interfaces

ICAREvent instances are the event objects that contain the event source target and
some data related to the event. The event source target is the logic element of the
framework that generates the event, for example, if a vehicle logged in event is
propagated then the event source target is the resource identifier.

5.2 Decision Module

The framework instantiates decision modules using a factory configurable by an
XML configuration file. A default implementation for the factory is provided by the
framework; this factory loads the XML information, resolves the dependencies and
allows the runtime instantiation of each decision module. The UML class diagram
for the decision modules is presented in Fig. 6.

Each declared decision module in the XML is an instance of ICARDecision-
Module interface. All the decision modules are initialized with the Kernel interface
(API to the framework), including the decision module name and dependencies list
(information declared in the XML). The ICARDecisionModule instance may run in
parallel of the Framework (for example as a proxy to other legacy system), or be
activated and executed only under certain events propagated.
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Fig. 6 Decision module
interfaces class Decision Module

<<interface>>
ICARDecisionModuleFactory

ICARDecisionModule

+ createObject(String) : ICARDecisionModule

+ getModule(String) : ICARDecisionModule

+ init(String, ICARService*) : void

+ stop() : void

+ init() : void

5.3 Multimedia Protocol

The Multimedia Protocol component processes the communication messages
received from the vehicles, propagating the corresponding events in each case.
This component is divided in three interfaces: ICARMessage, ICARMessageFac-
tory and ICARMultimediaProtocol.

The ICARMessage interface represents a message to exchange with the
resources. The implementation of this interface provides the methods mar-
shal/unmarshal which receive Input and Output Streams respectively. These
methods allows the message to be serialized and deserialized using different formats
provided by the application, making transparent to workers and dispatchers, the real
stream format exchanged over the network protocol.

The ICARMessageFactory instance, provided as part of the Multimedia Protocol
component by the application, will be the creator of the ICARMessage instances.
The ICARMultimediaProtocol instance is responsible for processing the messages
received from the resources, before different events may be propagated. A UML
class diagram of the Multimedia Protocol interfaces is presented in Fig. 7.

5.4 Application Model

The Application Model of the mCAR framework (Fig. 8) provides support for build-
ing and running pervasive multimedia applications on top of the framework kernel.
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class Multimedia Module

<<interface>>
ICARMessageFactory

CreateMessage(): ICARMessage

<<interface>>
ICARMessage

+ getData() : String

+ getResourceState() : String

+ getType() :String

+ getAttributes() : String

+ SetAttributes(String) : void

<<interface>>

ICARMultimediaProtocal

+ processMessage(ICARMessage) : void

+ init (ICARKemelServices) : void

+

Fig. 7 Multimedia protocol interfaces

The application model shall guide modeling of multimedia application components
with the use of interfaces of component of the framework in an efficient manner.

The applications access the framework functionality through an IApplication in-
terface. Each time an application is started, an ApplicationSkeleton is created to
allow interactions between the framework and the application itself. In particular,
application interfaces allow applications to request services from the underlying
framework, and to access their own application configuration profile through a
well-defined reflective meta-interface. The multimedia application is realized as
composition of components based on the component model of the framework.

6 Framework QoS Challenges

The provisioning of multimedia streaming applications in the ad hoc networks
requires managing differentiated Quality of Service (QoS) levels depending on
service/user/device requirements in order to properly allocate network bandwidth,
especially the limited one available in the wireless last-meter. In particular, the
Bluetooth specification offers limited support to QoS differentiation, by allowing
to choose which of the three kind of logical transports to exploit and to statically
configure QoS requirements for ACL ones. In addition, current implementations
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Fig. 8 Application model for the framework

of the Bluetooth software stack do not allow applications to exploit the limited
QoS functions included in the specification in a portable way. The result is that the
development of QoS-related Bluetooth operations in wireless Internet applications
currently depends on specific implementation details of the target Bluetooth hard-
ware/software stacks. This relevantly complicates service design and implementa-
tion, limits the portability of developed applications, and calls for the introduction
of novel framework supports for QoS management.

The provisioning of multimedia streaming applications in the wireless in-car en-
tertainment environment requires addressing novel and peculiar characteristics of
the scenario, e.g., intermittent connectivity, resource-limited terminals, and proper
allocation of the limited bandwidth available especially in the wireless last-meter.
The above solutions have achieved significant results in the wired infotainment sce-
nario, but do not fit well with the ad hoc automotive environment. On the one hand,
network-layer solutions has been designed to perform traffic shaping and prioriti-
zation on wired networks and usually require updating/replacing the installed best
effort vehicle infrastructure in order to support the proposed low-level protocols.
On the other hand, middleware solutions for the wired network do not face the dy-
namicity issues of mobile provisioning environment and do not provide specific
countermeasures for the relevant resource discontinuities inside the vehicle.
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7 Summary

This chapter presented the software architecture of mCAR. The architecture is based
on the design concepts outlined in the chapter to meet the multimedia service de-
ployment and management challenges. The application model for development of
multimedia applications on the top of mCAR shall enable rapid design of multi-
media applications. The applications shall use the provided interfaces of mCAR
to use the framework services. The framework behavior is configurable via applica-
tion specific configuration file. Specification of application specific decision module
makes the framework open and scalable to accommodate support for wide range ap-
plication and multimedia resources.
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Chapter 16
Reliable Routing Protocol for Wireless
Sensor Network

Mohammad S.I. Alfares, Zhili Sun, and Haitham Cruickshank

Abstract Wireless Sensor Network (WSN) is one of the major research areas in
computer network field today. The function of WSN in this chapter is to provide
sensing services in an un-attended harsh environment. Sensed data need to be de-
livered to the base station and to cope with the network unreliability problem. Few
routing protocol takes into consideration of this problem. It is a great challenge
of the hierarchical routing protocol to provide network survivability through re-
dundancy features. In this chapter, a short literature review of the existing routing
protocol is carried out. Then a novel hierarchical routing protocol, which addresses
network survivability and redundancy issues, is introduced. Initial analysis shows
promising results of the proposed protocol comparing with OEDSR and LEACH,
which is a well known protocol as benchmark. Finally, conclusion was drawn based
on the research and future direction for further research is identified.

Keywords Wireless sensor network � Hierarchical � Routing protocol � Reliability
� Redundancy � Survivability

1 Introduction

Wireless Sensor Network (WSN) is one of the major research areas in computer
network field today. It is considered as one of ten emerging technologies that will
bring far-reaching impacts on the future of humanity lives [1]. Also, the importance
is due to that numerous applications can benefit from the WSN, such as healthcare,
environmental, forest fire, and military applications, etc. [2–5]. As a new challeng-
ing research field, WSN now is undergoing an intensive research to overcome its
complexity and constraints [5]. Such constraints are:

� Power source
� Communication and bandwidth
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� Mobility
� Processors and memory
� Network density and data aggregation

Because of these concerns, existing routing protocols cannot be deployed directly
in WSN. Moreover, one of the difficult challenging features to be offered by the
routing protocol in WSN is to provide reliable network connectivity in the presence
of harsh environment (resist to link and sensor nodes failures). The proposed routing
algorithm presented in this chapter is aimed to the forest fire monitoring and similar
applications. The major specifications of these kinds of applications are the large
area of deployment (about 20� 20 km), heterogeneous in sensed data and in Sensor
Nodes (SN) types, and harsh environment (goes behind the high probability of node
failure). Previous studies [6–8] have shown that link connectivity greatly affects
the performance of routing protocols in WSN. However, the impact of unreliable
link/node on the connectivity of WSN is not fully tackled in preceding research.

This chapter presents a Self Organizing Network Survivability routing protocol
(SONS). It is designed to cope with the large area of deployment, link or node fail-
ures and heterogeneous network in forest fire monitoring and similar applications.

2 Application Descriptions

This section gives a brief description of the forest fire and similar scenarios (for
further information refer to [9, 10]). Forest fire size is classified to small, medium,
and large. The large size could reach more than 1 million acres [11]. The speed of
fire front line is about 3–8% of the wind speed (depends on the density and type of
vegetation, and slope).

Most of the large forest fires are contained in several weeks. The area temperature
is high (reach more than 92ıC). Forest fire needs massive resources to fight it. It
needs many fire crews, many helicopters, water tanks and pumps, trucks, civilians
support and many more. All these resources can be organized and managed by the
commander centre with the support of sensing data (see Fig. 1).

The huge damage caused by forest fire (reach multi-billion US$), makes devel-
oping a new techniques or equipments a vital task. Based on the above, the WSN
solution should work in a harsh environment with a heterogeneous data and devices.

3 Related Work

Many routing protocols in WSN have been proposed to take into account of the in-
herent features of WSNs, along with the application and architecture requirements.
These routing protocols can be classified according to the network structure, proto-
col operation, resource utilization, or routing protocols [2, 5]. The proposed routing
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commander

Sensor node

Fig. 1 Scenario of WSN in forest fire application

protocol is classified under hierarchical network structure, and hybrid protocol
operation that provides network connectivity and survivability features.

Low Energy Adaptive Clustering Hierarchy (LEACH) Protocol [12] and
LEACH-Centralize (LEACH-C) [13] are the well known routing protocols in
WSN based on hierarchical structure. In general LEACH and LEACH-C divides
the network into clusters (sections), and in each cluster there is an elected sensor
node to act as head of the cluster identified as Cluster Head (CH). The cluster head
task is to manage communication among member nodes of the cluster, data pro-
cessing, and relay processed sensed data to the Base Station (BS) directly. LEACH
and LEACH-C outperform flat network protocols in terms of network life time.
However, LEACH and LEACH-C are not suitable to be deployed in a large area
because of direct communication between CH and BS. Moreover, it does not take
into account how the network resists the link and SN failure [5].

Optimized Energy-Delay Sub-network Routing (OEDSR) protocol [14] is a hi-
erarchical based structure protocol. It is an extension to Optimized Energy-Delay
Routing (OEDR) protocol [15]. Where, only sub-networks are formed around an
event/fault and elsewhere in the network nodes are left in sleep mode. OEDSR bor-
rows the concept of relay-nodes (next hop node) selection from OEDR. In OEDR,
relay nodes selection is based on maximizing the number of two hop neighbours.
Whereas, the selection in OEDSR is based on maximizing the link cost factor.

OEDSR assumes that the BS has a sufficient power supply, thus a high power
beacon from the BS is sent to all SNs on the network. This assumption makes all
SNs know their distance to the BS, which the link cost factor formula rely on this
assumption.
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Another hierarchical routing protocol is Self-Organizing Protocol (SOP) [16].
SOP routing protocol can be used with stationary or mobile sensor nodes. The pro-
tocol works simply by selecting a sensor nodes to act as router (relay messages),
and these routers are to be stationary which form the backbone of the network to
carry data to the BS. Every sensor node should be able to reach a router in order
to be part of the network. A routing architecture that requires addressing of each
sensor node is achieved, by identifying the address of the router node to which they
are connected. A similar enhanced idea is the Proactive Routing with Coordination
(PROC) [17], in which both protocols are used in a continuous dissemination (not
on-demand) network type. PROC detect faulty node or link when a certain number
of consecutives data is not acknowledged, then the sender node removes the failed
node from its neighbor table and resend the data to the best selected parent node
from the updated neighbor table. On the other hand, PROC have long recovery time
(the time it takes to recover the failed node), and does not have control scheme for
the traffic flow pattern in the entire network (local solution rather than global).

A multi-hop hybrid routing protocol based on LEACH [18] is proposed by com-
bining the clustering and multi-hop techniques. It uses a hierarchical multi-hop
routing method to forward sensed data from CH to CH toward the BS. The protocol
does not provide redundancy and recovery techniques in case of link or node failure,
but for the next cycle of electing a new CH the fault will be resolved automatically
(takes long time) for in-cluster communication. For intra-cluster communication if
the intermediate CH or communication link failed then the CH will search for al-
ternative path. In case of no alternative path exist, then the CH will send the data
directly to the BS which is not feasible solution in large area of deployment.

4 Self-organizing Network Survivability Routing Protocol

In this section, we present a new routing protocol. One of the key points in the
proposed routing protocol is to solve the link and node reliability problem. Most
protocols described in Section 3 especially hierarchical do not address link/node
reliability problem. It is a challenge for the hierarchical routing protocol to provide
network survivability and redundancy features. Therefore, SONS routing protocol
designed to cope with these features.

In general, SONS uses multi-hop hierarchy (to cover large area) and spanning
tree (for fast routing and less overhead) as basic ideas to deal with large area
of deployment issue. SONS is fully distributed that every CH choose the nearest
parent-CH to the BS to forward data to in the normal situation. If the network is con-
gested or the parent-CH is dead, then the CH chooses the next best parent with zero
communication (because of the wireless broadcast communication nature). Further-
more, SONS takes high density SN deployment advantage, to provide network fault
tolerance feature through introducing redundant CH. Mainly the operation of SONS
can be divided into three parts. The start-up phase, the synchronization phase and
the message exchange phase. Figure 2 illustrates the proposed algorithm.
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Fig. 2 Flow chart of the proposed algorithm

4.1 Start-Up Phase

This phase is responsible to build up the WSN in the network layer. When the SNs
deployed in the area of interest, it will be initially in a sleep mode state. Then the
start-up phase starts by firstly BS send a wakeup signal to the network. Then the net-
work will be formed into clusters each with assigned elected CH (initially the same
as in LEACH [12], and then afterwards remaining power source is the added factor).
Subsequently, a tree is created from the BS as the root up to the leaves through only
the CHs.
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Based on the tree construction, there will be parents and children for each CH
except for the leaf CH where it has no child. For every turn of electing CH, the new
CH will send a control message to its parent and child(s) (if exist) to update the
changes of the tree members. After that, the total number of children of each CH
will be specified starting from leaf CH to its parents CH up to the root (BS). Subse-
quently, we can benefit of the network high density deployment and the in-expensive
cost of the SNs, by helping the CH to relay and process data of other children clus-
ters toward the BS. This procedure is via SN of cluster to be as Co-operative cluster
head (C-CH), and assigned by the CH according to the next rank on the CH elec-
tion. This procedure is applied to CH with a total number of children exceeds n
(from simulation, optimal n will be chosen). This will help the network to avoid
power drain from the CH. Especially for the CH near to the BS (energy holes prob-
lem [19]). In addition, the procedure provides more paths to the BS which helps in
solving the data converge-cast problem. Converge-cast is a communication pattern,
where the data flow is from a set of nodes to one node (many-to-one). This point will
make the procedure simple (not complicated), that the code is small which helps in
saving memory space and needs less processing power. Finally, redundancy option
for the CH is specified by the BS to be either fully-redundant, or semi-redundant,
or no-redundant. Fully-redundant is simply assigns a redundant CH node by means
of the CH for each cluster. In semi-redundant, the CH near to the BS will assign a
redundant node and the CH distant from the BS will not.

4.1.1 Tree Creation Process

The tree creation process initially starts from the BS. The process uses three-way
messaging technique. The tree will be created as follow:

(i) BS (afterward parent CH) send a tree formation (TF) message to its neighbour
CH(s) that are in the modified transmission range.

(ii) The neighbours CH(s) reply with tree join (TJ) message to the BS asking to
add them to the tree.

(iii) A confirmation tree join grant (TJG) message is sent from the BS to the replied
CH(s) associated with its distance level value. Then BS create a table of all an-
swered back children CH(s). As well, the replied neighbour CH(s) will create a
parent table that contain the parent and the BS with distance level of zero. The
Distance Level (DL) is the number of hops from CH to reach the BS via inter-
mediate parent CHs, and is equal to the DLParentC1. Afterwards, CH may have
many parents, and then forward data to the parent with minimum DL. This will
help to transfer data to other route if one link is failed or congested, by main-
taining the DLs in the parent table (increase DL of parent by 2 if it congested).
Maintaining DLs of the parent table will achieve network reliability feature.

As soon as the CH join the tree, it will repeat the three ways messaging process
(steps i to iii). If the CH(s) receives no reply then it will stop the operation and
knows that it is the leaf CH of the tree.
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4.1.2 Child Discovery Process

This process helps each CH to discover the expected load by find out number of
clusters to be served (i.e. number of child CH(s) down to the leaf tree).

The leaf CH will start the process by sending a number of child (NC) message
to its parent. Where the NC field in the message is set to zero (has no child). The
parent will then update its child table. After that, the parent CH checks if all child
reply with an NC message. If so, then it sends an NC message to its parent with the
total number of grandchild CH. The process is continuing bottom to top of the tree
until reaching the BS.

4.2 Synchronization Phase

In this phase, every CH will manage communication time schedule of its cluster SNs
member. In every cycle, CH will assign communication time slot to every cluster
members according to their needs. This allows SNs to identify when to wake up to
send its sensed data to the CH to save energy (extend network life time).

4.3 Message Exchange Phase

This phase has the longest time interval compared to the start-up and synchroniza-
tion phases. It is the event where the sensor nodes send their requested sensed data
to the BS via CH/C-CH according to their time slots. As well, CH and C-CH relay
processed data (remove duplicate data, enhance data accuracy, and compress data
of similar priority) to the BS.

5 Results

Due to page limitation constraint, the analysis has been omitted (for further infor-
mation refers to [20]). To study the proposed protocol in network connectivity and
survivability features, we need to answer the question. How long does the network
take to recover from faulty link or node? And how much power it consumes?

To be able to answer this question we use OMNeTCC3:2 simulation tools with
INET framework. We consider the same power model used in [12]. With the same
parameters of Eelec D 50 nJ=bit and eamp D efs D emp D 100 pJ=bit=m2. We assume
that CH will send 400 bits/packet. The simulated area is 1;500 � 1;000m, with a
random number of SNs deployed randomly. Also, the scenario is created using C++
to specify random failure by using Poisson’s reliability SN distribution [21]. The
assumptions for the network in our study are:
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Fig. 3 Total power consumption

� Fixed location of BS, CHs, and redundant CH.
� The SNs are equipped with the power control facilities to vary their transmitter

power.
� The clusters assumed to be circular and then the transmissions take a spherical

shape.
� Assume worst case failure (node failure).

From the simulation, Fig. 3 shows a comparison in terms of total power consump-
tion. It shows that both SONS types consume less energy than LEACH. Moreover,
the difference in power consumption is increased as the number of sent packets in-
creased. In Forest fire and similar applications, LEACH could not far communicate
directly with the BS, but in simulation we assume it is possible (if new wireless tech-
nology found). Also, we use the short distance of Ptx as well, otherwise the power
consumption in LEACH will be higher.

Additionally, the simulation measures the SONS performance in terms of aver-
age EED. Figure. 4 illustrates a comparison of the average EED against network
size. It clearly shows that SONS outperform OEDSR. Moreover, as network size
increases the average EED of SONS is barely changed as in OEDSR and DSR.

Further studies on SONS response time in case of CH failure. The response time
for the SONS in case of failure can be clearly revealed in Fig. 5. It shows end-to-end
delay per packet with eight hops to reach the BS. Where, the CH failure occurs
during sending packet 21. SONS with redundancy respond better and faster by about
1/3 less time than SONS with no redundancy.

One of the forest fire application requirements is to route heterogeneous sensed
data (quality of service (QoS)). The data has been categorized using a priority field
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Fig. 4 Average end-to-end delay versus network size

Fig. 5 SONS delivery time comparison

on the packet header. In which enable SONS to serve the packets with higher priority
before the lower one. The classification comes from the application nature. This
feature makes SONS to operate on heterogeneous WSN network.

By using simulation we investigate the SONS QoS behavior with respect to the
end to end time delay. From the simulation, Fig. 6 shows the end-to-end time delay
of heterogeneous data with a single path to the BS. The figure illustrates that the
time sensitive data gets guaranteed service response even if the network is busy with
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Fig. 6 End-to-end delay of heterogeneous data with a single path to the BS
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Fig. 7 End-to-end delay of heterogeneous data with several paths to the BS

normal data. Also, the figure is build up based on no alternative path to the BS is
available. Regardless to the rise of time delay for the normal data, SONS guarantee
data delivery to the BS. This helps in extending network life time by avoiding resend
the same data.

In addition, if one path is used from source to BS in multi-hop technique, it will
leads to extensive energy consumption to this path. With the time this results to an
un-even network energy distribution.

SONS routing protocol take care of this issue by distribute the traffic on the net-
work if possible. This can be seen in Fig. 7, if the normal data congested with a time
sensitive data, then it try to search for alternative path. This will help in improving
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Fig. 8 End-to-end delay of heterogeneous data of the whole network

the end-to-end delay of the normal data and to distribute the traffic throughout the
network.

Finally, Fig. 8 illustrates the SONS performance on the whole network with mul-
tiple senders. It can be seen that SONS guaranteed the priority service to the time
sensitive data than the normal one. Additionally, it avoid congestion path using al-
ternative path if available.

6 Conclusion and Future Directions

This chapter has shown the importance of network survivability and connectivity
to overcome the link and node failure. The proposed protocol provides features of
network survivability and redundancy. Initial analysis shows that SONS overcomes
the weakness of the LEACH in recovery of link and node failures. In addition, sim-
ulation shows that SONS consumes less energy than LEACH. In comparison with
OEDSR, DSR, and AODV in terms of EED, SONS has the superiority over these
protocols. In addition, SONS scale well as network size is increase. And we demon-
strate that SONS is capable to deal with link or node failure. Moreover, SONS has
the feature to operate on heterogeneous WSN network.

Further investigation of the proposed protocol will be the topic of future work
including simulation and application to real life case. Additionally, simulation tool
will be used to measure the effect of BS mobility on the recovery time in harsh
environment. Furthermore, network traffic pattern and shape will be investigated.
Also, the proposed hierarchical routing protocol will be enhanced to be tested under
mobility of both BS and SNs. Finally, latest QoS routing protocols in WSN will be
coded (using VCCC on OMNeTCC3:3) and compared against SONS.



216 M.S.I. Alfares et al.

References

1. MIT, (2004). 10 emerging technologies that will change your world. Engineering Management
Review, IEEE, 32, 20–20.

2. Murthy, C.S.R., & Manoj, B. (2004). Ad Hoc Wireless Networks: Architectures and Protocols.
Prentice Hall, PTR, USA.

3. Romer, K., & Mattern, F. (2004). The design space of wireless sensor networks. Wireless Com-
munications, IEEE, 11, 54–61.

4. Akyildiz, I., Su, W., Sankarasubramaniam, Y., & Cayirci, E. (2002). A survey on sensor net-
works. Communications Magazine, IEEE, 40, 102–114.

5. Al-Karaki, J., & Kamal, A. (2004). Routing techniques in wireless sensor networks: A survey.
Wireless Communications, IEEE, 11, 6–28.

6. LaI, D., Manjeshwar, A., Herrmann, F., Uysal-Biyikoglu, E., & Keshavarzian, A. (2003). Mea-
surement and characterization of link quality metrics in energy constrained wireless sensor
networks. IEEE Global Telecommunications Conference, 2003. GLOBECOM’03.

7. Gorce, J.M., Zhang, R., & Parvery, H. (2007). Impact of radio link unreliability on the con-
nectivity of wireless sensor networks. EURASIP Journal on Wireless Communications and
Networking, 2007, 1–16, doi:10.1155/2007/19196.

8. Zhou, G., He, T., Krishnamurthy, S., & Stankovic, J.A. (2004). Impact of radio irregularity on
wireless sensor networks. Proceedings of the 2nd International Conference on Mobile Systems,
Applications, and Services, pp. 125–138. NY, USA: ACM New York.

9. Hartung, C., Han, R., Seielstad, C., & Holbrook, S. (2006). FireWxNet: A multi-tiered portable
wireless system for monitoring weather conditions in wildland fire environments. Proceedings
of the 4th International Conference on Mobile Systems, Applications and Services, pp. 28–41.
Uppsala, Sweden: ACM.

10. Doolin, D.M., & Sitar, N. (2005). Wireless sensors for wildfire monitoring. Proceedings of
SPIE, pp. 477.

11. http://www.nifc.gov/fire info/lg fires.htm.
12. Heinzelman, W.R., Chandrakasan, A., Balakrishnan, H., & MIT, C. (2000). Energy-efficient

communication protocol for wireless microsensor networks. Proceedings of the 33rd Annual
Hawaii International Conference on System Sciences, pp. 10.

13. Heinzelman, W.B., Chandrakasan, A.P., Balakrishnan, H., & MIT, C. (2002). An application-
specific protocol architecture for wireless microsensor networks. IEEE Transactions on
Wireless Communications, 1, 660–670.

14. Ratnaraj, S., Jagannathan, S., & Rao, V. (2006). OEDSR: Optimized energy-delay sub-network
routing in wireless sensor network. Proceedings of the 2006 IEEE International Conference on
Networking, Sensing and Control, 2006. ICNSC ’06, pp. 330–335.

15. Regatte, N., & Sarangapani, J. (2005). Optimized energy-delay routing in ad hoc wireless net-
works. Proceedings of World Wireless Conference. San Francisco, CA.

16. Subramanian, L., & Katz, R. (2000). An architecture for building self-configurable systems.
First Annual Workshop on Mobile and Ad Hoc Networking and Computing, 2000. MobiHOC.
2000, pp. 63–73.

17. Macedo, D.F., Correia, L.H.A., dos Santos, A.L., Loureiro, A.A.F., & Nogueira, J.M.S. (2006).
A rule-based adaptive routing protocol for continuous data dissemination in WSNs. Journal of
Parallel and Distributed Computing, 66, 542–555.

18. Zhao, J., Erdogan, A., & Arslan, T. (2005). A novel application specific network protocol
for wireless sensor networks. IEEE International Symposium on Circuits and Systems, 2005.
ISCAS 2005 (vol. 6), pp. 5894–5897.

19. Li, J., & Mohapatra, P. (2005). An analytical model for the energy hole problem in many-to-one
sensor networks. 2005 IEEE 62nd Vehicular Technology Conference, 2005. VTC-2005-Fall,
pp. 2721–2725.

20. Alfares, M., Sun, Z., & Cruickshank, H. (2009). A hierarchical routing protocol for surviv-
ability in wireless sensor network (WSN) (pp. 262–268). International MultiConference of
Engineers and Computer Scientists, 18–20 March, Hong Kong.

21. Garg, V.K. (2007). Wireless communications and networking. US: Elsevier Morgan Kaufmann.



Chapter 17
802.11 WLAN OWPT Measurement Algorithms
and Simulations for Indoor Localization

Xinrui Wang and Tien-Fu Lu

Abstract This paper discussed novel algorithms for synchronizations and time
resolution improvements of One Way Propagation Time (OWPT) measurements in
the 802.11 Wireless Local Area Network (WLAN). In OWPT measurements, the
Mobile Station (MS) records each 802.11 Beacon frame’s arrival time. The Bea-
con frame’s arrival time minus its Timestamp, which is recorded when the Beacon
frame is transmitted from an Access Point (AP), is the Beacon frame’s Propagation
Time. The Propagation Time represents the distance between the MS and the AP.
Rather than microseconds (�s) time resolution Timestamp, the MS could use its
high precision clock to record the Beacon frame’s arrival time in nanoseconds (ns).
The first part of this paper proposes algorithms which can utilize the ns resolution
arrival Time to improve the OWPT measurements time resolution from �s to ns and
to highly synchronize the MS with all APs. These algorithms provide an opportu-
nity to apply OWPT in 802.11 WLAN for highly accurate indoor localization. The
second part discusses the possibility to utilize existing software and hardware plat-
form to realize the proposed algorithms. At the end of this paper, the shortages of
existing MS timing ability were raised and several options are provided for future
researches to improve MS timing ability for OWPT application.

Keywords 802.11 WLAN � Synchronization � TOA � One way propagation time
� Indoor localization � Time resolution improvement

1 Introduction

Indoor localization technologies have attracted considerable research interest over
the last 20 years due to a wide range of application areas. Indoor localization
technologies are the foundation of domestic robots navigation and mapping. The
location information can also be used for tracking people, goods and equipment in
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buildings to benefit home entertainment, stock management and improving office
work efficiency etc. The widely applied outdoor localization technology GPS, how-
ever, is hard to apply in indoor environments and dense urban areas. As the satellites’
signals are reflected and/or diffracted by building structures, the receivers can not
receive clear and strong enough satellite signals for localization purposes in these
areas.

Many indoor localization technologies have been under continuous development
in the previous decades to replace GPS for indoor localization. Generally, these
localization technologies can be categorised by the type of sensors being used,
including target sensors, distance proximity sensors, visual cameras and wireless
sensors. The WLAN indoor localization technologies attracted considerable re-
search interests recently, because the WLAN are widely deployed and localization
technologies based on WLAN cost relatively low. WLAN localization technolo-
gies can be commonly further divided into two sub-categories, according to the
different wireless signal features measured for localization. They are Received-
Signal-Strength (RSS) and Time-of-Arrival (TOA).

RSS builds a signal strength fingerprint map of the working area based on
real-time measurements [1] or wireless signal propagation models [2]. The sig-
nal strength fingerprint map consists of many sample points’ signal strength and
their coordinates refer to the working area. These sample points are distributed
through the whole working area. When the MS is locating, it compares the receiv-
ing signal strength with the signal strength fingerprint map. The position of the
sample point which has the most similar signal strength is assumed to be the MS
position.

TOA measures the time lapsed when the signal transfers from AP to MS or from
MS to AP then back to MS. These two different measurement patches are called
One Way Propagation Time (OWPT) and Round Trip Time (RTT) respectively. The
distance between the AP and the MS is calculated from OWPT or RTT. With three
or more APs, these APs’ positions and the distances between these APs and the MS
can be used to calculate the MS’s position with Trilateration.

Comparing these two different wireless signal measurement localization tech-
nologies, TOA is chosen for further developing. RSS demands considerable labour
and computing ability to build the signal strength fingerprint map. But at the same
time, the existing signal strength fingerprint map changes follow the changes of the
indoor environment. Most of the former RSS localization deviations were between
5 and 10 m. The localization deviations are too loose to apply for accurate indoor
localization applications. TOA measures the signal transferring time between an
AP and an MS. The keystone of the TOA measurements is the time measurement
accuracy and time resolution. The localization accuracy improves as the time mea-
surement accuracy is enhanced.

In the rest part of the paper, Section 2 compares two different TOA measure-
ments, Round Trip Time (RTT) and One Way Propagation Time (OWPT). In
Section 3, the novel OWPT measurement algorithms are presented and discussed.
These algorithms are proposed to synchronize AP and MS in OWPT measure-
ment and to improve the OWPT measurement time resolution to ns. Section 4
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describes the simulation model. The simulation results are analysed to evaluate the
performance of the proposed algorithms. In Section 5, an experiment platform was
build to verify the proposed algorithm. At the end of the paper is the conclusion.

2 Related Work

TOA measurement requires to accurately measuring the time when a wireless frame
transfers between an AP and an MS. However, the resolution of all standard 802.11
time measurements is limited by the hardware and protocols to �s. As the wireless
signals transfer in light speed, 1�s time resolution leads to 300 m localization res-
olution, which makes it pointless for indoor localization applications. Besides the
low time resolution, the synchronization errors between APs and MSs, and the pro-
cessing time delays inside APs and MSs also cause enormous time measurement
errors. To improve the time resolution and eliminate the synchronization errors and
processing time delays, two TOA measurement algorithms, RTT and OWPT, are
introduced.

2.1 Round Trip Time (RTT)

To improve the time measurement resolution and avoid synchronization errors be-
tween an AP and an MS, most researchers chose RTT to measure the time when a
frame is transferred between an AP and an MS. Figure 1 demonstrates the process
of RTT measurement. At first, the MS sends a Probe Request frame to an AP and
records the sending time T1. After the AP receives the request frame, a Probe Re-
sponse frame is sent back to the MS and the MS records the Probe Response frame
arrival time T2. Ideally, half of the time lapsed between the time T1 and the time
T2 is the propagation time T when the signal travels between the MS and the AP.
Because all the time information is recorded by the MS clock, there’s no need for
synchronization between the AP and the MS. A ns time resolution clock on the
MS could record both the time T1 and T2. With these two advantages, RTT could
measure the propagation time T in ns resolution and eliminate the synchronization
errors.

The shortcoming of the RTT is that the time measurement includes the unknown
time delay in AP. In a wireless network, the MS is not the only client which sends re-
quests or data to an AP. As shown in Fig. 1, when the AP receives the probe request,
other requests and data frames which are sent by other clients may have already
arrived in the AP. The AP processes these tasks based on time sequence. The MS
Probe Request has to wait in the AP stack until the AP finishes all the prior tasks.
After the AP processes the Probe Request, a Probe Response is sent out. As ex-
isting 802.11 protocols do not require the AP to record a frame’s arrival time, the
Probe Response only contains the AP’s transmitting time in �s time resolution.�T ,
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which is the time delay in the AP, is unknown. �T would differ from time to time,
depending on how busy the wireless network is. In a busy wireless environment,
such as public places or offices, large volumes of data are continually being ex-
changed between the AP and other wireless devices, like laptops, computers, PDAs
etc. In these situations, RTT’s localization accuracy would be deteriorated by the
enlarged �T .

Many former researchers noticed the time delays in AP causing RTT measure-
ment errors. Several methods were employed to eliminate the time delays in AP.
In [3], a calibration was implemented before RTT measurements. An MS and an
AP were put together to set T equal to 0. The difference between T2 and T1 was
the AP time delay �T . In calibration, a group of �T were collected. In one RTT
measurement, a �T was randomly chosen from the calibration �T set. The cho-
sen �T was extracted from the RTT measurement. Another method was described
in the project of Gunther et al. [4] They utilized the WLAN feature that the AP
and the MS send Acknowledgement frames (ACK) after they receive the Probe Re-
quests and Probe Responses, respectively. ACK is a lower level frame which takes
a much shorter time to process in an AP. They measured the time delay between
the MS sent out Probe Request and received AP’s ACK as the RTT. They also mea-
sured the time delay between the MS received the Probe Response till it sent out
ACK. This is the processing delay in MS. The AP delay �T was replaced by the
delay on MS and extracted from RTT to improve the RTT measurement accuracy.
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However, neither of these two methods can record the AP delay, �T , directly. The
localization deviations of the above two algorithms were unstable ranged from 2 m
to more than 20 m. To more accurately measure the time delay �T , two Intel en-
gineers, Mr. Golden and Mr. Bateman, customized an AP and an MS which can
measure the time between when a frame arrived at an AP and when the AP sent the
response. In this scenario, they measured the �T directly in every RTT measure-
ment. In their experiment, highly accurate RTT measurement was achieved. Their
results showed the RTT localization Root Mean Square Error (RMSE) to be between
1.1 and 5.5 m [5]. As mentioned before, however, existing 802.11 WLAN hardware
and protocols do not support the RTT measurement proposed in [5]. The hardware
and the protocols must to be modified to implement this highly accurate RTT mea-
surement. To improve the TOA measurement accuracy in existing WLAN, OWPT
measurement is explored in this paper.

2.2 One Way Propagation Time (OWPT)

Compared with RTT, OWPT measurement is quite simple. OWPT measures the
time on both MS and AP sides. As shown in Fig. 2, when a frame transfers from an
AP to an MS, the transmitting time T1 and arrival time T2 are recorded by AP and
MS respectively. The signal transferring time T is calculated from the difference be-
tween T1 and T2. OWPT measurement does not contain the time delay in the AP or
MS, giving OWPT a big advantage over the RTT measurement. However, in OWPT
measurement, APs and MSs are required to be highly synchronized; otherwise the
difference between T1 and T2 would be meaningless. To achieve sub-meter local-
ization accuracy, the synchronization has to be on ns scale. Another challenge is that
AP can only provide �s time resolution information. So, to reach acceptable indoor
localization accuracy, the OWPT has to be specifically measured in ns resolution
when the time information from AP is in �s resolution. Due to the strict synchro-
nization and time resolution requirements, in the literature, so far no researcher has
tried to apply the OWPT on WLAN. Only a ultrasonic localization system called
Cricket System shares the similar OWPT mode to measure the transferring time of
ultrasonic waves.

Fig. 2 OWPT APMS

T

T1T2
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If OWPT is going to be applied on WLAN, efficient algorithms have to be
developed to implement synchronization and OWPT measurement between APs and
MSs in ns scale.

3 OWPT Synchronization and Time Measurement Resolution
Improvement Algorithms

3.1 Introduction

Beacon frames are the most suitable frames for OWPT measurement in 802.11
WLAN. Every AP in WLAN periodically transmits Beacon frames with the broad-
casting time, which is stored in a piece of the Beacon frame field and called
Timestamp. Timestamp is generated by an AP clock and records the time when
the first bit of the Beacon frame hits the Physical Layer for transmission. The time
resolution of Timestamp is governed by 802.11 protocols as �s, unless customized
APs, commercial APs can not provide higher than 1�s time resolution Times-
tamp [6]. When an MS receives the Beacon frames, every Beacon frame’s arrival
time is recorded by the MS. Usually, a main part of an MS is a computer or a laptop.
There are many high frequency microchips in an MS to process tasks, and manage
the power etc. For example, a normal CPU working frequency is much higher than
1 GHz, corresponding to less than 1 ns time resolution. If one of the high frequency
microchip is employed as the MS clock to record the Beacon frames arrival time,
the Beacon frames arrival time should be recorded with less than 1 ns time reso-
lution. When the OWPT is calculated from the Timestamp and arrival time, these
two different time resolutions introduce the possibility of improving the OWPT time
resolution to ns and synchronize the AP and the MS to ns scale.

3.2 OWPT Measurement Time Resolution Improvement

When the Beacon frames are received, the MS obtains the Beacon frames Times-
tamps in �s and arrival time in ns. Unfortunately, to improve the OWPT measure-
ment time resolution to ns is not simply subtracting the Timestamp from the arrival
time, even though the results are presented in ns time resolution. Because of loose
time resolution, there is a time delay �t between the Beacon frame Timestamp T
and the Beacon frames broadcasting time t , as shown in Fig. 3. The �t is inherited
to the OWPT measurement.

Equation 1 shows the resolutions of different time elements which consist in the
Beacon frames broadcasting time.

t � 10�9 D T � 10�6 C�t � 10�9 (1)
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Fig. 3 Beacon frame broadcasting time

t : Beacon frame broadcasting time, ns
T : Beacon frame Timestamp, �s
�t : Time delay between Timestamp and broadcasting time, ns

If �t ! 0, Eq. 2 can be derived from Eq. 1:

t � 10�9 D T � 10�6 (2)

Equation 2 reveals that the �s time resolution Timestamp can replace the Bea-
con frame broadcasting time with ns time resolution if the time delay �t is small
enough.

According to 802.11 protocols, when a Beacon frame is transmitted, the time
is copied from an AP clock into a Beacon frame Timestamp field. If a Beacon
frame’s Timestamp records the time T1, the Beacon frame would be transmitted
at any moment T1 C �t1 within next 1�s. The time delay �t ranges from 0 to
999 ns. Randomly ranged �t deteriorates the accuracy of OWPT measurement. To
eliminate �t , a Beacon frames selection algorithm is proposed to select a Beacon
frame with the shortest �t in a group of received Beacon frames. The selection al-
gorithm utilizes the character of the randomly changed �t , as illustrated in Fig. 4.
In this section, the AP and the MS are assumed to be perfected synchronized to
simplify the question and focus on how to select the Beacon frame.

Beacon frames are transmitted after every Beacon Interval. If the Beacon Interval
is set to 1 time unit, an AP transmits a Beacon frame every 1;024�s. An MS can
receive 1,000 Beacon frames in approximately 1 s. If the MS is assumed to stay at
the same location for about 1 s, the 1,000 received beacon frames would have the
same propagation time �T . The MS, however, can only obtain the Beacon frames’
Timestamp Tn and arrival time tn. The pseudo propagation time �T 0 is calculated
in Eq. 3:

�T n
0 D tn � Tn D �tn C�T; n 2 Œ1;1000� (3)

Since the existence of random time delay �t , the pseudo propagation time �T 0 is
also randomly changed. As shown in Fig. 4, the propagation time �T 10 is shorter
than the propagation time �T 20 but larger than the propagation time �T 30. If a
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Fig. 4 Beacon frame transferring time measurement resolution improvement

group of 1,000 Beacon frames are collected, one Beacon frame with shortest �t
can be chosen to calculate the most accurate OWPT of this group.

Every captured Beacon frames were calculated its pseudo propagation time�T 0.
From the second captured Beacon frame, its pseudo propagation time �Tn0 is com-
pared with last pseudo propagation time �Tn�10. Two results can be expected:
�Tn

0 < �Tn�1
0 and �Tn0 >D �Tn�1

0. If �Tn0 < �Tn�1
0, it means that the

n-th Beacon frame contains smaller time delay �t than (n – 1)th Beacon frame and
so it’s closer to the actually propagation time �T , vice versa. As a measurement
group, the group’s propagation time always chooses the smallest pseudo propaga-
tion time. After received 1,000 Beacon frames and the selection process finished,
the measurement group’s propagation time should be just couple ns different from
�T , if it’s not as the same as �T .

3.3 OWPT Synchronization Between AP and MS

A calibration is applied to synchronize APs and MSs before localization. The
calibration process is developed from the OWPT Measurement Time Resolution
Improvement algorithm which likes the other side of the same coin. The Timestamp
of the Beacon frame comes from a 64-bit counter. It counts every �s after the AP
turn-on. When the counter reaches its maximum value, it wraps around. As it is a
64-bit counter, it will take 580,000 years to reach its maximum value. In the MS,
a same 64-bit counter is used to record Beacon frames arrival time. So once the
OWPT measurement starts, there is a certain synchronization bias between AP and
MS, as shown in Fig. 5.

In Fig. 5, the synchronization bias � is considered in the OWPT measurement.
The MS calculates the Beacon frames’ pseudo transferring time in Eq. 4, and the
MS is assumed to be static during calibration:

�T n
0 D tn � Tn D .�T C �/C�tn (4)
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Fig. 5 Synchronization between APs and MSs

To calculate the synchronization bias � , Eq. 4 is converted to Eq. 5:

� D tn � Tn ��T ��tn (5)

Tn and tn are the Timestamp and the arrival time of the Beacon frame;�t is the time
delay between the Timestamp and broadcasting time of this Beacon frame; �T is
the Beacon frame propagation time. In calibration, an AP and an MS are placed
within a measured distance, which determines the �T in ns. The positions of the
MS and the AP are chosen in a Line of Sight (LOS) situation to avoid any Multipath
influences on the Beacon frames’ propagation time measurement. The synchroniza-
tion bias � which is calculated directly from Eq. 5 contains a random error of �t .
This random error ranges from 0 to 999 ns. Hence, the �t elimination algorithm
which was described earlier, is applied in Eq. 5 to remove the �t in the calibration.
Unlike the OWPT Measurement Time Resolution Improvement scenario, the cali-
bration has no strict processing time requirement. The calibration can take 1 min
and it is still acceptable. For 1 min, n will be 60,000. That allows much more Bea-
con frames can be received in calibration. With a much bigger n, there is a greater
possibility to reduce the �t to 0. When �t ! 0, Eq. 6 is derived from Eq. 5:

� D tn � Tn ��T (6)

After the calibration, � can be accurately measured in ns time precision. Once the
calibration is finished, the synchronization bias � can be used for the following
OWPT measurements.

Another benefit of the calibration synchronization is that an MS can synchronize
with all the APs at the same time. When an MS is placed on the chosen calibration
spot, the distances between the MS and all the APs are known. The calibration
processes can be applied on every AP. APs broadcast Beacon frames in sequence
in a Basic Service Set (BSS), so even though the Beacon Interval of every AP is
1; 024�s, the MS can receive two APs’ Beacon frames adjacently in several �s.



226 X. Wang and T.-F. Lu

After the 1 minute calibration, an MS can receive enough Beacon frames from all
the APs in the working area to synchronize with each of them.

The calibration synchronization processes overcome one of the biggest chal-
lenges of OWPT measurement. With synchronized APs and MSs, as well ns time
resolution measurement, OWPT can provide accurate Beacon frames propagation
time measurement in WLAN.

4 OWPT Algorithms Simulation

4.1 Simulation Model

An AP-Channel-MS simulation Model was built to test the proposed OWPT Mea-
surement Time Resolution Improvement algorithm and synchronization algorithm.
The AP-Channel-MS simulation model was a simplified version of 802.11 g wire-
less network. The model consisted with three function blocks: AP, Channel, and
MS, as shown in Fig. 6.

Instead of simulating all the WLAN frames and real network working situations,
the simplified model only simulated the scenario that an AP broadcasted Beacon
frames; an MS received Beacon frames after Beacon frames propagated through
the Channel. The Beacon frame was also simplified. In the OWPT measurement,
the most critical parameter was time. Therefore, in the model, the Beacon frame
only contained the Timestamp and the Basic Service Set Identifier (BSSID). BSSID,
which was generated by an AP, was unique for each AP. It could be employed to
identify which AP transmits the Beacon frames, so it connected the Beacon frames
OWPT measurement with specific position information.

In the AP block, there were two timers working together. One timer represented
the AP clock and its working frequency was 1 MHz. This timer generated the Bea-
con frames Timestamp and counted the Beacon Interval. The Beacon Interval was
set to be 1 time unit in the simulation, which was 1;024�s. After every Beacon In-
terval, another timer, which had a working frequency of 1 GHz, started to count the
random delay�t before transmitting a Beacon frame. A Random Integer Generator

Channel

Channel

Start

BSSID

Time Stamp
Access_Point

AP

End

BSSID

Frame Capture
moment

AP time stamp
Mobile_Station

Distance

MS

Fig. 6 AP-channel-MS model
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generated random integer series. One integer in the random series represented the
number of ns delay for one Beacon frame. The integer was in the range between 0
and 999. The Random Integer Generator generated a random series according to an
Initial Seed. Different Initial Seeds led the generator to generate irrelevant random
series.

After the Beacon frames transmitted through the Channel block, a propagation
time was added to represent the transferring distance. The third block, MS, was
responsible for analysing the received Beacon frames. The OWPT Measurement
Time Resolution Improvement and synchronization algorithms were implemented
here. The MS had its own receiver clock which works at 1 GHz frequency to record
Beacon frames arrival time. When the MS received a Beacon frame, at first, the
pseudo propagation time �T 0 was calculated. Then different Beacon frames’ �T 0

in the same measurement group were processed by the algorithms described in
Section 3 to improve the time measurement resolution or to synchronize AP and
MS in OWPT measurements. According to the algorithm chosen, the output could
be the synchronization bias between AP and MS or the most accurate OWPT mea-
surement in one measurement group.

4.2 Simulation Results and Evaluation

Figure 7 was the simulation results of OWPT Measurements Time Resolution Im-
provement. Each line in Fig. 7 represented a measurement group with 1,000 OWPT
measurements. The horizontal axis was logarithmic scale. It showed the number of
beacon frames which have been processed. The vertical axis showed the decrease
of the time delay �t between the Timestamp and the broadcasting time during the
simulation. �t ranges from 0 to 999 ns.

100 101 102 103
0

100

200

400

600

800

1000

Number of Beacon Frames

Δt
 (

T
im

e 
D

el
ay

)

Fig. 7 �t attenuation



228 X. Wang and T.-F. Lu

There were 15 measurement groups displayed in Fig. 7. Each group employs a
random integer series to generate various �t for each beacon frame in that group.
Different groups had irrelevant random series. There were eight groups which �t
started with more than 500 ns delay. The highest �t was 983 ns. Utilizing the pro-
posed algorithms, all the �t were attenuated dramatically. After 10 beacon frames
were received, the �t in most of groups were under 200 ns. The biggest delay at
this stage was just 212 ns, while the smallest�t was 1 ns. When 100 beacon frames
were received by the MS, the highest �t was 39 ns, corresponding to a 11.7 m lo-
calization deviation. When the simulation finished, there were only three groups’
�t bigger than 0. These �t were 5, 4 and 1 ns respectively. The biggest �t led
to a 1.5 m localization deviation. Hence in the simulation, the proposed algorithm
successfully eliminated the time delay �t in 80% of OWPT measurement groups.
In these groups, the OWPT was accurately measured with time resolution of ns. In
the worst situation of the remaining 20% OWPT measurement groups, the proposed
algorithm could still achieve a 1.5 m localization deviation. These results simulated
how well the OWPT Measurement Time Resolution Improvement could be in 1 s
Beacon frames capturing.

Figure 8 illustrated four simulation results of OWPT Synchronization algorithm.
The solid line in Fig. 8 was the synchronization bias � which was expected to be
measured when the calibration finished. As the synchronization algorithm was de-
veloped from the OWPT Measurement Time Resolution Improvement algorithm,
the simulation results showed the similar measurement errors attenuation curves.
But the process time for synchronization was much longer than the process time
to eliminate the time delay �t . The more beacon frames were received, the higher
accuracy of the OWPT synchronization could be achieved. As shown in Fig. 8, after
60,000 Beacon frames were received in 1 min, the OWPT synchronization algorithm
found all the synchronization bias � with ns precision.
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The simulation results confirm that the proposed algorithms can efficiently
improve the OWPT measurement time resolution and synchronize AP and MS in
OWPT measurements.

5 Conclusion

This paper presents algorithms to improve the OWPT resolution to ns and to highly
synchronize AP and MS in OWPT measurements. Lower time resolution and syn-
chronization used to be two obstacles which limited the application of OWPT. The
proposed algorithms utilize a ns resolution MS clock and a �s AP clock to mea-
sure Beacon frames propagation time and synchronization bias between an AP
and an MS. The simulation results showed that the proposed algorithms can accu-
rately measure most of propagation time and synchronization bias with ns precision.
These proposed algorithms provide the possibility to apply OWPT measurements on
WLAN for indoor localization. In the next stage, the proposed algorithms will be
implemented on 802.11 WLAN hardware and the algorithms will be verified in ex-
periments. Multipath effects should also be explored in the future to further improve
the OWPT measurement accuracy.
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Chapter 18
Residual Energy Based Clustering for Energy
Efficient Wireless Sensor Networks

Noritaka Shigei, Hiroki Morishita, Hiromi Miyajima, and Michiharu Maeda

Abstract This chapter describes two types of clustering for wireless sensor
networks (WSNs). The goal of these methods is to prolong the life time of sen-
sor nodes powered by batteries. The first type is a centralized method, and the
second type is a distributed method. These methods effectively take into account
the residual energy of sensor nodes. As a result, they achieve better performances
than conventional methods such as LEACH, HEED and ANTCLUST.

Keywords Wireless sensor network � Energy efficient � Clustering � Residual
energy � Vector quantization

1 Introduction

The wireless sensor network (WSN) technology is a key component for ubiquitous
computing. A WSN consists of a large number of sensor nodes as shown in Fig. 1.
Each sensor node senses environmental conditions such as temperature, pressure
and light and sends the sensed data to a base station (BS), which is a long way
off in general. Since the sensor nodes are powered by limited power batteries, in
order to prolong the life time of the network, low energy consumption is important
for sensor nodes. In general, radio communication consumes the most amount of
energy, which is proportional to the data size and proportional to the square or the
fourth power of the distance. In order to reduce the energy consumption, a clustering
and data aggregation approach has been extensively studied [1]. In this approach,
sensor nodes are divided into clusters, and for each cluster, one representative node,
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Fig. 1 The concept of wireless sensor network

which called cluster head (CH), aggregates all the data within the cluster and sends
the data to BS. Since only CH nodes need long distance transmission, the other
nodes save the energy consumption.

In order to manage effectively clusters and CHs, distributed clustering meth-
ods have been proposed such as LEACH, HEED, ACE and ANTCLUST [2–4, 8].
LEACH, which is the most popular method, guarantees that every nodes evenly
become CHs but does not take into account battery level and the interrelationship
among nodes [3]. HEED, ACE and ANTCLUST achieve better performance than
LEACH by taking into account battery level, communication cost, node density,
etc. In order to keep a dense and wide coverage area for the observation over the
long term, node’s residual energy has to be effectively reflected in clustering. Fur-
ther, additional inter-node communications for determining clusters and CHs have
to be small.

In this chapter, we propose two types of clustering methods based on node’s
residual energy, which have been originally proposed in [6] and which are general-
ized versions of the previous ones. The first type is a centralized method, and the
second type is a distributed method. The centralized method employs vector quan-
tization (VQ) [5] for effective clustering, and then determines representative nodes
(CH: cluster head) based on a hybrid measurement of distance and residual energy.
In the centralized method, BS determines clusters and CHs according to remaining
energy level and node location. The second method determines clusters and CHs
in a distributed autonomous fashion, and takes into account not only residual en-
ergy and but also node density. In the distributed method, clustering is performed
by the interaction among proximity nodes, and the involved additional inter-node
communication is also less. For both methods, effective values for importance fac-
tors, which indicate how much node’s residual energy is weighted in clustering, are
investigated by simulations. Further, the proposed methods with the effective values
are compared with conventional methods LEACH, HEED and ANTCLUST. The
effectiveness of the proposed methods are demonstrated by numerical simulation.
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2 Wireless Sensor Network Model

This section describes the wireless sensor network (WSN) model considered in this
chapter [2–4, 8]. The WSN model consists of N sensor nodes and one base station
(BS) node as shown in Fig. 1. All sensor nodes are identical and are assumed to
have the following functions and features: (1) sensing environmental factors such as
temperature, pressure, and light, (2) data processing by low-power micro-controller,
(3) radio communication, and (4) powered by a limited life battery. In this chapter,
the remaining power of node’s battery is also referred as residual energy. The BS
node is assumed to have an unlimited power source, processing power, and storage
capacity. The data sensed by sensor nodes are sent to the BS node over the radio,
and a user can access the data via the BS node.

In this WSN application, the clock synchronization of sensor nodes is an impor-
tant issue. Because the time at which a data was sensed is important, which requires
low clock skew among all the sensor nodes. We assume that the low clock skew
requirement is guaranteed by using a clock synchronization method [7].

The radio communication consumes more energy than the data processing on a
sensor node. We assume the following energy consumption model for radio com-
munication. The transmission of a k-bit message with transmission range d m
consumes ET.k; d/ of energy.

ET.k; d/ D

	
k.Eelec C "fsd

2/ for d � d0
k.Eelec C "mpd

4/ for d > d0;
(1)

whereEelec is the electronics energy, and "fs and "mp are the amplifier energy factors
for free space and multipath fading channel models, respectively. The reception of
a k-bit message consumes ER.k/ of energy.

ER.k/ D k �Eelec (2)

3 Clustering Approach for WSN

In order to save the energy consumption of WSN, a clustering approach for WSN as
shown in Fig. 2 has been considered. In the approach, N sensor nodes are divided
into clusters, and each cluster has a representative sensor node called cluster head
(CH). Each non-CH sensor node sends the sensed data to the CH node in its own
cluster, instead of to BS. Each CH node aggregates the received data into smaller
size and sends it to BS. This approach has the following advantages: (1) non-CH
sensor nodes can save the energy consumption because the nodes can avoid long-
distance communication and have only to send data to its own CH being nearby and
(2) the amount of data to be sent to BS can be reduced, which also saves the energy
consumption.
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Fig. 2 The concept of the clustering approach for WSN

Fig. 3 The operating cycle in clustering methods

The operating cycle of clustering methods is shown in Fig. 3. Each round consists
of consecutive frames. The first frame is for set-up, and the others are for steady-
state. In the set-up frame, CH nodes and clusters are determined based on the used
clustering algorithm, and each CH assigns a non-CH node to a slot in order to create
time-division multiple-access (TDMA) schedule. In the steady-state frames, each
non-CH node sends data to CH at the assigned slot in TDMA fashion, and CHs fuse
(compress) the received data and send it to BS.

In order to decide CHs and clusters, clustering algorithms such as LEACH and
HEED have been proposed [3, 8]. In LEACH, CHs are determined in a distributed
autonomous fashion. At each round l , each node v independently decides to be
a CH with probability Pv.t/ if the node v has not been a CH in the most recent
.l mod .N=k// rounds.

Pv.l/ D
k

N � k
�
l mod N

k

� ; (3)

where k is the average number of CHs for each round. This means that each node
becomes CH at least once every N=k rounds. However, LEACH does not take into
account battery level and node distribution.

More effective clustering methods than LEACH have been proposed such as
HEED, ACE and ANTCLUST [2, 4, 8]. However, they need additional inter-node



18 Residual Energy Based Clustering for Energy Efficient Wireless Sensor Networks 235

communications for clustering. In the next two sections, we propose two types of
clustering methods based on node’s residual energy. The first method is a centralized
method, and the second is a distributed method.

4 The Proposed Centralized Method

In this method, the BS node manages the clustering by utilizing a vector quantiza-
tion (VQ) technique. The traditional VQ process approximates the distribution of
the large set of vectors X D fx1; : : : ;x�g by using a small set of vectors W D

fw1; : : : ;w�g, where 
 � � in general, x 2 X is called input vector, and w 2 W
is called weights or codebook vectors [5]. In VQ, an input vector x 2 X is approxi-
mated by the nearest weight w�.x;W /, where jjx � w�.x;W /jj D minw2W jjx � wjj.
An adaptive VQ algorithm such as LBG and K-means trains the weight set so as
to minimize the approximation error E D 1

jX j

P
x2X jjx � w�.x;W /jj2. Assuming

that each w 2 W and each x 2 X are correspond to a CH node and a non-CH
node, respectively. This assignment of CHs and clusters will minimize the total en-
ergy consumption of intra-cluster communication because the energy consumption
of transmission is proportional to the squared distance as shown in Eq. 1.

As shown later, the direct application of VQ will not work because for the same
X it always gives a same assignment, which brings specific nodes down quickly.
In order to successfully apply VQ to the clustering of WSN, we introduce a hybrid
metric of Euclid distance and residual energy level as follows:

dH.x;w; e/ D
jjx � wjj
e˛

; (4)

where e is the residual energy level of the node corresponding to x, and ˛ is an im-
portance factor of residual energy, which indicate how much node’s residual energy
is weighted.

We assume that the distance between a node and BS is informed by using data
packets via CH. The algorithm is presented as follows:

Algorithm Centralized Clustering
Input:
A D fAll active nodesg.
X D fThe coordinate of node v xvjv 2 Ag.
Step 1: Each active node v 2 A sends its coordinates xv and its remaining battery
level ev to BS.
Step 2: BS performs the following VQ procedure.
(2-1) Initialize the weight set W D fw1; : : : ;wkg by random numbers and t  0.
(2-2) Select randomly a node v 2 A with probability pv.

pv D
ev

P
u2A eu

(5)
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(2-3) Find the nearest wk 2 W to xv, where jjxv � wkjj D minw2W jjxv � wjj.
(2-4) Update wk as follows.

wk  wk � ˛.wk � xv/: (6)

(2-5) t  t C 1. If t D Tmax then go to Step 3. Otherwise go to (2-2).
Step 3: For each k 2 f1; : : : ; Kg, kth CH is assigned to the nearest node v 2 A to
wk 2 W , where dH.xv;wk ; ev/ D minu2A dH.xu;wk ; eu/. Let C D fv 2 A is CH.g
be the set of CH nodes. Let c.k/ 2 C denote the kth CH node.
Step 4: Each v 2 A nC is assigned to kth cluster whose CH is the nearest CH from
v, that is jjxv � xc.k/jj D minj2f1;:::;Kg jjxv � xc.j /jj.
Step 5: BS broadcasts the decided CH and cluster assignments. �

In Step 3, the hybrid metric dH is used for assignment of CH. The importance
factor ˛ is a key parameter in the algorithm. In order to find an effective value for ˛,
we perform a simulation. In the simulation,N sensor nodes are randomly distributed
in the square region of size 100 � 100 m and the base station is 75 m away from the
center of a side as shown in Figs. 8 and 9. The simulation is performed forN D 100
and N D 300, and the parameters used in the simulation is summarized in Table 1.
The simulation results are shown in Figs. 4 and 5. Six cases of ˛ D 0:0 � 5:0 and
five cases of ˛ D 1:0 � 5:0 are examined for N D 100 and N D 300, respectively.
Note that ˛ D 0:0 means node’s residual energy is not taken into account at all.
As ˛ increases, the algorithm more emphasizes node’s residual energy. The choice
˛ D 0:0 can keep alive some nodes for a very long term as shown in Fig. 4. However,
a large proportion of nodes quickly go down, which means this choice cannot keep
a dense and wide coverage area for the observation over the long term. For both
N D 100 and N D 300, the choice ˛ D 4:0 achieves the longest term where more
than 95% alive nodes are kept. Therefore ˛ D 4:0 is a reasonable choice.

Table 1 Conditions used in
the simulations

For energy model
d0 75 m
Eelec 50 nJ/bit
Efusion 5 nJ/bit
"fs 100 pJ/bit/m2

"mp 1.3 fJ/bit/m4

Initial battery level 0.5 J
Energy for data aggregation 5 nJ/bit/signal

For packet model
Data packet size 800 bit
Broadcast packet size 200 bit
Packet header size 200 bit

For distributed method
Rinf 20 m
Rcnd 55 m
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Fig. 4 The number of alive
nodes versus round for
different ˛’s (N D 100)
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Fig. 5 The number of alive
nodes versus round for
different ˛’s (N D 300)
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5 The Proposed Distributed Method

The second proposed method is performed in a distributed autonomous fashion. In
the method, the role of BS is just to receive sensed data from CHs. There exist
some conventional distributed methods such as LEACH, HEED and ANTCLUST.
The distinguished features of the proposed method are as follows: (1) aware of re-
maining battery level, (2) aware of node density, and (3) a small communication
overhead in the clustering process. LEACH has a small communication overhead but
is not aware of remaining battery level and node density. HEED and ANTCLUST
are aware of remaining battery level and node density but their communication
overheads are large.

Unlike our centralized version in the previous chapter, in our distributed ver-
sion, each sensor node broadcasts its own existence within its proximity. Based
on the proximity information and their own battery level, the CH nodes and the
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clusters are autonomously determined among sensor nodes. In the process, every
nodes broadcast some messages at most twice within a small range of Rinf or Rcnd
radius. The proposed algorithm consists of four phases which performed in a setup
frame. In l th round, each node begins each phase q 2 f1; 2; 3; 4g at a specific time
.l � 1/Trnd C

Pq�1
jD1 Tj , where Trnd D

P4
jD1 Tj C Tss and Tss is the period of the

stead state. The algorithm is presented as follows:

Algorithm Distributed Clustering
Phase 1: All active nodes broadcast their node IDs within Rinf meters radius. All
nodes count how many IDs are received. Let mv be the counted number for node v.
Phase 2: Each node v 2 A performs the procedure (A) in descending order of the
following evaluation function

f .mv; ev/ D mve
ˇ
v ; (7)

where ˇ is an importance factor of residual energy.
When each node v 2 A receives a candidacy for CH from other node, performs

the procedure (B).
(A) If a node v has not received a candidacy for CH from other node, broadcasts its
candidacy for CH within Rcnd meters radius.
(B) A node v accept the candidacy from other node.
Phase 3: The nodes that broadcast the candidacy in Phase 2 become CHs. The other
nodes becomes non-CHs. The non-CH nodes send intentions of participating to the
nearest candidate for CH.
Phase 4: Each CH node creates a TDMA schedule and send it to the non-CH nodes
as the registration approval. �

Figure 6 shows examples of Phases 1 and 2 for ˇ D 4. In Fig. 6a for Phase 1,
all the active nodes broadcast their node IDs, and nodes 1, 2, 3 and 4 recognize one,

(a) Phase 1

(b) Phase 2

Fig. 6 Examples of phases 1 and 2 for ˇ D 4
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two, two and one neighboring nodes, respectively. In Fig. 6b for Phase 2, node 2 has
the maximum mv � e

4
v and broadcasts its candidacy for CH in the first place. As a

result, nodes 1 and 3 give up their candidacy, and node 4 will broadcast its candidacy
in time.

In the algorithm, the way to execute the phase 2 is not obvious. Let us explain
the phase 2 in detail. The period of “phase 2” T2 consists of the candidacy period
T2c and the post-margin T2m, that is T2 D T2c C T2m. The margin T2m is inserted
to prevent the effect of unavoidable clock skew and communication delay. In l th
round, each node v broadcasts its candidacy for CH at time tcnd.l;mv; ev/, where

tcnd.l;m; e/ D .l � 1/Trnd C T2c

 

1 �
m � eˇ

	.l/

!

; (8)

and 	.l/ is a decreasing function with round l such that 	.l/ < maxv0 m
0
v � e

0ˇ
v . If

mv �ev D maxv0 m
0
v �e
0ˇ
v then tcnd.l;mv; ev/ > tcnd.l;m

0
v; e
0
v/ for any v0 ¤ v, that is the

first broadcast of candidacy is performed by the node v. If mv � e
ˇ
v D minv0 m

0
v � e
0ˇ
v

then tcnd.l;mv; ev/ < tcnd.l;m
0
v; e
0
v/ for any v0 ¤ v, that is the last broadcast of

candidacy is performed by the node v. Further, if mv � ev > m
0ˇ
v � e

0ˇ
v then the node v

broadcasts earlier than the node v0.
In Phase 2, the evaluation function f (mv; ev) with ˇ is used for determining the

order of candidacy. The importance factor ˇ is a key parameter in the algorithm.
In order to find an effective value for ˇ, we perform a simulation same as in the
previous section for N D 100 and 300. The simulation results are shown in Figs. 7
and 8. For both results, five cases of ˇ = 1.0–5.0 are examined. As ˇ increases,
the algorithm more emphasizes node’s residual energy. The simulation result shows
that, a higher ˇ provides a better performance and the performances for ˇ D 4:0

and ˇ D 5:0 seem to be almost same. Since the autonomous candidacy mechanism
in the proposed method depends on the value of mve

ˇ
v , a smaller ˇ is preferable in

terms of computational cost. Therefore, ˇ D 4:0 is a reasonable choice.

Fig. 7 The number of alive
nodes versus round for
different ˇ’s (N D 100)

 86

 88

 90

 92

 94

 96

 98

 100

2000 2200 2400 2600 2800 3000 3200

N
um

be
r 

of
 a

liv
e 

no
de

Round

beta=1.0
beta=2.0
beta=3.0
beta=4.0
beta=5.0



240 N. Shigei et al.

Fig. 8 The number of alive
nodes versus round for
different ˇ’s (N D 300)
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Fig. 9 The node arrangement in the simulation

6 Numerical Simulation

In this section, the effectiveness of the proposed methods is demonstrated by numer-
ical simulation. The proposed methods are compared with the conventional methods
LEACH, HEED and ANTCLUST. The simulation is performed for N D 100, 300
and 1,000 as in the previous sections. For the proposed methods, we use the param-
eter choices ˛ D 4:0 and ˇ D 4:0, whose effectiveness is shown in the previous
sections.

The simulation results for N D 100, 300 and 1,000 are shown in Figs. 10, 11
and 12, respectively. In the graphs, “Centralized” and “Distributed” are our pro-
posed methods in Sections 4 and 5, respectively. For N D 100 and N D 300, our
distributed method is the best and our centralized method is the second best. The
difference between our proposed methods for N D 300 is small than for N D 100.
For N D 1;000, our centralized method is the best and our distributed method
is the second best. For any N , our proposed methods achieve better performance
than the conventional methods LEACH, HEED and ANTCLUST. Our simulation
result shows that our centralized and distributed methods are suitable for larger and
smaller numbers of sensor nodes, respectively.
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Fig. 10 The number of alive nodes versus round for N D 100

 0

 50

 100

 150

 200

 250

 300

0 500 1000 1500 2000 2500 3000 3500 4000

N
um

be
r 

of
 a

liv
e 

no
de

s

Round

LEACH
HEED

ANTCLUST
Centralized
Distributed

Fig. 11 The number of alive nodes versus round for N D 300

7 Conclusions

In this chapter, we described two types of clustering methods for WSNs. The first
type, which is based on centralized management, employs vector quantization (VQ)
for clustering and a hybrid metric of Euclid distance and residual energy. The second
type, which is performed in a distributed autonomous fashion, takes into account
remaining battery level and node density. Both methods involve importance fac-
tors ˛ or ˇ which indicates how much node’s residual energy is weighted in the
cluster head selection. The reasonable choices for ˛ and ˇ were shown by simula-
tions, and the found ones are same as used in [6]. The effectiveness of the proposed
methods were demonstrated in the numerical simulation. In the simulation, our pro-
posed methods prolong the network lifetime longer than the conventional methods
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Fig. 12 The number of alive nodes versus round for N D 1;000

LEACH, HEED and ANTCLUST. Further, our simulation results show that the cen-
tralized method and the distributed method are suitable for larger and smaller sensor
nodes, respectively. Our future works are theoretical analysis of the proposed meth-
ods, further improvement of prolonging performance, consideration on other models
such as WSN models with solar cell, and evaluation on a WSN testbed.
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Chapter 19
Fast Dissemination of Alarm Message Based
on Multi-Channel Cut-through Rebroadcasting
for Safe Driving

Pakornsiri Akkhara, Yuji Sekiya, and Yasushi Wakahara

Abstract Many applications in Vehicular Ad Hoc Networks (VANETs) are
attracting a lot of research attention from academic community and industry, espe-
cially car industry, as a part of Intelligent Transport System (ITS). One important
feature of the applications in VANETs is the ability to extend the line-of-sight of
the drivers by the extensive use of on-board devices in order to improve the safety
and efficiency of road traffic. However, due to mobility constraints and driver be-
haviors in VANETs, the broadcasting approaches used in Mobile Ad Hoc Networks
(MANETs) cannot be properly applied to the applications in VANETs. Moreover,
the conventional broadcasting methods for broadcasting an alarm message have
a defect of long time required for the complete dissemination, which leads to the
degradation in the safety of road traffic in case of emergency. We propose a new
broadcasting method called Cut-Through Rebroadcasting (CTR) for alarm message
dissemination scenarios based on the minimization of the number of rebroadcasting
vehicles and the overlap rebroadcasting by making use of multiple-channels.

Keywords Alarm message � Broadcasting method � Multiple channels � Vehicular
ad hoc network

1 Introduction

An interest has been increasing in the application of advanced information tech-
nology to transportation systems for providing improved comfort and additional
safety in driving. Existing Intelligent Transport System (ITS) deployments, e.g. Ad-
vanced Cruise-Assist Highway System (AHS) [1], mainly rely on networks in the
roadside infrastructure or Road-Vehicle Communication (RVC). While such sys-
tems provide substantial benefits, their deployment is very costly, which prevents
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them from reaching their full potential. Due to this problem, there is a trend of
equipping vehicles with the communication technology allowing the vehicles to
contact with other equipped vehicles in their vicinity, which is referred to as Inter-
Vehicle Communication (IVC). IVC has two key advantages: low latency due to
direct communication among vehicles and broader coverage beyond areas where
roadside infrastructure equipments have been deployed.

The vehicles with such IVC capability form ad hoc networks called Vehicular
Ad Hoc Networks (VANETs). Their specific characteristics allow the development
of Comfort Application and Safety Application [2]. Although much effort is needed
in order to make these applications reality, methods to disseminate various mes-
sages seem to be one of the most important challenges. In addition, the huge social
and economical cost related to road accidents makes research of proactive safety
services a task of primary importance in the ITS. A fundamental application for pro-
viding this safety service is the fast and reliable propagation of an alarm or warning
message to the upcoming vehicles in case of hazardous driving situations such as ac-
cidents and dangerous road surface conditions. However, the existing broadcasting
methods have some serious defects such as long delay for the complete propaga-
tion and high cost due to the use of wide frequency band. Because of these serious
problems, they have not yet been actually put into wide commercial use.

In order to solve such problems, we propose a method that can reduce the broad-
casting time required for the alarm or warning message propagation by utilizing
multiple channels available e.g. in IEEE 802.11 standard as well as the Global
Positioning System (GPS). This proposed method is called Cut-Through Rebroad-
casting (CTR).

2 Alarm Message Broadcasting

As shown in Fig. 1, when a vehicle located in the middle of a road has an accident
and recognizes itself as crashed by using some sensors that detect events like airbag
ignition, this vehicle will start to broadcast an alarm message to propagate the infor-
mation about its accident to nearby vehicles as shown by arrows. It will be possible
for the drivers of other vehicles to take suitable actions to avoid the secondary acci-
dent by using this information. However, in order to guarantee safety, the following
two factors have to be considered.

Fig. 1 Alarm message
broadcasting application
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� Maximum allowed speed of the vehicle is about 100 km/hr (according to the
country regulation). Consequently, the vehicle has very short period of time for
communication with other vehicles encountered on the road.

� Human reaction time is 0.3 s, but 0.1 s will be used for the acquisition of the in-
formation by various sensors and 0.1 s for processing the information. Therefore,
at most only 0.1 s is left for vehicle-to-vehicle communication [1]. Furthermore,
if the acquiring and processing the information cannot be achieved in 0.2 s, the
vehicle to vehicle communication has to be done in less than 0.1 s.

Based on these two factors, this alarm information is judged to have a very short
useful lifetime. Thus, the information about the accident should reach the concerned
vehicles with low delay and high reliability.

3 Related Works

Many broadcasting methods have been proposed, and Flooding seems to be the sim-
plest among them. However, this method has some problems such as high collision
or contention probability and high data redundancy because every vehicle receiv-
ing the message has an obligation to immediately rebroadcast the message to all
of its neighbors. This can result in inefficiency in terms of radio resource usage,
promptness of the message delivery and reliability, which has been referred to as
Broadcast Storm Problem [2]. Consequently, a lot of broadcasting methods have
been proposed in order to solve this problem and they can be taken as candidates for
the alarm message broadcasting application. However, they have in practice serious
problems from the viewpoint of the characteristics of VANETs as follows:

Probability Based Method [3, 4] In the probability based method, each vehicle
decides to rebroadcast the message with some probability in order to decrease data
redundancy and collision. Although the required average broadcasting time is rather
short, this method still cannot entirely solve the redundancy problem. Moreover, its
delivery ratio is generally rather low depending on the probability, which leads to
the serious problem of low reliability.

Area Based Method In this method, each vehicle decides to rebroadcast the mes-
sage by considering the additional coverage area of the transmission range achieved
by the rebroadcasting. In the Distance Based Scheme [2,5], when a vehicle receives
the message, the vehicle will not rebroadcast the message if the distance between
itself and its nearest neighbor vehicle which has previously rebroadcasted the same
message is smaller than a predetermined threshold because the rebroadcasting is
judged redundant. The Location Based Schemes [5–10] make more precise estima-
tion of the additional coverage area by making use of the means to determine its
own location, e.g. GPS.

An Area Based Method named Optimized Dissemination of Alarm Message
(ODAM) [10] assigns the duty of message rebroadcasting to only furthest neigh-
bor from the source vehicle in order to ensure the largest additional coverage area
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which has not yet been covered by the source vehicle. The intermediate vehicles
that receive the message should not rebroadcast the message immediately. Instead,
these vehicles must wait for some waiting time, whose duration length is inversely
proportional to the distance between itself and the source vehicle. At the expiration
of the waiting time, if a vehicle has not received the same message coming from
another vehicle, it rebroadcasts the message. Although this method is considered
efficient in terms of overhead cost and redundancy, it does not take into account a
tight time delay constraint of the alarm message broadcasting application and thus
its required time for the complete propagation of the message is rather long.

Cluster Based Method [11] In this method, all the related vehicles are structured
into some clusters and the task for rebroadcasting the message is assigned to only
the cluster head vehicle of each cluster. Although this method can work efficiently,
the cost to create and maintain the cluster structure is rather high because of high
speed move of the vehicles, which leads to the large traffic overload and long delay
of the message propagation in general.

Topology Based Method [12, 13] Topology based methods are based on the com-
plete knowledge of the network topology which is obtained by exchanging the
control messages beforehand. Although this method is efficient in terms of redun-
dancy and collision reduction, this method is not considered feasible in the VANETs
because the high control traffic load is required just like cluster based method.

Cut-through Based Method According to the strict delay constraint of safety
application, the approaches with effectively shortened forwarding latency e.g. cut-
through forwarding method are required. The cut-through forwarding method has
been used in the packet switch technology to allow frame (or packet) forwarding
before the frame is entirely received [14]. Unfortunately, the cut-through forward-
ing method has not been studied for wireless networks until recently because, in
general, forwarding latency was not the primary concern for the traffic in the wire-
less networks. However, this is not the case for the safety application. One of the
broadcasting methods that utilize cut-through forwarding has been proposed by
Shagdar [15]. In this broadcasting method, each vehicle that received the message
has an obligation to rebroadcast the message. Thus, the Multiple Access Interference
(MAI) increases in accordance with the number of simultaneously rebroadcasting
vehicles. Moreover, the wide bandwidth is required for the proposed Code Division
Multiple Access (CDMA).

4 Cut-Through Rebroadcasting for Alarm Message

It is to be noted that all the existing conventional broadcasting methods except the
cut-through based method use only a single frequency channel and make no use of
the rest channels that are actually available e.g. in IEEE 802.11 standard. However,
in order to achieve the targets of safety application, we propose CTR method that
utilizes multiple channels available e.g. in IEEE 802.11 standard as well as GPS
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function. In CTR, high priority to rebroadcast the message is given to some specific
vehicles to avoid the interference problem and the multiple channels are utilized
effectively to achieve overlap broadcasting.

4.1 The Characteristics and Assumptions for VANETs

We focus on the alarm message broadcasting in the highway scenario where there
are a number of vehicles moving towards both directions of the highway with pos-
sibly multiple lanes. In this scenario, the alarm message will be destined to many
or all of the vehicles located away from the accident vehicle (source vehicle) and in
less than some predetermined coverage distance. In other words, the position infor-
mation will be used as an attribute to limit the broadcasting process. It is assumed
that the highway is rectilinear and that there are no obstacles for the radio wave
propagation along the highway e.g. buildings on the road.

All the vehicles are assumed to be equipped with sensing, calculation, commu-
nication capabilities and GPS so that each vehicle can sense an accident, gather
information about the accident, transmit the alarm message to the nearby vehicles,
and determine its own position relatively to the other vehicles. Moreover, each vehi-
cle is equipped with at least two half-duplex transceivers based on e.g. IEEE 802.11
standard and a dedicated channel is assigned to each transceiver. With this assign-
ment, the vehicle can transmit a message on one channel and listen to and receive a
different message on the other channel at the same time. Furthermore, all the anten-
nas are assumed non-directional.

4.2 Targets to be Achieved

Efficiency of the alarm message broadcasting method can be measured in general
by whether the following targets can be achieved or not.

� According to the aforementioned human reaction time, the time required for all
the vehicles located in the predetermined coverage distance to receive the alarm
message completely is shorter than 0.1 s.

� Since the alarm message is broadcasted in a multi-hop manner, the number of
vehicles that newly receive the alarm message in each hop should be as large as
possible and thus the number of rebroadcasting vehicles should be smallest.

4.3 Cut-Through Rebroadcasting

The basic idea is to give high priority to the furthest vehicle in the transmission range
from the source vehicle to rebroadcast the alarm message after recognizing it from
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Fig. 2 Alarm message
broadcasting scenario
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B C
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TR

its header. This priority control leads to the avoidance of collision of rebroadcasted
alarm messages by the vehicles in the transmission range of the source vehicle by
suppressing the rebroadcasting of vehicles with low priority and by making only the
vehicle with high priority rebroadcast the message. Moreover, this method is char-
acterized by utilizing cut-through-like forwarding approach or the overlap operation
of alarm message transmission by some vehicles under the assumption that each ve-
hicle is equipped with at least two transceivers and different channels are assigned
to the transceivers in the individual hops to avoid the collision in broadcasting. For
overlap broadcasting for more than 2 hops, at least three different channels are re-
quired for efficient transmission without interference.

In Fig. 2, A is assumed to have just had an accident, and B , C and D, E are as-
sumed to be in the transmission range of the transceivers equipped on A and in that
of the transceivers equipped on C respectively. AfterA recognizes an accident event
based on the information received from various sensors, A acts as the source vehicle
and starts to broadcast an alarm message to notify nearby vehicles including B and
C of the accident. After recognizing that the received message is the alarm message,
B and C calculate their own waiting times Twait.B/ and Twait.C /, respectively. The
waiting time is used by each vehicle to make decision on whether it should be re-
sponsible for rebroadcasting the alarm message in the next hop or not. It should
be remarked that the waiting time is longer for vehicles that are closer to the source
vehicle. The details of waiting time calculation will be described later. When a wait-
ing time of a vehicle expires and it has not received any alarm message from any
other following vehicles, it starts to rebroadcast the alarm message in the following
hop. On the other hand, if a vehicle has received an alarm message from any other
following vehicles before the expiration of its waiting time, then it decides not to
rebroadcast the alarm message. In Fig. 3, the furthest vehicle C will have priority to
rebroadcast the alarm message and start to rebroadcast the alarm message just after
the expiration of its waiting time by utilizing a channel which differs from the one
used by the source vehicle A in order to avoid the interference of the messages and
to reduce the broadcasting time.

Then, C becomes a source vehicle in the next hop to rebroadcast the alarm
message and then in almost the same manner, only E will have high priority to
rebroadcast the message. Such rebroadcasting will be repeated to cover all the vehi-
cles in the predetermined coverage distance from the original source vehicle A.
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Fig. 3 Basic idea of
Cut-Through Rebroadcasting
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Fig. 4 Basic idea of waiting time calculation

4.4 Waiting Time Calculation

The waiting time calculation is based on the basic idea that the header of the alarm
message sent by the furthest vehicle, which should be responsible for rebroadcasting
the alarm message, should arrive at the vehicles located closer to the source vehicle
before the waiting time expiry of these vehicles. This basic idea can be elaborated
as follows.

In Fig. 4, after an intermediate vehicle, which is located in the transmission range
of A, recognizes that the message it has started to receive is the alarm message
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broadcasted by A from its header, the vehicle should wait for some time to be
notified whether there is a further vehicle which will responsible for rebroadcast-
ing the alarm message or not instead of immediate rebroadcasting. This notification
is achieved by the recognition of the header of the alarm message rebroadcasted by
the further vehicle if any. By this approach, it becomes possible to avoid the colli-
sion of the alarm message broadcasting and achieve the largest additional coverage
distance. An imaginary vehicle is assumed at the boundary of the transmission range
of A, and this vehicle is assumed to start to rebroadcast the alarm message just af-
ter recognizing the alarm message. Thus, the waiting time of intermediate vehicles
should be defined so that they wait long enough to receive the alarm message header
rebroadcasted by this assumed vehicle. Furthermore, in the designing of the waiting
time, the time required for the transmission, propagation and processing of header of
the alarm message should be taken into account and the waiting time should become
longer for an intermediate vehicle closer to the source vehicle.

In general, the waiting time for vehicle X located DSX away from the source
vehicle S can be represented by the following equations with a parameter Delta (�):

Twait D
.TR �DSX/

TR
� Twait .MAX/ (1)

Twait .MAX/ D
�

Ttrans .Alarm:Hdr/C Tproc C

�
2TR
Vprop

��

� .1C�/ (2)

By utilizing Eqs. 1 and 2, the further the vehicle is located from the source vehicle,
the shorter its waiting time becomes and the earlier it has a chance to access the
channel to send its message. Even though it is possible to calculate the waiting time
by other methods, the trade-off between the broadcasting time and the number of
rebroadcasting vehicles has to be taken into account. This trade-off is discussed in
Section 5.

After various experiments, 0.0 is basically chosen as the value of Delta based
on the consideration about the broadcasting time required to cover the coverage
distance. Some discussion on this choice is also given in Section 5.

5 Evaluation Results

5.1 Evaluation Scenario

The average broadcasting time and the number of rebroadcasting vehicles of CTR,
ODAM, and the pure flooding method are comparatively evaluated under NS-2
simulation environment in order to demonstrate the efficiency of CTR. ODAM is
selected for this comparison because it is considered most efficient for the alarm
message broadcasting application among the conventional broadcasting methods as
described in Section 3.
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Figure 5 depicts the simulation scenario of a straight highway with one lane
where the distance between any two consecutive vehicles is randomly chosen from
the values between two predetermined distances. In this scenario, the alarm message
will be rebroadcasted in the multi-hop manner until it becomes possible to cover the
predetermined coverage distance from the source vehicle. In addition, as mentioned
in Section 4, each vehicle must be equipped with at least 2 transceivers assigned with
different channels. In the simulation, the time required for a vehicle which is located
furthest from the source vehicle within the coverage distance to completely receive
the alarm message is evaluated as the broadcasting time for various transmission
range values. The simulation parameters and their values are shown in Table 1.

A B C D E
d1 d2 d3 d4 d5

Coverage distance

Fig. 5 Simulation topology

Table 1 Simulation parameters and their values in NS-2 environment
Simulation parameters Value
Data speed 1 Mbps
Radio propagation speed 3	 108 m=s
MAC layer CSMA/CA
Propagation model Two-ray ground
Antenna type Omni antenna
Processing time required for sending

from application layer to MAC layer
0.075 ms

Processing time required for sending
from MAC layer to application layer

0.025 ms

DCF Interframe Space (DIFS) 0.050 ms
Contention window 31 (default)
Slot time 0.020 ms
Alarm message size 500–2,500 bytes (default 1,425 bytes)
Alarm message header size 43 bytes
Transmission range 100–500 m (default 250 m)
Distance between two consecutive vehicles 20–40, 40–60, 60–80 m (default 20–40 m)
Speed of vehicle 20–27 m/s
Delta (�) �1:0–15:0 (default 0.0)
No. of channels 1 channel (Flooding, ODAM); 2, 3 channels

(CTR) (default 3 channels)
Coverage distance 1,000, 3,000 m (default 1,000 m)
Number of lanes 1–5 lanes (default 1 lane)
Lane width 3.5 m
No. of repetitions for simulation 100 times
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Fig. 6 Average broadcasting
time required to cover the
coverage distance
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5.2 Average Broadcasting Time

Figure 6 shows the average broadcasting time of the above mentioned three meth-
ods for the case where the coverage distance is 1,000 m and the distance between
two consecutive vehicles is randomly chosen from the values between 20–40 m. Er-
ror bars in Fig. 6 and the following figures show the 95% confidence interval of
the results concerned. It is understood that CTR can achieve the broadcasting time
shorter than the pure flooding method, by reducing the possibility of the collision in
the alarm message rebroadcasting and giving high priority to rebroadcast the alarm
message to the furthest vehicle in the transmission range from the source vehicle.

Compared with ODAM, CTR can achieve significantly shorter average broad-
casting time by allowing the overlap in the alarm message broadcasting and re-
broadcasting just after the expiration of the waiting time, while a vehicle in ODAM
has to completely receive the alarm message and wait for the expiration of waiting
time before they can make a decision on whether to rebroadcast the alarm message.

Because CTR starts to rebroadcast the alarm message after the expiration of wait-
ing time, the average broadcasting time mainly consists of the transmission time of
the alarm message header, its processing time, waiting time in each hop and the
transmission time of the alarm message in the last hop, which are about 0.76 ms,
less than 0.77 ms, less than 1.53 and 11.8 ms, respectively.

According to Fig. 6, CTR can achieve much shorter than 0.1 s average broadcast-
ing time for every transmission range in the evaluation. The average broadcasting
time of CTR decreases as the transmission range increases due to the decrease in the
number of hops in the alarm message rebroadcasting to cover the coverage distance.
Additionally, the average broadcasting time of CTR decreases as the value of Delta
decreases due to the decrease in the value of Twait.MAX/ used in the waiting time
calculation.

5.3 Number of Rebroadcasting Vehicles

Figure 7 illustrates the total number of vehicles which were located in the coverage
distance 1,000 m and rebroadcasted the alarm message by the above mentioned three
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Fig. 7 Average number of rebroadcasting vehicles required to cover the coverage distance

methods and also the theoretically minimum value of the number of rebroadcasting
vehicles for reference. By giving priority control in the alarm message rebroadcast-
ing, the number of rebroadcasting vehicles of CTR is significantly smaller than those
of ODAM and the pure flooding method which obliges every vehicle to rebroadcast
the alarm message. The reason why the number of rebroadcasting vehicles by CTR
where Delta is 6.0 is a little larger than the theoretically minimum value and is
smaller than the case where Delta is 0.0 is as follows.

According to Twait.MAX/ in Eq. 2, because propagation time of a message
between two consecutive vehicles is negligibly small in comparison with other
required time, Twait.MAX/ can be considered as a constant value. With the same av-
erage distance between two consecutive vehicles, the difference between the waiting
times of any two consecutive vehicles, which can be calculated by Eq. 1, decreases
as the transmission range increases. In addition, Twait.MAX/ decreases as the value
of Delta decreases, resulting in decrease in the difference between the waiting time
of any two consecutive vehicles as well. Thus, the possibility that the leading ve-
hicles will not receive the header of the alarm message from the rebroadcasting
vehicle before the expiration of their waiting time and start to rebroadcast the alarm
message will increase, resulting in larger number of rebroadcasting vehicles.

Although it is possible to increase the value of Twait.MAX/, the average broad-
casting time increases accordingly. Thus, the trade-off between the average
broadcasting time and the number of rebroadcasting vehicles has to be consid-
ered in the waiting time calculation.

According to the influence of the value of Delta on the average broadcasting time
and the number of rebroadcasting vehicles, choosing 0.0 as the value of Delta can
achieve the shortest broadcasting time when compared with other positive values of
Delta. In addition, the broadcasting time when 0.0 is chosen as the value of Delta
is not significantly different from other negative values of Delta but the smaller
number of rebroadcasting vehicles can be achieved.

It should be noted that CTR may be improved for reducing the number of re-
broadcasting vehicles by the cancellation of rebroadcasting the alarm message after
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Fig. 8 Improvement of CTR by the cancellation of rebroadcasting the alarm message suspended
by the operation like CSMA/CA

the reception of the header of the alarm message if the rebroadcasting has not yet
actually started and has been suspended by the operation like CSMA/CA. How-
ever, the issues about layer violation have to be considered. According to Fig. 8,
by allowing the cancellation of rebroadcasting the alarm message suspended by the
operation like CSMA/CA in the MAC layer, CTR can achieve the optimum number
of rebroadcasting vehicles and the minimum number of hops required to cover the
whole coverage distance.

6 Conclusion and Further Researches

Reducing the broadcasting time of the alarm message will allow the drivers of the
vehicles moving toward the accident place to have more time for a decision on the
suitable action, resulting in more safety alarm message broadcasting application.

We have proposed a new broadcasting method in order to achieve such reduction
in the broadcasting time by making use of multiple channels and GPS capability.
This method is named Cut-Through Rebroadcasting (CTR). CTR can be character-
ized by the fact that the high priority to rebroadcast the alarm message is given to
only the furthest vehicle within the transmission range. CTR can greatly reduce the
broadcasting time mainly because of this priority control and the overlap rebroad-
casting of the alarm messages by two or three vehicles. The resultant broadcasting
time is well below the upper limit of 0.1 s even when the coverage distance is e.g.
3,000 m. Moreover, CTR is able to solve the Broadcast Storm Problem as well. In
addition, CTR may be improved for reducing the number of rebroadcasting vehicles
by the cancellation of rebroadcasting the alarm message after the reception of the
header of the alarm message if the rebroadcasting has not yet actually started and
has been suspended by the operation like CSMA/CA in case of collision. However,
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more study is required to confirm and evaluate this improvement in detail. Future
study is also considered important to minimize the waiting time of vehicles in order
to further decrease the broadcasting time.

We have an assumption of rectilinear road. If the road is not rectilinear and has
a shape of e.g. curve, then some vehicles in the coverage distance may not be able
to receive the alarm message according to so far proposed efficient broadcasting
method. Thus, our future researches will focus on the approaches to cope with such
a problem.
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Chapter 20
Lightweight Clustering Scheme for Disaster
Relief Wireless Sensor Networks

Hiroshi Mineno, Yi Zheng, and Tadanori Mizuno

Abstract Most wireless sensor networks are driven with a battery. Lifetime
maximization is thus very important when designing such networks. Clustering
a network is an effective topology control scheme to enhance energy efficiency
and scalability of large-scale wireless sensor networks. However, when using a
wireless sensor network after a disaster, if sensor nodes cannot join any clusters, the
detection area of the wireless sensor network is narrowed. Maximizing lifetime and
minimizing the number of sensor nodes, that cannot join clusters is very important.
In this work, we propose a lightweight clustering scheme for wireless sensor net-
works used in disaster relief. Simulation results show that the proposed clustering
scheme is efficient and effective for maximizing the lifetime of a network and the
number of communicable sensor nodes compared with other traditional clustering
schemes.

Keywords Wireless sensor networks � Clustering � Lifetime � Disaster relief

1 Introduction

A rescue operation immediately following a disaster is extremely important for sav-
ing lives. Following the Hanshin-Awaji Earthquake, the survival rate after the second
day was very low (Fig. 1) [1].

By analyzing many big earthquakes in history, survival rates were found to be-
come extremely low after 72 h, so the first 72 h after an earthquake are critical.
However, immediately after such a disaster, especially during the first day, people
panic easily, and rescue operations are often inefficient. A wireless sensor network
can be used to improve the efficiency of rescue operations in which the num-
ber of rescue workers is limited, because it can immediately detect a survivor by
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Fig. 1 Hanshin-Awaji earthquake survival rates versus rescue time

identifying conditions such as sounds, vibrations, and concentration of carbon diox-
ide without a cable network infrastructure. However, sensor nodes used in wireless
sensor networks are generally battery-driven, thus limiting the lifetime of the net-
work. The clustering protocol has been proposed as an effective way to reduce the
energy consumption of a wireless sensor network. If a sensor node is not in the
area of any cluster, it cannot send its sensing data to a cluster head, and an event
that occurs in its sensing area cannot be reported. The area of detection of the
entire wireless sensor network is related to the number of communicable sensor
nodes, which is influenced by the position of the cluster head. Each sensor node
lifetime is the time until its remaining energy becomes 0. The network lifetime is
the time when the first sensor node in the network depletes its energy. In this pa-
per, we propose the Lightweight Clustering Scheme (LiCS), which selects cluster
heads to cover all sensor nodes using a lightweight algorithm without exact location
information on sensor nodes, and we evaluate the performance via simulation.

2 Related Work

There have been several studies on reducing battery power consumption and extend-
ing network lifetime. Other methods have been proposed to maintain the detection
capability of wireless sensor networks.
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2.1 Sensor Node with Sleep Mode

Turning off sensor nodes can extend a wireless sensor network’s lifetime. A MAC
layer protocol named S-MAC [2] was proposed, which sets sensor nodes into sleep
mode to reduce energy consumption by a trade-off with latency. S-MAC uses a static
duty cycle with adaptive listening. In contrast, T-MAC [3], which uses an adap-
tive duty cycle, and D-MAC [4], which renews active periods adaptively, have been
proven to be more effective than S-MAC via simulation. For rare-event detection, if
the incidence of events is low and event duration is long, for example during a for-
est fire, the sampling interval of the sensor node is set to operate for a longer period
of time. Then microcontrollers that control the sensor node and the communication
modules switch to sleep mode, and power consumption can be controlled. However,
a long sampling interval disables sensor nodes from detecting events immediately,
so the detection delay is longer.

When two or more sensor nodes are arranged in the detection radius of an event
such as a fire, a different sleep mode time is set for each sensor node, and sleep
scheduling is optimized to minimize the detection delay [5].

Research on the sleep mode of the wireless sensor node has been performed,
but little research has been done on applications used in rescue operations after
disasters such as earthquakes when there are incidences of high frequency events
with short durations. An event may not be detected by a technique that increases the
sampling interval time, and for that reason, this technique is not practical for rescue
operations.

2.2 Clustering-Based Protocol

In multihop wireless sensor networks, when an event takes place in a detection area,
the sensor node that detected the event generates and sends a information to a SINK
node, which then analyzes the information. When a sensor node cannot transmit
this information to a SINK node in a single hop, the information must be sent to the
parent node of the sensor node. To relay the information, the parent node consumes
more energy during multihop. This makes the parent node’s lifetime shorter than
that of an end sensor node.

In clustering-based wireless sensor networks, where the whole network is divided
into many clusters, a cluster member transmits the sensing information to a cluster
head, which relays the information like a parent node in a multihop wireless sensor
network. The operation in clustering protocols is to select a set of cluster heads from
the nodes in the network.

Low-Energy Adaptive Clustering Hierarchy (LEACH) [6] is a commonly used
clustering-based protocol. In LEACH, repeated selection of cluster heads is per-
formed by using a probability, which means each sensor node takes the role of
cluster heads in a random rotating shift. Normal LEACH is not based on exact loca-
tion information of sensor nodes.
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GPS-based LEACH (LEACH-C) was also proposed because electing cluster
heads in an appropriate place will increase the lifetime of a wireless sensor network.
LEACH assumes that all nodes can communicate directly with cluster heads, so the
protocol is not suitable for large-scale applications in wireless sensor networks.

To enable the clustering protocol to handle a large-scale application, clusters
with cluster communication ranges are proposed that only sensor nodes that are
in the cluster communication range can become cluster members. Exact location
information, for example, GPS, was used to select cluster heads, which can make
all sensor nodes capable of cluster members [7, 8].

In addition, localization algorithms without exact location information are pro-
posed. The weighted clustering algorithm (WCA) [9] elects a cluster head by using
parameters such as distance and angle. The hybrid, energy-efficient, distributed clus-
tering approach (HEED) [10] elects cluster heads by using parameters such as the
number of neighbor nodes and the power consumption of the communication mod-
ule. Furthermore, if the sensing data packets are locally correlated, then they can
be compressed and fused into shorter data packets at the cluster heads for more
energy-efficient transmission [11].

Researchers have shown that a clustering-based protocol is highly effective in
a network simulation. The error of GPS is about 10 m, which is too large in dis-
aster relief. In addition, the power consumption of the localization module and the
increase in the sensor node’s cost cannot be disregarded. On the other hand, parame-
ter exchanges in localization algorithms increase the traffic overhead of the network
and require a high performance SINK node such as a computer. However, preparing
a lot of computers after a disaster is difficult. A lightweight clustering scheme with a
simple algorithm is therefore needed for rescue operations.

3 Lightweight Clustering Scheme

3.1 Network and System Models

In this work, we consider a wireless sensor network to be similar to the network
model used in other studies [6,10]. We assume the following properties about wire-
less sensor networks.

� All sensor nodes are stationary and uniformly distributed in a field.
� There is only one SINK node in the wireless sensor network. The SINK node

does not have an energy constraint. For example, the SINK node can be con-
nected to a large-capacity battery or some sort of energy-charge system such as
solar panels.

� The network topology has a two-layer structure (Fig. 2). The lower layer consists
of one cluster head and many cluster members. The upper layer consists of may
cluster heads and a SINK node. In our work, a cluster head cannot change its
state to sleep mode, and an end sensor node can change its state to sleep mode
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Fig. 2 Network and system model

Fig. 3 A time interval called a “round”

when it does not need to transmit any sensing information. In the lower layer, an
end sensor node transmits sensing information to a cluster head in a single hop.
In the upper layer, cluster heads transmit signals to one another via mesh network
topology. This enables the cluster heads to receive sensing information from an
end sensor node and send it to a SINK node.

� Sensor nodes can control radio transmission power by using two levels. Cluster
members only need to communicate with cluster heads when cluster members
are in the communication range of cluster heads. However, cluster heads need to
communicate with other cluster heads and the SINK node, which may be further
than the cluster communication range.

� Cluster heads are elected by a time interval called a “round” (every several hours)
as well as by other clustering protocols (Fig. 3). Some sensor nodes are elected
to be cluster heads in one round, and when the next round starts, new cluster
heads are elected and new clusters are constructed. Since a cluster head cannot
change its state to sleep mode in this study, there is no need to have a strict time
synchronization.

� Initially, each sensor node has the same energy capacity, but the energy con-
sumption of each sensor is different. The batteries cannot be changed after sensor
nodes are deployed.
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� The data flow of the entire network is unidirectional from cluster members to
cluster heads and from cluster heads to the SINK node. There is no data flow from
the SINK node to cluster heads and cluster members, so the SINK node does not
participate in the election of cluster heads or in the construction of clusters.

3.2 Cluster Head Election Algorithm

The target of this clustering scheme is a wireless sensor network that elects cluster
heads autonomously. The SINK node is just a data collector, not a network construc-
tion coordinator. No parameters have to be sent to the SINK node, and the SINK
node does not need to calculate which node will be a cluster head in the next round
based only on a parameter that has been sent from sensor nodes. At the first round,
cluster head election depends on the sensor node starting time. Figure 4 shows the
flowchart of electing a cluster head from the second round. At the start of a round,

Fig. 4 Cluster head election
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each sensor node calculates its cluster head announcement (CHA) time. The CHA
time is decide by the amount of energy remaining in the sensor node.

Timea D
Ei �Er

Ei
� k; (1)

where Ei is the initial energy, Er is the remaining energy of a sensor node, and k is
a coefficient constant. Equation 1 indicates that a sensor node with low remaining
energy will have a later CHA time.

Sensor nodes that have an earlier CHA time become cluster heads, and broadcast
their CHA message and end time of round. Sensor nodes check whether there are
any cluster heads among their neighbor nodes before announcing they are cluster
heads. If there are any cluster heads among their neighbor nodes, sensor nodes do
not announce they are cluster heads, but they join the nearest cluster as a cluster
member. A sensor node that has become a cluster member checks for new cluster
heads until an election phase timeout. When a new cluster head is nearer (has a
stronger RSSI) than the current cluster head appears, end sensor nodes change their
cluster head to the new one. However, if there is no cluster head among its neighbor
nodes, a sensor node announces that it is a cluster head. After a round, sensor nodes
will start a new election phase and elect cluster heads of the wireless sensor network.

4 Performance Evaluation

4.1 Simulation Outline and Parameters

We evaluated the performance of LiCS via simulations. The wireless sensor node
consisted of a microcontroller, communication module, sensor module, and battery
module.

Energy consumption of the wireless sensor node is given by

E D ET CER CES : (2)

Here, ET is the energy consumption of a transmission contains data processing and
signal amplification. The energy consumption of data processing, Eproc depends on
factors such as modulation, filtering, and encoding.ER is the energy consumption of
a reception that also contains data processing, and ES is the energy consumption of
a sensor module.

Cluster heads in LiCS must announce they are cluster heads, receive sensing data
from members of their clusters, and relay the data to the SINK node. Of course,
cluster heads also detect events around them. Therefore, the energy consumption of
a cluster head is expressed by

ECH D ETd CERd CETa CES : (3)
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Here, ETd and ERd are the energy consumption for transmitting and receiving
sensing data, and ETa is the energy consumption for transmitting CHA message.

Cluster members in LiCS need to receive CHA message, detect nearby event,
and transmit sensing data to the cluster head. Therefore, the energy consumption of
a cluster member is given by

ECM D ERa CETd CES : (4)

The value ERa is the energy consumed to receive a CHA message from the cluster
heads, and ETd is the energy consumed to transmit sensing data.

The energy consumption of sensor nodes without a cluster head is expressed by

ECNM D EStandby: (5)

Here, EStandby is the standby energy consumption. We used a transmit and receive
model [6]. When l-bits of sensing data is transmitted a distance d, the energy con-
sumption of the transmission is as follows

ET D l � .Eproc C �fs � d
2/; (6)

and the energy consumption to receive this sensing data is

ER D l �Eproc: (7)

Table 1 lists system parameters used in our simulations.
We assume that 100 wireless sensor nodes are dispersed in a field with uniform

distribution and that cluster heads can communicate with the SINK node in a sin-

Table 1 Simulation
parameters

Number of sensor nodes 100
Simulation field 50 	 50 m

100 	 100 m
150 	 150 m

Position of SINK node [0 m, 0 m]
Transmission interval 1 s
Length of sensing data (ld ) 500 bits
Length of CHA message (la) 50 bits
Initial energy 50 J
k 2 s
Tep , time of election phase 2 s
Eproc 10 pJ/bit/m2

�f s 50 nJ/bit
ES 200 nJ/s
EStandby 100 nJ/s
1 round 360 s
Rc , cluster communication range 30 m
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gle hop. To evaluate the influence of different node densities, we set a simulation
field with dimensions 50 � 50 m, 100 � 100 m, and 150 � 150 m and the position of
the SINK node was [0 m, 0 m]. The sensing and transmission interval was 1 second,
the length of sensing data (ld ) was 500 bits, and the length of a CHA message (la)
was 50 bits. Energy consumption per second of a cluster head in the data collection
phase is given by

Echc D ld � .nC 1/ � .Eproc C �fs � d
2
to SINK node/C ld � n �Eproc; (8)

and energy consumption per second of a cluster head in the cluster head election
phase is

Echs D la � .Eproc C �fs � d
2
Rc
/: (9)

Energy consumption per second of a cluster member in the data collection phase is

Ecmc D ld � .Eproc CEproc C �fs � d
2
to cluster head/; (10)

and energy consumption per second of a cluster member in the cluster head election
phase is

Ecms D la �Eproc: (11)

Figure 5 is an illustration of the topology used in simulations. All cluster members
are marked by solid circles, and cluster heads are marked by solid squares. The big
white circle is the SINK node.

Fig. 5 Simulation topology
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4.2 Simulation Results

To evaluate the performance of LiCS, we compared it with the performance of
LEACH and HEED using a simulation. LEACH randomly chose a cluster head for
the next round without using exact location information, and when there was no
cluster communication range in LEACH, every node could communicate with any
other node in the network. The expected number of cluster heads in LEACH is 5 [6].

Simulation results of the numbers of communicable nodes are shown in Figs. 6,
8 and 10. In the figures, we observe that the performance of LiCS was better than
that of LEACH, which used a random selection algorithm. LiCS also shows the
same drop in the number of communicable nodes as HEED. In LiCS and HEED,
although the selection algorithms are different, a sensor node will announce it is a
cluster head if there is no CH in its cluster communication range, and the average
number of CH numbers will be almost the same, which means that LiCS has the
same drop in the numbers of communicable nodes as HEED. We also observed that
the low density network reduces the effectiveness of LEACH and also that of LiCS
and HEED. In LEACH, the distance between cluster members and cluster heads was
longer than that of the high-density point, which increases the energy consumption
of sensor nodes. In LiCS and HEED, to maximize the number of nodes that can
communicate, more cluster heads were needed than those at a high-density point,
which makes the node lifetime short.

The results of the number of CHAs sent by sensor nodes in each round are shown
in Figs. 7, 9 and 11. The horizontal axes are the rounds, and the vertical axes are
the number of CHA messages. In the previous results, LiCS and Heed have the
same lifetime. However, LiCS cover all sensor nodes with fewer CHs than HEED.
Therefore, the transmission frequency of the CHA messages in the election phase
decreases, too. A lighter selection algorithm resulted in LiCS having fewer CHA
messages than HEED.
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Fig. 7 Number of CHA
messages in 50 	 50 m field
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100 120 140 160 180 20080604020
Round

LEACH
HEED
LiCS

0

10
20

30

40

50

60

70

80

90

100

110

N
um

be
r 

of
 c

om
m

un
ic

ab
le

 s
en

so
r 

no
de

s

100 m

Fig. 9 Number of CHA
messages in 100 	 100 m
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5 Conclusion

In this paper, we proposed LiCS for disaster relief, a simple clustering scheme to
increase the lifetime of wireless sensor networks and maximize the number of com-
municable sensor nodes. LiCS did not require exact location information of sensor
nodes, which calculated by using localization modules such as GPS or complex lo-
calization algorithms. Not requiring a localization module means that the cost of
sensor nodes was reduced, and no energy for a localization module was necessary.
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Fig. 11 Number of CHA
messages in 150 	 150 m
field
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Having no complex localization algorithms means that the SINK node did not need
to join the cluster head election phase, which means that low-performance SINK
nodes can also be used in LiCS, and the overhead of parameters for clustering al-
gorithms will not be transmitted in wireless sensor networks. In this study, we only
evaluated the performance of LiCS with a static clustering communication range. In
the future, we plan to evaluate the performance of LiCS with a dynamic communi-
cation range caused by a radio irregularity.
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Chapter 21
On the Complexity of Some Map-Coloring
Multi-player Games

Alessandro Cincotti

Abstract Col and Snort are two-player map-coloring games invented respectively
by Colin Vout and Simon Norton where to establish who has a winning strategy on
a general graph is a PSPACE-complete problem. However, winning strategies can
be found on specific graph instances, e.g., strings or trees. In multi-player games,
because of the possibility to form alliances, cooperation between players is a key-
factor to determine the winning coalition and, as a result, the complexity of three-
player Col played on trees is NP-complete and the complexity of n-player Snort
played on bipartite graphs is PSPACE-complete.

Keywords Complexity �Map-coloring game �Multi-player game

1 Introduction

Col and Snort are two map-coloring games invented respectively by Colin Vout and
Simon Norton. Every instance of these games is defined as an undirected graph
G D .V;E/ where every vertex is uncolored, black or white.

Two players, First and Second, play in turn and First starts the game. In the
beginning, all the vertices are uncolored. First has to paint an uncolored vertex using
the color black, and Second has to paint an uncolored vertex using the color white.
There exists only one restriction: in the game of Col two adjacent vertices cannot be
painted with the same color, but in the game of Snort two adjacent vertices cannot
be painted with different colors. In normal play, the first player unable to paint an
uncolored vertex is the loser.

The value of some Col and Snort positions and the description of some general
rule for simplifying larger positions is presented in [1, 9]. Recently, Col has been
solved on complete k-ary trees [8] and on a specific class of trees where all the
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internal nodes have at least two children and the depth of all the leaves is either
even or odd [6]. Moreover, Col and Snort are proved to be two PSPACE-complete
problems on a general graph [13].

In this paper we show that in multi-player games, because of the possibility to
form alliances, cooperation between players is a key-factor to determine the winning
coalition and, as a result, three-player Col played on trees is NP-complete [7] and
n-player Snort played on bipartite graphs is PSPACE-complete.

2 Three-Player Col

Three-player Col is a three-player version of Col. Every instance of this game is
defined as an undirected graph G D .V;E/ where every vertex is labeled by an
integer j 2 f1; 2; 3g. Three players, First, Second and Third, take turns making
legal moves in cyclic fashion (First, Second, Third, First, Second, Third, : : :) and
First starts the game.

In the beginning, all the vertices are unlabeled. First has to label an unlabeled
vertex with “1”, Second has to label an unlabeled vertex with “2”, and Third has to
label an unlabeled vertex with “3”. There exists only one restriction: two adjacent
vertices cannot be labeled with the same number.

In normal play, if one of the players is unable to move, then he/she leaves the
game and the remaining players continue in alternation until one of them cannot
move. Then that player leaves the game and the remaining player is the winner. In
other words, the last player to move wins.

Three-player games [2,3], are difficult to analyze because of queer games [4,12],
i.e., games where no player has a winning strategy. Moreover, because of the possi-
bility to form alliances, cooperation between players is a key-factor to determine the
winning coalition. There exist at least two different ways to establish the winning
coalition:

� Weak Coalition Convention If one of the player is unable to move, then he/she
leaves the game but the other players of his/her coalition are still able to play. In
other word, the coalition of the player that makes the last move wins.

� Strong Coalition Convention If one of the player is unable to move, then he/she
and all the players of his/her coalition leave the game. In other word, a coalition
wins if all its players are able to make a move until the end of the game.

In weak coalition convention, the fact that one of the players is not able to move
does not affect the other players of the same coalition because the main goal is to be
able to make the last move. Differently, in strong coalition convention, the fact that
all the players are able to make a move until the end of the game becomes a crucial
point.

In a previous work [5], we studied the complexity of three-player Hackenbush
played on strings under weak coalition convention. In the next section, the com-
plexity of three-player Col played on trees under strong coalition convention is
investigated.
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3 Three-Player Col Played on Trees Is NP-Complete

We prove that to solve three-player Col played on trees under strong coalition con-
vention is a NP-complete problem.

We briefly recall the definition of Subset Sum Problem.

Definition 1. Let
U D fu1; : : : ; ung

be a set of natural numbers and K a given natural number. The problem is to deter-
mine if there exists U 0 � U such that

X

ui2U 0
ui D K

This problem is known to be NP-complete [10]. Starting from a general instance
of Subset Sum Problem it is possible to create an instance of three-player Col on
trees as shown in Fig. 1 where U is the sum of all the elements in U , i.e.,

U D
X

ui2U
ui

Who has a winning strategy if Second and Third form a coalition and they play
under strong coalition convention?

We observe that in the tree shown in Fig. 1a, First can make exactly U C n

moves. Moreover, in the trees shown in Fig. 1b and c, Second and Third can make

2

3 3

1

3 3

K

1

2 2

1

1 1 1 1

n

u1+ 1 un +1

c d

a b

U + n

U − K

Fig. 1 Subset sum problem is reducible to three-player Col played on trees
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respectively K and U �K moves. Therefore, if Second and Third form a coalition,
then two different scenarios are possible:

� If Second and Third are able to make respectively U �K C n and K C n moves
in the tree shown in Fig. 1d, then First does not have a winning strategy.

� If Second and Third are not able to satisfy the previous condition, then First has
a winning strategy.

The problem to determine if First has a winning strategy or not is strictly connected
to Subset Sum Problem as shown in the following theorem.

Theorem 2. Let G be a general instance of three-player Col played on trees. Then,
to establish the outcome of G is a NP-complete problem.

Proof. The problem is clearly in NP .
We show that it is possible to reduce every instance of Subset Sum Problem

to G. Previously we have described how to construct the instance of three-player
Col, therefore we just have to prove that Subset Sum Problem is solvable if and only
if the coalition formed by Second and Third has a winning strategy, i.e., First does
not have a winning strategy.

If U 0 is a solution of Subset Sum Problem, then the coalition formed by Second
and Third has a trivial way to win the game. All the roots of the sub-trees corre-
sponding to ui 2 U 0 will be labeled 2 and all the leaves of such sub-trees will be
labeled 3. All the roots of the sub-trees corresponding to ui 62 U 0 will be labeled 3
and all the leaves of such sub-trees will be labeled 2. In this way, Second and Third
will make respectively U �K C n and K C n moves in the tree shown in Fig. 1d.

Conversely, if the coalition formed by Second and Third has a winning strategy,
then Second and Third are able to make respectively U �K C n and K C n moves
in the tree shown in Fig. 1d, i.e., all nodes must be labeled.

Because of the rules of the game, two adjacent vertices cannot be labeled with
the same number, therefore there exist a set of sub-trees corresponding to U 0  U
such that X

ui2U 0
ui D K:

Therefore, the problem to establish the outcome of G is NP-hard and NP-
complete. ut

4 N -Player Snort

N -player Snort is a n-player version of Snort. Every instance of this game is defined
as an undirected graph G D .V;E/ where every vertex is labeled by an integer
j 2 f1; 2; : : : ; ng. N players take turns making legal moves in cyclic fashion (1st
player, 2nd player,. . . ,nth player, 1th player, 2nd player, : : :) and 1th player starts
the game.
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In the beginning, all the vertices are unlabeled. 1st player has to label an
unlabeled vertex with “1”, 2nd player has to label an unlabeled vertex with “2”,
and so on. There exists only one restriction: two adjacent vertices cannot be labeled
with two different numbers.

In normal play, when one of the n players is unable to move, then that player
leaves the game, and the remaining n � 1 players continue playing in the same
mutual order as before. The last remaining player is the winner.

In the next section, the complexity of n-player Snort played on bipartite graphs
under weak coalition convention is investigated.

5 N -Player Snort Played on Bipartite Graphs
Is PSPACE -Complete

We prove that to solve n-player Snort played on bipartite graphs under weak coali-
tion convention is a PSPACE-complete problem.

The PSPACE-complete problem of Quantified Boolean Formulas [11], QBF
for short, can be reduced by a polynomial time reduction to n-player Snort played
on bipartite graphs.

Let ' � 9x18x29x3 � � �Qxn be an instance of QBF, where Q is 9 for n odd
and 8 otherwise, and  � C1 ^ C2 ^ � � � ^ Ck is a quantifier-free Boolean formula
in conjunctive normal form. If n is the number of variables and k is the number of
clauses in  , then the instance of n-player Snort has n C k C 1 players and the
bipartite graph G D .V1 [ V2; E/ is organized as follows:

V1 D fv1; v2; : : : ; vnC1; v1; v2; : : : ; vnC1; lc1; lc2; : : : ; lckg

where the vertices lci with 1 � i � k are labeled with nC 1C i ,

V2 D flv1; lv2; : : : ; lvnC1; c1; c2; : : : ; ck ; d1; d2; : : : ; dkg

where the vertices lvi with 1 � i � nC 1 are labeled with i ,

E D f .vi ; lvi / W 1 � i � n C 1;

.vi ; lvi / W 1 � i � n C 1;

.lci ; ci / W 1 � i � k;

.lci ; di / W 1 � i � k;

.vi ; cj / W xi 2 Cj ; 1 � i � n; 1 � j � k;

.vi ; cj / W xi 2 Cj ; 1 � i � n; 1 � j � kg:
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Let us assume that:

� If n is even then the first coalition is formed by the 1st, 3rd,. . . ,.n � 1/th, and
.n C 1/th player. The second coalition is formed by the remaining .n=2/ C k
players.

� If n is odd then the first coalition is formed by the 1th, 3rd,. . . ,nth, and .nC 1/th
player. The second coalition is formed by the remaining bn=2c C k players.

An example is shown in Fig. 2 where

' � 9x18x29x38x4.C1 ^ C2 ^ C3/

and

C1 � .x1 _ x2 _ x3/

C2 � .x1 _ x2 _ x4/

C3 � .x1 _ x3 _ x4/

1

2

3

4

5

6

7

8

lv1

lv2

lv3

lv4

lv5

c1

d1

c2

d2

c3

d3

v1

v1

v2

v2

v3

v3

v4

v4

v5

v5

lc1

lc2

lc3

Fig. 2 An example of quantified Boolean formula reduced to n-player Snort
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The problem to determine the winning coalition is strictly connected to the
problem of QBF, as shown in the following theorem.

Theorem 3. Let G be a general instance of n-player Snort played on bipartite
graphs. Then, to establish if a given coalition has a winning strategy or not is a
PSPACE-complete problem.

Proof. The problem is clearly in PSPACE because each strategy can be verified in
polynomial time.

We show that it is possible to reduce every instance of QBF to G. Previously we
have described how to construct the instance of n-player Snort, therefore we just
have to prove that QBF is satisfiable if and only if the first coalition has a winning
strategy.

If QBF is satisfiable, then there exists an assignment of xi such that  is true
with i 2 1; 3; : : : ; m where

m D

	
n � 1 if n is even
n if n is odd

If xi is true, then the i th player will label the vertex vi with i . If xi is false, then
the i th player will label the vertex vi with i . Because of the rules of the game, two
adjacent vertices cannot be labeled with different numbers, therefore, no player can
move into the vertices c1; c2; : : : ; ck . Moreover, the .nC1/th player is always able to
make two moves (labeling the vertices vnC1 and vnC1), therefore, the first coalition
has a winning strategy.

Conversely, if the first coalition has a winning strategy, then the vertices
c1; c2; : : : ; ck cannot be labeled. In other words, each clause has at least one
true literal and QBF is satisfiable.

Therefore, to establish whether or not a coalition has a winning strategy in
n-player Snort played on bipartite graphs is PSPACE-hard and PSPACE-
complete.

Acknowledgments The author wishes to thank Mark G. Elwell for a careful reading of the
manuscript.
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Chapter 22
Methods to Hide Quantum Information

Gabriela Mogos

Abstract The revolution of the digital information determined deep changes in
society and in our lives. The many advantages of the digital information generated
as well new challenges and opportunities in the field of innovation. New devices
have appeared beside the powerful software, like printers, scanners, digital cameras,
MP3 players, etc. for the creation, handling and utilization of multimedia data. The
Internet and the wireless network offered channels for exchanging information. The
security, and the correct use of multimedia data, as well as the delivery of the mul-
timedia content to different users constitute another very important subject. The
solution to these problems does not contribute only to our better understanding
of the speed with which technology develops, but also offers new exploration op-
portunities. All that follows addresses to the subject concerning hiding the data in
multimedia files, and applications in multimedia and communication security. Tak-
ing into account the easiness with which digital data is edited or reproduced, the
protection and the prevention of the unauthorized use of the multimedia data (audio,
image, video, documents) become extremely important. One of the most frequently
used electronic formats in which information can be found nowadays is the digi-
tal image.

Keywords Hiding information � Qutrits � Quantum secret key � Quantum digital
signature

1 Introduction

The cryptography for images represents the process of alteration of the data from
images so as different pieces of information could be inserted. Here is some normal
text. Here is some normal text. Here is some normal text. The embedding procedures
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of quantum information which will be presented in this work are based on the studies
realized by Zizzi [1] and Mütze [2]. According to the holographic principle, the
pixel can be seen as an object delimited by a closed surface, being a carrier of infor-
mation. In 1999, Zizzi in his work [1] demonstrates that in a classical holographic
image a pixel is a system with two states, i.e., a classical bit of information. Later, in
the year 2008, Ulrich Mütze went further with this demonstration for the case of the
digital images, and his conclusion was that a pure state of a qubit can be associated
to a pixel belonging to a color image. The pure state of a qubit can be represented by
a dot on the surface of Bloch sphere, and the impure states, by dots situated inside
the sphere. A quantum analogy of natural colors can be realized with the help of
the systems which can be completely described in the terms of the three-orthogonal
states, systems named qutrits. The color space RGB is defined as a Cartesian sys-
tem of coordinates whose primary axes are red, green, blue, each axial domain being
between zero and one (pure black Œ0; 0; 0� and pure white Œ1; 1; 1�). The three coordi-
nate axes in which the qutrit is represented are labeled fj1i; j2i; j3ig. Replacing the
three-dimensional system fj1i; j2i; j3ig with fjRi; jGi; jBig, we can write the state
of such a qutrit as a linear combination of the projections on the three coordinate
axes:

j‰i D r jRi C gjGi C bjBi (1)

There are three basic colors, red, green and blue, corresponding to:

jRi D

2

4
1

0

0

3

5 jGi D

2

4
0

1

0

3

5 jBi D

2

4
0

0

1

3

5 (2)

The color images made of such qutrits placed under the form of a matrix will be
used as a support for hiding the information using different algorithms. This work
has the purpose to place the presentation of two algorithms used for hiding the
quantum information.

2 Quantum Data Hiding

The algorithm starts from the study developed by Grudka and Wöjcik [3] according
to whom a chosen state of a qubit can be reconstructed from a qutrit. Thus, starting
from a state of a qutrit of the image, we presume that two qubits can be randomly
reconstructed, with the states (Fig. 1):

j‰i D sin�jRi C cos�jGi (3)

respectively

jˆi D sin � jBi C cos � jKi (4)
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Fig. 1 Two qubits can
be rebuilt

θ

R

G

B

K

Table 1 Coding every bit
of the key in a quantum value

0 1

Basis 1: fjRi; jGig jRi jGi

Basis 2: fjBi; jKig jBi jKi

The procedure of information encapsulation has the purpose to hide a message en-
crypted with a secret key within a digital image. The image is made of qutrits, and
the secret, the key, and the message are made of qubits.

2.1 Hiding the Information

Alice wants to send a secret message to Bob, and she uses a digital image in which
she will encapsulate it. In order to better protect the information, she will encrypt
the message, and then she will introduce it in the image. The encryption of the mes-
sage will be made using the encryption key obtained with the help of the protocol
Bennett-Brassard [4], coding every bit of the key in a quantum value with the help
of the two bases fjRi; jGig respectively fjBi; jKig (Table 1). The procedure of in-
formation encapsulation consists of two aspects: coding the information, and hiding
the coded message in the image. The most important aspect which should be taken
into account is the one referring to the keeping of the qutrit characteristics after the
data were encapsulated, so as visually no difference should be perceived between
the original image and the one containing the hidden data. As a first step, Alice will
reconstruct one by one the states of two qubits j‰i respectively jˆi. Then she will
take one of the two qubits, and she will entangle it maximally with a qubit from
the key, and one from the message, after which she will combine the entanglement
resulted with the second qubit which was left unused. We presume that the state of
the reconstituted qubit is:

j‰ii D sin�jRi C cos�jGi (5)
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The qubit belonging to the secret key has the state:

j‰ik D sin 	 jRi C cos 	 jGi (6)

The qubit belonging to the secret message has the state:

j‰im D sin ıjRi C cos ıjGi (7)

The state of the maximally entanglement obtained among the three qubits is:

j‰imki D sin� sin 	 sin ıjRRRimki C cos� cos 	 cos ıjGGGimki (8)

We can write the state of the entanglement as it follows:

j‰imki D sin�jRi C cos�jGi (9)

where:
sin� D sin� sin 	 sin ıI cos� D cos� cos 	 cos ı (10)

We will examine the way in which the “presence” of the qubits of the key and of
the message could influence the characteristics of the qubit of the image, or, in other
words, how much can the values of the angles �, 	 and ı, influence the value of
the angle �, so as the encapsulation should not be perceived visually. For this study
we used the programme Absolute Color Picker, choosing a random combination
R,G,B. The purpose is to determine by mathematical calculation the limits between
which the angles � and � can be varied so as the shade of the color does not modify
itself. For this, we varied an angle, maintaining the other constant. Starting from a
combination of randomly chosen colors: R D 0; 231IG D 0; 835IB D 0; 125 (the
color green) the angles � and � were calculated. The following values were obtained
by mathematical calculations: � D 82o13

0

respectively � D 74o31
0

. Maintaining
the angle � constant, a maximum variation of ˙2

0

.R D 0; 234IG D 0; 83IB D

0; 126/ of the angle � was obtained, and for the angle � constant, the maximum
variation of the angle � is˙1

0

.R D 0; 231IG D 0; 835IB D 0; 125/. Knowing the
limits between which the two angles can vary, we can see if it is necessary to choose
the expression of the states of the qubits of the key, respectively of the message, so
as the encapsulation in the qubit of the image does not determine a change of the
angle �.

R D sin � cos�

G D sin � sin�

B D cos �

(11)

Thus, if from the qutrit of the image a qubit with the state (3), is reconstituted, after
the encapsulation, the angle � of the state (9) obtained should not go beyond the
admitted limits of variation of the angle �. Therefore, the angle � must meet the
condition:

� � 1
0

� � � � (12)
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We have:
sin.� � 1

0

/ � sin� � sin�
cos.� � 1

0

/ � cos� � cos�
(13)

We study the first expression.

sin.� � 1
0

/ � sin� sin 	 sin ı � sin� (14)

Noting z D sin 	 sin ı, we get:

sin.� � 1
0

/ � sin� � z � sin� (15)

which leads to:
0 � z � 1 (16)

Replacing z, the equation (16) becomes:

0 � sin 	 sin ı � 1 (17)

which is:
0 � sin ı � 1 for 0 � sin 	 � 1 (18)

Taking into account the cosines function, we meet the condition (18) for: ı; 	 2
Œ0; 	

2
�.

We notice that the angles 	 and ı can get any value; the presence of the encoded
message in the image does not determine the change of the angle � more than the
maximum admitted. This means that the encapsulation does not change the charac-
teristics of the qubit of the image. Taking into account that from a qutrit only a qubit
with a certain state can be reconstituted, Alice will reconstitute from the same qutrit
(1), each of the two qubits (3), (4) one after the other, in the bases fjRi; jGig respec-
tively fjBi; jKig, and she will keep them, and in one of them she will encapsulate
the coded message. Then, she will recombine the states j‚i D sin�jRi C cos�jGi
and jˆi D sin � jBi C cos � jKi getting a partially separable state. We notice that
the state resulted will keep the initial shade, each of the states participating in its
construction maintaining their characteristics. Due to the fact that the number of the
qubits from the message is greater than the number of the qubits of the key, Al-
ice will divide it in sub-messages with the number of qubits equal with the one of
the key, in order to code the message. The states partially separable obtained through
the combination of the states j‚i and jˆi, will be placed on the surface of the image
as an oriented graph, so as the message can be reconstituted correctly. These states
will be the nodes of the graph, and the connection of the nodes can be made either
by states entanglement, or by using controlled-phase gates [5]. For this study, the
link between the nodes was realized by the states entanglement of the qubits from
the message which must be sent. Only after the realization of this entanglement
Alice will divide the message. The states entanglement is very important, because,
according to Einstein-Podolski-Rosen, no matter how far away the quantum sys-
tems (the qubits) are, they still remain “connected”. In the Fig. 2 it is the symbol
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q3 k3
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1
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q¢1
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Fig. 2 The encrypted information will be placed on the surface of the image as an oriented graph

of a graph, oriented as it was obtained. Every node has a partially separable state,
and it is made of the qubit of the message .m/, the qubit of the key .k/ and the two
qubits reconstructed from a qutrit of the image .q; q;/. The generic state of a node
is the following:

j‰in D jˆi ˝ j‰mkii (19)

2.2 Extracting the Information

Bob, after receiving the image with embedded data, must extract the information.
For that, he first needs to know the position on the image where the first qubit of the
message was hidden, the rest of the locations being determined due to the quantum
connection of qubits. The coordinates of this position will be communicated by
Alice. It is as important to know the base in which he should make the projection of
the node state in order to obtain j‰mkii. The two of them previously establish that
the base of the “reading” of the node state should be in the base in which the qubit
of the key was coded.

When Bob will measure the node state using the base accordingly, the system
will collapse toward the state j‰mkii. All he has to do is to extract the first qubit of
the message and in a similar way all the other qubits of the hidden information.

For that, Bob must have the original image, with no hidden information, and he
must reconstitute the qubit of the image. In a similar way, at the qubit reconstruction,
he used the base in which the qubit of the key had been coded. After that, he will
apply on them the transformations C � NOT and Hadamard in order to obtain the
Bell bases:

j‰˙iik D
1
p
2
.jRRiik ˙ jGGiik/

jˆ˙iik D
1
p
2
.jRGiik ˙ jGRiik/
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Depending on these bases, the state j‰mki i can be written:

j‰imki D
1

2
Œj‰Ciik.sin ıjRim C cos ıjGim/C j‰�iik.sin ıjRim � cos ıjGim/

CjˆCiik.cos ıjRim C sin ıjGim/C jˆ�iik.� cos ıjRim C sin ıjGim/�

We presume that Bob realizes a projective measurement in one of the Bell bases,
which is j‰Ciik. The state j‰imki will collapse in the state sin ıjRim C cos ıjGim,
which is in fact that of a qubit belonging to the information.

As the qubits are extracted, they are kept, and the order of message reading is
eventually from the first to the last qubit extracted.

2.3 Security Analysis

In the case of quantum cryptography, the attack consists in finding techniques to
intercept the key, to recover, modify or remove the message encapsulated, but the
ways of realization differ from the classical case.

2.3.1 Intercepting the Encryption Key

The security of the distribution protocol of the quantum key was previously dis-
cussed, however we will restate that the presence of an intruder (Eve) can be easily
discovered due to big quantum errors that can appear during the protocol (the error
goes beyond an accepted limit). Even if Eve can attack the quantum channel and
listen to the discussions between Alice and Bob from the classical channel, the re-
sult she obtains is not at all the expected one. Eve can attack the qubits in two steps.
First, she can let them go through a device which is “stocking” their states, and then
measure them. Though she is listening to the discussion between Alice and Bob and
she can find the base that Bob used at the measurement, she will not gain anything
by measuring the sample in that base, because she cannot know if the base used
is also the correct one. Re-measuring is practically impossible, because the qubit
deteriorates itself after the previous operation.

2.3.2 Attack Against the Message

In order to interfere in any way (recover or modify) with the hidden message, it is
necessary to know the encryption key, but also the position of the first knot of the
graph. Even if Eve will succeed to find out the position of the first knot on the image,
the lack of the encryption key of the message does not help her to reconstitute it. The
attempt to remove the first qutrit of the graph by extracting it and replacing it with a
qutrit desired by the intruder can be easily discovered by Bob through the absence
of the quantum connection between that knot and the others from the graph.
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3 Quantum Digital Signature

The digital signature has the purpose to identify its titular, to attest the origin of the
document, to associate one or several persons with the content of the document.
The digital signature is a succession of bits obtained from the transformation of a
message and of a secret information, known only by the sender. Any digital signa-
ture must be able to be checked, and the result can only be “true” or “false”. The
signature has the purpose to certify the originality of the data transmitted between
different parties.

The following scheme presents the case in which the digital signature is made
of n qutrits, and it relies on the quantum procedure of sharing the secret. In order
to encapsulate the digital signature, Alice will place it on the surface of the image
under the form of an oriented graph. The connection among the nodes of the graph
is realized by the phenomenon of entanglement. The steps of this scheme are:

Generating and distributing the key. Alice will define a secret key whose dimension
will be chosen so as the number of qutrits forming it should be twice as big as those
of the signature. Half of the qutrits of the key will be kept by Alice, and the other
half will be given to John.

Generating GHZ states and the signature embedding. Before sending, Alice will
generate GHZ states among the qutrits of the signature, key, and image. The distri-
bution of the encrypted signature will be realized as an oriented graph on the surface
of the image.

Checking the authenticity. Bob, using the public key, and helped by John, will de-
termine the signature, which he will compare to the one possessed by Alice in order
to check its belonging.

At the first and second step of the scheme, Alice will generate a secret key which
she will share with John. The protocol of the quantum key distribution will be
Bechmann-Pasquinucci and Peres [6], the number of the bits from its structure being
even. Then, she will create an entanglement among the qutrits of the signature so as
a quantum “connection” should form among them. The connection thus established
is necessary for the realization of the oriented graph, and it has an important role
to reconstitute the digital signature. In every node of the graph we will have an en-
tanglement made of: the qutrit of the signature (Fig. 3), Alice’s qutrit, John’s qutrit,
and the image qutrit.

At the last step, the sender (Bob) will want to check the authenticity of the sig-
nature. For this, he will use a public key, and helped by John, he will be able, in the
end, to be in the possession of the signature, which he will then compare with the
one in Alice’s possession.

The procedure of signature encapsulation is realized in a similar way for every
qutrit from its structure. Initially, Alice will realize a GHZ entanglement among her
qutrit (A), John’s (J) and the one of the signature (s), which he will then combine
with the image qutrit (i), obtaining the state:

j‰iAisJ D j‰ii ˝ j‰iAsJ
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Fig. 3 The encrypted message will be placed on the surface of the image as an oriented graph

where:
j‰is D ˛jRis C ˇjGis C 	 jBis

with ˛; ˇ; 	 complex numbers satisfying the relation: j˛j2 C jˇj2 C j	 j2 D 1, it is
a qutrit belonging to the signature, and the state of GHZ entanglement:

j‰iAsJ D
1
p
3
.˛jRRRiAsJ C ˇjGGGiAsJ C 	 jBBBiAsJ/

When Bob wants to check a signature, he will need both Alice’s and John’s help. The
first step in checking the authenticity is made by Alice, who will realize a projective
measurement over the state j‰iAisJ using the Bell bases obtained from the qutrit of
the image and from the one in her possession. Thus, the 32 D 9 possible states in
which the system with the state j‰isAJi can collapse are the following:

h‰AiRR j‰j‰
Ai
RRi D

1

3
j‰RRiAi .˛jRRisJ C ˇjGGisJ C 	 jBBisJ/

h‰AiRGj‰j‰
Ai
RGi D

1

3
j‰RGiAi .˛jGGisJ C ˇjBBisJ C 	 jRRisJ/

h‰AiRB j‰j‰
Ai
RBi D

1

3
j‰RBiAi.˛jBBisJ C ˇjRRisJ C 	 jGGisJ/

h‰AiGRj‰j‰
Ai
GRi D

1

3
j‰GRiAi.˛jRRisJ C e

4�i
3 ˇjGGisJ C e

2�i
3 	 jBBisJ/

h‰AiBR j‰j‰
Ai
BRi D

1

3
j‰BRiAi.˛jRRisJ C e

2�i
3 ˇjGGisJ C e

4�i
3 	 jBBisJ/

h‰AiGGj‰j‰
Ai
GGi D

1

3
j‰GGiAi.˛jGGisJ C e

4�i
3 ˇjBBisJ C e

2�i
3 	 jRRisJ/

h‰AiBGj‰j‰
Ai
BGi D

1

3
j‰BGiAi.˛jGGisJ C e

2�i
3 ˇjBBisJ C e

4�i
3 	 jRRisJ/

h‰AiGBj‰j‰
Ai
GBi D

1

3
j‰GBiAi.˛jBBisJ C e

4�i
3 ˇjRRisJ C e

2�i
3 	 jGGisJ/

h‰AiBB j‰j‰
Ai
BBi D

1

3
j‰BBiAi.˛jBBisJ C e

2�i
3 ˇjRRisJ C e

4�i
3 	 jGGisJ/
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The Bell bases obtained from de pairs .A; i/ necessary for the measurements of the
graph nodes constitute the public key.

We presume that in the public key, the realization of the projection on Bell basis
j‰RRiAi is indicated. In this case, the qutrits s and J will collapse in the state:

j‰isJ D
1

3
.˛jRRisJ C ˇjGGisJ C 	 jBBisJ/ (20)

In order to get the signature qutrit, Bob needs John’s help. He will measure the state
j‰isJ using one of the mutually unbiased bases [6] of the base fjRi; jGi; jBig. We
presume that the basis chosen is:

j'Ri D
1
p
3
.jRi C jGi C jBi/

j'Gi D
1
p
3
.jRi C e2	i=3jGi C e4	i=3jBi/

j'Bi D
1
p
3
.jRi C e4	i=3jGi C e2	i=3jBi/

(21)

Depending on the basis, j‰isJ can be expressed as it follows:

j‰isJ D
1

3

�
1
p
3
j'RiJ .˛jRis C ˇjGis C 	 jBis/

C
1
p
3
j'GiJ .˛jRis C e

�2	i=3ˇjGis C e
�4	i=3	 jBis/

C
1
p
3
j'BiJ .˛jRis C e

�4	i=3ˇjGis C e
�2	i=3	 jBis/

�

If the result of the measurement will be j'RiJ then the state j‰isJ will collapse
towards ˛jRis C ˇjGis C 	 jBis , which is the state of the signature qutrit.

If the result of John’s measurement is j'GiJ , then the state jˆisJ will collapse
in ˛jRisC e�2	i=3ˇjGisC e�4	i=3	 jBis . Bob will reconstruct the signature qutrit
applying the operator:

O1 D

0

@
1 0 0

0 e2	i=3 0

0 0 e4	i=3

1

A :

If the result of John’s measurement is j'Bis , then the state jˆisJ will collapse in
˛jRis C e

�4	i=3ˇjGis C e
�2	i=3	 jBis/. Bob will reconstruct the signature qutrit

applying the operator:

O2 D

0

@
1 0 0

0 e4	i=3 0

0 0 e2	i=3

1

A :
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After Bob extracts all the qutrits, he will reconstruct the signature, and then he will
check its belonging by direct confrontation with the one in Alice’s possession. The
signature consists of the succession of the results obtained after “reading” the first
node of the graph, respectively the last node of the graph. If the result obtained by
Bob coincides with the signature in Alice’s possession, it means that the authentica-
tion succeeded.

John also measured the state j‰isJ using the other two bases mutually unbiased:

j'
0

Ri D
1
p
3
.e2	i=3jRi C jGi C jBi/

j'
0

Gi D
1
p
3
.jRi C e2	i=3jGi C jBi/

j'
0

Bi D
1
p
3
.j˛i C jˇi C e2	i=3j	i/

respectively:

j'”
Ri D

1
p
3
.e4	i=3jRi C jGi C jBi/

j'”
Gi D

1
p
3
.jRi C e4	i=3jGi C jBi/

j'”
Bi D

1
p
3
.jRi C jGi C e4	i=3jBi/,

Bob succeeds eventually to obtain the qutrit s by applying one of the operators O1
respectively O2.

3.1 Security Analysis

The security of the method of information encapsulation is quantified by the easiness
with which an intruder could get it. The intruder could try to find the encryption key,
and then to extract the signature and to replace it with his own signature.

It was proved [7] that the security of the protocol H. Bechmann - Pasquinucci and
A. Peres of the quantum key distribution is much higher than Bennett-Brassard’s.
Therefore, the cryptographic key in Alice’s and John’s possession is a safe key.

However, the most unpleasant situation is when either Bob or John is not honest.
In Bob’s case, there is the possibility that he extracts the information and replaces
it afterwards with false information, taking thus the image in his own possession.In
this case, Alice can approach John, who will reconstitute the signature separately,
demonstrating thus Bob’s dishonesty. If during several processes Bob proves to be
dishonest, he will be replaced.

In the case in which John proves to be dishonest, Bob will not obtain the original
signature. This is easy for Alice to find out, because she also knows the part from
the secret key in John’s possession, and she would be able to prove his dishonesty.
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In a similar way, if Alice does not recognize her own signature, John can prove
her dishonesty by the secret key he possesses, and with which he can remake the
original signature.

4 Conclusions

The encapsulation schemes of quantum information presented above are made of
three phases: the initial phase of establishing the encryption key, the intermediary
phase of preparing the information to be hidden, and the final phase of checking its
belonging. No matter the scheme used to hide the information, the purpose must
be reached, i.e., to keep the secrecy of the encapsulated data. The analysis of the
security of each scheme is considered important in reaching the objective proposed.
The studies regarding the security of the quantum key distribution for the protocols
that use two and three-level quantum systems show that the presence of an intruder
can be easily discovered, the secret key obtained through such a protocol being safe.
The only problem is the possibility that an intruder might make copies of the qutrits
of the image (he copies the general image), which he could stock in order to extract
afterwards the information encapsulated. The use of the secret keys, of a trustful
person, or of the sharing of the quantum secret could be some of the alternatives to
protect the information encapsulated against the attacks.
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Chapter 23
Analyses of UWB-IR in Statistical Models
for MIMO Optimal Designs

Xu Huang and Dharmendra Sharma

Abstract The third generation partnership projects spatial channel model has been
attracting great and wider interests from the researchers for a stochastic chan-
nel model for MIMO systems and multi-antenna-based multi-input multi-output
(MIMO) communications as they become the next revolution in wireless data com-
munications. MIMO has gone through the adoption curve for commercial wireless
systems to the today’s situation, all high throughput commercial standards, i.e.
WiMax, Wi-Fi, cellular, etc., have adopted MIMO as part of the optional. This
paper is to present our investigations of the behaviors of the MIMO Ultra-Wide-
Band-Impulse Radio (UWB-IR) systems, which will contribute to optimal designs
for the low-power high-speed data communication over unlicensed bandwidth span-
ning several GHz, such as IEEE 802.15 families. We have developed and analyzed
three no coherent transceiver models without requiring any channel estimation pro-
cedure. The massive simulations are made based on the established models. Our
investigations show that the Poisson distribution of the path arriving will affect the
signal-noise ratio (SNR) and that for the Nakagami distributed multipath fading
channel the “m” factor, together with receiver number, will impact on the SNR of
the MIMO UWB-IR systems.

Keywords MIMO � WiMax � UWB-IR � Poisson distribution � Nakagami
distribution

1 Introduction

The multiple-input multiple-output (MIMO) system called Vertical Bell Laborato-
ries layered space-time (V-BLAST) is used for very high spectral efficiency [2].
Although a maximum likelihood (ML) detection scheme has the best detection per-
formance among the existing detection schemes; the complexity of ML detection
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is excessively high. Multiple-input multiple-output (MIMO) technique brings a
relevant increase not only in capacity but also in coverage, reliability, and spec-
tral efficiency. It is recalled that multi-antenna-based MIMO communications first
occurred in the mid-1990s when researchers at Bell Labs and Stanford were look-
ing for ways to increase system throughput without increasing bandwidth. After that
thousands of research papers have been written on the topic dealing with both phys-
ical layer and network layer ramifications of the technology. In MIMO case, the
overall transmit channel is described as a matrix instead of a vector, and the spatial
correlation properties of the channel matrix define the number of available parallel
channels for data transmission. In fact all high throughput commercial standards,
such as WiMax, Wi-Fi, cellular, etc., have adopted MIMO as part of the optional.
The adoption of MIMO into military wireless communications systems has played
important role as well as in the commercial arena.

Ultra Wide Band Impulse Radio (UWB-IR) is an emerging wireless technology,
proposed for low power high speed data communication over unlicensed bandwidth.
This technology has been drawing great attentions from the researchers [1–9]. Cur-
rently the transceiver architectures have been showing the tendency of extending
this technology to next generation WLAN compliant operating scenarios. Therefore,
exploiting both spatial and temporal diversity and combing the MIMO technology
with the UWB-IR become inevitable, which becomes our motivation to this current
paper.

It is well known that the design of a MIMO communication system depends on
the degree of knowledge of the channel state information (CSI), which is normally
very expensive. In this paper, as normal way did, it is based on the UWB-IR statis-
tical channel models. We take the noncoherent transceiver [7, 13–17, 19] and focus
on wireless three models, namely Gaussian, Nakagami and log-normal distribution
channels. We, in particularly, extended the previous research results [11–15] to in-
vestigate how the Nakagami m factor impacts on the signal to noise ratio (S/N)
in the statistical channel model. The idea of increasing the efficiency of a wire-
less communication system by applying multiple input and output antennas goes
back to 1970. A.R. Kaye and D.A. George worked on a wireless communication
system that tried to improve bandwidth efficiency with multiple input and output
antennas. During the 1980s Jack Winters at Bell Laboratories published several pa-
pers on MIMO applications. Spatial Multiplexing using MIMO was first patented
in 1993 by Arogyaswami Paulraj and Thomas Kailath (US Patent No 5,345,599). In
1998 Bell labs demonstrated Spatial Multiplexing in 1998. Today couple of compa-
nies, Beceem Communications, Samsung, Runcom Technologies, have developed
MIMO based solutions for IEEE 802.16e WIMAX. Other companies like Broad-
com and Intel have successfully applied MIMO-OFDM in IEEE802.11n, which is
supposed to take over IEEE802.11g pretty soon. Anybody can buy a wireless n
router and a wireless card and experience the benefits of MIMO. 4G will be im-
plementing MIMO-OFDM or MIMO-CDMA. In this paper we will take a look at
how MIMO works and in the following papers we will weigh the pros and cons of
OFDM and CDMA.
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The simulations under various conditions have been done in this paper, our
simulations presented the following suggestions: (a) if we take so called single-
cluster Poisson model [7], namely the random integer valued number, then the mean
of this random integer valued number will impact on the MIMO S/N regardless
which of three models (Gaussian, Nakagami and log-normal distribution channels);
and (b) for the Nakagami distribution channel, as we expected that the “m” factor
will impact on the MIMO S/N.

In the next section the MIMO UWB-IR statistical channels are to be investi-
gated. Then, the models for those discussed statistical channel will be established
in Section 3. In Section 4 simulations will be given for the investigated models in
Section 3. In the final section the conclusions are presented.

To insert images in Word, position the cursor at the insertion point and either use
Insert j Picture j From File or copy the image to the Windows clipboard and then
Edit j Paste Special j Picture (with “Float over text” unchecked).

IMECS 2006 reserves the right to do the final formatting of your paper.

2 Statistical Models for MIMO UWB-IR

It is well known that multiple-input multiple-output technology can significantly im-
prove wireless link performance. The performance enhancement, however, comes at
the cost of higher radio frequency (RF) hardware complexity. For systems that have
a large number of antennas in both transmit and receive sides, the increase may be
rather formidable. Most of the previous studies on antenna selection in MIMO sys-
tems were concerned only with either the receiver antenna selection or the transmit
antenna selection. The baseband point to point (P2P), shown in Fig. 1, is composed
by Nt transmit and Nr receive antennas working on an UWB-IR MIMO channel.

At the signaling period Ts second the source of Fig. 1 generates anL-ary .L � 2/
information symbol b, i.e. b 2 f0; 1; : : : ; L � 1g. The multi-antenna transmitter

Fig. 1 The MIMO point to point UWB-IR system with Nt transmit and Nr receive antennas. The
MIMO UWB-IR channel is affected by multipath fading that is described by Nt 	 Nr baseband
impulse channel responses
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Fig. 2 A typical block diagram for transmit receive antenna frame in MIMO systems

maps b onto Nt M -ary baseband signals of time duration limited by Ts . It is noted
that the USB baseband pulse is limited to pulse time, Tp, and repeatedNf times over
each signaling period, Ts, here Nf is the number of frames and the time for frames
of duration denoted by Tf. In order to avoid inter-frame interference (IFI), we must
have Tf > T
, where T
 is the UWB channel delay spread time.

For the details for the Fig. 1, we may describe a typical block diagram as Fig. 2
as transmit and receive antenna frame in MIMO systems.

It is well known that we have single input single output (SISO) UWB-IR
channel by IEEE 802.14. If we take the impulse channel responses in Fig. 1 as
hji.t/; 0 � j � Nt; 0 � j � Nr, we may collect these impulse responses into the
corresponding .Nt � Nr/ matrix H.t/ [2]. Therefore, as IEEE 802.15 recommend
that each SISO impulse response hji.t/ in Fig. 1 is modeled as the superposition
of several path clusters, with both inter-cluster and intra-cluster inter-arrival times
being exponentially distributed.

Hence, we have [1, 7]:

hj i D

VX

nD0

hn.j; i/ı.t � �n/

D

VX

nD0

ˇn.j; i/˛n.j; i/ı/t � �n/ (1)

here; 1 � i � Nt ; 1 � j � Nr

It is noted the integer valued number V of received paths over a signaling pe-
riod Ts is a Poisson distributed random variable with mean value EfV g D �Ts,
where � is rate in .ns/�1; �n is the non-negative arrival time of the nth path, in
ns. We use hn.j; i/ for the nth path gain of SISO link going from the i th trans-
mit antenna to the j -th receive one. The random variable (r.v.) ˇn.j; i/ 2 f � 1; 1g

and the non-negative r.v. ˛n.j; i/ are the corresponding phase and amplitude, re-
spectively. As the previous references [1, 7, 11–14, 17] show that the statistic of
the fading affecting rich-scattered medium-range quasi-LOS UWB-IR links may be
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well modeled by resorting to the Nakagami distribution, long-normal distributed
channel amplitudes, ˛n.j; i/ may be suitable for less scattered LOS short-range in-
door propagation environments and the log-normal distribution is recommended by
IEEE 802.15 workgroups for WPAN and sensor applications [1, 2].

The central limit theorem [2, 18] underpin the fact that zero-mean Gaussian
distributed channel coefficients well model highly scattered outdoor NLOS prop-
agation environments.

For the space-time orthogonal PPM (OPPM) modulated the size M of the em-
ployed OPPM format equates LN t and Nt columns of the l-th matrix codeword ˆl
are constituted by the Nt unit-vectors of RM with index i ranging from i D lN t to
..lC 1/Nt/ � 1, i.e.

ˆl D Œe.lNt / : : : e..l C 1/Nt � 1/�; 0 � l � L � 1 (2)

Because of orthogonal and unitary we have:

ˆT
l
ˆm D 0; for l ¤ m

ˆT
l
ˆl D INt ; for any l

(3)

We also have the relation between Bit-Error-Probability PE
.b/ and the corresponding

Word Error Probability PE [7] as shown below:

P
.b/
E D

�
L

2.L � 1/

�

PE (4)

As the general equation we have the decision statistics set fzlg can be expressed by

ˆML D arg maxfzlg
0�l�L�1

(5)

Our next target is try to use the obtained analytically mathematical expresses to
closely look at different statistic models for various communication cases. Now
we can take zl as different statistics for the three major models we discussed
above, namely, (1) Nakagami distribution, (2) log-normal distribution, and (3)
Gaussian distribution. The models for those channels will be investigated in the next
section.

3 Channels Analyses with MIMO UWB-IR of Different
Statistic Models

We first investigate how does the r.v. parameter, V , impact on the S/N in the above
three different channels with statistic models?

For the Nakagami distribution multipath fading channel, we have [7]:



296 X. Huang and D. Sharma

zl D
VP

nD0

NrP

jD1

NtP

i�1

lnfcoshŒ�.yj .n/T ei .l//�g

where; l D 0. . . :; L � 1
(6)

and �n is defended as

'n D ˇe
c�n ; n D 0; : : : ; V and c D 1

20 ln(10);

�n D Ef˛n.j; i/g:

Also as the Appendix of [7] mentioned, we have the word error probability (WEP):
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Here G(.) is the Gamma function [10–13], it is noted that if r.v. V is large enough
Eq. 6 can be simplified further format.

We now consider the situation of log-normal distributed multipath fading, i.e.
the fading amplitudes f˛n.j; i/g is log-normal distribution with m � 0:5, we
have [14]:

PE � .L � 1/

�
2
p
�

�.VC1/NtNr VQ

nD0
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"
C1R

�1

expf�t2 � ˇ�nec�n expfc
p
2�r tggdt

#NtNr (8)

Finally let’s have a closer look at the Gaussian distribution, we have [14]:
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(9)

It is noted that the situation similar to Eq. 7 and that when r.v. V is larger than
unit we can simplify Eq. 9. Now we have the major distributions with their analytic
formats.

The following section we shall present a number of simulations under differ-
ent conditions to explore the behaviors of MIMO UWB-IR of different statistic
channels.
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4 Simulations of MIMO UWB-IR of Different Channels
with Statistic Models

Our target is, based above induced results, to investigate two situations that lead the
optimal designs for MIMO UWB-IR communications, namely (a) because we don’t
want to have expensive channel state information (CSI), we take the “single clus-
ter Poisson Model” for capturing the behavior of each hji.t/. Therefore, question
occurs: how does the r.v. V impact on the S/N of the MIMO UWB-IR transceiver
channels? (b) As Nakagami distribution is of important wireless communication
distributions and the major parameter, m, will impact on the Nakagami distribu-
tions. Hence, the second question occurs: how does the factor m of the Nakagami
distribution impact on the S/N of the MIMO UWB-IR transceiver channels?

In the following section, the massive simulations, based on above theories, are
made for those two questions.

For the first question without loss generality we take simple case, L D 2, and
the corresponding SISO impulse responses fhj;i .t/g in Eq. 1 and we have been
generated according to the CM 6 UWB-IR channel model, i.e. IEEE 802.15.4 with
� D 1:13.1=ns/; T
 D 15:9.ns/; 	 D 9:3 .ns/; Nf D 8, and the spectral efficiency
of 1/200 (bit/sec/Hz). The simulations first take Nr D 1 and then let Nt D 1, 2, 3, 4,
namely investigating the MISO situations.

Under the above conditions, Figs. 3, and 4 show the V D 5, 15 with Nakagami
distribution multipath channels. Here we have the parameters: Nakagami distribu-
tion multipath channel with Nr D 1 and Nt D 1, 2, 3, and 4 the S/N is in “dB”.

It is clearly to show by those figures that under the same statistic distribution the
random variable V has impacted on the S/N under the same BER. For example, for
the targeted BER, 10�5, when the Nt D 2 there are 1.6 dB dropped and in general
case it is obviously that with V increasing the S/N will significantly dropped (Figs. 3
and 4). It is noted that we did not change any Nakagami parameter such as “m,” as
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Fig. 3 Nakagami distribution multipath channel with Nr D 1 and Nt D 1, 2, 3, and 4 the S/N is
in “dB”
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Fig. 4 Nakagami distribution multipath channel with Nr D 1 and Nt D 1, 2, 3, and 4 the S/N is
in “dB”
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Fig. 5 Log-normal distribution multipath channel with Nr D 1 and Nt D 1, 2, 3, and 4 the S/N is
in “dB”

we are now focus on how the random variable V impact on the S/N for the MIMO
communications. After that we are going to show how the Nakagami parameter m
and random variable together impact on the S/N to the MIMO communications.

Figures 5 and 6 presented the almost similar situations as that in Figs. 3 and 4
except for the distribution changed from Nakagami distribution to log-normal
distribution.

Here we have Log-normal distribution multipath channel with Nr D 1 and
Nt D 1, 2, 3, and 4 the S/N is in “dB” in Figs. 5 and 6. Again, we are focus on
the in this particular distribution how the MIMO parameters .Nt / impact on the
S/N. Even though the distributions are changed from the Nakagami- to log-normal-
distributions, the simulation conclusions are highly similar, which can be evidenced
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Fig. 6 Log-normal distribution multipath channel with Nr D 1 and Nt D 1, 2, 3, and 4 the S/N is
in “dB”

2 4 6 8 10 12 14 16

10−40

10−30

10−20

10−10

100

S/N

B
E

R

V = 5

nt = 1
nt = 2

nt = 4
nt = 3

Fig. 7 Gaussian distribution multipath channel with Nr D 1 and Nt D 1, 2, 3, and 4 the S/N is in
“dB”

by the observations from Figs. 5 and 6. However, it is noted that under the similar
conditions log-normal distribution will cause more S/N drops if we compare the
simulation results obtained from Fig. 2 with that from Fig. 4. This is not surprised
as the samples increased those two distributions approach the common nature.

Let’s have a look at Figs. 6 and 7, which show the other different distributions.
The distribution becomes zero mean Gaussian distribution, which models highly-
scattered outdoor NLOS propagation environments.

Here we have Gaussian distribution multipath channel with Nr D 1 and Nt D 1,
2, 3, and 4 the S/N is in “dB” in Figs. 7 and 8. It is indeed, as we observed, the more
drops under the same conditions.
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Fig. 8 Gaussian distribution multipath channel with Nr D 1 and Nt D 1, 2, 3, and 4 the S/N is in
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Fig. 9 Nakagami distribution with m D 0:6V D 5 the rest parameters are the same as that in
previous figures

The observations from Figs. 7 and 8 presented that as the communications is
modeling for the out door the environmental situations are completed in terms of
noises the impacts on the SNR would be stronger as expected.

In order to investigate how does the m factor affect the Nakagami distribution as
the above second question described, we have taken the factor m D 0:6 and 0.9 and
the random variable V D 5 and 15 and the simulations are shown in Figs. 9–12.
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Fig. 10 Nakagami distribution with m D 0:6 V D 15 the rest parameters are the same as that in
previous figures
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Fig. 11 Nakagami distribution with m D 0:9 V D 5 the rest parameters are the same as that in
previous figures

For example, for the targeted 10�5 when Nt D 2 under the same conditions
except for m D 0:6 and m D 0:9 the former S/N dropped 1.9 dB in comparison
with later (referring Figs. 9 and 11). Also from Figs. 8 and 10 for Nt D 3, at the
targeted 10�5, we have S/N dropped about 2 dB from m D 0:6 to m D 0:9 with the
same r.v. V values.

Figures 13–15 show the same BER vs. S/N with the comparable parameters but
for receiver number, Nr D 1, 2 and 3. From those simulations we can observe
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Fig. 12 Nakagami distribution with m D 0:9 V D 15 the rest parameters are the same as that in
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Fig. 13 BER vs. S/N with the same condition as mentioned above andNr D 1; m D 0:6; V D 15

for the Nakagami distributions

that as the receiver number increasing, for the Nakagami distribution multipath
communication channels, the S/N will drop because of this model (Nakagami distri-
bution) focus on the case that the communication channel approaches to quasi-LOS,
which is now deviating from the assumptions when the Nr becomes lager.
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Fig. 14 BER vs. S/N with the same condition as mentioned above and Nr D 2; m D 0:6 and
V D 15 Nakagami distributions
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Fig. 15 BER vs. S/N with the same condition as mentioned above and Nr D 3; m D 0:6 and
V D 15 Nakagami distributions

5 Conclusions

It is well known that multiple-input multiple-output technology can significantly im-
prove wireless link performance. It was a groundbreaking development pioneered
by Jack Winters of Bell Laboratories in his 1984 article [20], since then, many aca-
demics and engineers have made significant contribution to the understanding of
MIMO systems. In 1996, radically novel approaches were invented to increase sig-
naling efficiency over MIMO channels, Gregory G. Raleigh and V.K. Jones wrote a
paper [21] arguing that multi-path channels can have a multiplicative capacity effect
if the multi-path-signal propagation in used in an appropriate communications struc-
ture. In the same year, Foschini [22] introduced the BLAST concept in his paper.
BLAST is one of the most widely examined techniques today. In 1999, the Shannon
capacity of an isotropic fading MIMO channel was calculated by I. Emre Telatar
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Fig. 16 Comparison with V D 5 and V D 15 when S=N D 6 dB in Nakagami distribution
without changing all other parameters

[23]. He stated that the channel capacity increases with the number of antennas and
is proportional to the minimum number of transmit or receive antennas. This basic
information theoretic result drew widespread attention to MIMO communications.
Also in 1999, Gigabiy Wireless Inc. and Stanford University successfully held the
first outdoor prototype demonstration. Iospan Wireless Inc. produced the first com-
mercial product in 2002. As one of the first, a 4�4MIMO academic test-bed started
operation at University of Alberta in 2003 [24].

In this paper, in order to have optimal designs for wireless MIMO UWB-IR
transceiver multipath communication channels, in particularly, under the condition
of that there is no expensive CSI we have established statistic models for three
major situations in MIMO UWB-IR communications. They are Nakagami distri-
bution, log-normal distribution, and Gaussian distribution. The random variable
changes produce impacts on the output signal-to-noise ratio are shown in Fig. 16
for Nakagami distribution. The pink one (series 2) in the Fig. 16 is for the random
variable, V D 5 and the blue one (series 1) is for the random variable, V D 15. It is
clear that the larger random variable will make larger changes of the signal to noise
ratio (in dB).

Our paper focuses on (a) how does the random variable V affect MIMO UWB-IR
multipath communication channels? (b) If we stick with general LOS case, Nak-
agami fading channel, how does the major “m” factor affect the MIMO UWB-IR
communication channels? Our have presented massive simulations, based on theo-
retically investing, which show the answers for above questions we concerned. The
simulation results also offer better information for the optimal designs for MIMO
UWB-IR transceiver multipath communication channels. Finally we also investi-
gate how the receiver number affects the MIMO UWB-IR S/N. All those results
will give the optimal designs for MIMO UWB-IR transceiver multipath communi-
cation channels.
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Chapter 24
Intruder Recognition Security System Using
an Improved Recurrent Motion Image
Framework

Chuan Ern Wong and Teong Joo Ong

Abstract In this paper, we present an extension to the Recurrent Motion Image
(RMI) motion-based object recognition framework for use in the development of
an automated video surveillance Intruder Recognition Security (IRS) System. We
extended the original object classes of RMI to include four-legged animal (such as
dog and cat), and various enhancements are made to the object detection and clas-
sification algorithms for better object segmentation, error tolerance and recognition
accuracy. Under the new framework, object blobs obtained from background sub-
traction of scenes are tracked using region correspondence. In turn, we calculate the
RMI signatures based on the silhouettes of the object blobs for proper classifica-
tion. The framework functions as the core of the IRS System to provide intruder
recognition function and to reduce nuisance alarms since the system is capable of
differentiating different category of objects in the surveillance area. A recognition
rate of approximately 98% (40 out of 41 moving objects in the experiments were
correctly classified) was achieve in our tests based on several real world 320 � 240
resolution color image sequences captured with a low-end digital camera, and also
on the PETS 2001 dataset. Thus, indicating the applicability of the new RMI frame-
work to minimize nuisance alarms in an IRS System.

Keywords Intruder recognition � Moving object recognition � Recurrent motion
image � Surveillance security

1 Introduction

Conventional security sensors are commonly installed at residences and workplaces
to detect intrusion or motion at various entry points [1]. Nuisance alarm is a fre-
quent occurrence for such system in that the users may eventually grow accustomed

C.E. Wong (�) and T.J. Ong
Faculty of Information and Communication Technology, Universiti Tunku Abdul Rahman,
Petaling Jaya, 46200 Selangor, Malaysia
e-mail: wongce1@mail2.utar.edu.my; ongtj@utar.edu.my

S.-I. Ao et al. (eds.), Intelligent Automation and Computer Engineering,
Lecture Notes in Electrical Engineering 52, DOI 10.1007/978-90-481-3517-2 24,
c� Springer Science+Business Media B.V. 2010

307

wongce1@mail2.utar.edu.my
ongtj@utar.edu.my


308 C.E. Wong and T.J. Ong

to ignoring or turning off the alarms rather than investigating the causes of them. To
circumvent this problem, some systems [2, 3] measure the size of the object before
generating an intrusion alert. For example, systems with pet-immunity function dis-
tinguish between human and animal by measuring the object size to reduce nuisance
alarms caused by the pets. However, size discrimination is not the best solution since
we may still keep human-sized pets, such as a large dog, in the premises [4].

The need for more sophisticated security systems, such as a video surveillance
system with computer monitor outputs, is increasing to provide better security, area
surveillance and nuisance alarms prevention. However, a video surveillance system
without proper intruder detection and recognition functions has to rely on security
personnel to manually inspect and detect intrusions. Such a manned system is in-
sufficient to address the needs of creating a more secured environment because it is
highly susceptible to human negligence and errors.

Due to the aforementioned reasons, an automated Intruder Recognition Secu-
rity (IRS) System that detects and tracks moving objects in a surveillance area, and
classify them into various predefined categories (human, four-legged animal and
vehicle) is invaluable to the users since specific intrusion alerts and action plans
can be customized easily based on the category of the objects that trespasses the
surveillance area. Deployment of an IRS System can greatly reduce time and hu-
man resources wasted on handling nuisance alarms and active monitoring of the
terminals. In addition, it reduces many of the human error factors that commonly
plague manned systems.

2 Overview of the IRS System

The proposed IRS System consists of two main modules: Intruder Recognition
Framework (IRF), and Control Center (CC) (see Fig. 1). Input image sequence from
the surveillance area is processed by the IRF which forms the core of the IRS
System. The IRF detects, tracks and classifies intruders within the surveillance area
and its outputs are used by the CC to trigger the appropriate intrusion alerts setup
by the user. The alerts are delivered via the CC, to acknowledge users upon an in-
trusion event.

Log of all intrusion events, organized by time and intruder category, is also acces-
sible from the CC. In addition, this system allows users to select the object classes
that are prohibited in the surveillance area and vice versa to reduce nuisance alarms
(see Sections 3 and 4).

Fig. 1 Overall structure and connections of IRS system
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3 Intruder Recognition Framework

Moving object recognition has been an active research area for computer vision
and pattern analysis applications. It is devoted to detect and track moving objects
in a surveillance area, and classify the objects of interest into various prede-
fined categories. Many approaches, such as [5–8], have been presented for such
purposes.

The RMI method [5] is one of the few approaches that produce high recognition
rate while remaining computationally and space efficient. A specific feature vector
called RMI was proposed to estimate the recurrent motion behavior of moving ob-
jects. Different kinds of object have different motion behaviors, yielding different
RMIs. Consequently, a moving object can be classified as a single person, group of
persons or vehicle based on its RMI. The areas of RMI demonstrating high motion
recurrence are used to determine the object class. For example, the RMI of a walk-
ing human shows high recurrence near the hands and legs, whereas the RMI of a
moving vehicle shows no motion recurrence.

Experiments conducted in [5] indicate that this approach yields correct classifi-
cation in about 97% of all tested samples. However, the shadow removal algorithm
in the original framework suffered an error rate of 30% due to segmentation failure.
The segmentation algorithm failed to divide cast shadows and self shadows in dif-
ferent regions. Besides, the framework has only been tested on a small set of object
classes (human and vehicle). Also, the error tolerance of the original algorithm is
low since it is unable to accommodate slight deviations in the RMI data. For in-
stance, a person who walks with hands in the pockets will not be recognized as a
human because the resultant RMI does not exhibit significant hand movements. The
person is categorized as other object since the RMI does not match with any of the
predefined classes. Such limitations, in essence, confined the recognition range and
accuracy of the framework.

Due to the advantages of [5] over other recognition approaches, the RMI ap-
proach is adopted for use in the IRF. Several refinements are introduced to the
original RMI framework before incorporating it in the IRS System to improve its
recognition accuracy and robustness:

1. Improved shadow removal by using a better segmentation algorithm (see
Section 3.1)

2. Extended classification list by including four-legged animal (such as dog and
cat) as a new object class (see Section 3.3)

3. Improved error tolerance by modifying the existing classification algorithm, es-
pecially for recognition of a human (see Section 3.3)

In general, the intruder recognition framework is divided into three phases called
detection, tracking and classification. The algorithms and enhancements for each
phase are detailed in the subsequent sections.



310 C.E. Wong and T.J. Ong

3.1 Detection

The original RMI framework [5] uses a mixture of K Gaussian distributions [9] to
perform background subtraction, followed by connected components labeling [10]
to segment the foreground pixels into regions. A combination of color segmentation
using K-means approximation of the EM algorithm and gradient direction [5] is ap-
plied to locate and remove shadows. Their experimental results indicated that the
shadow removal process failed in about 30% of the frames that contain significant
shadows. The errors were caused by failure to divide cast shadows and self shad-
ows in different regions. To improve the framework’s shadow removal and object
segmentation functions, we implemented a different detection algorithm and mul-
tiple levels of noise filtering are applied at preprocessing for better moving object
segmentation (see Fig. 2).

The detection algorithm starts with background subtraction which is carried out
by computing an L-inf distance image [11] in the Red-Green-Blue (RGB) color
space. Foreground points are extracted by applying a low threshold (˙0:08 in our

Fig. 2 Object detection algorithm
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experiments) to the L-inf distance image. These foreground points will go through
the first denoise layer where morphological opening [12] operation is performed.
Subsequently, shadow points are located by transforming the image pixel values to
the Hue-Saturation-Value (HSV) color space for better accuracy [13] and removed
from the foreground points. The resultant object points will go through connected
components labeling to obtain the foreground blobs. Blob analysis is carried out to
filter noise clutters using a blob size threshold. Lastly, a high threshold (˙0:4 in
our experiments) is applied to the L-inf distance image to select points with large
difference from the background. Blobs consisting of at least one of these salient
points are validated whereas the others are removed as non-salient blobs.

In addition, we adopted a simple median background update to increase the
framework’s adaptability to long term illumination changes. As denoted in Eq. 1,
the background is updated using object-level reasoning which is proven to be more
reliable and less sensitive to noise [11] in contrast to point-level selectivity. For pix-
els that are associated to the detected moving objects or shadows in frame t , the
background model B tC�t adopts the pixel values of current background B t . On the
other hand, the values of background model B tC�t for pixels that do not belong to
any of the moving objects or shadows in frame t , are obtained from the statistical
model BS tC�t which performs median function to a set of elements as shown in
Eq. 2. This set consists of current image I t ; n previous image frames sub-sampled
at a rate of one every �t , and current background B t with its weight !b .

B tC�t .p/ D

	
B t .p/ if p 2 fobject [ shadowgt

B tC�tS .p/ otherwise
(1)

B tC�tS .p/ D median
hn
I t .p/ ; I t��t .p/ ; : : : ; I t�n�t .p/

o
[ !b

˚
B t .p/

�i
(2)

3.2 Tracking

Blobs obtained from the detection phase are tracked using region correspondence
[14]. Various parameters and descriptors such as centroid, bounding box, size, veloc-
ity and change in size of each blob, are extracted from the blobs. Correspondences
between regions in the previous and current frames are established using the mini-
mum cost criteria [5] to update the status of each object over the frames.

As shown in Fig. 3, there might be non-corresponding regions in the previous
and current frames. Since object exit or occlusion events may be associated to some
of the regions in the previous frame, they must be examined based on the follow-
ing rules:

1. If a region’s predicted position exceeds the frame boundary, the corresponding
object is determined to have exited the surveillance area; otherwise, object oc-
clusion may have happened.
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Fig. 3 Object tracking algorithm

2. If an object’s bounding box overlaps the bounding box of another region Q
in the current frame, Q is marked as an occluded region, and all of the non-
corresponded regions in previous frame overlapping Q are, thus, marked as
occluding each other.

3. Lastly, non-corresponded region in the current frame is set to be an object entry.

3.3 Classification

The classification phase categorizes each of the moving objects detected and tracked
in the previous phases into the following object classes: (1) single person, (2) group
of persons, (3) vehicle, and (4) four-legged animal. Recurrent motion (represented
by RMI) which is denoted as repetitive changes in the shape of object is the essen-
tial feature that differentiates the object classes. As shown in Eqs. 3 and 4, RMI
is generated by determining the areas of a moving object’s silhouette that shows
repetitive changes. In the equations, Sa is a binary silhouette for object a at frame
t , whereas DSa is a binary image that indicates the areas of motion for object a in
between frame t and t � 1: RMIa which is the RMI for object a calculated over T
frames, has high values at pixels where motion occurred repetitively and low values
at pixels where little or no motion occurred.
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DSa.x; y; t/ D Sa.x; y; t � 1/˚ Sa.x; y; t/ (3)

RMIa D
TX

kD0

DSa.x; y; t � k/ (4)

Subsequently, the RMI is partitioned into N equal-sized blocks in order to compute
the average recurrence for each block. Blocks with average recurrence value greater
than the threshold �RMI are set to 1 (white) and the rest are set to 0 (black). Hence,
white blocks indicate object regions with high motion recurrence, whereas, black
blocks indicate the regions with insignificant or no motion recurrence. These blocks
serve as cues for the classifier.

Based on previous research [5, 15], an object is classified as human (single per-
son or group of persons) when white blocks are present at the middle and bottom
sections of the partitioned RMI (which correspond to recurrent motion at the hands
and legs regions). However, in our experiments, we discovered that this rule is only
applicable for most of the common cases when the human subjects demonstrate pe-
riodic motion at both the hands and legs while walking. It is insufficient to account
for cases when the humans are walking with hands in the pockets, at the back, or
lifting or carrying things as they walk. Humans in these special cases will be mis-
classified as other object if the aforementioned rule is applied. Figure 4 illustrate
situations when it is inappropriate to rely on hands movement as a cue to classify an
object as human because no periodic motion is observed at the hands of the person.

To overcome the problem, we extended the classification rule of human into
two sets:

1. Generic case, where a walking human demonstrates high motion recurrence at
the hands and legs, as shown in Fig. 5

2. Special case, where a walking human demonstrates high motion recurrence at the
legs only, such as the walking humans in Fig. 4

The generic cases can be handled by the classification rule proposed in [5], whereas
special cases are handled by noting that the RMIs in Fig. 4 demonstrated high mo-
tion recurrence near the legs region, as evident from high concentration of white
blocks at the bottom section of the partitioned RMI. Therefore, to account for the
special cases when the rule for generic cases failed, the algorithm should search
for region with significant recurrent motion. If white blocks are detected at the

Fig. 4 RMI of a walking human with (a) hands in pockets, (b) hands carrying things



314 C.E. Wong and T.J. Ong

Fig. 5 RMI of a single person and a group of persons

Fig. 6 RMI of a dog and a cat

bottom section of the partitioned RMI which correspond to the legs region, the ob-
ject is classified as human, since recurrent motion at the legs is always seen from all
human RMIs.

Analogously, derivation of the criteria for classifying a moving object as a four-
legged animal is based on the observations of the recurrent motion behavior of
dogs and cats. As shown in Fig. 6, the RMIs of dog and cat reminisces each other,
whereby their legs and tail demonstrated periodic motion. White blocks tend to
occur in all top, middle and bottom sections of the resultant partitioned RMIs. How-
ever, as for dogs and cats without tail, the white blocks are observable only at the
middle and bottom sections. Moreover, dogs and cats exhibiting similar silhouette
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to the Dachshund, may cause white blocks to occur only at the middle section due to
their smaller height to length ratio. On the other hand, dogs and cats exhibiting big-
ger height to length ratio such as the Irish Setter and Alaskan Malamute, may cause
white blocks to occur only at the bottom section. Based on these observations, we
noted that the location of white blocks in the partitioned RMI for dogs and cats may
differ on their size and the presence of a tail.

The classification rule of four-legged animal can be derived based on the pattern
exhibited by the black area within the RMI of an object where the object demon-
strated no recurrent motion. As observed in the RMIs of human and four-legged
animal, the two object classes generally do not show any recurrent motion at the
main part of the body where the backbone is located. Hence the black area within
the human RMI has a vertically aligned major axis, whereas the black area within
the RMI of a dog or a cat has a horizontal major axis. This alignment of major axis
serves as the cue for differentiation between human and four-legged animal.

Therefore, if the algorithm detects white blocks at the middle and bottom sections
of a partitioned RMI, the black area within the respective RMI is extracted and
examined for classification based on the following rules:

1. If the black area has a vertical major axis, the corresponding object is classified
as a human.

2. Otherwise, it is classified as a four-legged animal.

For special cases of human subject where white blocks are detected at the bottom
section (legs region) only, the same major axis alignment rule is applied to confirm
the object class.

Subsequently, a moving object that is classified as a human will be further cate-
gorized as a single person or a group of persons based on any of the following rules:

1. Multiple peak points in a silhouette indicate more than one headcount, therefore
representing a group of persons, for instance there are two peak points in the
group of persons in Fig. 5 since there are two headcounts.

2. Normalized area of recurrence response at the top section of RMI for a group of
persons is greater than that for a single person, due to presence of multiple heads.

Lastly, if there are no white blocks in a partitioned RMI, which indicates no recur-
rent motion, the corresponding object is classified as a vehicle, as shown in Fig. 7.

Fig. 7 RMI of a vehicle
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An object that does not fall into any of the predefined categories (single person,
group of persons, vehicle and four-legged animal) will, instead, be classified as other
object.

4 Control Center

The CC is developed to facilitate user interactions with the intruder recognition
framework (see Fig. 8). It fetches image sequences along with user-defined thresh-
olds as inputs to the intruder recognition framework, and outputs intrusion records
and alerts based on results from the recognition framework. In addition, CC allows
users to authorize access permission for various predefined object classes in the
surveillance area.

For instance, if human and vehicle are selected as the prohibited object classes,
the alarm will be triggered upon entry of a human or vehicle. However, a four-
legged animal entering the surveillance area will not trigger the alarm. This feature
allows the system to ignore uninterested object classes (an “immunity” function) to
minimize nuisance alarm.

A screenshot of the CC module is shown in Fig. 9. Before running the system,
the prohibited object classes are selected from the “Object to Trigger Alarm” panel
while the algorithm thresholds can be altered based on conditions of the images
on the screen. “Indoor” is the preset threshold setting which is suitable for com-
mon indoor scenes, whereas “Outdoor” is meant for common outdoor scenes. In
most cases, “Indoor” and “Outdoor” preset settings are sufficient for producing fine
results. However, users may alter the threshold values to suit different task environ-
ments. Upon an intrusion event, visual and audio intrusion alerts will be triggered
and delivered through computer screen and speakers to notify the users. Further-
more, the system will also update the list of intrusion records so that the user can
export them into a text file for future references.

Fig. 8 General functionalities of user interface
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Fig. 9 Screenshot of the user interface program with an intrusion alert, where the numbered items
are, as follows: (1) image frame, (2) “Object to Trigger Alarm” panel, (3) “Threshold Setting”
panel, (4) intrusion alert, and (5) intrusion records

5 Results

The IRS System is implemented in Matlab [16] and executed on a 1.5 GHz Core
2 Duo CPU using several image sequences captured with a low-end digital camera
(Olympus FE-280) at various housing areas. The image sequences consist of scenes
with a variety of single persons, groups of persons, vehicles, and four-legged ani-
mals (dogs and cats). The frames are 320 � 240 pixels in size and sampled at a rate
of 8 frames per second. Figure 10 shows several instances of moving object detected
and classified by this framework. In our experiments, the RMI of a moving object
was generated for 1 s duration after the object has completely entered the scene,
and the partitioned RMI was computed with a threshold .�RMI/ of 2. The framework
took an average of 4 s (starting from the complete entrance of a moving object in
the scene) to process the image sequence to produce the classification result. All
of the moving objects tested were correctly classified into the predefined categories
(see Table 1).

In addition to the image sequences mentioned above, we have also tested the IRS
System with the PETS 2001 dataset from the Second IEEE International Workshop
on Performance Evaluation of Tracking and Surveillance [17]. The dataset consists
of several vehicles, single persons, and groups of persons from a wide surveillance
area in 768 � 576 frame resolution. Figure 11 illustrates one of the scenes from
the dataset where an occlusion between a vehicle and a single person, indicated by
the red rectangles, was also successfully handled by the IRS. As listed in Table 2,
all of the moving objects in the PETS 2001 dataset were properly classified, except
for a vehicle that was misclassified as four-legged animal due to the size of the
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Fig. 10 Examples of moving object detected and classified

Table 1 Classification
results for our datasets Object class

Number of
samples tested

Number of samples
correctly classified

Single person 10 10

Group of persons 5 5

Vehicle 6 6

Four-legged animal 9 9

vehicle silhouette in the JPEG image sequence. The misclassified vehicle is small
in size and the image sequence is noisy which caused improper segmentation of the
silhouette that led to an inaccurate RMI.

While the IRS System is able to classify intruders into predefined categories
properly, its effectiveness in reducing nuisance alarm is validated by the experi-
ments. Immunity to certain object classes can be activated by stating which object
classes are prohibited and which ones are consented in a surveillance area, by check-
ing the boxes under “Object to Trigger Alarm” panel (see Fig. 9).
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Fig. 11 Screenshots of PETS 2001 dataset (a) during occlusion, (b) after the occlusion

Table 2 Classification
results for PETS 2001 dataset Object class

Number of
samples tested

Number of samples
correctly classified

Single person 5 5

Group of persons 2 2

Vehicle 4 3

6 Conclusion

The IRS correctly classified a total of 40 out of 41 objects from our experiments,
thus indicating its backward compatibility and successful integration of the new
classification list (single person, group of persons, vehicle and four-legged animal)
in the new RMI framework. In addition, the modified detection and classification
algorithms enhanced the recognition accuracy and practicability of this framework,
where better classification, shadow handling, and adaptivity to long term illumina-
tion changes are observed. However, the misclassified sample in our experiments,
due to weak segmentation for objects in noisy image sequences, indicates that
smoothing and image enhancing routines may be applied to the rough silhouettes
obtained from noisy images to reduce misclassifications.

The CC provides complete control over all algorithm thresholds to the users when
the preset settings are inadequate for certain surveillance areas. The setup process
requires experiences, and it may take some efforts to fine-tune the thresholds. Fu-
ture works in this area should focus on automatic thresholding or tuning of the IRS
system based on various conditions of the task environment. In addition, more clas-
sification categories can be incorporated into the recognition framework to extend
the capabilities of the framework.

Lastly, this IRS System reduces nuisance alarms by allowing users to specify ac-
cess authorization based on different object classes via the CC. It can be realized as
a real-time system for various security applications in the future with the appropriate
code translation (such as, CCC).
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Chapter 25
Automatic Recognition of Sign Language Images

J. Ravikiran, Kavi Mahesh, Suhas Mahishi, R. Dheeraj, S. Sudheender,
and Nitin V. Pujari

Abstract The objective of the research presented in this chapter is to enable
communication between people with hearing impairment and those with visual
impairment. Computer recognition of sign language snapshots is one of the most
challenging research problems in this area. This chapter presents an efficient and fast
algorithm for identification of the number of fingers opened in a gesture represent-
ing an alphabet of the American Sign Language. Finger detection is accomplished
based on the concept of boundary tracing and finger tip detection. A significant fea-
ture of the solution is that it does not require the hand to be perfectly aligned to the
camera or use any special markers or input gloves.

Keywords Boundary tracing � Computer access for disabled � Finger detection
� Image processing � Sign language recognition

1 Introduction

The long-term goal of our research is to enable communication between visually
impaired (i.e., blind) people on the one hand and hearing and speech impaired (i.e.,
deaf and dumb) people on the other. Since the former cannot see but can speak
and the latter use sign language but cannot hear, there is currently no means of
communication between such people who are unfortunately in significantly large
numbers in a country such as India.

Our project aims to bridge this gap by introducing an inexpensive computer in
the communication path so that the sign language can be automatically captured,
recognized and translated to speech for the benefit of blind people. In the other
direction, speech must be analyzed and converted to either sign or textual display
on the screen for the benefit of the hearing impaired (Fig. 1).
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Fig. 1 Possible communication paths between hearing impaired and vision impaired

As seen in the above figure, enabling communication between the vision
impaired and the hearing impaired is accomplished in two phases in either di-
rection. In order to enable the hearing impaired to interact with the blind, we need
to convert hand gestures representing specific signs into text which is then fed to
a text-to-speech software engine that reads it aloud for the benefit of the blind.
A similar reverse process occurs when a vision impaired person wishes to commu-
nicate with a hearing and speech impaired person. In this case, initially, the speech
commands from the blind are to be mapped into text using a speech recognition
engine. This is further converted into familiar visual signs that are recognized by
the hearing impaired when displayed on the computer screen.

The algorithm [13] presented in this chapter concerns the first phase where a
hearing impaired person wants to communicate with a blind person. Our approach
does not require the use of any special hardware device such as sensors or colored
gloves. We have been working with the added constraints of minimal calibration of
the system between different users. Further, our solution also does not require the
users to be computer literate or even literate.

The solution comprises a special-purpose image processing algorithm that we
have developed to recognize signs from the American Sign Language with high
accuracy. As noted above, a significant contribution of this result is that it does not
require the person making the signs to use any artificial gloves or markers.

2 Related Work

There have been many previous attempts at sign language recognition that extracted
certain features of the hand for finger detection. Some common features extracted in-
clude hand silhouettes [2, 3], contours [4], key points distributed along the hand
(fingertips, joints) [5–8, 11, 12], and distance-transformed images [9].
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Currently, the only technology that satisfies the advanced requirements of
hand-based input for human-computer interaction is glove-based sensing. This
technology, however, has several drawbacks including that it hinders the ease and
naturalness with which the user can interact with the computer-controlled environ-
ment and it requires lengthy calibration and setup procedures. In contrast, computer
vision has the potential to provide more natural, non-contact solutions. As a result,
there have been considerable research efforts to use the hand as an input device
through computer vision.

There have also been attempts where finger detection has been accomplished via
color segmentation and contour extraction [8,10]. But these techniques require fine-
tuning every time the system switches to a new user as the color complexion varies
from person to person. Contour extraction needs initial guesses (after appropriate
thresholding and morphological operation) and the possible human profile region is
then found out according to the projection of the image using the detected region
boundary as the initial evolving curve.

In view of the limitations posed by the schemes discussed above there is a need
to devise an efficient and robust technique for finger detection. The next section
discusses our solution to this problem.

3 Proposed Methodology

In our research, a number of approaches were proposed to solve the given problem
before the boundary tracing approach was adopted. The initial approaches and their
shortcomings are discussed below.

The first approach proposed was a template matching technique. It involved
storing a collection of images of all the gestures representing the alphabets of the
American Sign Language that would serve as a standard for a pixel-by-pixel com-
parison. The alphabet that had the highest percentage of a match would be chosen
as the recognized output. The shortcomings of this method were that the entire
matching operation required an enormous amount of processing which affected the
performance of the system and the system was dependent on the skin complexion
of the user. Hence, this approach was discarded.

The second approach proposed was a color segmentation technique. It involved
extraction of the portion of the image containing a gesture (the palm and the fingers)
which would then be subjected to further processing to identify the gesture. This
approach was excessively dependent on the environment in which the symbols were
being shown (such as background and illumination) and hence the accuracy of the
technique was low. As a result, this technique too was discarded.

The third technique involved dividing the input image into pre-defined grids.
The grids would then be scanned for the presence of fingers by using colour based
segmentation. The results thus obtained would then be used to identify the gesture
shown by the user. The technique depended entirely on the orientation of the hand.
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Fig. 2 Finger detection
flowchart Input Image

Edge Detection

Clipping

Boundary Tracing and Finger
Tip Detection

This shortcoming resulted in the occurrence of a number of false detections and a
decrease in the accuracy and performance of the system. Hence, this method was
discarded as well.

Finally we designed the boundary tracing approach which is a robust and efficient
technique for finger detection. This method has three main phases of processing viz.,
Edge Detection, Clipping and Boundary Tracing.

The first phase employs Canny edge operator [1] and produces an edge detected
image reducing the number of pixels to be processed at runtime. The next phase
clips the undesirable portions of the edge-detected image for further processing.
The final phase traces the boundary of the image and in the process detects finger
tips which aid in finger detection (Fig. 2).

3.1 Canny Edge Detection

Edge detection is a phenomenon of identifying points in a digital image at which the
image brightness changes sharply or, more formally, has discontinuities. The Canny
algorithm [1] uses an optimal edge detector based on a set of criteria which include
finding the most edges by minimizing the error rate, marking edges as closely as
possible to the actual edges to maximize localization, and marking edges only once
when a single edge exists for minimal response.

The first stage involves smoothing the image by convolving with a Gaussian
filter. This is followed by finding the gradient of the image by feeding the smoothed
image through a convolution operation with the derivative of the Gaussian in both
the vertical and horizontal directions (see the equations below).
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The non-maximal suppression stage finds the local maxima in the direction of
the gradient, and suppresses all others, minimizing false edges. The local maximum
is found by comparing the pixel with its neighbors along the direction of the gradi-
ent. This helps to maintain the single-pixel thin edges before the final thresholding
stage.

Instead of using a single static threshold value for the entire image, the Canny
algorithm introduced hysteresis thresholding, which has some adaptivity to the local
content of the image. There are two threshold levels, th, high and tl, low where
th > tl. Pixel values above the th value are immediately classified as edges. By
tracing the edge contour, neighboring pixels with gradient magnitude values less
than th can still be marked as edges as long as they are above tl. While the results
are desirable, the hysteresis stage slows the overall algorithm down considerably.

The performance of the Canny algorithm depends heavily on the adjustable pa-
rameters, ¢ , which is the standard deviation for the Gaussian filter and the threshold
values, th and tl: ¢ also controls the size of the Gaussian filter.

The bigger the value for ¢ , the larger is the size of the Gaussian filter. This implies
more blurring which is necessary for noisy images as well as detecting larger edges.
Smaller values of ¢ imply a smaller Gaussian filter which limits the amount of
blurring, maintaining finer edges in the image. The user can tailor the algorithm by
adjusting these parameters to adapt to different environments with different noise
levels. The threshold values and the standard deviation for the Gaussian filter are
specified as 4.5, 4.7 and 1.9 for the input source and background environment used
in our system (Fig. 3).

Fig. 3 Image of a hand
gesture before and after edge
detection
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3.2 Clipping

Clipping is used to cut a section through the data (image) currently being rendered.
The image contents that pertain to only the area of interest are retained after clip-
ping. The edge-detected image contains portions which are unnecessary for further
analysis. Hence we eliminate them by adopting two techniques as discussed below.

The first technique examines pixels from the bottommost ‘y level’ and at each
level checks to see if there are three or more consecutive white pixels. If this condi-
tion is satisfied we mark this y-level as “y1” (Fig. 4).

The second technique exploits the fact that most of the edge detected images of
hand gestures have the wrist portion (and below) which has a constant width. When
it approaches the palm and the region of the hand above it, this difference increases
drastically. We make use of this fact and find the y-level where this event occurs and
mark this y-level as “y2” (Fig. 5).

Now we choose the maximum of (y1, y2) as the clipping y-level. All the pixels
below this y-level are cleared by overwriting them with a black pixel.

Clipped Y

Consecutive
pixels

Fig. 4 Steps of Clipping Technique 1 based on finding consecutive white pixels from the bottom-
most ‘y level’

Const diff
Drastic diff

Clipped Y

Fig. 5 Steps of Clipping Technique 2 based on drastic difference above wrist portion
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Fig. 6 Variables used in boundary tracing

3.3 Boundary Tracing

This phase of the algorithm is the heart of processing. It consists of the following
steps: (i) identifying the optimal y-level, (ii) identifying the initial trace direction,
(iii) tracing with appropriate switch of direction, (iv) rejoining the trace on encoun-
tering breaks, and (v) finger tip detection. In the explanation of the above steps, the
following are assumed (Figs. 6 and 7):

3.3.1 Identifying the Optimal y-Level

This step involves identifying the y-level to start the trace of the image indicated
as step 1 in the above figure. By experimenting with different y-levels for various
image samples, we fixed the optimal y-level as 30–35% of dy from the top of the
edge-detected, clipped image. Hence the starting pixel for trace is the first white
pixel found as a result of scanning from minx to maxx on the optimal y-level. This
is a vital part of the algorithm because we will be eliminating a lot of pixels be-
low the optimal y-level which are insignificant for finger detection, which helps by
improving the efficiency of the algorithm.

3.3.2 Identifying the Initial Trace Direction

From the initial trace point, we proceed towards miny without changing the current
x-coordinate, until there is no pixel to proceed. Then we examine the neighboring
white pixels and set the flag to “left” or “right” appropriately. This flag serves as the
initial trace direction, shown as step 2.
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Fig. 7 Steps in boundary tracing

3.3.3 Tracing with Appropriate Switch of Direction

After identifying the trace direction, the system proceeds by tracing pixels. For every
five pixels traced, we write the fifth pixel with blue color. Also whenever we find
no pixels in the current direction, we check if there is a pixel in the other direction.
If present, we toggle the direction of trace, else it is a break. This is indicated as
step 3.

3.3.4 Rejoining the Trace on Encountering Breaks

Breaks may be encountered while tracing upwards or downwards along the bound-
ary of a finger. They are handled separately based on the flag “UD” which indicates
whether we are travelling up .C1/ or down .�1/.

Varying the x-coordinate from current value to maxx, we scan from the current
y-level towards the upper or lower boundary of the image based on the value of
“UD” for a white pixel. If a white pixel is found, we then start the trace again from
this pixel re-initializing the count to zero. This is indicated as step 4.
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3.3.5 Finger Tip Detection

Whenever the flag “UD” switches from C1 to �1, it indicates the change in trace
direction from up to down. This event signifies the detection of a finger tip and hence
we write this pixel with red. After finding a finger tip there are two techniques to
find the starting point of the next finger.

In the first technique we trace downwards from the finger tip position to the
optimal y-level, then from that position we increment the x-coordinate until we find
a white pixel, this serves as the starting point for processing the next finger.

The second technique is employed when the fingers are adjoined. In this tech-
nique we check if a white pixel exists towards the right/left of the current downward
trace pixel, if found, this serves as the starting point of processing next finger.

The algorithm iterates through the above process until the x-coordinate reaches
maxx. The count of the finger tips at this stage is the count of the number of fingers
that were open. This is indicated as step 5.

4 From Fingers to Signs

We now discuss how we map finger detection to letters in the sign language. The
count of fingers that are open and the co-ordinates of detected finger tips are ob-
tained after boundary tracing has been done with the help of the above algorithm.
Using this data, we identify each symbol and the corresponding alphabets (precisely
B, D, F, I, K, L, U, V and W, see Fig. 8). The techniques used to identify each symbol
are discussed below.

If the count of fingers that are open is equal to four, then the symbol is B. If
the count of fingers that are open is equal to three then symbol identified would be

Fig. 8 American sign language gestures with fingers open
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either W or F. Between them, if the finger tips identified are in the increasing order
of height, then the symbol is F else the symbol is W.

If the count of fingers open is equal to two, then the symbol is either V or K or
U. Between them, if the difference between the finger tips located is greater than the
critical value (i.e., > 100 pixels), then the symbol is V, else it is K or U. Between
these, if the thumb is detected near the open fingers then, the symbol is K, else it
is U.

When the count of fingers that are open is one then the symbol is one among
D, I or L. The co-ordinates of the finger tips are now used to identify each symbol
uniquely. If the x co-ordinate of the finger tip is near the minimum x-coordinate
then the symbol is identified as I. To differentiate between D and L, a critical value,
the difference between the x co-ordinate value of the finger tip and maximum x-
coordinate, is defined. If the critical value is greater than hundred then the symbol
is L else the symbol is identified as D.

5 Implementation and Results

In this section we describe the accuracy of our algorithm. The application has been
implemented in Java 1.6 (Update 7) using the ImageIO libraries. The application has
been tested on a Pentium IV running at 3.00 GHz. The images have been captured
using a 6 Mega Pixel Canon PowerShot S3 IS.

The captured images are of resolution 640 � 480. For the performance evalua-
tion of the finger detection, the system has been tested multiple times on samples
authored by a set of five different users.

The first figure shows a subset of American Sign Language gestures which have
fingers open. The second figure shows the performance evaluation results. These re-
sults are plotted on a graph, where the y-axis represents the number of tests and the
x-axis represents the various gestures of the American Sign Language correspond-
ing to alphabets. The columns are paired for each gesture: the first column is the
number of times the fingers are correctly identified in the gesture; the second col-
umn is the total number of times that the test on the gesture has been carried out. As
can be seen in Fig. 9, the finger recognition works accurately for 95% of the cases.
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Fig. 9 System performance evaluation
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6 Conclusion and Future Work

A boundary-trace based finger detection technique was presented wherein cusp
detection analysis is done to locate the finger tip. This algorithm is a simple, ef-
ficient and robust method to locate finger tips and enables us to identify a class of
hand gestures belonging to the American Sign Language that have fingers open.
The accuracy obtained in this work is sufficient for the purposes of converting sign
language to text and speech, since a dictionary can be used to correct spelling errors
up to 5% from our gesture recognition algorithm.

In future work, sensor based contour analysis can be employed for differentiating
the fingers between open fingers and closed fingers. This will give more flexibility to
interpret the gestures. Furthermore, hand detection method using texture and shape
information can be used to maximize the accuracy of detection in cluttered back-
grounds.

More importantly, we need to develop algorithms to cover other signs in the
American Sign Language that have all the fingers closed. An even bigger challenge
will be to recognize signs that involve motion (i.e., where various parts of the hand
move in specific ways). In our future work, we also plan to complete other modules
of the overall solution needed to enable communication between blind and deaf
people. In particular, we will focus on translating the recognized sequences of signs
to continuous text (i.e., words and sentences) and then to render the text in speech
that can be heard by blind people.

Acknowledgements The authors would like to acknowledge the contribution of Bharadvaj J.,
Ganesh S., Ravindra K., Vinod D. towards the development of one part of the solution presented
in this chapter.
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Chapter 26
Algorithm Using Expanded LZ Compression
Scheme for Compressing Tree Structured Data

Yuko Itokawa, Koichiro Katoh, Tomoyuki Uchida, and Takayoshi Shoudai

Abstract Due to the rapid growth of information technologies, the use of electronic
data such as XML/HTML documents, which are a form of tree structured data,
has been rapidly increasing. We have developed an algorithm for effectively com-
pressing tree structured data and one for decompressing a compressed tree that
are based on the Lempel–Ziv compression scheme. Next, we have implemented
both compression and decompression algorithms by applying our algorithms for
the XMill compressor and XDemill decompressor presented by Liefke and Suciu.
Then, testing using synthetic large ordered trees and real-world tree structured data
demonstrated the effectiveness and efficiency of our algorithms.
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1 Introduction

Due to the rapid growth of information technologies, the use of electronic data such
as XML/HTML documents has been rapidly increasing. Since such data have no
rigid structure but rather a tree structure, they are called tree structured data. By
using a variant of Object Exchange Model introduced by [1], we can be represented
by a rooted tree without vertex label but with edge labels. A rooted tree with internal
vertices that have ordered children is called an ordered tree. Part of an example tree
of structured XML data Sample html and ordered tree T , which represents Sam-
ple html, are shown in Fig. 1. The number on the left of each vertex in T denotes the
ordering on its siblings. The edge labels in T are either a tag, such as “<table>”
and “<tr>”, or the text written in the PCDATA field in T , such as “Text 1-A”
and “Text 1-B”. A sequence of ordered trees can be treated as a single ordered
tree whose root has the roots of all ordered trees in the sequence as children.

table
tr

td
font Text 1-A /font

/td
td

font Text 1-B /font
/td

/tr
tr

td
font Text 2-A /font

/td
td

font Text 2-B /font
/td

/tr
tr

td
font Text 3-A /font

/td
td

font Text 3-B /font
/td

/tr
tr

td

font Text 4-A /font

/td

td

font Text 4-B /font

/td

/tr

/table

Sample_html

T

g

t

Fig. 1 XML data Sample html, ordered rooted tree T , which represents Sample html, and term
tree t . A variable is represented by a box with lines to its elements. The letter in the box represents
the variable label. The number on the left of each vertex denotes the ordering of its siblings
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We have developed an algorithm for efficiently compression an ordered tree with-
out loss of information that is based on a Lempel–Ziv compression scheme for
ordered trees. In a Lempel–Ziv compression scheme for strings such as LZSS [10],
a previously seen text is used as a dictionary, and phrases in the input text are re-
placed with pointers into the dictionary to achieve compression. In our version of
the Lempel–Ziv compression scheme for ordered trees, the first occurring tree, f ,
in the postorder traversal of ordered tree T is used as a dictionary, and the subgraphs
in T that are isomorphic to f are replaced by variables with pointers into the dictio-
nary to achieve compression. We represent the compression of an ordered tree T by
a pair of a term tree t and a substitution � such that T is obtained by applying � to t ,
where a term tree and a substitution over term trees are introduced by [8]. An exam-
ple term tree is shown in Fig. 1; also shown is substitution fx WD Œg; .v29; v2; v5/�g
as an example of a dictionary, where g is a subgraph given in the figure. The vari-
ables in a term tree are represented by squares with lines to their elements. The letter
in each square represents the variable label.

We also developed an algorithm for decompressing a compressed tree. It works
by applying a substitution to the tree pattern. For example, by replacing all variables
having the label x in t in Fig. 1 with ordered trees isomorphic to g given in Fig. 1,
we can obtain ordered tree T in Fig. 1 from term tree t and substitution fx WD
Œg; .v29; v2; v5/�g.

Several compressors and decompressors for tree structured data have been de-
veloped, including XMill and XDemill [7], LZCS [2], XGrind [12] and XMLPPM
[3]. The compressor, XMill, has an architecture that leverages existing compression
algorithms and tools for application to XML data. XMill obtains the tree structure
by parsing the given XML data with respect to the XML tags and attributes and
then separates it from the data, which consists of a sequence of data items (strings)
representing element contents and attribute values. The sequence describing the tree
structure is compressed by using a compressor that works over strings, such as zip.
We have implemented compression algorithm for applying our version of Lempel–
Ziv compression scheme to the XMill compressor. In comparison, our compressor
can directly treat a tree structure of given XML data and produce a compression
over ordered trees. It can be used as a compressor in the XMill structure container.
The compressor, LZCS, developed by [2], obtains the tree structure by replacing
frequently repeated subtrees by using backward references to their first occurrence.
A subtree having vertex v as a root consists of v and all of its descendants. In con-
trast, our compression algorithm replaces frequently repeated connected subgraphs
with references to their first occurrence. We evaluated the performance of compres-
sion and decompression algorithms by implementing them on a PC and applying
them to synthetic ordered trees that were randomly generated and to XML files,
which are real-world data.

The Subdue system, developed by [4], compresses electronic data having a graph
structure. The algorithm, developed by [5], compresses geometric data without loss
of graph structures. [13] presented a grammar-based lossless compression algorithm
for ordered tree T . It achieves a grammar-based compression of T by identifying
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the frequent subtrees in T and then repeatedly replacing the isomorphic ones with a
variable having the same label until the frequent isomorphic subtrees are exhausted.

This paper is organized as follows. In Section 2, we formally define a term tree
and its substitution, which leads us to Lempel–Ziv compression for an ordered tree
without loss of information. In Section 3, we give our Lempel–Ziv compression
scheme for ordered trees by regarding a substitution as a dictionary. In Section 4, we
present compression and decompression algorithms for ordered trees, by applying
our Lempel–Ziv compression scheme to the XMill structure container. In Section 5,
we present experimental results of applying our algorithm to both synthetic large
trees and XML data which are real-world data.

2 Ordered Term Trees and Substitutions

For set or list D, the number of elements in D is denoted by jDj.
Let T D .VT ; ET / be an ordered tree with vertex set VT and edge set ET .

Let ` � 1 be an integer. A list h D .u0; u1; : : : ; u`/ of vertices in VT is called
a variable if u1; : : : ; u` is a sequence of consecutive children of u0, i.e., u0 is the
parent of u1; : : : ; u` and ujC1 is the next sibling of uj for j .1 � j < `/. Two
variables, h D .u0; u1; : : : ; u`/ and h0 D .u00; u

0
1; : : : ; u

0
`0
/, are said to be disjoint

if fu1; : : : ; u`g \ fu01; : : : ; u
0
`0
g D ;. Let HT be a set of pairwise disjoint variables

of T D .VT ; ET /. An ordered term tree on T and HT is triplet t D .Vt ; Et ;Ht /,
where Vt D VT , Et D ET �

S
hD.u0;u1;:::;u`/2HT

f.u0; ui / 2 ET j 1 � i � `g, and
Ht D HT . Because T and HT are easily found from t D .Vt ; Et ;Ht /, we do not
write T and HT explicitly. Hereinafter, we call an ordered term tree simply a term
tree. Term tree t D .Vt ; Et ;Ht / is called a ground term tree ifHt D ;. Letƒ andX
be finite alphabets such thatƒ\X D ;, whose elements are called edge labels and
variable labels, respectively. Every variable label x 2 X has a nonnegative integer
rank.x/. Every variable h has a variable label x such that rank.x/ D jhj. A term
tree over hƒ;Xi is a term tree t such that all edges and variables in t are labeled
with elements in ƒ and X , respectively. If ƒ and X are clear from the context, we
often omit them. We use ordered tree terminology of ordered trees for term trees,
for example, parent, child, and leaf.

For vertices u; u0; u00 of term tree t , we write u0 <tu u00 if u0 and u00 are children of
u and u0 is smaller than u00 in the order of the children. Term tree t D .Vt ; Et ;Ht /

is isomorphic to term tree g D .Vg ; Eg ;Hg/, denoted by t � g, if there is a
bijection � W Vt ! Vg such that for v0; v1; : : : ; 2 Vt , (1) .v1; v2/ 2 Et if and only
if .�.v1/; �.v2// 2 Eg , (2) .v1; v2/ in Et and .�.v1/; �.v2// in Eg have the same
edge label, (3) v1 <tv0 v2 if and only if �.v1/ <

g

	.v0/
�.v2/, (4) .v0; : : : ; v`/ 2 Ht

if and only if .�.v0/; : : : ; �.v`// 2 Hg , and (5) variables .v0; : : : ; v`/ 2 Ht and
.v00; : : : ; v0

`
/ 2 Ht have the same variable label if and only if .�.v0/; : : : ; �.v`// 2

Hg and .�.v00/; : : : ; �.v
0
`
// 2 Hg have the same variable label. Such a bijection �

is called an isomorphism from t to g.
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Let t D .Vt ; Et ;Ht / be a term tree. Triplet f D .Vf ; Ef ;Hf / is called a term
subtree of t if f is a term tree such that Vf � Vt , Ef � Et , and Hf � Ht .
If f is a ground term tree, we call f simply a subtree of t . For two term subtrees
f D .Vf ; Ef ;Hf / and g D .Vg ; Eg ;Hg/ of t , we say that f and g are overlap
in t if ..Ef \ Eg/ [ .Hf \Hg// ¤ ;, Vf 6� Vg and Vg 6� Vf . Let f and g be
term trees over hƒ;Xi having at least two vertices. Let h D .v0; v1; : : : ; v`/ (` � 1)
be a variable in f and � D .u0; u1; : : : ; u`/ a list of ` C 1 distinct vertices in g
such that u0 is the root of g and u1; : : : ; u` are leaves of g. The pair Œg; �� is called
an .`C 1/-hypertree over hƒ;Xi. Hereinafter, we often omit hƒ;Xi. For .`C 1/-
hypertrees Œg; .u0; : : : ; u`/� and Œf; .w0; : : : ; w`/�, we denoted Œg; .u0; : : : ; u`/� �
Œf; .w0; : : : ; w`/�, if there is an isomorphism � from g to f such that for each
i .0 � i � `/, wi D �.ui /. For variable h, term tree g and list � of distinct vertices
of g, the form h  Œg; �� is called a variable replacement for h. A new term tree,
f 0 D f fh  Œg; ��g, is obtained by applying h  Œg; �� to f in the following
way. For the variable h D .v0; : : : ; v`/ in f , we attach g to f by removing h from
f and identifying v0; : : : ; v` of f with u0; : : : ; u` of g in this order. We define
a new ordering, <f

0

v , on every vertex v in f 0 so that, for vertex v in f 0 with at
least two children (v0 and v00), (1) if v; v0; v00 2 Vg and v0 <gv v00 then v0 <f

0

v v00,
(2) if v; v0; v00 2 Vf and v0 <fv v00 then v0 <f

0

v v00, (3) if v D v0.Du0/, v0 2
Vf � fv1; : : : ; v`g, v00 2 Vg , and v0 <fv v1 then v0 <f

0

v v00, and (4) if v D v0.Du0/,
v0 2 Vf � fv1; : : : ; v`g, v00 2 Vg , and v` <fv v0 then v00 <f

0

v v0.
Let x be a variable label and Œg; �� an rank.x/-hypertree. Then, the form

x WD Œg; �� is called a binding for x. A finite collection of bindings � D fx1 WD
Œg1; �1�; : : : ; xn WD Œgn; �n�g is called a substitution if the xi ’s are mutually distinct
variable labels in X and no variable in gi has a variable label in fx1; : : : ; xng. For
variable label x in X and term tree t , letHt .x/ be the set of all variables inHt with
labels x. For term tree t and substitution � D fx1 WD Œg1; �1�; : : : ; xn WD Œgn; �n�g,
a new term tree, t� , is obtained from t by applying all variable replacements inSn
iD1fe  Œgi ; �i � j e 2 Ht .xi /g to t .

3 LZ Compression Scheme for Tree Structured Data

We expanded the LZ77 (Lempel–Ziv 1977) compression algorithm [10, 15], which
works over strings, into a one for ordered trees and used it in both our compres-
sor and decompressor. In the LZ77 compression scheme, a previously seen text is
used as a dictionary, and phrases in the input text are replaced with pointers into
the dictionary to achieve compression. Using the framework described in the previ-
ous section, we developed a Lempel–Ziv compression scheme for ordered trees by
regarding a substitution as a dictionary.

Let T be a tree and t a term tree. If there is a substitution � for t such that T � t�
and the sum of the description lengths of t and � is less than that of T , the pair .t; �/
gives a compression of T by using � as a dictionary. Then, we define a Lempel–
Ziv compression for tree structure data. Let T be a tree. A pair .t; �/ of term tree
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T

t

f1 f2 f3

f4 f5 f6

Fig. 2 Tree T is input tree-structured data, and f1; f2; f3; f4; f5, and f6 are subtrees of T ;
.t; fx WD Œg; .4; 2/�g/ is an LZ compression of T . Tree f1 and the list .4; 2/ in the binding are
indicated by the rough circle connecting subtrees of t and the four pointers from 9 to 4, 7 to 2, 13
to 4, and 11 to 2

t and substitution � is called a Lempel–Ziv (LZ, for short) compression of T if the
following conditions hold.

(1) T � t� .
(2) For each binding x WD Œg; ��, t has a term subtree isomorphic to g.
(3) The sum of description lengths of t and � is less than the description length

of T .

In Fig. 2, we show an example of LZ compression. Hereinafter, for tree T and its
LZ compression .t; �/, we denote by kT k and k.t; �/k the description lengths of T
and .t; �/, respectively. If the subtraction of k.t; �/k from kT k, i.e., ktk � k.t; �/k
is greater than 0, we call the subtraction by the gain of LZ compression .t; �/ from
tree T . In next section, we will give concrete examples for the description lengths
of a tree and an LZ compression.

An algorithm Compressing Ordered Tree for a given tree T and two integers
Min and Max (0 < Min < Max) is shown in Fig. 3. It outputs an LZ compression
.t; �/ of T . Since the algorithm Compressing Ordered Tree visits each vertex in the
postorder traversal, we can see that the algorithm is based on Lempel–Zip compres-
sion scheme. For vertex v in a given tree, the function Make Term Subtree in the
Compressing Ordered Tree algorithm outputs the set of hypertrees Œf; �� satisfying
conditions (1)–(6) below. Let f D .Vf ; Ef ;Hf / and � D .u1; : : : ; un/.
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Algorithm Compressing Ordered Tree
Input: Tree T = (VT , ET ), integersMin andMax (0 < Min < Max)
Output: LZ compression(t, θ) of T

t := T , � := ∅, ± := ∅;
for each vertexv in T , in postorder {

S := MakeTerm Subtree(t,v,Min,Max);
if � = ∅ and ± = ∅ then ± := S;
else {

for each hypertree [f,¾] ∈ S in decreasing order of gains.
{
S := S − {[f,¾]};
if there exists a binding x:= [f ,¾ ] in μ with [f ,¾ ] ≡ [f,¾],
then {

replace f in t with a new variable labeled with x;
S := S − {[g,¾] ∈ S | f and g are overlap };
}
else {

if there exists a hypertree[f ,¾ ] in ± with [f ,¾ ] ≡ [f,¾]
then {
replacef in t with a new variable having a new variable label y;
μ := � ∪ {y := [f ,¾ ] };
± := ± − {[f ,¾ ]}− { [g,¾] ∈ ± | f and g are overlap };
S := S − {[g,¾ ] ∈ S | f andg are overlap };

}
else ± := ± ∪ {[f,¾] };

}
}

}
}
return the pair (t,�).

Fig. 3 Algorithm Compressing Ordered Tree

(1) f is a subtree of t , and v is the rightmost child of the root of f .
(2) Min � jVf j � Max.
(3) For vertex u 2 Vf , if there exists a vertex w in VT � Vf such that w is adjacent

to u in T , u is the root of f or a leaf of f .
(4) Vertex u1 in � is the root of f .
(5) If n > 2, all u2; : : : ; un are adjacent to vertices in VT � Vf .
(6) If n D 2, either u2 is adjacent to a vertex in VT � Vf or u2 is the rightmost leaf

of f .

By appropriately setting integers Min and Max, we can bound the maximum
number of hypertrees output by Make Term Subtree. Since the number of hyper-
trees in S affects the time complexity of Compressing Ordered Tree, Min and
Max must be appropriately set by users for tree structured data. For example, let
T be the tree in Fig. 2 and f1; f2; f3; f4; f5, and f6 be the subtrees of T .
All the subtrees satisfy the conditions (1) and (2) for vertex 12, Min D 4, and
Max D 7. However, f6 does not satisfy condition (3) for the same parameters
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while the others do. Let us consider hypertrees Œf1; .13; 10/� and Œf1; .13; 11/�.
Since 11 is the rightmost leaf of f1 and 10 is not, Œf1; .13; 11/� is constructed
by Make Term Subtree(T; 12; 4; 7) and Œf1; .13; 10/� is not. Hence, it outputs the
set fŒf1; .13; 10; 11/�; Œf2; .13; 9; 10; 11/�; Œf3; .13; 5; 8; 12/�; Œf4; .13; 5; 8; 10; 11/�;
Œf5; .13; 5; 6; 7; 12/�g:

Compressing Ordered Tree repeats the following processes. Let g be a term sub-
tree generated by Make Term Subtree for vertex v 2 Vt . If there is a vertex v0 that
was visited before v in postorder such that Make Term Subtree for v0 outputs a term
subtree g0 isomorphic to g, we revise the term tree t by replacing g with a new
variable having a new variable label, x, and add a new binding, x WD Œg0; ��, to � .
We introduce a new pointer from g into the first occurring subtree g0 D .V 0g ; E

0
g/

in t D .Vt ; Et ;Ht / such that g0 is isomorphic to g, and, for any vertex v 2 V 0g , v is
not adjacent to any vertex in Vt � V 0g in t if v is neither the root of g0 nor a leaf of
g0. Such a pointer consists of a list of pointers into the root of g0 and into some of
the leaves of g0.

Our algorithm for decompressing an LZ compression .t; �/ works by repeatedly
applying the following variable replacement processes to t D .Vt ; Et ;Ht / until t
has no other variable.

(1) Choose the variable h in t that appears first in the postorder traversal.
(2) Find a binding x WD Œg; �� such that x is the variable label of h.
(3) Apply the variable replacement h Œg; �� to t .

Since our decompression algorithm appears variable replacement for each variable
that appears in the postorder traversal, we can see that our decompression algorithm
is also based on Lempel–Ziv compression scheme (Fig. 4).

gzip gzip gzip

……

Output: Compressed XML

Data Container1 Data Container k

……

Structure

<person>
<name>
Tom

</name>
<age>
27

</age>
</person>
<person>
<name>

Mike
</name>
<age>
30

</age>
</person>

………

Input: XML file
XMill

27Tom 30Mike

gzip

Tag Container1

person name

SAX Parser

Fig. 4 Illustration of XMill
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4 Application of Our Lempel–Ziv Compression Scheme
to XMill Compressor

In 1999, Liefke and Suciu developed a user-configurable XML compressor, XMill
[7]. XMill applies the following three principles to compress XML data.

� The structure consisting of XML tags and attributes, is compressed separately
from the Data.

� Data items are grouped into containers, and each container is compressed sep-
arately. In order to compress XML data efficiently, PCDATAs with parents that
have the same tag label are stored in the same container.

� XMill applies specialized compressors to different containers.

By applying our Lempel–Ziv compression scheme to structure container in
XMill, we develop an XML compressor for XML data. In the same way as XMill,
the structure of an XML file is encoded in preorder as follows. PCDATA is as-
signed 1, all end-tags are assigned positive integers greater than 1, while all start-
tags are replaced with the token “/”. For XML file T , we denote by code(T )
the resultant coding of T . We define a description length of T , denoted by kT k,
as the length of code(T ), For example, for Sample html in Fig. 1, we assigned
</table> = 2, </tr> = 3, </td> = 4, and </font> = 5, and obtained the
following sequences, which represents T .
/////1 5 4 ///1 5 4 3 ////1 5 4 ///1 5 4 3 ////1 5 4
///1 5 4 3 ////1 5 4 ///1 5 4 3 2

We can see that kT k D 86.
Let .t; �/ be LZ compression for XML data T . In our XML compressor for T ,

we use structure container for t and container for � instead of structure container
for tree T of XMill. First of all, we show container expression for � below. We
define the representation of a binding in � in order to store it into a dictionary ef-
fectively. We assume that for each binding x WD Œg; �� in � , t has a term subtree g0

such that g � g0. Let � be an isomorphism from g to g0. Let u0 be the root of
g, and let u1; : : : ; un be all leaves of g, which are listed in left-to-right order. The
corresponding list of g in t , denoted by CLgt , is the list .�.u0/; �.u1/; : : : ; �.un//.
To exploit a substitution as a dictionary in a Lempel–Ziv compression scheme, for
each binding x WD Œg; �� in � , the CLgt are stored in a dictionary instead of term
tree g. The corresponding dictionary of � in t , denoted by CD�t , is the list obtained
by sorting all elements of fCLgt j x WD Œg; �� 2 �g lexicographically. For binding
x WD Œg; �� in � , the port index of � in t , denoted by PIt , is a list .k2; k3; : : : ; kj j/
of j� j � 1 distinct integers from 1 to n such that, for any i .2 � i � j� j/,
CLgt Œki � D �.�Œi �/. We suppose that corresponding list CLgt is the `g -th element
in CD�t .1 � `g � jCD�t j/. The pair .`g ;PIt / is called the corresponding variable
label of binding x WD Œg; ��, and denoted by CVL.x WD Œg; ��/. We note that, if �
is equal to the list .u0; u1; :::; un/, CVL.x WD Œg; ��/ can be given only by number
`g . Hereinafter, we identify term tree g in binding x WD Œg; �� with term subtree
g0 of t such that g � g0. For example, let T be the tree and t the term tree shown
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in Fig. 2. Let � D fx WD Œg; .4; 2/�g be a substitution, where g is a term subtree
of t . Obviously, T � t� holds. This means that the corresponding list of g in t is
CLgt D .4; 1; 2/. The corresponding dictionary of � is the list ..4; 1; 2//. The port
index of � in t is PI.4;2/t D .2/. And the corresponding variable label of binding
x WD Œg; .4; 2/� is .1; .2//.

Next, we show structure container expression for term tree below. Let t D
.Vt ; Et ;Ht / be a term tree obtained from XML file T D .VT ; ET / and variable set
HT , i.e., Vt D VT , Et D ET �

S
.u0;u1;:::;u`/2HT

f.u0; ui / 2 ET j 1 � i � `g,
and Ht D HT . In a similar way as XML files, a term tree t D .Vt ; Et ;Ht /

is encoded by applying the following replacements to code(T ). For each variable
.u0; u1; ; :::; un/ in HT , we replace the coding, “/”, of start-tag for the edge .u0; u1/
with “(/”, coding of end-tag for each edge .u0; ui /.1 � i � n � 1/ with new token
“$”, and coding of end-tag for .u0; un/ with the string obtained by concatenating
“$/” and coding of CVL.˛/. In the same way as tree, we denote the resultant cod-
ing by code(t ), and define a description length of a term tree t as the length of
code(t ). For an LZ compression .t; �/, we define a description length of .t; �/, de-
noted by k.t; �/k, as ktk C

P
xWDŒg;�2� c � jCLgt j C

P
xWDŒg;�2� 0 c � j� j, where

� 0 D fx WD Œf; ı� 2 � j CLtt ¤ ıg, where c is a constant. For example, The follow-
ing string is coding which represents LZ compression .t; fx WD Œg; .v29; v2; v5/�g/
of T , where T , t , and g are shown in Fig. 1.
/////1 5 4 ///1 5 4 3 (/1 $ /1 $)6 (/1 $ /1 $)6
(/1 $ /1 $)6 2

where we assigned </table> = 2, </tr> = 3, </td> = 4, and </font> = 5,
and CVL.x WD Œg; .v29; v2; v5/�/ = 6.
Since CLgt D .v29; v2; v5/, we can see that k.t; fx WD Œg; .v29; v2; v5/�g/k D
62C c � 3. If c � 7, k.t; fx WD Œg; .v29; v2; v5/�g/k is less than kT k D 86.

5 Implementation and Experimental Results

We evaluated our compression and decompression algorithms by implementing
them on a PC with a 3.4-GHz CPU (XEON) and 2-GB main memory.

Let T be a tree having nT vertices and t be a term tree, which has nt ver-
tices, giving the LZ compression of T . Then, we define the reduction rate of t
for T as .nt=nT / � 100. Moreover, for a file p, size.p/ denotes file size of p.
Then, for a file p and its compressed file p0, we define the compression rate
of p0 for p as .size.p0/=size.p// � 100. We then used a data generator to ran-
domly produce a synthetic large tree in which the degree of each vertex was less
than or equal to 4 and the number of edge labels is less than or equal to 3. For
each N 2 f20;000; 40;000; 60;000; 80;000; 100;000g, we generated a set,
D.N/, by using the data generator. We applied our algorithms to sets D.20;000/,
D.40;000/; D.60;000/; D.80;000/, and D.100;000/. The settings were Min D 4

and Max D 7, and the temporary dictionary could store 10,000 candidate subtrees.
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Fig. 5 Compression time vs number of vertices

Let TC .N / and TD.N / be the average running times of the compressions and
decompressions, respectively, for one tree in D.N/. The running times depended
on the capacity of the temporary dictionary and the settings of Min and Max. As
shown in Fig. 5, TC .N / increased almost linearly w.r.t. N . A tree with 100,000
vertices was compressed in about 30 seconds. The reduction rate of each tree was
about 80% of its original size. For the randomly generated trees, over 50 elements
of the dictionary were generated. For subtree f in randomly generated tree T , the
number of isomorphic subtrees to f in T is small, in general. Hence, we couldn’t
get high reduction ratios for randomly generated trees.

We applied our decompression algorithm to the compressions for D.20;000/,
D.40;000/,D.60;000/,D.80;000/, andD.100;000/. TD.N / was substantially less
than TC .N /. For example, the average TD.N / for D(100,000) was about 1 second,
and all the other TD.N / were less than 1 second. This shows that our Lempel–
Ziv compression scheme has the same characteristics as a Lempel–Ziv compression
scheme, such as LZSS over strings. Moreover, these results show that our algorithms
are robust for large amounts of data.

We also applied our compression algorithm to HTML files as an example of
real-world data. We used three sets of HTML files containing many of the same
tree structures and one set of HTML files containing few of the same tree struc-
ture. We created a huge tree of structured data by connecting several smaller trees
of structured data, which represent HTML files, and applied our algorithm to it.
Table 1 shows the compression ratios for HTML file sizes and the running times for
compression for each set. The running times for our compression algorithm were
lower those for XMill. These experimental results show higher compression ratios
than those obtained using XMill. Similar to the results for random data sets, the
decompression time was quite short. For example, the “toyota” compressed set was
decompressed in about 1 second. The other three sets were decompressed in less
than a second.

Moreover, we applied our compression algorithm to XML files as other real-
world data. We used nine XML files (Table 2), which can be downloaded from
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Table 1 Experimental results for HTML files
Compression
ratio(%)

Run-time for
compression(s)

Run-time for
decompression(s)

HTML file set #Vertices Ours XMill Ours XMill Ours XMill
Nissan�1 5,142 2:84 16:08 5:69 1.86 1.87 1.76
Honda�2 7,369 2:56 15:61 7:32 1.84 2.10 1.90
Toyota�3 5,295 3:08 17:08 5:97 1.88 1.90 1.78
Various files�4 10,980 11:94 15:63 10:67 2.56 2.52 2.33
�1

http://www.nissan.co.jp/CARLINEUP/
�2

http://www.honda.co.jp/auto-lineup/
�3

http://toyota.jp/Showroom/carlineup/index.html
�4

Mixed data from official sites of European football teams.

Table 2 Real-World data
used in experiments: all files
can be downloaded from the
site, http://snp.ims.
u-tokyo.ac.jp/XML/

No. File name
1 JSNP-Exp_Method.xml
2 JSNP-PCR_Region_Y.xml
3 JST_snp.chrY.xml
4 JSNP-NoneSnp-PCR_Region_Y.xml
5 JSNP-NoneSnp-PCR_Region_18.xml
6 JSNP-NoneSnp-PRC_Region_13.xml
7 JSNP-PCR_Region_13.xml
8 JSNP-Screened_SNP_21.xml
9 JST_gene.chr1.xml

Table 3 Experimental results for XML files
Original Compressed Reduction Compression
No. Size #Vertices #Vertices #Variables Rate (%) Rate (%) Run-time (s)
1 58;748 1;616 852 300 52.7 2:715 0:531

2 200;927 4460 2;327 673 52.2 12:971 6:437

3 531;896 15;619 8;939 1;815 57.2 4:855 26:812

4 794;263 17;878 8;220 4;016 46.0 11:071 28:875

5 4;018;341 93;221 42;233 19;657 45.3 10:682 25:578

6 4;494;650 105;440 44;636 24;838 42.3 10:341 28:875

7 5;612;990 133;701 53;697 30;297 40.2 9:921 54:5

8 10;886;595 350;069 171;057 45;596 48.9 3:078 208:312

9 13;230;267 461;170 124;840 53;702 27.1 5:564 122:141

the site, http://snp.ims.u-tokyo.ac.jp/XML/. The depth of each XML file is from 7
to 9. Table 3 shows the performance of our algorithm, i.e., reduction rate for ver-
tices of structures of XML files, compression ratios for XML file sizes, and running
times for compression. We can easily see that the running time of our compres-
sion algorithm became slow according to the number of vertices of input XML
file. We can see that the number of vertices of input XML file could be reduced
to the half and our compression algorithm has high performance w.r.t. compres-
sion, regardless of the size of input XML file. Table 4 shows the comparison of our
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Table 4 Experimental results
of comparing original XMill
with our algorithm

Compression
rate (%) Run-time (s)

No. zip XMill Ours XMill Ours
1 3.103 2.267 2.715 0.031 0.531
2 13.507 12.551 12.971 0.062 6.437
3 6.906 4.746 4.855 0.219 26.812
4 12.176 11.048 11.071 0.312 28.875
5 12.426 10.710 10.682 4.406 25.578
6 12.112 10.363 10.341 5.39 28.875
7 11.724 9.926 9.921 7.313 54.5
8 5.205 3.144 3.078 10.172 208.312
9 7.564 5.627 5.564 24.203 122.141

compression algorithm with other compressors, zip and XMill. In all experiments,
zip was the fastest in three compressors. Since our compression algorithm com-
pressed the structure of input XML file, our compression algorithm was the slowest.
However, for almost files, our compression algorithm gave better compression rates
than zip. Moreover, for almost larger files, our compression algorithm was the best
w.r.t. compression ratio.

From these above experiments for synthetic ordered trees that were randomly
generated and to XML files, which are real-world data, we could see that our com-
pression algorithm has advantage for compressing XML files whose depths are high
and whose maximum degrees are small.

6 Conclusion

We have developed efficient compression and decompression algorithms for ordered
trees that are based on a Lempel–Ziv compression scheme. They are an improved
version of the XMill compressor and XDemill decompressor introduced by [7].
Evaluation of their performance by applying them to synthetic large ordered trees
and real-world tree structured data demonstrated their effectiveness and efficiency.

In the fields of data mining and knowledge discovery, data mining and data com-
pression techniques are closely related. For example, compressed pattern matching
methods, which find all occurrences of a pattern in a compressed text without de-
compression, have been developed in ([6,9]). We plan to develop a pattern matching
algorithm for ordered term trees without decompression that determines whether
there is a substitution ı such that t� � sı or not when an LZ compression .t; �/
and a term tree s are given. Moreover, Suzuki et al. [11] have considered poly-
nomial time inductively inferable from positive data, by giving a polynomial time
algorithm for solving the minimal language problem for term trees. Yamasaki et al.
[14] have introduced a block preserving graph pattern, which is an extension of a
term tree, and have considered a polynomial time inductively inferable from positive
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data. Then, they have developed incremental graph mining algorithms for enumer-
ating all frequent block preserving graph patterns with respect to a given finite set
of connected outerplanar graphs. From these machine learning results, we plan to
develop efficient graph mining algorithms for extracting interesting features from
compressed graph structured data.

References

1. Abiteboul, S., Buneman, P., & Suciu, D. (2000). Data on the Web: from relations to semistruc-
tured data and XML. Morgan Kaufmann. San Francisco, CA, USA.

2. Adiego, J., Navarro, G., & de la Fuente, P. (2004). Lempel-ziv compression of structured text.
Proceedings of the IEEE data compression conference (DCC 2004) (pp. 112–121).

3. Cheney, J. (2001). Compressing xml with multiplexed hierarchical ppm models. Proceedings
of the IEEE data compression conference (DCC 2001) (pp. 163–172).

4. Cook, D.J., & Holder, L.B. (2000). Graph-based data mining. IEEE Intelligent Systems, 15(2),
32–41.

5. Itokawa, Y., Uchida, T., Shoudai, T., Miyahara, T., & Nakamura, Y. (2003). Finding frequent
subgraphs from graph structured data with geometric information and its application to loss-
less compression. Proceedings of the 7th Pacific–Asia conference on advances in knowledge
discovery and data mining (PAKDD-2003), Springer, LNAI 2637 (pp. 582–594).

6. Kida, T., Matsumoto, T., Shibata, Y., Takeda, M., Shinohara, A., & Arikawa, S. (2003). Col-
lage system: a unifying framework for compressed pattern matching. Theoretical Computer
Science, 1(298), 253–272.

7. Liefke, H., & Suciu, D. (2000). Xmill: an efficient compressor for xml data. Proceedings of
the 2000 ACM SIGMOD international conference on management of data (pp. 153–164).

8. Matsumoto, S., Hayashi, Y., & Shoudai, T. (1997). Polynomial time inductive inference of
regular term tree languages from positive data. Proceedings of the 8th workshop on algorithmic
learning theory (ALT-97), Springer, LNAI 1316 (pp. 212–227).

9. Sakamoto, H. (2005). A fully linear-time approximation algorithm for grammar-based com-
pression. Journal of Discrete Algorithms, 3(2–4), 416–430.

10. Storer, J.A., & Szymanski, T.G. (1982). Data compression via textual substitution. Journal of
the ACM, 29(4), 928–951.

11. Suzuki, Y., Shoudai, T., Uchida, T., & Miyahara, T. (2006). Ordered term tree languages which
are polynomial time inductively inferable from positive data. Theoretical Computer Science,
350, 63–90.

12. Tolani, P.M., & Haritsa, J.R. (2002). Xgrind: a query-friendly xml compressor. Proceedings of
the 18th international conference on data engineering (pp. 225–234).

13. Yamagata, K., Uchida, T., Shoudai, T., & Nakamura, Y. (2003). An effective grammar-based
compression algorithm for tree structured data. Proceedings of the 13th international confer-
ence on inductive logic programming (ILP-03), Springer, LNAI 2835 (pp. 383–400).

14. Yasamaki, H., Sasaki, Y., Shoudai, T., Uchida, T., & Suzuki, Y. (2009). Learning block-
preserving graph patterns and its application to data mining. Machine Learning, 76, 137–173.

15. Ziv, J., & Lempel, A. (1977). A universal algorithm for sequential data compression. IEEE
Transactions on Information Theory, IT-23(3), 337–343.



Chapter 27
Using Finite Automata Approach for Searching
Approximate Seeds of Strings

Ondřej Guth and Bořivoj Melichar

Abstract Seed is a type of a regularity of strings. A restricted approximate seed w
of string T is a factor of T such that w covers a superstring of T under some distance
rule. In this paper, the problem of searching of all restricted seeds with the small-
est Hamming distance is studied and a polynomial time and space algorithm for
solving the problem is presented. It searches for all restricted approximate seeds of
a string with given limited approximation using Hamming distance and it computes
the smallest distance for each found seed. The solution is based on a finite (suf-
fix) automata approach that provides a straightforward way to design algorithms
to many problems in stringology. Therefore, it is shown that the set of problems
solvable using finite automata includes the one studied in this paper.

Keywords Hamming distance � Approximate seed � Suffix automaton � Stringology

1 Introduction

Searching regularities of strings is used in a wide area of applications like molecu-
lar biology, computer-assisted music analysis, or data compression. By regularities,
repeated strings are meant. Examples of regularities include repetitions, borders,
periods, covers, and seeds.

The algorithm for computing all exact seeds of a string was introduced in [4]. The
first algorithm for searching all seeds using finite automata was introduced in [5].

Finding exact regularities is not always sufficient and thus some kind of approx-
imation is used. An algorithm for searching approximate periods, covers, and seeds
under Hamming, Levenshtein (also called edit), and weighted Levenshtein distance
was presented in [2]. The algorithm for computing approximate seeds was originally
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introduced in [1]. An algorithm for searching all approximate covers with the small-
est Hamming distance based on finite automata was presented in [3].

Finite automata provide common formalism for many algorithms in the area of
text processing (stringology). Finite automaton as a data structure may be easily
implemented. Therefore, using it as a base for similar approach to many algorithms
is not only theoretical problem, as it may make development of software related
with above mentioned areas easier, faster, and cost-reduced.

2 Preliminaries

Some notions and notations used in this paper are commonly used, thus they are not
defined here. Exact definitions of such notions and notations could be found in [3].

Having string T D a1a2 � � � ajT j, reversed string T is denoted by T R and it is
equal to T R D ajT jajT j�1 � � � a1. An effective alphabet of a string T is denoted by
AT and consists just of symbols contained in T .

Suppose p; s; u;w; x; p0; s0; T 2 A�. T is a superstring of w if T D pws. p0

is an approximate prefix of T with maximum Hamming distance k if T D pu
andDH .p; p0/ � k. Set of all approximate prefixes of T with maximum Hamming
distance k is denoted by Pref k.T /. An approximate suffix and set of all approximate
suffixes of T with respect to k is defined by analogy and is denoted by Suff k.T /.
The set of all factors of string T is denoted by Fact.T /.

We say that string w occurs in string T if w 2 Fact.T /. Factor w occurs at
position (end-position) i in T if 8j 2 f1; : : : ; jwjg W wŒj � D T Œi � jwj C j �.
An end-set is a set of all i such that w occurs at position i in T . String w occurs
approximately with maximum Hamming distance k at position i in string T (or w
has approximate occurrence at position i in T ) if there exists factor x that occurs at
position i in T and DH .x;w/ � k.

String w is a restricted approximate seed of string T with maximum Hamming
distance k if w is a factor of T and w is a restricted approximate cover of some
superstring of T with maximum Hamming distance k.

The smallest Hamming distance of a restricted approximate seed w of string T
is the smallest possible integer lm such that w is a restricted approximate seed of T
with maximum Hamming distance lm.

Deterministic finite automaton is denoted by DFA, nondeterministic one is de-
noted by NFA. DFA is partial if there may exist a pair of state qi and symbol a such
that ı.qi ; a/ is undefined. In this paper, only partial DFA are considered. A deter-
ministic trie is a DFA that may be represented as a tree, i.e., for each state qj , there
exists at most one qi such that for any a 2 A, ı.qi ; a/ D qj . An extended transition
function denoted by ı� is for a DFA defined for a 2 A; u 2 A� in this way:

ı�.q; "/ D q; ı�.q; ua/ D ı.ı�.q; u/; a/
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An extended transition function of an NFA is defined as:

ı�.q; "/ D fqg; ı�.q; au/ D
[

qi2ı.q;a/

ı�.qi ; u/

A left language of a state q of a DFA is set of all strings w for that holds ı�.q0;w/ D
q for initial state q0. Left language of a state q of a trie contains one string, denoted
by factor.q/.

A nondeterministic Hamming suffix automaton for string T and maximum Ham-
ming distance k is denoted by M k

SN
.T /.

A deterministic suffix automaton for string T and maximum Hamming distance
k, denoted byM k

SD
.T /, is a DFA that accepts all strings from Suff k.T / (see Fig. 9).

A depth of a state q of the automaton is equal to length of the longest string w
such that ı�.q0;w/ D q for initial state q0. A d -subset of a state of a DFA MD is
a set of corresponding states of an NFA MN when MD was created using subset
construction from MN . Each element of the d -subset of MD corresponds to a state
of MN . An element of a d -subset is denoted by ri , where the subscript i means an
index (order) of the element ri within the d -subset. A level of a state of an NFA or
of an element of a d -subset corresponds to an approximation (i.e., number of errors
in Hamming distance). In figures, states of nondeterministic automata and elements
of d -subsets of deterministic automata are denoted by their depths and levels, e.g.,
300 means state or element with depth 3 and level 2.

3 Problem Formulation

(All restricted seeds with the smallest Hamming distance.) Given string T and max-
imum Hamming distance k, find all restricted approximate seeds of T with respect
to k and compute their smallest distances.

The algorithm for searching exact seeds in generalised strings [5] works for (non-
generalised) strings as well, because string is special case of generalised string. It
is based on the following idea. First, nondeterministic suffix automaton MSN .T /

for string T is constructed (see Fig. 7 for an example). Equivalent deterministic
automaton MSD .T / D .Q;AT ; ı; q0; F / is computed using subset construction
(see Fig. 9 for an example). One of conditions for any factor to be a seed of string
T is its length. Seed w must be long enough to cover “central part” of string T (i.e.,
the part of T between the leftmost and the rightmost position of w within T ), the
uncovered suffix of T must be covered by a prefix of w and the uncovered prefix of
T must be covered by a suffix of w. All sufficiently long factors are then checked
whether they cover the uncovered suffix, and prefix of T , respectively. If MSD .T /

accepts some prefix of factor w then w covers uncovered suffix of T . If a suffix
automaton MSD .T

R/ for reversed string T accepts some prefix of reversed factor
w then w covers uncovered prefix of T . When w satisfies all the conditions, w is
a seed of T .
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Computation of the smallest Hamming distance of a cover (presented in [3]) is
based on the following idea: when the maximum approximation of the first and the
last position of cover w in T is lmin, for its smallest distance lm holds lm � lmin,
because cover is an approximate prefix and suffix of T and thus it cannot cover T
without its first and last position. When cover w of T has positions with approxima-
tion at most l , for its smallest distance lm clearly holds lm � l . When the positions
of w with the maximum approximation equal to l are no longer considered (the first
and the last position must be still considered) and w is still cover of T , then for lm
holds lm � l � 1. lm is decremented till w still covers T . This may be used with
modifications for computation of seeds.

The algorithm for searching exact seeds from [5] uses two phases: first, deter-
ministic suffix automaton is constructed and then d -subsets are analysed and seeds
are computed. This means that complete automaton or at least all the d -subsets to
be analysed need to be stored in memory at a time. By contrast, the algorithm for
searching covers from [3] uses merge of the phases, each d -subset is analysed just
after its construction. A depth-first search like algorithm is used and the states that
are no longer needed are removed. For approximate seeds searching, there is also
no need to store all elements of d -subsets of the automaton at a time.

4 Problem Solution

Some properties are common for exact and approximate seeds with Hamming dis-
tance. Therefore, the algorithm presented in [5] is used as a base of algorithm for
the problem studied in this paper, using some (but not all) techniques for searching
covers in [3] for further improvements.

Every approximate restricted seed of string T is necessarily an exact factor of
T with other possible approximate occurrences. Suffix automaton constructed for
string T and maximum Hamming distance k has extended transitions defined for
all factors of T with respect to k. When deterministic suffix automaton M k

SD
.T /

is constructed using subset construction from nondeterministic one M k
SN
.T /, each

element of any d -subset of any state of M k
SD
.T / contains information not only

about position (depth within M k
SN
.T /) but also about approximation (level within

M k
SN
.T /). Therefore, it may be easily determined whether string from left language

of any state of M k
SD
.T / is an exact factor of string T .

Note. For string T , string v such that v is not a factor of T , and any string u being
a superstring of v holds:

8T; u; v 2 A�; v 2 Fact.u/ W v … Fact.T /) u … Fact.T /

Lemma 1. For DFAM k
SD
.T / D .QD; AT ; ıD; q

D
0 ; FD/ created using subset con-

struction from M k
SN
.T / and for its state qi 2 QD with d -subset d.qi / such that
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8r 2 d.qi / W level.r/ > 0 holds that any successor of qi cannot contain element rj

such that level.rj / D 0.

Corollary 2. As only exact factor of T may be a restricted seed of T , there is no
need to construct any state of M k

SD
.T / having only non-zero-level elements in its

d -subset, as such state contains no exact factor of T in its left language. Therefore,
when such state is created during construction, it may be removed and any of its
successors need not be constructed. Such deterministic suffix automaton contain-
ing only states having at least one zero-level element in its d -subset is denoted by
QM k
SD
.T /.

Note. Special type of deterministic suffix automaton, suffix trie, is considered in
this paper. Construction of the trie and left language extraction is simpler than
for general suffix automaton. As left language of any state of the trie contains
exactly one string, extraction of left language of any state takes linear time with
respect to length of the string (e.g., using inverted transition function). See Fig. 9 for
example.

The relationship between length and positions of any seed (presented in [5])
holds also for approximate positions with Hamming distance, as the distance is de-
fined for strings of equal lengths only.

Note. When searching for covers with Hamming distance ([3]), it is possible to
remove all states q of deterministic suffix trie that do not represent prefix, i.e.,
such q that jfactor.q/j < depth.r1/, where d.q/ D r1; : : : ; rjd.q/j. Similar prop-
erty between the first position and length of a factor is used for searching seeds:
jfactor.q/j � 1

2
� depth.r1/. Unlike in computing covers, this condition cannot be

used for removing states q and their successors.

Example 3. Let us consider suffix trie for string T D bbbbbaaabb and maximum
Hamming distance k D 2. Factor aaa cannot be a seed of T as its first approximate
position within T is 6. Factor aaabb is a seed of T with respect to k. It is obvious
that for states q1; q2 of the trie, where factor.q1/ D aaa and factor.q2/ D aaabb,
holds: q2 is a successor of a state that is a successor of q1. Therefore, q1 must not
be removed to be able to find aaabb.

For computation of the smallest distance lm of each seed, the idea used for
searching covers ([3]) may be used for searching seeds. Unlike searching covers, any
position may be removed, including the first and the last, thus the only lower bound
of lm is 0. Determination whether continue to decrement l is for seeds more complex
than for covers, as computation of covering of central part of T is not sufficient con-
dition for seeds. For factor w of T , not only positions and their approximation need
to be considered, but also distance of the uncovered prefix, suffix, of T , and some
suffix, prefix, of w, respectively. See algorithm at Fig. 5 for further information.

Example 4. Let us have string T D bbbbbaaa and maximum Hamming distance
k D 2. One seed of T with respect to k is bbba. It may be seed of T with Hamming
distance 2, because its positions in T are 4, 5, 6, 7, and 8 with maximum approxi-
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Fig. 1 Possible covering
of string bbbbbaaa with
string bbba and Hamming
distance 2 from Example 4

Fig. 2 Possible covering
of a superstring of bbbbbaaa
with bbba and Hamming
distance 1 from Example 4

mation 2 (see Figs. 1 and 9). When the position 8 with approximation 2 is removed,
bbba is still seed of T with positions 4, 5, 6, and 7, all with approximation at most
1 (Fig. 2).

The deterministic suffix trie is needed not only to determine positions of each
factor w of T , but also for checking whether w is able to cover uncovered prefix and
suffix of T (see algorithm at Fig. 6). Thus, the trie must be able to accept strings
of length at least jwj � 1. Therefore, the depth-first search with removing states
used in [3] cannot be used. By contrast, only elements of d -subset d.q/ may be
removed after construction of all successors of q, transitions must be preserved.
Thus, breadth-first search in the automaton is used (see algorithm at Fig. 3 and usage
of queues L;LR). As no state of trie QM k

SD
.T / is removed and the last element of

each d -subset is preserved, it is possible to recognise all approximate suffixes of T
of length at least jwj � 1 and their distance.

Like an exact seed, an approximate one must also cover the uncovered prefix
and suffix of string T (i.e., some prefix of seed w must be an approximate suffix
of T and some suffix of w must be an approximate prefix of T ). Similar technique
as for exact seeds ([5]) is used (algorithm at Fig. 6), but with tries QM k

SD
.T / and

QM k
SD
.T R/. When some suffix of seed w of T (i.e., some prefix of reversed w) is

accepted by QM k
SD
.T R/, i.e., w D factor.q/ for some final state q of QM k

SD
.T R/,

w covers the uncovered prefix of T with approximation equal to level of the last
element rjd.q/j of d.q/. Similarly for a prefix of w, the uncovered suffix of T and
QM k
SD
.T /.

For complete solution of the problem see algorithm at Fig. 3.

Example 5. Let us compute set of all seeds with maximum Hamming distance
k D 2 for string T D bbbbbaaa. Nondeterministic suffix automata M k

SN
.T / (see

Fig. 7) and M k
SN
.T R/ (see Fig. 8) are constructed. Next, subset construction of de-

terministic suffix trie M k
SD
.T / from M k

SN
.T / starts state-by-state (see transition

diagram of M k
SD
.T / with all states, that need to be constructed, at Fig. 9), the same
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Fig. 3 Algorithm for computing the set of all restricted approximate seeds of string T with maxi-
mum Hamming distance k
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Fig. 4 Algorithm for computing a successor of a state of deterministic suffix trie QM D
.QD;AT ; ıD; q

D
0 ; FD/

Fig. 5 Algorithm for computing the smallest distance of a seed of string T

is done with trie M k
SD
.T R/ from M k

SN
.T R/. Some states may have only elements

with non-zero level in its d -subset (for example 70080). Such states are removed and
their successors are not constructed as strings from their left languages (e.g., aaaa)
are not factors of T (follows by Corollary of Lemma 1).

All other states need to be checked whether their left languages contain some
seeds. For example, state with d -subset 600708 contains string aaa in its left lan-
guage. The string occurs approximately at positions 6, 7 in T and exactly at position
8 in T , thus it cannot be seed of T , as its leftmost occurrence within T ends at
position 6 and its length is 3 (i.e., the occurrence starts at position 4), so any proper
suffix of aaa cannot cover the uncovered prefix (positions 1 to 3) of T .

Other example is state with d -subset 4050670800, which contains factor bbba of
string T in its left language. This factor covers T with Hamming distance 2, and
therefore it is seed of T (see Fig. 1). When all positions with the maximum distance
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Fig. 6 Algorithm for determining whether string w is a seed of string T with maximum Hamming
distance l

Fig. 7 Transition diagram
of the nondeterministic suffix
automaton Mk

SN
.T / for string

T D bbbbbaaa and
maximum Hamming distance
k D 2 from Example 5

0 1 2 3 4 5 6 7 8b b b b b a a a
b b b b a a a

1′ 2′ 3′ 4′ 5′ 6′ 7′ 8′
b b b b a a a

a a a a a b b b

a a a a b b b

2″ 3″ 4″ 5″ 6″ 7″ 8″

a a a a b b b

b b b a a a

Fig. 8 Transition diagram of
the nondeterministic suffix
automaton Mk

SN
.T R/ for

reversed string T , i.e.,
T R D aaabbbbb, and
maximum Hamming distance
k D 2 from Example 5

0 1 2 3 4 5 6 7 8
a a a b b b b b

a a b b b b b

1´ 2´ 3´ 4´ 5´ 6´ 7´ 8´
a a b b b b b

b b b a a a a a

b b a a a a a

2˝ 3˝ 4˝ 5˝ 6˝ 7˝ 8˝
a b b b b b

b b a a a a a

(i.e., 8) are not considered, bbba is still seed of T , as proper prefix b of bbba covers
uncovered suffix a of T with Hamming distance 1 (see Fig. 2). See resulting table
of all seeds and their distances in Table 1.

5 Time and Space Complexities

Note. As parts of automataM k
SD
.T / andM k

SD
.T R/ are constructed the same way

in algorithm at Fig. 3, the time and space complexities of their construction are the
same.
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Fig. 9 Transition diagram of the constructed part of the suffix trie Mk
SD
.T / for string T D

bbbbbaaa and maximum Hamming distance k D 2 from Example 5; dashed states are removed
as their left languages do not contain exact factor of T and thus they are not states of trie QMk

SD
.T /

Table 1 All seeds of string
T D bbbbbaaa with
maximum Hamming distance
k D 2 and their smallest
distances lm; p is used prefix
of a seed, s is used suffix
(computed by algorithm at
Fig. 6); see Example 5

Seed d -Subset lm Occurrences p s

ba 2030405067080 1 2,3,4,5,6,7,8 " "

baa 30040050060780 2 3,4,5,6,7,8 " "

bba 304050670800 1 3,4,5,6,7 b "

bbb 34560700 2 3,4,5,6,7 b "

baaa 600708 2 6,7,8 " aa

bbaa 40050060780 2 4,5,6,7,8 " aa

bbba 4050670800 1 4,5,6,7 b "

bbbb 4560700 2 4,5,6,7 b "

bbaaa 600708 2 6,7,8 " a

bbbaa 50060780 1 6,7,8 " a

bbbba 50670800 1 5,6,7 b "

bbbbb 560700 2 5,6,7 b "

bbbaaa 600708 1 7,8 " a

bbbbaa 60780 1 6,7,8 " "

bbbbba 670800 1 6,7 b "

bbbbaaa 708 1 7,8 " "

bbbbbaa 780 1 7,8 " "

bbbbbaaa 8 0 8 " "

Lemma 6. Left languages of states of deterministic suffix trie with set of statesQD
are distinct, i.e.,

q1; q2 2 QDI q1 ¤ q2) factor.q1/ ¤ factor.q2/



27 Using Finite Automata Approach for Searching Approximate Seeds of Strings 357

Definition 7. Let us consider string T and maximum Hamming distance k. When
a factor w approximately occurs e-times in T with respect to k, we say that number
of approximate repetitions of w in T with respect to k, denoted by Rkw.T /, is e � 1.
Then number of approximate repetitions of all factors of T with respect to k, denoted
by Rk.T /, is defined as

Rk.T / D
X

w2Fact.T /

Rkw.T /

Lemma 8. Number of states of deterministic suffix automaton QM k
SD
.T / for string

T and maximum Hamming distance k is

1

2
� .jT j2 C jT j/ �Rk.T /C 1

Note. As restricted approximate seeds of string T are exact factors of T , it is mean-
ingful to consider effective alphabet AT only and jAT j � jT j always holds (recall
that effective alphabet AT consists only of symbols that occur in T ). It is also mean-
ingless to consider high k, because every factor of T having length less or equal to
k is always approximate seed of T . Thus k � jT j always holds. Usually k and jAT j
are independent of jT j.

Lemma 9. Number of states of deterministic suffix automaton M k
SD
.T / con-

structed for string T and maximum Hamming distance k using algorithm at Fig. 3
is at most

jAT j �

�
1

2
� .jT j2 C jT j/ �Rk.T /

�

C 1

Lemma 10. For every d -subset of automaton QM k
SD
.T / constructed for string T

and maximum Hamming distance k by algorithm at Fig. 3 holds that there are no
two elements having the same depth.

Lemma 11. Number of elements of all d -subsets of deterministic suffix automaton
QM k
SD
.T / constructed for string T and maximum Hamming distance k is not greater

than
1

2
� .jT j3 C jT j2/ � jT j �Rk.T /C 1

Lemma 12. Number of elements of all d -subsets of deterministic suffix automaton
M k
SD
.T / constructed for string T over effective alphabet AT and maximum Ham-

ming distance k using algorithm at Fig. 3 is not greater than

jAT j �

�
1

2
� .jT j3 C jT j2/ � jT j �Rk.T /

�

C 1

Lemma 13. Time complexity of the check whether d -subset d.q/ of a state q of
deterministic suffix automaton QM k

SD
.T / represents a seed w D factor.q/ of string

T (algorithm at Fig. 6) is at most
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2 � jd.q/j C 2 � jwj � 2

that is O.jT j/.

Lemma 14. Having string T , its seed w and given maximum Hamming distance k,
time complexity of the computation of the smallest distance of seed w D factor.q/
of T (algorithm at Fig. 5) is at most

jd.q/j C k � .3 � jd.q/j C 2 � jwj � 2/

that is O.k � jT j/.

Note. Number of all seeds is O.jT j2/ (like number of factors). Thus, the sum of
their lengths is O.jT j3/, denoted by jhseedsk.T /j.

Theorem 15. Time complexity of computation of all restricted approximate seeds
with their smallest distance for string T over effective alphabet AT with maximum
Hamming distance k (algorithm at Fig. 3) is

O.k � jAT j � jT j3/

Proof. Construction of nondeterministic suffix automaton M k
SN
.T / D .QN ; AT ;

ıN ; q
N
0 ; FN / for string T and maximum Hamming distance k takes O.k � jAT j � jT j/

time. For each state of deterministic suffix automaton QM k
SD
.T / (Lemma 8) and for

each symbol of AT , new d -subset is constructed. As each element of any d -subset
may be constructed in constant time (just using already known transition function
ıN ) and the elements are naturally ordered (no need to sort – proven in [3]), all
d -subsets are constructed in at most

jAT j �

�
1

2
� .jT j3 C jT j2/ � jT j �Rk.T /

�

C 1

time. Each d -subset is checked whether it contains element with zero level in linear
time. The left language extraction of state takes linear time and thus by Lemma 13
and 5 the theorem holds.

Lemma 16. During construction of deterministic suffix trie QM k
SD
.T / for string T

(algorithm at Fig. 3), there are at most O.jT j2/ elements of d -subsets stored in
memory at a time.

Theorem 17. Space complexity of computation of all seeds of string T with maxi-
mum Hamming distance k is

O.jT j2 C jhseedsk.T /j/

Proof. Space complexity of construction of nondeterministic suffix automaton
M k
SN
.T / is O.k � jAj � jT j/ (proven in [3]). By Lemma 16, number of elements of
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d -subsets stored in memory at a time is O.jT j2/, as no more elements of d -subsets
than those in queue L plus O.jT j/ new are in memory at a time. By Lemma 8,
number of states of deterministic suffix automaton QM k

SD
.T / is O.jT j2/ (they all

are stored in memory with one element each). As the automaton QM k
SD
.T / is con-

structed as trie, number of transitions is also O.jT j2/. The space complexity also
depends on size of result, which is jhseedsk.T /j.

6 Experimental Results

The Algorithm was implemented in C++ using STL and compiled by GNU C++
3.4.6 with O3 parameter. The dataset used to test the algorithm is the nucleotide
sequence of Saccharomyces cerevisiae chromosome IV (the dataset could be down-
loaded from http://www.genome.jp/). The string T consists of the first jT j characters
of the chromosome.

The set of tests was run on an AMD Athlon (1400 MHz) system, with 1.2 GB of
RAM, under Gentoo Linux operating system (see Fig. 10).

Note. In comparison to experimental results shown in [2], the algorithm presented
in this paper runs a bit faster for the same data, even on a slightly slower computer
(1.3 s in [2] for text length 100 vs. maximum 0.7 s for text length 113 – see Fig. 10).

Athlon 1.4 GHz, for |T|=113 (solid) and |T|=149 (dotted)
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Fig. 10 Time consumption of the experimental run on the Athlon with respect to the maximum
distance (see Section 6)
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7 Conclusion

In this paper, we have shown that an algorithm design based on determinisation
of a suffix automaton is appropriate for computation of all restricted approximate
seeds with the smallest Hamming distance. The presented algorithm is straightfor-
ward, easy to understand and to implement and its theoretical and experimental time
requirements are comparable to the existing approach [1].

For the future work, we would like to extend the algorithm for searching seeds
to other distances and to utilise similar approach for searching other types of
regularities.
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Chapter 28
Speech Recognizer with Dynamic Alternative
Path Search and Its Performance Evaluation

Tsuyoshi Morimoto and Shin-Ya Takahashi

Abstract For a middle-size (around 1,000 words) vocabulary speech recognition,
a Finite State Automaton (FSA) language model is widely used. However, defining
a FSA model with sufficient coverage and consistency requires much human effort.
We already proposed a method to automatically construct a FSA language model
from learning corpus by use of FSA DP matching algorithm. Experiment results
show that this model attains quite high recognition correct rate for closed data, but
only low rate for open data. This is mainly because a necessary path does not appear
in a generated FSA. To cope with this problem, we propose a new search algorithm
that allows to jump dynamically to an alternative path when speech recognition of
some words seems to fail. We report experiment results and discuss the effectiveness
of the algorithm.

Keywords FSA language model � Automatic construction of a language model
� Dynamic alternative path search � Speech recognition performance

1 Introduction

For a large vocabulary speech recognition system, like a dictation system, a sta-
tistical language model such as bi-gram or tri-gram is widely used. This kind of
models is generated from a large amount of learning texts (corpus), such as news-
paper articles covering several years. Here, if the size of corpus is not large enough,
reliability of statistical information calculated from the corpus decreases and then so
the efficiency of the generated statistical language model (this is called as a sparse-
ness problem). Therefore, for a middle-size (around 1,000 words) vocabulary speech
recognition system, such as on travel conversation, a Finite State Automaton (FSA)
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language model is usually used. However, defining a FSA model by hands with
sufficient coverage and consistency requires much human effort, even for a middle-
sized vocabulary.

On generating a FSA language model automatically from learning data, several
methods have been proposed. Note that constructing an acyclic FSA from given
data is a simple problem; one can construct a TRIE tree in which common prefix
is shared, and then minimize the tree by merging equivalent states. This method,
however, is computationally quite expensive. Several method have been proposed to
improve the efficiency [1,2], but they are still at a basic research stage and have not
applied yet to practical applications. Meanwhile, other kind of approaches have been
proposed [3–5] aiming at applying to actual speech recognition language modeling.
However, since common key technique used in them for improving efficiency is to
use stochastic features, a sparseness problem mentioned above arises again when
corpus size is not large enough.

We already proposed a new method to generate a FSA language model by use of
FSA DP (Dynamic Programming) matching method [6]. Experiment results shows
that this model can attain high recognition correct rate for closed data, but only
low rate for open data. This is mainly because a necessary path does not appear in
a generated FSA for an open data. To cope with this problem, we propose, in this
paper, a new search algorithm that allows to jump dynamically to an alternative path
when speech recognition of some words seems to fail.

In the following section, we briefly explain the method on constructing a FSA
language model from a corpus, and describe basic performance of a generated FSA
model. In Section 3, our new search algorithm is proposed, and effectiveness of the
algorithm is discussed. In paper [6], we have proposed another performance improv-
ing approach; a post-filtering. After completion of speech recognition, acceptability
of a recognized result is evaluated and is judged whether the result can be accepted
or not. In Section 4, an overall result by combining the new search method and the
post-filtering is also reported.

2 Overview of Constructing an FSA Language Model

As mentioned above, we already proposed a method to generate a FSA language
model by use of DP matching. Here, we briefly describe the method and also about
basic performance of generated FSA models.

2.1 Constructing an FSA Language Model

(a) Before executing DP matching, sentences in a corpus are divided into some
number of groups (clusters) based on distances between them. This is because
to avoid unnecessary execution of DP matching between dissimilar sentences.
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There are several ways to calculate a distance between two sentences, but we
adopted a following equation for simplicity.

d
�
Sx ; Sy

�
D 1 �

Num
Num

�
w j w 2 Sx \ Sy

�

�
w j w 2 Sx [ Sy

� (1)

where

d
�
Sx ; Sy

�
W distance between sentence Sx and Sy

Num .w/ W number of words such as w

(b) For each cluster, one randomly chosen sentence (a target) is converted to a sim-
ple one path FSA [1] and is put on a y-axis. Next, another sentence (a reference)
is picked up, converted to a one path FSA as well, and is put on an x-axis.
Next, two FSA are aligned by DP matching (hereafter, we call this DP match-
ing method as a FSA-DP matching: FDP). As a result of FDP, relationships
between words such as ‘equal’, ‘substitution’, ‘deletion’, or ‘insertion’ are ob-
tained. According to these relationships, nodes of a reference FSA are merged
to a target FSA (see Fig. 1).

A target FSA constructed in this way is used as a target FSA in the next FDP, but it is
no longer one-path FSA. Therefore, nodes in the target FSA are sorted topologically
according to a distance from a start node, and put on a y-axis. Next FDP is executed
along with paths defined by a target FSA as shown in Fig. 2.

A global distance at a point (x, y) is calculated according to Eq. 2

gd.x; y/ D min

0

@
gd.x � 1; y/
gd.x � 1; �y/
gd.x; �y/

1

AC ld.x; y/ (2)

where

gd.x; y/: a global distance at a point .x; y/
ld.x; y/: a local distance between word wx and word wy ,

and calculated as follows.

ld.x; y/ D
�
0:0 .wx D wy/
1:0 .wx ¤ wy/

: a location on a y-axis of the previous word.
An each sentence in a cluster is taken out as a reference in turn and the above pro-

cedure is repeatedly applied to, and thus the target FSA is incrementally extended.

(c) When the procedure has finished for all clusters, the same number of FSA mod-
els with the number of clusters are obtained. Finally, these FSA models are
combined into one FSA so that they share a common ST (start) node and an ED
(end) node.
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2.2 Basic Performance of a Generated FSA

2.2.1 Corpus and Speech Recognizer

We conducted several speech recognition experiments on generated FSA language
models. As a corpus, Japanese travel conversation sentences have been collected
from four Japanese-English travel conversation textbooks. Here, sentences being
too colloquial or fragmental were removed. As number of collected sentences is
a slightly small (about 950 sentences), then several new sentences (about 50 sen-
tences) modified little from the originally collected ones were added so that number
of sentences becomes 1,000. Features of the corpus are listed in Table 1, and some
example sentences appearing in the corpus is shown in Table 2.

In speech recognition experiments, HVite [7] is used as a decorder, and a speaker-
independent tri-phone HMM of Julius [8] is used as a Japanese acoustic model. As
a test data for speech recognition experiments, 60 utterances spoken by three male
speakers are used.

2.2.2 Experiment for Closed Data

All 1,000 sentences were used as a learning data. We have constructed several FSA
language models for different number of clusters, but the results of speech recog-
nition experiments among them did not differ much. Therefore, we only show the
result for a 70 clusters model (Table 3). In the table, an experiment result using bi-
gram language model is also shown for a reference. From this table, we can see that
the FSA language model constructed by our method has very small branching fac-
tors and then attains high speech recognition rate. Especially, a sentence %correct
is 20 points or more higher than that of a bi-gram model.

Table 1 Corpus Vocabulary 1,254 words
Sentences 1,000 sentences
Average words per sentence 8.87 words

Table 2 Example sentences 1 Bizyutsu-kan meguri-no tsua-wa ari-mase-n-ka?
(Is there a tour of art museum?)

2 Okurimono-you-ni housou-site morae-masu-ka?
(Can I gift wrapped?)

3 Koko-de tabako-wo sutte-mo ii-desu-ka? (May I
smoke here?)

Table 3 Speech recognition result (for closed data)
Num. of clusters Ave. branching factor Word %correct Sentence %correct
70 1.40 98:9 91:7

Bi-gram 5.88 (perplexity) 93:0 70:0
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2.2.3 Experiment for Open Data

We took out 60 sentences as test data from the corpus, and constructed FSA models
from the rest 940 sentences. Here, the amount of leaning sentences are absolutely
insufficient, simple elimination of test data will cause deletion of several words from
a learning corpus. To avoid this problem as far as possible, noun words appeared in
940 sentences were replaced by appropriate some semantic classes, and then FSA
models were constructed by FDP. In FDP, equation of calculating local distance is
modified as next equation.

ld.x; y/ D

0

@
0:0 .wx D wy/
0:5 .wx ¤ wy ; semx D semy/
1:0 ..wx ¤ wy ; .semx ¤ semy or wx ¤ noun //

(3)

When ld.x; y/ is 0.5, a node denoting that semantic class is generated in a FDP
stage. For converting from a word wx to a semantic class, we used Bunrui-Goi-Hyo
(BGH) [9] as a thesaurus. In BGH, each word is categorized in five levels. We use
two decimal places as a semantic code.

‘airport ‘    1    .     2         6  4 .... 

public 
facility 

society  or 
organization 

agent or object of 
human activity 

noun

:

After completion of FDP, a FSA containing some semantic classes is obtained.
In the next step, these nodes are expanded to the all of nouns which belong to that
semantic class, and then the final FSA (a word level FSA) is generated.

Experiment result is shown in Table 4. In the table, a result only for 70 clusters is
shown. Compared with the result in Table 3, we see that speech recognition correct
rates, especially sentence %correct, drop very much, though they are still better than
that of bi-gram. This is because some words disappeared in the final FSA model
an/or even some paths did so because the size of the training data was fairly small.
We investigated the reasons for recognition errors, and the result is shown in Table 5.
From this table, we see that many of sentence recognition errors are due to deletion
of corresponding paths.

Table 4 Speech recognition result (for open data)
Num. of clusters Ave. branching factor Word %correct Sentence %correct
70 1.68 79:4 28:3

Bi-gram1 6.36 (perplexity) 58:4 3:3

1 When constructing a bi-gram language model, 60 sentences are not eliminated but
back-off (Witten-Bell) smoothing method is applied.
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Table 5 Details of sentence
recognition error

Due to Num. of sentences
Deletion of words 4 (23.5%)
Deletion of paths 13 (76.5%)
Total 17 (100%)

3 Dynamic Alternative Path Search

3.1 Dynamic Alternative Path Search

As described above, main reason for large decrease of sentence %correct is due to
deletion of a necessary path. In most of current speech recognition system using a
FSA language model, search is executed along with paths defined in the model and
never strays from them Therefore, if a necessary path breaks on the way, recognition
thereafter will never succeed. To cope with this problem, the following dynamic
path search algorithm was incorporated into the speech recognizer’s decorder (see
Fig. 3).

� When recognition of each word is finished, the recognition score of the word
is examined whether the recognition result seems to be correct or incorrect. If
seemed to be incorrect, words that are the same with the one prior word on the
different paths are searched for.

� If found, recognition information (recognition score and path information) of that
prior word was copied and attached to those words, and searches are restarted
from these words.

� Search on the original path is also continued to avoid misjudgment on incorrect-
ness of recognition result.

Here, a worrisome problem is that how we should detect a recognition error on a
certain word, because an acoustic score is not always reliable. For the moment, we
use the following criteria for simplicity.

� For each recognition path, a score per frame (spf ) of that path is maintained.
� When recognition for a certain word is finished, a spf of the word is calculated.
� When the following inequality holds, the recognition of that word is regarded

to be wrong, otherwise to be correct. Here, ˇ is decided experimentally (in the
following experiment, it was set to be 1.4).

.a spf of a word/ 5 ˇ � .a spf of a path/ (4)

Here, log-likelihood is used as a score, in the same way in HVite [7]. Now, hereafter,
we will call this dynamic alternative path search algorithm as DAPS.
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Input:Umi-no mie-ru heya-ni shite-kudasai 

( An ocean-view room, please)

ST ED

umi no mieru heya wa

: :

kin’en no heya ni shite kudasai

restart  
to search 

(no-smoking) 

error? 

continue 
to search 

(room) (please) 

(ocean-view) 

Fig. 3 Dynamic alternative path search

3.2 Experiment and Evaluation

We evaluated the effectiveness of DAPS by conducting speech recognition experi-
ment. In the experiment, not only for complete open data, but data with intermediate
open rates were also tested: that is, some of test data are bring back to the learning
data. Here, we define open rate of test data as follows.

open rate D
number of test sentences not included in learning sentences

number of test sentences
� 100

Note that “open rate is 0%” means that test data is completely closed, while “open
rate is 100%” means that test data is completely open. The result is shown in Fig. 4.
From this figure, performance of DAPS is worse than that of the original system for a
closed data. This might happen because ‘detection of word recognition error’ made
mistake. However, as open rate increase, performance of DAPS becomes better than
that of the original system. For 100% open rate, performance, especially sentence
%correct, of DAPS is considerably better than that of the original system; sentence
%correct of the former is 40.0%, while that of the latter is 28.3% (11.7 points up).

The reason of improvement in sentence %correct might be that common sentence
final expressions are frequently used in spoken Japanese. Even if recognition fail-
ure occurs at some word in an utterance, an alternative path that can follow might
exist.
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3.3 Combining with a Post Filter

In paper [6], we have proposed another approach to improve performance, that
is a post-filter. As mentioned above, some words or paths necessary for correct
recognition do not appear in a FSA for open data. Therefore, speech recognition
performance would depend on a distance of a test text from a learning corpus; as
a distance becomes large, recognition performance drops. Note here that we do not
know a correct word string of a test text. However, as seen in Fig. 4, word %correct
is still high even for a complete open data, it can be expected that the same tendency
still remains for a distance between a recognition result and a learning corpus. From
such backgraound, we introduced an additional mechanism, a post-filter. This filter
decides whether a recognized result can be accepted or should be rejected according
to a distance; a result is accepted if a distance is smaller than a certain threshold, but
is rejected if a distance is larger than it (see Fig. 5).

Here, a distance is calculated according to the next equation.

80 

100 

Dynamic 
alternative path
search 

Original (base)
system 

40

60

Sentence % correct

Word % correct

0

20

66.7 100 0 33.3 
open rate (%)

Fig. 4 Recognition performance for unseen data

Learning Corpus 

Speech 
Recognizer 

Post
Filter 

Speech input 

reject

accept 

Fig. 5 Post-filter
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Table 6 Effectiveness of
a post-filter Decision

The decision is
right(%) wrong(%)

Accept (71.7%) 53:5 46:5

Reject (18.3%) 95:5 4:5

D.Sx ; C / D min d.Sx ; Sy jSy 2 C/
where
d.Sx ; Sy/ W the same with in Eq. (1)
D.Sx; C / W distance between sentence Sx anda corpus C

We evaluated the effectiveness of this mechanism combined with DAPS. The dis-
tance threshold was set to be 0.5. The result for 100% open data is shown in Table 6.

In the table, accept-right means that the recognition result is accepted and the de-
cision is right (the recognition result is correct), reject-right means, to the contrary,
that the result is rejected and the recognition result is actually erroneous, and so on.
From this table, we see that, 71.7% of the results were accepted and 53.5% of the
accepted results were actually correct. In other words, by combining with the post-
filter, sentence %correct can furthermore be risen up to 53.5% (this is 13.5 points
up from DAPS).

4 Conclusion

We developed a new method to construct a FSA language model automatically. With
this model, however, speech recognition sometimes fails because a necessary path
will break on the way. To cope with this problem, we propose a new search algorithm
that allows to jump dynamically to an alternative path when speech recognition of
some words seems to fail. Experiment for 100% open data, sentence %correct is
improved remarkably (from 28.3% to 40.0%). This shows the effectiveness of this
algorithm.

An FSA language model is quite convenient for a middle-sized vocabulary
speech recognition. However, it has a serious problem that speech recognition fails
even when a recognition path slightly stray from a path defined in a model. The
proposed method could be thought to be a kind of a back-off method for a FSA lan-
guage model to cope with this problem. From this point of view, there will be also
other methods as following.

� When forward recognition fails, backward recognition is carried out, and two
recognized fragments are tried to be glued.

� When recognition fails somewhere after a pause, all possible paths that follow a
pause will be tried to be recognized.

We also reported the performance evaluation for the system in which DAPS and
the post filter were combined. This post filter decides whether a recognized result
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can be accepted or should be rejected according to a distance between a recognized
result and a learning corpus. The combined system accepts 71.1% of the recognized
results, and sentence %correct for them is 53.5%; it is totally improved from 28.3%
of the original system to 53.5% (25.1 points up).
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Chapter 29
Text Mining Decision Elements
from Meeting Transcripts

Caroline Chibelushi and Mike Thelwall

Abstract The frequent but unfortunate need to rework software development
projects may often be caused by inappropriate decision making. The first step in
addressing this issue is to explore decision making processes and to extract the
tangible elements of decision making within meetings. This chapter explores the
hypothesis that text mining techniques can be used to extract the elements of de-
cision making from software development project meetings and can ultimately be
used as a facility to develop a decision management system. Theories of discourse,
lexical chaining and cohesion are presented and used as the basis for the analysis of
meeting transcripts. Information retrieval and data mining methods are also used.
To assess the performance of the algorithm the C99 and TextTiling algorithms are
used as comparators. The evaluation results show that our method is able to identify
and extract the needs and actions of decision making with a high recall of 85–95%
at a precision of 54–68%.

Keywords Decision making process � Rework � Software development projects �
Text mining [1]

1 Introduction

Many software development projects have been unsuccessful partially as a result
of communication failures between decision makers and incorrect or inappropriate
decision making [1]. Rework involves altering, revising or restarting certain project
activities because the previous work was incorrect, incomplete or inconsistent. It
is a major cost factor in system development projects and accounts for over 50%
of additional effort and substantial costs, particularly for large projects [2, 3]. This
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research considers decision management systems as a means of controlling rework
and failure in system developments projects.

Rework can be necessitated by incorrect or inappropriate decision making. How-
ever, decisions could be ‘hidden’ and difficult to identify. Evidence of their existence
in meetings is related to the issues discussed, the meeting participants’ needs, the
actions taken to satisfy the participants’ needs, and the agents to perform the chosen
actions. Such detailed information is often not found in meeting minutes, which may
result in unmanaged decisions. This research argues that by investigating recorded
and transcribed meeting conversations, it is possible to identify and extract evidence
of meeting decision making processes, referred to herein as the elements of decision
making. By understanding the relationship between these elements, managers will
be able to better detect incorrect decisions and communication failures, and to un-
derstand their impact on the necessity for rework.

Many software development projects become successful after iterative processes
[4], e.g., specification, design, coding and testing processes. However, in order to
correctly perform these iterative processes, decision makers have to communicate
and relate their decisions, understand the impact of each decision made on each
iterative process and the risks involved in making each decision. For example, a
decision maker can decide on design issues without relating them to the decisions
made on the testing issues, and without keeping detailed and accurate documen-
tation. In addition, software development project meetings may contain decisions
that lack an action, or decisions that contain an action but lack an agent to per-
form that action. An example of a catastrophic failure that occurred as a result of
the above mentioned factors is the 4th June 1996 explosion of the Ariane 5 rocket
whilst lifting-off on its maiden flight [5, 6]. Rework also occurs in many organisa-
tional systems, especially in the public sector [7]. For example, rework has recently
occurred in the major projects shown in Table 1.

Another factor that may cause software development complications is incorrect
analyses made by the requirements engineers. In the case of Ariane 5, for example,
this factor led to incorrect decisions to re-use the Ariane 4 alignment code that was
not needed by Ariane 5 after its lift-off. The code remained operational in Ariane 5
without satisfying any specific requirement. The Ariane 5 IRS (Inertial Reference
System) shut down 37 s after launch as because some Ariane 4 values overflowed in
a computation that was not required by Ariane 5. This would have been prevented
if there was communication between decision makers and engineers, as well as de-
tailed and accurate documentation [8] on decisions made before launching Ariane
4 that could have been accessed by the integrators and users. If such documenta-
tion existed it would have been easier to be aware of the problems that may arise
when adequate validation, verification, testing and review were not conducted on
the system.

Despite the costliness of rework being well recognised, there has been little re-
search focused on the analysis of meeting transcripts with the intention to reduce
rework and failure in software development projects. Instead, the issue has been
addressed through technical tools and techniques such as software language speci-
fications or requirements management tools. More precisely, the problem of rework
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has been addressed through changing requirements. In addition, most tools support
the process of carrying out rework, but do not help eliminate rework caused by in-
appropriate decision making. The first step in solving this problem is to explore
decision making processes and propose a model for the tangible elements of deci-
sion making.

2 The Corpus

The research project used 17 transcripts recorded from three diverse meeting envi-
ronments: industrial, organizational and educational, each involving a multi-party
conversation with an accurate and unedited record of the meetings, corresponding
speakers and no pre-set agendas. The meeting transcripts varied in size, ranging
from 2,479 to 25,670 words, posed various complexities due to their informal style,
their lack of structure, their argumentative nature, and the usage of common col-
loquial words. The transcripts contain incomplete sentences, sentences related to
social chatting, interruptions, and references by participants made to visual contexts.
The total corpus with a total of 247,238 words was used to identify an appropriate
model and to illustrate the algorithm proposed for the analysis of transcripts. How-
ever, in this paper, only a transcript with a total of 25,670 words was analysed. This
was the longest and most argumentative meeting, hence its selection.

3 The Ania Model

There have been various views on the number of distinct processes followed in or-
ganisational decision making, ranging from three to five main phases [9–12]. These
have been developed by many other researchers resulting in different iterative mod-
els [13–16].

Another 3 models of decision making which are commonly used in many organ-
isations and share similar phases to the above iterative models include the rational
[15,17], garbage can [18], and political model [19]. The three models represent cur-
rent thinking with regard to formal organisational decision making and hence are
preferred by many organisations.

The existing models need to be simplified as some (e.g. the rational model) are
impossible to implement because they require comprehensive knowledge of every
facet of the problem [20]. However, the models are iterative and share some of the
same decision making components [21].

Although it is obvious that the aims of the above models are to assist decision
makers to make appropriate decisions, these models do not explicitly identify and re-
late the key features of a decision. The obvious requirement to fully understand
decision making or discriminate between different ways of managing decisions and
subsequently rework is to identify the necessary features of decision making within
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the decision management domain; this has led this research to propose the ANIA
model for decision making process.

The ANIA model is developed using the key shared components of the above
mentioned models. ANIA represents Agents, Needs, Issues and Actions within deci-
sion making processes. In order to be able to develop the ANIA model, the research
introduces the concept of ‘decision making elements’ which are generated from the
decision making processes.

The model perceives meetings as activities conducted because one or more
‘agents’ have ‘needs’ for a particular issue or a topic, and each need can be ful-
filled by one or more ‘actions’. The agents, needs, issues and actions are referred to
in this research as the elements of decision making.

Each element can be part of one or more decisions. The identification of these
elements and the recording of them in the decision management system will enable
decision makers to identify the actions, the information that led to them, the reason
why the actions were taken and the result of the actions. Decision makers will thus
be able to understand the decisions made by other decision makers, and why they
were made.

4 Text Analysis Theories Pertinent to the Analysis
of Transcripts

Grosz and Sidner [22] have proposed a theory for discourse structure to understand
and determine the relationships between sets of words uttered by different speakers
across dialogue turns. Any attempt to automate the process of identifying Grosz and
Sidner’s discourse structure requires a method of identifying linguistic segments in
text. In order to achieve this, Morris et al. [23] extended Grosz and Sidner’s theory
to implement a lexical chaining technique.

Discourse is made up of functional words and content words. Examples of func-
tional words are: ‘the’, ‘is’, ‘a’, and ‘for’. These words are likely to be used in the
text about any subject. Examples of content words are: ‘software’, ‘application’,
and ‘date’. These are mostly represented in the text as nouns. Researchers such
as Hasan [24], Hearst [25], and Reynar [26] have observed that nouns and noun
phrases, sometimes called content phrases, are mostly used in human language to
convey the information in a text. Lexical cohesion is a result of identifying and re-
lating content phrases that contribute to the continuity of lexical meaning, hence
identifying issues of conversation in meetings. For this reason, finding text structure
involves finding units of text (content phrases) that are about the same thing [23].
When these units are semantically clustered, they are referred to as lexical chains.

Morris and Hirst [23] hypothesised that in order to be able to capture discourse
structure, they needed to divide the text into cohesive segments. They employed
Halliday and Hasan’s [24] theory to analyse the cohesiveness of a text segment. The
first step in Morris and Hirst’s [23] algorithm was to link sequences of related words
from a document to form lexical chains. They believed that each segment would be
represented by the span of a lexical chain in the text.
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Halliday and Hasan [24] identify five (not always distinct) cohesive relations that
contribute coherence to a document: conjunction, substitution, reference, ellipsis
and lexical cohesion [27]. Lexical cohesion is a linguistic device for investigating
the discourse structure of texts, and lexical chains have been found to be an adequate
means of exposing this structure. In the usual case where a discourse contains a set
of related terms, Morris et al. [23] claim that cohesion is a useful sign of coherence
in a text, especially since the identification of coherence itself is not computationally
feasible at present. Stairmand [28] supports this claim by emphasizing that although
cohesion fails to account for grammatical structure (i.e. readability) in contrast to
coherence, cohesion can still account for the organisation of meaning in a text, and
so, by implication, its presence corresponds to some form of structure in the text.
This research uses lexical cohesion (as in Wordnet) to develop lexical chains.

5 Text Mining

Text mining allows the extraction of significant features from unstructured textual
data such a meeting transcript. This research adapts the CRISP-DM (CRoss-
Industry Standard Process for Data Mining) methodology for text mining by
presenting a new methodology called the Decision Management using Text Mining
(DecM-Text Mining). This methodology consists of three main phases as shown in
Fig. 1.

The three stages of DecM-Text mining are as follows.

5.1 Pre-processing

This stage prepares the textual data to allow for more precise results and faster
processing. It includes three steps: (i) transcript cleaning involves removing signs
and characters which can be irrelevant for text mining, (ii) text normalisation in-
volves tokenization (dividing transcripts into utterances), case folding (removing
differences between capital and lower case words), identification of compound
words and removal of stop words, and (iii) part-of-speech tagging is done using the

Transcripts Pre-processing

Transcript
cleaning

Transcript
normalization

Tagging

Lexical
chaining

segmentation
extraction

Transcript
analysis Evaluation

Result
interpretation
as indicator of

rework

Fig. 1 DecM-Text mining
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Fig. 2 A comparison of stoplists and keeplists

online tool Wmatrix [29]. This research pre-processing differs from others [27, 30].
For example, the task of generating stop words in some applications have used pre-
viously generated stop lists and do not regard tagging as a necessary task in this
phase. Hearst [25] demonstrated that the use of a simple stop list is enough to re-
move the common words and to give good results. DecM-Text mining uses a content
based approach, and a word is regarded as redundant if its potential contextual con-
tribution to the transcript is small. For example the word ‘sense’ can be classified
as a stop list word in one transcript and as a keep list word in another as shown in
Fig. 2.

For this reason, DecM-Text mining was unable to use previously generated stop
lists as the use of such a list may jeopardise its output. Instead, DecM-Text mining
pre-processing provides individual document content-dependent stoplists.

5.2 Transcript Analysis

The DecM-Text mining transcript analysis phase comprises three main tasks: lexical
chaining, segmentation, and extraction.

5.2.1 Lexical Chaining

Lexical cohesion is used as a linguistic device for investigating the discourse struc-
ture of texts, and lexical chains have been found to be an adequate means of
exposing this structure. Morris et al. [23] define lexical chain as a term used to
identify sequences of cohesive words in a text, where lexical cohesive relationships
between words are established using an auxiliary knowledge source such as a dic-
tionary or a thesaurus.

Lexical chaining implements feature clustering, i.e. grouping together related
features in a document or across document collections. In contrast to generic tech-
niques like hierarchical clustering [31–33], k-means [34] and two dimensional
clustering in Self Organizing Maps [35, 36], lexical chaining is less complex and
takes into account the context of the document. In lexical chaining, words are clus-
tered depending on the semantic relationships (synonym, hypernym, meronym etc.)
between them, and hence the analysis is contextual.
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5.2.2 Segmentation

Previous text segmentation techniques have focused on statistically based and lin-
guistically driven methods [37, 38] Most statistical approaches involve probability
distributions [39], machine learning techniques such as neural networks [40], sup-
port vector machines [41] and Bayesian networks [42] Linguistic text segmentation
approaches utilize [24]’s lexical cohesion theory, term repetition to detect topic
changes [30,43,44] n-gram word or phrases [45], or word frequency [44,46]. Also,
lexical chains [27, 30], or prosodic clues are often used to identify topic changes
[44, 47]. However most lexical cohesion-based segmentation approaches use lexi-
cal repetition as a form of cohesion and ignore the other types of lexical cohesion
such as synonym, hypernymy, hyponymy, meronymy [48]. Researchers such as [49]
have also combined decision trees with spoken text linguistic features. The above
segmentation methods were developed for applications that use written and struc-
tured texts, and not transcribed text such as the one used in this research. Based
on complexities posed by transcripts (discussed in Section 2), this research devel-
oped a method to divide transcripts by their topical boundaries. The method includes
temporary segmentation based on the cosine similarity measure, the application of
lexical chains (which involves content) to identify topic boundaries, and final bound-
ary identification to refine further the new segments by searching for speech cue
phrases to confirm or cast doubt upon the topic boundaries.

5.2.3 Extraction

The aim of the DecM-Text mining Extractor (DTE) is to extract topics or issues,
agents, actions, and needs, from meeting transcripts. To extract topics, Katz’s the-
ory [50] is implemented. In this, the extraction of agents, actions, and needs relies
on linguistic pattern recognition methods. The extraction process depends on the
appearance of elements related to decision making within a segment.

Topics boundaries are identified as discussed in the previous section. These
boundaries are used to limit the area in which the related elements can appear. That
is, the related elements of decision making can appear only within a segment and not
outside the segment. Linguistic patterns identify the agent, needs and action patterns
surrounding the main topic. These are the output of the DecM-Text mining.

5.2.4 Expected Applications

The DecM-Text mining output is fed into a decision management tool as shown in
Fig. 3. The tool allows searching, browsing and linking meeting outcomes through
the various elements associated with the decisions made in various meetings. Each
element contains information describing the element type, the other related ele-
ments, the sub-elements, and the date when the element was recorded.
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Fig. 3 The decision management tool

The decision management tool is designed to handle meeting minutes from which
similar elements can be extracted using keywords.

The decision management tool aims to relate decision making elements from
DecM-Text mining and identify elements that need other elements to become com-
plete. For example, if there is a need, issue and an action but not an agent to fulfil that
particular action, the decision management tool aim to remind/alert participants to
provide the remaining element. Also it will provide an alert for any delay or changes
in requirements.

6 Evaluation

Evaluation of the system was performed in two stages; segmentation and extrac-
tion. Segmentation was evaluated by comparing the DecM-Text Mining Transcript
Segmentation (DTTS) against the two standard methods: Textilling and C99. Three
types of evaluation metrics were used, Pk [46], P 0

k
, and WindowDiff [51]. Each

metric measures values ranging from 0 to 1 inclusive. These measures aim to calcu-
late the average amount of error from each approach, and so the approach with the
lowest score in each metric is the best performing algorithm. The results are shown
as shown in Fig. 4.

Figure 4 show that DTTS has considerably fewer errors than TextTiling and C99.
The difference between the Pk and P 0

k
values of the TextTiling and C99 approaches

is relatively large. The P 0
k

values in C99 and TextTiling are approximately twice as
large asPk , which means that these approaches suffer from false positives.
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Since DTTS topic boundaries are relatively accurate, this implies that the dis-
cussed issues are also separated accurately. Similarly, because each utterance has
the name of the corresponding speaker, when the utterance with a need or action is
extracted, it will automatically have corresponding speaker (agent) associated with
it. For this reason, this research focused on the evaluation of the needs and actions.

Figure 5 shows the ‘needs’ and ‘actions’ which were extracted for this particular
transcript.

The extracted needs and actions were evaluated using precision and recall as
shown in Fig. 6.

The goal of the DTE approach is to extract as many needs and actions as possible
from meeting transcripts. The linguistic patterns used include actions or needs with
repetition, faulty tagged phrases and interruption – incomplete actions, or needs and
actions which are not portraying any meaning without some cognitive knowledge.
As a consequence, precision suffers due to extracting needs or actions which are not



29 Text Mining Decision Elements from Meeting Transcripts 383

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

NeedsActions

Precision
Recall

Fig. 6 Recall and precision of the extracted ‘actions’ and ‘needs’ from the corpus

useful. However, in the extraction of needs, the system’s performance is satisfying
because the recall of the transcript measured 100%. Apart from interruption and
repetition, there was little irrelevant material. Most needs linguistic patterns do not
have a wide variation in their appearances. Test results used to calculate recall and
precision were identified by a group of 6 Natural language processing researchers.

7 Conclusions

This chapter describes a new text mining approach to extract key information re-
garding decisions from software development meeting transcripts. The approach
combines aspects from many disciplines: decision theories, linguistics, natural
language processing, information retrieval, text mining and statistics. These are
incorporated in a text mining approach called Decision Management using Text
mining, or DecM-Text mining. This was applied to software development project
meeting transcripts to identify and extract the relevant elements of the decision
making process. DecM-Text mining achieves this by providing the contextual anal-
ysis that is necessary to understand thematic aspects within software development
project meeting conversations. The approach is an adaptation of the CRISP-DM
methodology for mining unstructured text by combining algorithms from different
fields.

The results of both the segmentation and extraction tasks were obtained and
evaluated. Three metrics were applied to two different lexical cohesion based seg-
mentation algorithms: C99 [52] and TextTiling [25]. The results show that DTTS
outperforms the C99 and TextTiling algorithms. The results of the Dec-Text mining
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extraction (DTE) task were also evaluated using precision and recall measures. The
average measure for recall on the extracted ‘needs’ is 92%, and its precision is 68%,
while the measure for recall on the extracted ‘actions’ is 85%, while its precision is
54%. This suggests that the approach correctly detects most of the cohesive relation-
ships necessary to identify the topic regions and shifts within meeting transcripts,
and has extracted the relevant related elements of decision making found in each
region.

Text mining is still evolving and this research has contributed some insights into
methodologies and algorithms. This is the first study to use text mining to analyse
meeting transcripts, to extract the elements of decision making which can be used
as a basis for the development of a decision management system.
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Chapter 30
Double SVMSBagging: A Subsampling
Approach to SVM Ensemble

Faisal Zaman and Hideo Hirose

Abstract In ensemble methods, pooling the decisions of multiple unstable
classifiers often lead to improvements in the generalization performance sub-
stantially in many applications. We propose here a new ensemble method, Double
SVMSBagging, which is a variant of double bagging. In this method we have used
subsampling in order to make the out-of-bag samples larger and trained support
vector machine as the additional classifier on these out-of-bag samples. The un-
derlying base classifier is the decision tree. We have used radial basis function
kernel, expecting that the new classifier can perform efficiently in both linear and
non-linear feature space. We have studied the performance of the proposed ensem-
ble method in several benchmark datasets with different subsampling rate (SSR).
We have applied the proposed method in partial discharge classification of the gas
insulated switchgear (GIS). We compare the performance of double SVMsbagging
with other well-known classifier ensemble methods in condition diagnosis; the
double SVMsbagging performed better than other ensemble method in this case.
We applied the double SVMsbagging in 15 UCI benchmark datasets and compare
its accuracy with other ensemble methods, e.g., Bagging, Adaboost, Random Forest
and Rotation Forest. The performance of this method with optimum SSR generate
significantly lower prediction error than Rotation Forest and Adaboost for most of
the datasets.

Keywords Support vector machine � Double bagging � Subsampling rate � CART
� Partial discharge analysis

1 Introduction

Support Vector Machines (SVM) are learning systems that use a hypothesis space
of a linear functions in a high dimensional feature space, trained with a learning
algorithm from optimization theory that implements a learning bias derived from
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statistical learning theory [9]. This high-dimensional feature space is non-linearly
related to the input space. The SVM learns a separating hyperplane to maximize the
margin and to produce a good generalization ability [7]. Recent theoretical research
work has solved the existing difficulties of using the SVM in practical applications
[19, 24]. The capability of SVM to have competitive generalization error than other
classification methods and ensemble methods have also been checked [12, 22].

In this paper, we have used SVM as the additional classifier model in the ensem-
ble method, double bagging [17]. In double bagging an additional classifier model
is built on the out-of-bag samples and then this model is trained on both the inbag
samples and test set to extract additional predictors for both in building the ensem-
ble and testing it in the test set. As the SVM is a maximum margin classifier, which
construct optimum separating hyperplane between the classes (for binary classi-
fication), we intend to use it in the first phase of the ensemble learning to attain
the class posteriori probabilities consist of discriminative information between the
classes and then integrate these as the additional predictors to construct the decision
tree ensemble in the second phase. These posteriori probabilities are also used in
the testing the decision tree ensembles. This procedure ensures a possibility of max-
imum separation of the classes and henceforth increases the prediction accuracy of
the decision tree ensemble in discriminating the classes.

In this paper, we focused to endeavor Double SVMSBagging in classifying the
type of partial discharge (PD) patterns in a model gas insulated switch gear (GIS)
as a typical electric power apparatus. For condition monitoring purposes, it is con-
sidered to be important to identify the type of defects when monitoring discharge
activities inside an insulation system. In the paper [15] authors first proposed to
use the decision tree as a classification tool for diagnosing because it provides the
tangible if-then rule, and thus we may have a possibility to connect the physical
phenomena to the observed signals. In [16] authors used several ensemble methods
in classifying the defect patterns in the electric power apparatuses. In [20] authors
applied a SVM ensemble for fault diagnosis, based on the genetic algorithm (GA).
They used the GA in order to find more accurate and diverse ensemble.

The paper is organized as follows. In Section 2, we have introduced the SVM. In
Section 3, the Double SVMSBagging ensemble method is discussed. Here we have
put together motivations behind constructing Double SVMSBagging. In Section 4
we have described the properties of the GIS datasets we have used in the experi-
ments, this also include the description of the benchmark datasets used. Section 5
includes the experimental setup and discussion of the results of the paper. We
have compared the performance of the new ensemble method with other ensem-
ble methods, such as the bagging, the Adaboost.M1, random Forest and rotation
Forest in benchmark datasets. We also compare its performance with double bag-
ging with SVM [31]. For PD classification we have compared its performance with
bagging, the Adaboost.M1, the logitboost and the double bagging (with subbag-
ging) with LDA, k-NN and SVM. In Section 6, the conclusion of the study is
stated.
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2 Support Vector Machine (SVM)

The SVM models were originally defined for the classification of linearly separa-
ble classes of objects. It is easy to find a line that separates them perfectly. For any
particular set of two-class objects, an SVM finds the unique hyperplane having the
maximum margin (usually denoted as ı). A special characteristic of the SVM is
that the solution to a classification problem is represented by the support vectors
that determine the maximum margin hyperplane. This is regarded as an approxi-
mate implementation of the structural risk minimization (SRM) principle, which
endows with good generalization performances independent of underlying distri-
butions [19]. The SVMs algorithms are based on parametric families of separating
hyperplanes of different Vapnik-Chervonenkis dimensions (VC dimensions). The
SVMs can effectively and efficiently find the optimal VC dimension and an optimal
hyperplane of that dimension simultaneously to minimize the upper bound of the
expected risk. Usually the classification decision function in the linearly separable
problem is represented by

fw;b D sign.w � x C b/:

Thus, to find a hyperplane with minimum VC dimension, we need to minimize the
norm of the canonical hyperplane jjwjj. So the distance between two hyperplanes,
for example H1 and H2 is,

ı D
2

jjwjj
:

where the hyperplanes H1 defines the border with class fw;b D C1 objects and
hyperplane H2 defines the border with class fw;b D �1 objects, respectively. Con-
sequently, minimizing the norm of the canonical hyperplane jjwjj is equivalent to
maximizing the margin ı between H1 and H2. The purpose of implementing SRM
for constructing an optimal hyperplane is to find an optimal separating hyperplane
that can separate the two classes of training data with maximum margin. Hence
the optimal hyperplane separating the training data of two separable classes is the
hyperplane that satisfies,

Minimize W F.w/ D
1

2
wTw; yi .w � xi C b/ � 1:

This is a convex, quadratic programming (QP), problem with linear inequality con-
straints.

In SVM for multi-class classification, mostly voting schemes such as one-
against-one and one-against-all are used. In the one-against-one classification
method (also called pairwise classification),

�
k
2

�
classifiers are constructed where

each one is trained on data from two classes. Prediction is done by voting where
each classifier gives a prediction and the class which is most frequently predicted
wins (“Max Wins”). In the one-against-all method k binary SVM classifiers are
trained, where k is the number of classes, each trained to separate one class from
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the rest. The classifiers are then combined by comparing their decision values on a
test data instance and labeling it according to the classifier with the highest decision
value.

2.1 Advantage of SVM Over Other Classifiers in Data Based
Condition Diagnosis

During the last years, Neural Network (NN) based models like multilayer percep-
trons (MLP), radial basis function (RBF) networks or self organising maps (SOM)
in application to the data-based fault diagnosis is widely studied in [23, 29]. With
NN models it is possible to estimate a nonlinear function without requiring a math-
ematical description of how the output functionally depends on the input; NNs learn
from examples. The most commonly mentioned advantages of NNs are their ability
to model any non-linear system, the ability to learn, the highly parallel structure and
the ability to deal with inconsistent or noisy data. SVM gives refreshing views on
conventional pattern recognition and classification systems. It has several benefits
compared to statistical classifiers or MLPs, e.g.

1. The most important benefit is its efficiency in high dimensional classification
problems, where statistical classifiers often fail.

2. The other benefit of SVM compared to statistical classifiers is its general appli-
cability to nonlinear problems. MLPs or RBF networks can also be applied in
nonlinear problems, but SVM outperforms them when considering the globality
of solution.

3. Training of the SVM results in a global solution for the problem under study,
whereas MLPs and RBF networks may have many local minima leading to not a
reliable solution.

2.2 Designing and Tuning of SVM in the Experiments

We have used the C -SVM in our paper. This name originates from the fact that
the complexity of the C -SVM solely depends on the cost parameter C . Design of
SVM for a classification task consists of two tasks: choosing the kernel function
and setting a value for the parameter C . The parameter C is also called an error
penalty, because it deals with the trade-off between maximum margin and the clas-
sification error during training. A high error penalty will force the SVM training
to avoid classification errors. It is clear that with high error penalty, the optimizer
gives a boundary that classifies all the training points correctly. In this paper we
have used the R package e1071 [8] to implement the SVM. In the SVMs the opti-
mization is done by SMO [24], which takes advantage of the special structure of the
SVM quadratic problem (QP). The selection of kernel function has also influence
on the decision boundary. When using polynomial kernel function, the order of the
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polynomial needs to be chosen, and when using RBF the spread (kernel width) 	 ,
needs to be decided. In our experiments we have used grid search method to se-
lect the optimum combination of the parameters. In this search method the 10-fold
cross-validation is used to search for the models with lowest prediction error. In our
paper for multi-class classification we have used one–against–one rule. In all of our
experiments we have used the posteriori class probabilities as output instead of
class labels of SVM as the additional predictors. This is done by an improved im-
plementation [21] of Platt’s a posteriori probabilities [25].

P rob.y D 1jf / D
1

1C e.AfCB/

where a sigmoid function is fitted to the decision values f of the binary SVM classi-
fiers, A and B being estimated by minimizing the negative log-likelihood function.
We extended the class probabilities to the multi-class case, combining all binary
classifiers class probability output as proposed in [30].

3 Double SVMSBagging: Double Subbagging with SVM

The underlying idea of double bagging is in the spirit of Breiman [6], “Instead of
reducing the dimensionality, the number of possible predictors available to the clas-
sification trees is enlarged and the procedure is stabilized by bootstrap aggregation.”
In this algorithm a linear classifier model LDA is constructed for each bootstrap
sample using an additional set of observations: the out-of-bag sample. The predic-
tion of this classifier is computed for the observations in the bootstrap sample and
is used as additional predictors for a classification tree. The trees implicitly select
the most informative predictors. The procedure is repeated sufficiently enough and
a new observation is classified by averaging the predictions of the multiple trees. So
we see that performance of the double bagging solely depends on two factors: (1)
the classes of the dataset are linearly separable so that the additional predictors are
informative (or discriminative), (2) the size of the out-of-bag samples as to con-
struct LDA model: the underlying covariance matrix should be invertible. However,
to handle real world classification problems, the base classifier should have more
flexibility.

We know that SVC (support vector classifier) are maximum margin classifier,
i.e., the support vectors construct the separating hyperplane with the maximal mar-
gin between the classes (for example in 2-class problem), it has an extra advantage
regarding automatic model selection in the sense that both the optimal number and
locations of the support vectors are automatically obtained during training [28].
So in the double bagging the use of SVM will ensure that the additional predic-
tors (the class posteriori probabilities) extracted after training the SVM models on
the inbag samples, will consist of optimum discriminative (maximal margin) infor-
mation of the classes. Henceforth it will facilitate the base decision tree learn on
the combined training sample (i.e., the bootstrap samples and the class posteriori
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probabilities) allow for more flexible and accurate split of the data. So it is evident
theoretically that use of SVM in the double bagging therefore will have an improved
performance.

As the success of the double bagging mostly lies on the classifier model build on
the out-of-bag samples, to ensure large out-of-bag samples we also used subsamples
instead of the bootstrap samples. We denote this as, “Double SVMSbagging.” This
modification ensures that the learning samples for the additional classifier model
always contain large amount of observations of the training sample. This will be
expedient in decreasing the probability of the additional classifiers to overfit the
out-of-bag samples and also will increase the learning ability of the additional pre-
dictors. In the algorithm (Fig. 1), we see that its important to choose an optimum

Input:

L: Training set
X: the predictors in the training dataset
B: number of classifier in the ensemble

r: optimum subsampling rate
x : a data point to be classified

Output:  w : Class label for x.

Procedure Double SVMSBagging ()

1 For b = 1,...,B

(a) L(b) ← Subsample of size r from L. Let X (b) denote the matrix
of predictors X

1
(b), . . . ,X

N
(b) from L (b).

(b) SVM (b) ←An SVM model using the out-of-bag sample L– (b).

(c) CP (b)   ← A matrix with the columns are the class probability of
the classes, after training SVM (b) on L(b)

(d) C(b)      ← (L(b) ∪ CP (b)) : Construct the combined classifier

(e) TCP (b) ← x’s class posteriori probablity generated by SVM (b).

(f) cbj (x, TCP (b)) ← The probability assigned by the classifier  C (b)

that x comes from the class w j.

2 EndFor

3 Calculate the confidence for each class w j , by the “average” combi-
nation rule:

µj(x) =
1
B

B

b=1

cbj ((x, TCP (b) )) , j = 1, . . . , c.

4 w ← Class label with the largest confidence.

5 Return w

{w1,...,wc}: the set of class labels

comb

comb

Fig. 1 Generic Framework of Double SVMSbagging Algorithm
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SSR. In our experiments we have tried to find out the optimum SSR, by creating
Double SVMSbagging with different SSR and choosing the one with lowest cross-
validation error.

In Fig. 1, we have given the pseudocode of Double SVMSbagging algorithm. We
see from Fig. 1 that in the first phase of training step SVMs are constructed using
the out-of-bag samples, then to get additional predictors, these SVMs are trained on
the subsamples to get the class posteriori probabilities (CP b). In the second phase
an ensemble of decision tree(DT b) is built using these CP bs and the subsamples
(Lb). The SVMs are also trained in the test set to enlarge the size of the test set by
the test posteriori class probabilities (TCP b). Then these TCPs are included with
test set as the additional predictors.

4 Data

The main objective of this work is threefold; first, get the optimum SSR for Dou-
ble SVMSBagging, second, examine the performance of Double SVMSBagging in
condition diagnosis and compare its prediction accuracy with other ensemble meth-
ods; third, investigate its classification performance in real world datasets along with
other well-known ensemble methods.

The datasets used for condition diagnosis are GIS datasets which are transformed
version of the electromagnetic signals measured by the sensors in the electric power
substations. We assume three classes for possible abnormal conditions in the GIS;
(1) the metal which is attached to the high voltage side conductor (abbreviated as
“HV”), (2) the metal which is attached to the earth side tank (abbreviated as “TK”),
and (3) the metal is freely movable (abbreviated as “FR”). The numbers of the ob-
served samples are, 150, 377, 126, for HV, TK, FR. Here the first dataset consist of
MLE (maximum likelihood estimates) of four parameters (two parameters for phase
0–180 and two parameters for phase 180–360) of the GND and two parameters for
the single phase of the Weibull fitted to the observed PD patterns, and these are used
as feature variables. For our second experiment we randomly selected 15 datasets
from the UCI Machine Learning Repository [1]. The characteristics of the datasets
are showed in Table 1.

5 Experimental Setup and Discussion of Results

In this paper we have conducted three experiments. In the first experiment we have
tried to check the performance of DSVMsbagging with different subsampling ratio
(SSR). From this experiment we got a rough idea about optimum SSR (OPSSR),
for which Double SVMSBagging shows best generalization performance. In the
second experiment we have applied Double SVMSBagging (with OPSSR) in the
two GIS datasets. To compare the efficacy of the proposed double subbagging via
SVM ensemble we have applied three different ensemble methods, bagging [3],
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Table 1 Description
of the 15 Data used
in this paper

Dataset Objects Classes Features
Boston housing 506 3 13

DNA 3; 186 3 180

E. coli 336 8 7

German-credit 1; 000 2 20

Glass 214 7 9

Cleveland-heart 297 5 13

Ionosphere 351 2 34

Iris 150 3 4

Liver-disorder 345 2 6

Pima-diabetes 768 2 8

Sonar 208 2 60

Vehicle 846 4 18

Vote 435 2 16

Wiscinson-breast 699 2 9

Zoo 101 7 16

Adaboost.M1 [10] and logitboost [11], with the double bagging (subbagging also)
with LDA, 5-NN and 10-NN classifier models in the GIS datasets. In the third
experiment we have checked the performance of the new ensemble method in 15
UCI repository datasets. We have compared its performance with Bagging, Ad-
aboost.M1, Random Forest [5] and Rotation Forest [26]. In all the experiments for
each dataset, we extracted the optimum parameters of the SVM using 10-fold cross-
validation and then use those parameters to construct the SVC to be used in each
out-of-bag sample.

5.1 Experiment to Get the Optimum SSR

In this experiment we have used six SSR, 0.20, 0.30, 0.50, 0.65, 0.75 and 0.80. This
implies that all the subsamples will consist SSR% of training set. In Fig. 2 we have
plotted the ten-fold cross-validation error of DSVMSBagging with different SSR.
It’s quite surprising that DSVMSBagging with the SSR [0.20, 0.30] yields lower
error than SSR higher than 0.5. It is apparent from the Fig. 2 that with higher SSR
the performance of DSVMSBagging is deteriorating and the optimum region for
choosing SSR is between [0.20–0.50]. This is a very important finding to improve
the performance DSVMSbagging. In our next two experiments we will use only
optimum values of SSR.

5.2 Experiment with GIS Dataset

In this experiment, we have used CART [2] in bagging, double bagging and
Adaboost.M1 and decision stump (DS) [18] in Adaboost.M1 and logitboost as the



30 Double SVMSBagging: A Subsampling Approach to SVM Ensemble 395

0.35

0.3

0.25

0.2

C
ro

ss
-v

al
id

at
io

n 
er

ro
r

0.15

0.1

0.05

0
0.20 0.30 0.50

Subsampling Rates (SSR)

0.65 0.75 0.80

Wbc
Diabetes
Vehicle
German
Cleveland
Vote
Ecoli
Ionosphere
Iris
Liver
Sonar
Zoo
DNA
Glass
Boston

Fig. 2 Performance of Double SVMSBagging with different SSR in benchmark datasets

Table 2 Misclassification error of all the ensemble methods for GND and Weibull fitted GIS
dataset
Classifiers Abbreviations GND Weibull
Single decision tree CART 0.08638 0.08191
Bagged CART BCART 0.04407 0.03891
Double bagging with LDA DBLDA 0.03798 0.03730
Double bagging with 5-NN DB5NN 0.03889 0.03316
Double bagging with 10-NN DB10NN 0.04610 0.04315
Double subbagging with LDA DSBLDA 0.04086 0.04097
Double subbagging with 5-NN DSB5NN 0.03824 0.03439
Double subbagging with 10-NN DSB10NN 0.04314 0.04271
Double bagging with RBF kernel SVM DBRBFSV 0.03198 0.03442
Double subbagging DSVMSBagging 0.02721 0.03269
Adaboost.M1 CART ADACART 0.05238 0.04717
Adaboost.M1 decision stump with 3-node ADADS3 0.04671 0.04518
Logit boosted decision stump LOGITDS 0.07221 0.03492

base classifier. We used here 2-node decision stump in case of logitboost and 3-node
decision stump in case of Adaboost.M1. The results are shown in Table 2. We have
used 10-fold cross-validation to estimate the misclassification error of the ensemble
methods. We repeat this 5 times and report the average misclassification error of the
5 repetitions. In [15, 31] the accuracy of the bagging and double bagging ensemble
was better with the ensemble size B D 100, for that the ensemble size for bagging
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and double bagging ensemble is 100 in this experiment; in case of Adaboost.M1
and logitboost we have used iterations M D 100. We have reported in Table 2, the
lowest test errors of the classifiers. The best result is printed in bold. In the first col-
umn of Table 2 we have given the name of the ensemble methods and in the second
column we have given the abbreviations we have used for the ensemble methods.
For example for a Bagged CART ensemble we have used the acronym, “BCART.”

In Table 2 we see that for the GND fitted dataset, the performance of BCART
is (misclassification error 4.4%) better than single CART and Adaboost.M1 and
logitboost. We see that 3-node DS has the highest prediction accuracy among the
boosted algorithms. Among the results of DB5NN, DB10NN, DBLDA, DSB5NN,
DSB10NN and DSBLDA we see that DBLDA has the highest accuracy than the
other classifier (accuracy 96.02%) although DB5NN has 95.11% accuracy. We see
here that the accuracy has increased (or misclassification error is decreased) than
the best acquired by BCART (accuracy 95.6%). From the results we see that the
DSVMSBagging has the lowest misclassification error 2.7% among all the classi-
fiers here. For the Weibull fitted GIS dataset we see that the double bagging (also
subbagging) with 5-NN has the second highest accuracy (96.84% and 95.61%). The
DSVMSBagging performed best for this data also (an error rate of 3.2%). The per-
formance of LOGITDS is satisfactory in this dataset, it is the fourth best performer
(error 3.49%) in this dataset.

5.3 Experiment with the UCI Dataset

In this section we describe our findings of the comparative experiment with our
new ensemble creation technique and several other ensemble creation techniques of
CART (Bagging, Adaboost, Random Forest and Rotation Forest). For each dataset
the optimum SSR is used to create the double SVMSbagging ensemble, which
was reported in Fig. 2. For each data set and ensemble method, five 10-fold cross-
validations were performed. The average accuracies and the standard deviations are
reported. In this experiment for each data set, we used stratified ten-fold cross-
validation method. A stratified n-fold cross-validation breaks the data set into n
disjoint subsets each with a class distribution approximating that of the original data
set. For each of the n folds, an ensemble is trained using n � 1 of the subsets, and
evaluated on the held out subset. As this creates n non-overlapping test sets, it allows
for statistical comparisons between approaches to be made.

To clarify how well double SVMsbagging performed in the benchmark datasets,
we have plotted errors of double SVMsbagging and errors of double bagging with
RBF SVM [31] and errors of best ensembles (ensemble having lowest error among
bagging, Adaboost, random Forest and rotation Forest), see Fig. 3. If double SVMs-
bagging was better than the double bagging with RBF SVM for each data set, all
the points on the graph (subplot a) would lie above the solid diagonal line which
marks the equivalent scores. As all of the points in subplot a lie above the diagonal
line, the figure demonstrates the higher accuracy of double SVMsbagging over
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Fig. 3 Comparison of Double SVMSBagging with Double Bagging with SVM and other ensem-
bles in benchmark datasets

double bagging with RBF SVM. In subplot b we also see that most of the points
lie above the solid diagonal line, which show the better generalization ability of
double SVMsbagging over other ensemble methods.

6 Conclusions

CART searches for partitions in the multivariate samples space, which may be seen
as higher-order interactions or homogeneous subgroups defined by some combina-
tion binary splits of the predictors. SVM has advantage over other classifiers in (a)
non-linear feature space, (b) dimensionality of the feature space and (c) generaliza-
tion ability. In addition to these SVC construct the optimum separating hyperplane
which maximize the margin between the classes (in binary classification). To build
an ensemble of classifier with better generalization performance we combine these
two methods.

A new subsampling approach to construct an SVM ensemble method has been
proposed in this study, being a variant of another ensemble method named double
bagging, where the SVM is used to construct additional classifier models using an
independent sample than the training sample (the out-of-bag sample) to enhance the
generalization performance of the ensemble method. Then, these additional predic-
tors are combined with the CART to build the ensemble. This ensemble method
relies on the selecting an optimum subsampling ratio, which enlarge the size of the
out-of-bag samples and intensify the learning ability of the additional SVM models
built on these.
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The new method is used classify PD patterns in insulation system in order to
model a better diagnosis system for the electric power apparatus. The proposed
method outperformed other ensemble methods such as bagging, Adaboost.M1, log-
itboost and double bagging with LDA and k-NN (k D 5 and 10), in the experiments.
The new ensemble method is tested on several UCI datasets and its performance
is consistently better than popular ensemble methods like bagging, boosting and
random Forest. Its performance is also competitive with the recent ensemble most
successful ensemble method rotation Forest.
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Chapter 31
Clustering of Expressed Sequence Tag Using
Global and Local Features: A Performance
Study

Keng-Hoong Ng, Somnuk Phon-Amnuaisuk, and Chin-Kuan Ho

Abstract Clustering of expressed sequence tag (EST) plays an important role in
gene analysis. Alignment-based sequence comparison is commonly used to measure
the similarity between sequences, and recently some of the alignment-free compar-
isons have been introduced. In this paper, we evaluate the role of global and local
features extracted from the alignment free approaches i.e., the compression-based
method and the generalized relative entropy method. The evaluation is done from
the perspective of EST clustering quality. Our evaluation shows that the local fea-
ture of EST yields much better clustering quality compared to the global feature.
Furthermore, we verified our best clustering result achieved in the experiments with
another EST clustering algorithm, wcd, and it shows that our performance is com-
parable to the later.

Keywords Sequence clustering � Expressed sequence tag � Alignment-free
� Similarity measure � Grammar-based distance � Generalized relative entropy

1 Introduction

Expressed sequence tags (ESTs) were introduced in the early 1990s and they
represent a significant advancement in modern biology [1]. This high-throughput
technology provides the continuous flow of EST data that forms one of the richest
resources for discoveries in genetics. An Expressed sequence tag is a tiny portion
of an entire gene; it is produced by one-shot sequencing of a cDNA clone [2]. The
cDNA clone is produced from an mRNA library. ESTs are easy to produce and they
are valuable resources for different kinds of gene analysis e.g. gene identification,
analysis of gene expression and gene structure analysis.
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The characteristics of EST are low quality, high redundancy and short sequences.
Therefore, unprocessed ESTs will not give any important information on gene
analysis [3]. Clustering is usually the first step in EST data mining. It is a pro-
cess of grouping ESTs that originate from the same gene. The goal is to construct
gene indices, where all expressed data are partitioned into index classes such that
expressed data are put into the same index class if and only they represent the
same gene [4]. The ESTs in one cluster can be assembled to generate one or
more consensus sequences [5]. Publicly available databases such as the Unigene of
Genbank (http://www.ncbi.nlm.gov/unigene) and the Institute of Genome Research
(http://www.tigr.org) accumulate and store the clustered EST data for gene research.

Methods employ in sequence clustering are commonly based on sequence com-
parison by alignment, which assumes conservation of contiguity between homolo-
gous segments. This alignment approach generates a similarity score, and this score
can be calculated using BLAST [6] or FASTA [7]. TIGR uses this method for EST
clustering, where it identifies all sequence overlaps using BLAST and FASTA [8].
Unigene [9] is another established player that uses the alignment method, where
sequences are compared with the Smith–Waterman algorithm.

Although the alignment method gives satisfactory solutions, it is unfeasible to use
it for long sequences because the computational load escalates as a power function
of the sequence length [10]. The second drawback is the approach only considers
local mutations of the genome, therefore it is not suitable to measure events and
mutations that involve longer segments of genomic sequences [11]. For this rea-
son alignment free sequence comparison has been recently introduced. Some of
the non-alignment based EST clustering algorithms that are currently available are
d2 cluster [12], wcd [13], Xsact [14], and ESTmapper [15]. Each of these algorithms
is further discussed in the next section.

The aim of this paper is to study the effectiveness of global and local features
in expressed sequence tag, in the clustering perspective. This study is important be-
cause we need to find out how well each of them contributes to the clustering process
in EST. This information obtained from this study enables us to narrow down the re-
search scope in EST clustering. The remainder of this paper is organized as follows.
Section 2 reviews some related work in sequence clustering. The proposed method
is presented in Section 3, while Section 4 discusses and compares the clustering
results. Section 5 concludes the paper.

2 Related Work

In this section we survey and focus on some recent approaches used to define
alignment-free distance measures of sequences, where the distances can later be
used to perform sequence clustering. The alignment-free sequence comparison
methods are based on counting the word frequencies, information theory and also
data compression technique. This follows by reviewing several common clustering
methods used in DNA sequences and the recent approaches used in EST clustering.
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2.1 Methods Based on Word Frequencies

These methods transform a sequence into an object on which the analytical tools
available in Linear Algebra and Statistical Theory can be applied. It starts with the
mapping of sequences to vectors defined by the k-tuple counts. The obtained vec-
tors represent the original sequence with the fixed word length k. The basic idea for
this sequence comparison is that similar sequences should share common words,
and then it can be quantified by many techniques. Blaisdell [16] is the pioneer who
published sequence comparison report based on k-tuple counts, where the difference
between two sequences was quantified by the Euclidean distance calculated between
their word frequencies. For each word length k (or resolution), the Euclidean dis-
tance between sequence P and Q is defined as:

DL.P;Q/ D

jX

iD1


cPL;i � c

Q
L;i

�2
(1)

The cPL and cQL represent the word counts for the sequences and j is the num-
ber of possible k-tuple for the resolution k. For instance, the maximum number of
k-tuple for word lengthD 3 is 64 .43/. Even though this approach is alignment-free,
but it is still length dependent in the sense that sequence comparisons are made for a
fixed word-length. In fact, it can be recognized as local alignments between identical
segments of sequences [11]. In a research work done by Peyzner [17], the distance
based on word frequencies is regarded as a filtration method for sequence alignment
algorithms. It increases the efficiency of the latter because it eliminates low simi-
larity sequences which will directly reduce the input to the dynamic programming
algorithm for sequence alignment.

Once this distance measure is established in sequence comparison, several meth-
ods originate from k-tuple frequencies are also quickly proposed. Petrilli [18]
proposed a protein classification model which is based on di-peptide frequencies.
It calculates the linear correlation coefficient between two sequences, from k-tuple
frequencies and uses the conventional Pearson formalism. Mahalanobis distance is
also introduced in sequence comparison, where it takes into account the data covari-
ance structure.

2.2 Methods Based on Information Theory

In this method, the distance between two sequences is measured based on the k-tuple
vectors and an information theory based metric is used to quantify the dissimi-
larity between them. In a research done by Wu et al. [19], the Kullback–Leibler
discrepancy is proposed and it is computed from the k-tuple frequencies between
two sequences P and Q. The equation of KL discrepancy is
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DKL
k .P;Q/ D

nX

iD1

f Pk;i � log2

f Pk;i

.
f
Q

k;i

�
(2)

where f P k;i is the k-tuple frequency of sequence P , integer n is the number of
possible k-tuples with resolution k. The paper concludes that the KL discrepancy is
preferred over the Mahalanobis distance and standard Euclidean distance in terms
of computational efficiency, but it is not a good performing metric compared to the
latter in the aspect of selectivity and sensitivity.

2.3 Methods Based on Compression Technique

The method is based on the basic idea that the more two sequences are similar, the
more succinctly one sequence can be described given the other. It means that two
sequences are considered close if one sequence is significantly compressible given
the information contained in the other sequence. Similarities between sequences
can be computed based on the well-known Lempel–Ziv parsing algorithm. Ziv and
Merhav [20] introduce a measure of relative entropy between two sequences and it
is a variant of the Lempel–Ziv parsing algorithm. Given two sequences x and y,

ZM.yjx/ D .w1;w2; : : : ;wm;wmC1; : : : ;wn/ (3)

where y D w1; w2; : : : wn, the block wm is the longest prefix of wm wmC1 : : : wn
which occurs as factor in x. If such a prefix is different from the empty word and wm
is the first character of wm wmC1 : : : wn, otherwise. The integer n is the complexity
of y relative to x. The idea is that the number of elements in ZM.yjx/ will be
smaller if x and y are more similar.

Otu and Sayood [21] also introduce a distance measure based on the LZ parsing.
Given two sequences P andQ, consider the sequence PQ and its exhaustive history.
The number of component needed to buildQ when appended to P is c.PQ/�c.P /,
where c.PQ/ and c.P / denote the number of components in the exhaustive history
of sequence PQ and P . The number will be less than or equal to c.Q/, and it is
dependent on the degree of similarity between P andQ. The closer between the two
sequences, the fewer steps will be used to build Q in the production process of PQ.
The paper shows that the algorithm constructed consistent phylogenies successfully.

2.4 Clustering Approaches in DNA Sequences

The agglomerative hierarchical clustering [22] is a popular merge-based clustering
algorithm, it operates in a bottom up manner. In this algorithm, each sequence be-
gins in its own cluster and it performs a series of merging of clusters. The merging
process is based on the measure of similarity between clusters, where clusters that
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Algorithm HierarchicalClustering(S) 
Input: a dataset S with N sequences {S1, S2,…, SN } and distance {d} matrix between 
sequences 
Output: a hierarchy of clusters 
1: for a  1 to N
2:     let Ca = {Sa}  // start with N clusters 
3: repeat step 4 – 6 until all all sequences are clustered into a single cluster of size N
4:     Find a pair of non-merged clusters, Ca and Cb where d(Ca, Cb) is the minimum 
5:     Merge Ca and Cb
6:     Label Ca and Cb as merged 
7: return the clusters’ hierarchy 

Fig. 1 The steps of hierarchical clustering algorithm are shown in pseudocode

are similar to each other are merged. This process is repeated until all clusters are
merged into a single cluster [23]. Figure 1 shows the details of this clustering algo-
rithm in pseudocode, the distance d is the similarity measure between sequences.

Another clustering algorithm to be highlighted is the famous k-means algorithm
[24], which is a partitioning method. It starts with partitioning sequences in a dataset
randomly, follows by re-computing the cluster centroids and reassigns each se-
quence to its nearest cluster repeatedly. The iteration terminates when there is no
more sequence reassignment occurs.

The self-organizing map (SOM) is a clustering algorithm based on artificial neu-
ral network [25]. It is defined as a mapping of multi-dimensional input data spaces
onto a map, typically a two-dimensional map. Neurons in the map are associated
with reference vectors. As a result, the SOM can produce a visualization of cluster
structures in the dataset. It can group sequences with similar features and also vi-
sualize their relationships with other groups that formed on the map. The drawback
of the both algorithms compare to hierarchical clustering algorithm is the lack of
providing hierarchical relationships between the input spaces.

Recent works on clustering include graph based clustering [26] where it can be
naturally cast as a graph optimization problem, and ant-based clustering [27] that
treats one gene as a node, every edge is associated with a certain level of pheromone
intensity. The co-expression level between two genes determines the pheromone
intensity of the edge. Then minimum spanning tree (MST) algorithm is used to
break the linkages in order to generate clusters.

2.5 Recent Approaches in EST Clustering

The d2 cluster [12] is a well-known EST clustering method. It is a non-alignment
based scoring method. This method begins with every sequence in a singleton clus-
ter, and the clusters will be merged based on a series of similarity comparisons. It
performs clustering according to the minimal linkage or transitive closure rules.
The criterion for joining clusters is based on the percentage of matched words
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within a window size. The clustering process finishes after n (number of sequences)
iterations of merging. The wcd [13] improves the performance of the above clus-
tering algorithm, by reducing the number and cost of initializations. It uses zig–zag
approach for window-to-window comparison. It enables the use of previous infor-
mation to compute the initial score for a window and the computation speed can
be improved with this approach. The details of this algorithm can be referred in the
original paper.

Another clustering algorithm that is alignment free is Xsact [14]. It uses a suffix
array, a lexicographically ordered array of all suffixes of the EST sequences. Radix
sort is used to generate the suffix array, and then it will be used to find pairs of ESTs
with long common substrings. Xsact calculates a score by finding the longest set
of consistent matching substrings between each pair of EST. The clustering starts
with the highest scoring pairs, where EST pairs above a certain similarity score
are merged into a single cluster hierarchically. Clusters are then split according to
the clustering threshold. The performance of this algorithm in terms of clustering
quality is comparable to d2 cluster and alignment-based clustering, but it requires
higher memory for the suffix construction.

Clustering algorithm such as ESTmapper [15] reads genome sequence and con-
verts it into an eager WOTD (write only, top down) suffix tree. Each EST is mapped
using the generated suffix tree, where it finds the long common substrings with the
genome. The algorithm examines the list of common substrings and locations, and
then combines substrings into a single gapped matching region if two common sub-
strings are adjacent when mapped onto the genome. The longest matching region is
used to determine the mapping of all ESTs to a location in the genome. ESTs are
clustered if their sequences overlap or at nearby location in the genome. ESTmap-
per is efficient since ESTs can be compared to a suffix tree in linear time but its
drawback is the consumption of large amount of memory.

3 Proposed Method

We are motivated by the problems encountered in EST clustering and the alignment-
free similarity distance measures proposed in some research papers we highlighted
in the above section. Hence, we propose a method to compare and evaluate the
performance of derived global feature and local feature of EST in terms of clustering
quality. To our best knowledge, there has never been any published work on this
so far.

In our case, global feature can be defined as characteristics generalized from an
entire EST sequence where the first subsequence is related to other subsequences
and vice versa. On the other hand, local feature is mainly based on subsequence
or location in a sequence and they are independent from each other. It indicates
that the positions of subsequences in an EST sequence are not taking care of in
the local feature. In this paper, we use grammar-based distance that based on LZ
compression to represent the global feature of EST, while local feature is focused
on the generalized relative entropy.
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3.1 Dataset

The downloaded dataset contains 850 EST sequences from the Unigene database
in the National Center for Biotechnology Information (NCBI) website. The dataset
has ESTs from the cardiac muscle of heart organ in the organism named Meleagris
gallopavo (turkey). These EST sequences have been grouped into 11 clusters by the
Unigene and therefore it is a reliable source to be used for experiment. The dataset
is pre-processed with RepeatMasker [28] to remove repeats in EST sequences. This
process is important as the clustering quality will be affected in case they are not
removed and masked. The sequences in the dataset are parsed to the grammar-based
distance method and generalized relative entropy method for further processing.

3.2 Grammar-Based Sequence Distance

In this distance measure, it uses the fact that sequences share commonalities in their
sequence structure if they have similar biological properties. This distance measure
has been used to perform multiple sequence alignment in proteins and promising
result is claimed by the authors [29]. Figure 2 gives an overview of the calculation
of the grammar-based distance. It starts with the creation of LZ dictionaries for each
EST sequence. Initially, the dictionary .Gp/ for sequence P is empty; a fragment
f 1 D sp.1/ is set to the first residue of the corresponding sequence and it is visible
to the algorithm. At i th iteration of the process, if fragment f i is not reproducible
from sp.1; : : : ; i � 1/, then f i will be added to the dictionary Gip D Gi�1

p C f
i ,

and the fragment is reset. On the contrary, if the current dictionary contains enough
rules to produce the current fragment, i.e. Gip D Gi�1

p , then it will not be added
to the dictionary. The process continues until the visible sequence is equal to the
entire sequence. For example, the dictionary for sequence P D AACGTACC is
fA, AC, G, T, ACCg.

Fig. 2 Steps involved in the
calculation of grammar-based
distance

EST 
Sequences Generate LZ  

Dictionaries for 
(Seq. 1, …, N )

Extend LZ Dictionaries for  
one-to-all comparison 
(Seq.1, …., N ) x (Seq.1, …., N )

Calculate
Distance

Distance
Matrix D 
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Each sequence is compared with all other sequences in the next step to generate
the N � N size dictionaries. In this case, consider the comparison of sequence P
and R. First, let the dictionary G1

p;r D Gp , a fragment f 1 D sr .1/ is set to the first
residue of the sequence R, and the visible sequence is all rules in the dictionary of
P . The algorithm operates as mentioned above. When it is complete, the new dic-
tionary size will be smaller for sequences with higher similarity. The final step is the
calculation of the distance using the dictionary sizes. The distance measure is based
on one of the five suggested methods in the paper written by Otu and Sayood [21]

dp;r D
Hp;r �Hp;p CHr;p �Hr;r

1=2.Hp;r CHr;p/
(4)

where p; r 2 f1; : : : ; N g are the two sequences being compared, andH denotes the
dictionary size of a sequence. The matrix distance D is generated from the calcula-
tion. This method compresses and builds the dictionary of an EST sequence based
on the parsing of entire sequence string. Therefore, this method produces global
feature for EST sequences.

3.3 Distance Based on Generalized Relative Entropy

This algorithm is one of the statistical distance measures used in protein or nu-
cleotide sequences. Relative entropy has been explored as similarity measures such
as KLD (Kullback–Leibler discrepancy) and SimMM (Similarity of Markov Mod-
els) to compare biological sequences. The drawback of KLD is when some entries
of vectors are equal to 0 or 1, it becomes unsuitable. We adopt the generalized rela-
tive entropy described by Wang and Tang [30] in their work as the distance measure
for EST sequences. It is denoted by gre.d and the following shows the calculation
of the gre.d distance between sequence P and Q.

gre:d.P;Q/ D
nX

iD1

f P .wk;i / � log2

�
2 � f P .wk;i /

f P .wk;i /C f Q.wk;i /

�

(5)

The f P .wk; i / and f Q.wk; i / are the k-word frequencies of sequence P and Q.
The gre.d can deal with all kinds of k-word frequencies, including 0 and 1. We
use this distance measure on several word sizes .k/, ranging from 5 to 7 and a
distance matrix will be generated for each of them. We use the average gre.d dis-
tance between two sequences because of the generated distances are not symmetric,
i.e. gre:d.P; Q/ ¤ gre:d.Q; P /. This approach is based on the statistical measures
of word frequencies in sequences and therefore it is regarded as local feature of EST
sequences.
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3.4 Evaluation of Clustering Quality in EST

Visualization is a powerful method for profiling clusters. By plotting the distance
matrix into a 2D image [31], clusters can be seen in the image if there are a group
of sequences with smaller distance among them. The objective of the clusters vi-
sualization is to evaluate the distance measures at coarse level, where we can find
out from the plotted image whether the generated distance can give good clustering
result or not. We decided to use the agglomerative hierarchical clustering algorithm
that we mentioned in Section 2 to perform the EST clustering due to it runs in
bottom-up approach and it can reveal the relationships among clusters in hierarchi-
cal manner.

The clustering quality is then measured with the non-weighted version of
F-measure [22]. This measure is an external quality measure where it let us evaluate
how well the clustering technique works by comparing the clustering result with
the known classes, in our case it is the Unigene clusters. The F-measure combines
recall .R/ and precision .P / in the following formula:

F D
2�R�P

RC P
(6)

4 Results and Discussion

In this paper, our goal is to evaluate the significance of the global and local features
in EST sequences, in the perspective of clustering quality. We use a benchmark
dataset that contains 11 clusters to assess the effectiveness of the proposed features
as distance measures. Initially, we visualize and compare the two methods based on
the images plotted from the generated distance matrices. We further investigate their
roles play in EST clustering by performing hierarchical clustering, and the clustering
quality of each method is shown in F-measure value. At the same time, we also use
one of the latest EST clustering tools, wcd [13], which has been improved based on
the d2 distance function (it is computed based on Eq. 1), to perform clustering on
the same dataset. The output of wcd is then compared with our best clustering result
in terms of the number of clusters and their sizes.

4.1 Initial Evaluation of Features via Visualization

We perform an initial evaluation of both methods based on the plotted images.
Figure 3 shows the grammar-based distance between sequences while Fig. 4 dis-
plays the generalized relative entropy (gre.d) distance with word size set to 5 and 7.
The comparison of the images indicates that the latter distance measure performs
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Fig. 3 Distance matrix calculated from the grammar-based method

better than the former, it is because we can see the 11 physically formed clusters in
the images especially for k-words equal to 5 and 7.

A square or rectangle shape object in the image represents one cluster. These
objects are formed due to the distance between EST sequences are small, which are
shown in colour i.e. blue indicates small distance .<0:3/. Furthermore, they also
display larger distance with sequences from all other clusters. When comparing the
images from Fig. 4, we can claim that the gre.d with word size 7 will give better
clustering result compares to word size 5. It is because the former not only exhibits
small distance among sequences in a cluster, but it also shows larger inter-cluster
distance (red colour indicates distance between 0.8 – 1.0) compares to the latter
with inter-cluster distance between 0.4 – 0.6 (light green).

The initial evaluation via visualization implies that the gre.d method will outper-
form the grammar-based method at the clustering stage. Furthermore, it also gives
us a hint that the clustering quality in gre.d with larger word size will be higher
compares to the smaller word size. It is because we find out two common things
in larger word size i.e. (i) smaller intra-cluster distance, and (ii) larger inter-cluster
distance.

4.2 Evaluation with Hierarchical Clustering Algorithm

The visualization results are verified by the hierarchical clustering algorithm,
and then their outputs are evaluated using the F-measure method. Table 1 shows
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Fig. 4 Distance matrix generated with generalized relative entropy (gre.d), with k-word size set
to 5 (top) and 7 (down) respectively

Table 1 Evaluation of
grammar-based method and
generalized relative entropy
method with F-measure

Method F-measure value
Grammar-based 0:1127

Generalized relative
entropy (gre.d) with

k-wordD 5 0:5650

k-wordD 6 0:8650

k-wordD 7 0:8202
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the clustering results in F-measure value, it is confirmed that the gre.d method
outperforms the grammar-based method. The former obtains 0.8650 and 0.8202
respectively for word size 6 and 7. We did not extend the word size further due
to the constraint of computational load. From the result, we can say that the local
feature (gre.d) in ESTs plays a more important role towards the clustering quality
as compares to the global feature (grammar-based method). The gre.d with word
size 6 gives the best result among all others in terms of clustering quality.

We further investigate the reasons for the poor performance of the grammar-
based distance measure in ESTs. Basically, the ESTs are sequenced from the cDNA
library and they are not the complete representation of the parental cDNA [32].
Their length can be varying from sequence to sequence even though they originate
from the same cDNA clone. As a result, the variance in length might affect the com-
pression outcome since the EST sequence with larger length tends to produce richer
LZ dictionary. Thus, this measure produces unreliable distance among the EST se-
quences. Another possible reason is the start position for the parsing, where different
start positions for the same sequence give other versions of dictionaries.

4.3 Comparison with the wcd Clustering Algorithm

Other than verifying the clustering output with the Unigene, we also compare our
best result with the wcd EST clustering tool in terms of number of clusters and
size. This algorithm has been briefly introduced in Section 2. In this comparison, all
default parameters of the wcd are used. Table 2 shows the clustering result between
the wcd and our method.

Based on the result, the wcd produces 11 clusters with the cluster sizes range
from 6 to 204. This clustering result is then compared with our gre.d method with
word size D 6. It shows that the performance of our method is closed to the wcd
method, where most of the clusters produced by both methods are generally the

Table 2 Comparative study
of cluster number and size
between the wcd method and
the generalized relative
entropy method

Method wcd
Generalized relative
entropy

Size for each cluster 204 203

186 185

121 121

115 115

59 59

49 49

48 65

25 25

20 20

17 2

6 6

Number of clusters 11 11
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same, except for the two clusters with different sizes. The clustering results are
similar and it might because of the distance functions of both methods are based
on the word composition of sequences. The distance measure that we use is gre.d,
and it is calculated based on word frequencies (Eq. 5). The generated distances
among EST sequences are then used to perform clustering with the hierarchical
clustering algorithm. The wcd method is also based on the word occurrences, the
key difference is the word occurrence is not measured through the entire sequence,
but it is based on a fixed window size in the sequence.

5 Conclusion

In this paper, we have presented a method to evaluate the significance of global
and local features in ESTs based on alignment-free distance measures i.e. grammar-
based method and generalized relative entropy method. We conclude that the local
feature extracted from the generalized relative entropy method outperforms the
global feature derived from the former method in terms of clustering quality. Fur-
thermore, a comparison between the best result achieved in our experiment with the
wcd clustering algorithm has been conducted, and it shows comparable output in
terms of cluster number and size. In future work we will continue to enhance the
EST clustering quality by exploring more alignment-free techniques and clustering
algorithms.
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Chapter 32
Research on Process Algebraic Analysis Tools
for Electronic System Design

Ka Lok Man and Tomas Krilavičius

Abstract Rapid software/hardware development cycle increased demand for the
advanced design and implementation methods. Recently, formal methods have been
put forward as a tool for modelling and analysis of electronic systems. Usage of
formal semantics and syntax allows unambiguous specifications of the systems,
and in such a way provides means for rigorous analysis of correctness and perfor-
mance properties. We investigate applicability of two process algebra based tools
for the mixed software/hardware modelling and analysis: Process Analysis Toolkit
(PAT) and Software/Hardware Engineering (SHE). PAT toolkit is based on CSP-like
process algebra extended with mechanisms customary for software developers and
engineers. It supports reachability and deadlock analysis, complete Linear Tempo-
ral Logic (LTL) model checking and refinement. SHE methodology provides means
for correctness and performance analysis by applying model-driven design method-
ology at the system level, i.e., high abstraction level design stage of the embedded
and mixed hardware/software systems. It combines techniques for development of
formal models for analysis and refinement to the actual implementation of the sys-
tem. SHE toolset provides tools for modelling, simulation and real-time control code
generation. Transaction Level Modelling (TLM) approach has been put forward as
a tool for elaborate System-on-Chip (SoC) design. It is quite extensively applied in
industry to solve a number of practical problems, occurring at the design, develop-
ment and deployment stages. We apply PAT and SHE methodology for functional
and performance analysis of a hardware model and a TLM model, and illustrate this
by means of examples: a simple pipeline process and a process-memory communi-
cation model, respectively.

Keywords Process algebra � Verification � Simulation � Transaction level
modelling � Interoperability

K.L. Man (�) and T. Krilavičius
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1 Introduction

Increase in demand for advanced techniques for design and development of mixed
software and hardware systems generated a set of new approaches. It initiated a
flash of activities in formal methods research and application for electronic system
design. Several reasons generated so much interest in formal techniques.

Unambiguous Models Formal modelling languages allow defining systems un-
ambiguously, because syntax and semantics are defined formally, and that in-
cludes means to define non-deterministic and stochastic behaviour precisely, too.
Moreover, for the same reasons, unambiguous refinement and code generation
techniques can be applied.

Strict Analysis Techniques Because models are defined using languages with
strict semantics, rigorous reasoning about models is possible. Model checking,
theorem proving and specifically designed algorithms, e.g., for stability analysis
[18], can be used.

Over the years, through the novel language constructs and well-defined formal
semantics, several timed and hybrid process algebras (e.g., [2, 3, 5, 9, 10, 39, 40, 49,
50]) have been developed. They can be effectively used to formally specify diverse
systems. Several successful case studies (e.g., [21–29,33–38]) have shown that pro-
cess algebraic formalisms and their toolsets can be efficiently and effectively applied
for the formal modelling and analysis of the behaviour of Transaction Level Mod-
elling (TLM) [8] and Electronic System Design.

However, process algebraic analysis tools have not been widely used yet by the
architects, engineers and researchers from the electronic community. We believe,
that the following reasons are to blame:

� Usually, the syntax of the process algebraic languages and tools is not intuitive.
� The tools lack advanced programming features.
� The tools do not offer sufficient flexibility for the analysis of the models.
� The interoperability of performance and functional analysis components is miss-

ing in most of the tools.

We discuss two noteworthy process algebraic tools that are well-suited for the
modelling and analysis of electronic systems: Process Analysis Toolkit (PAT) [42]
and Software/Hardware Engineering (SHE) [44]. Both tools allow users to interac-
tively and visually simulate system behaviours and verify various forms of system
properties/assertions.

PAT is a CSP [11] based process algebra extended with mechanisms customary
for software developers and engineers. It provides means for reachability and dead-
lock analysis, supports complete Linear Temporal Logic (LTL [12]) model checking
and refinement. It is a generic framework that provides an user friendly editing en-
vironment, powerful simulator and model checker.

SHE [44] is a model-driven system-level design technique for modelling, cor-
rectness and performance analysis. We combine it with TLM, one of the successful
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techniques for System-on-a-Chip (SoC) development, adopted by industry and
academia. Usually, it is applied as

� An early platform for software development
� Software/hardware integration tool
� Software performance analysis and system level design analysis technique
� Tool for an early estimation of the power consumption (by real software running

on TLM models before Register Transfer Level (RTL) models are ready).

In TLM, systems are modelled as a collection of parallel components that com-
municate through the abstract channels. Different levels of abstraction are defined,
starting from the abstract functional specification models, and culminating with the
implementation models. Also, TLM models allow “very fast simulation”, around
1,000 times faster than pure RTL models.

Simulation is used for the performance analysis as well as a way to gain more
insight on the behavioural properties of the system. Model checking [4] is usually
applied for functional analysis. Different techniques are applied for the performance
[53] and functional [45, 48] analysis of the TLM models, however less effort is put
to combine these two approaches.

We propose to merge performance and functional analysis of TLM models to ob-
tain a full-blown performance as well as functional analysis by combining TLM and
SHE. The idea is to define TLM models using Parallel Object-Oriented Specifica-
tion Language (POOSL [44]), the modelling language of SHE, and then translate
it into other formal languages supported by the performance and/or correctness
analysis tools. Such approach would allow not only to investigate models, but also
examine tools interoperability [16], and compare used formal approaches.

In this chapter we investigate the following problems.

� Applicability of PAT to hardware modelling and analysis
� Compatibility of TLM and SHE, and its applicability for a simple, but practical

system analysis
� Interoperability of modelling, performance and verification tools.

We illustrate both approaches by taking simple, but meaningful examples. We
model a simple pipeline process using PAT. This example captures current trend of
the microprocessors design, i.e., a techniques that allows considerably improving
performance by starting the execution of an operation before completing the pre-
vious one. SHE and TLM benefits are exemplified by a simple processor-memory
communication model that nicely describes pure master (process) and slave (mem-
ory) interaction via processor and memory interfaces supporting a specified set of
operations.

This book chapter is organised as follows. Section 2 provides an overview of
PAT. A sample (modelling and verification of some properties of a pipeline process)
of the application of PAT is shown at the same section. In Section 3, we first present
the SHE methodology including the input language and toolset. Then, by means
of a TLM model (a CPU and memory system), we present the application of the
SHE methodology to combine performance and functional analysis of such a TLM
model. Finally, a summary of the chapter is given in Section 4.



418 K.L. Man and T. Krilavičius

2 PAT: Process Analysis Toolkit

Process Analysis Toolkit (PAT) is designed for applying state of art model checking
techniques for analysis of various systems. PAT supports reachability analysis,
deadlock-freeness analysis, complete Linear Temporal Logic (LTL) model checking
and refinement checking.

Informally, the PAT modelling language (i.e., the input language of PAT) is Com-
municating Sequential Processes (CSP)-style process algebra which combines high-
level modelling operators like (conditional or non-deterministic) choices, interrupt,
(alphabetised) parallel composition, interleaving, hiding, asynchronous message
passing channel, etc., with programmer favoured low-level constructs like variables,
arrays, if-then-else, while, etc. Due to these, PAT offers a great flexibility for mod-
elling systems.

PAT includes an user friendly editing environment introducing CSP-style input
models, powerful simulator and model checker. PAT is intended to be developed
as a generic framework, which can be easily extended to support new modelling
languages or new assertion languages (as well as dedicated verification algorithms).

2.1 A Pipeline Process

The concept of pipelining is widely used in the design of microprocessors. It greatly
improves the performance of microprocessors by overlapping the execution of op-
erations. A pipeline process typically starts the execution of an operation before the
completion of the previous operation.

Figure 1 depicts a classical pipeline process which consists of the three processes
that form individual stages of a pipeline. Each stage of the pipeline process performs
certain operation and consumes a number of time units, e.g.,

The first stage of the pipeline accepts two inputs and computes their sum and
difference consuming one time unit.

The second stage accepts the results of the first stage and computes their product
and quotient consuming two time units.

The third stage accepts the outputs from second stage and computes the first in-
put raised to the power of the second consuming three time units.

Fig. 1 Three staged pipeline
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2.2 PAT Model of the Pipeline Process

#define Max 10;
#define STAGE1 1;
#define STAGE2 2;
#define STAGE3 3;

var stage1=1;
var stage2=0;
var stage3=0;
var time;

S1()=[time <= Max && stage1==1 && stage2==0 && stage3==0]
S1_go_S2 {stage2=1; time=time+STAGE1;} -> S2();

S2()=[time <= Max && stage1==1 && stage2==1 && stage3==0]
S2_go_S3 {Stage3=1; time=time+STAGE2;} -> S3();

S3()=[time <= Max && stage1==1 && stage2==1 && stage3==1]
S3_go_Stop {time=time+STAGE3;} -> Stop;

Pipeline()= S1(); S1_go_S2-> S2(); S2_go_S3-> S3(); Stop;

#define goal (time<=Max && stage1==1 &&
stage2==1 && stage3==1);

#assert S1() reaches goal;
#assert Pipeline() reaches goal;
#assert S2()|=[]<> S1_go_S2;
#assert S3()|=[]<> S2_go_S3;

The above PAT model of the pipeline process mainly implements the sequen-
tial execution behaviour of the pipeline process. The processes S1./, S2./ and S3./
describe the sequential execution behaviour of the stage1, stage3 and stage3 in
the pipeline process, respectively. Additionally, several constants (specified by the
keyword “#define”) and variables (specified by the keyword “var”) are defined ac-
cording to the intuitive syntax of the PAT modelling language:

� Max – represents the maximum number of time units.
� STAGE.i/ – stands for the number of time units needed in the stage.i/ of the

pipeline process to complete the operation performed in such a stage, where i 2
f1::3g.

� stage.i/ – is used to state whether the pipeline process is being executed at the
stage.i/, where i 2 f1::3g; it is of value 1 if the pipeline process is executing at
the stage.i/, otherwise 0.

� time – records the number of time units spent so far, with default value 0.
In the PAT model, the language construct
[condition]event{code} -> P();
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is used to express that if the condition holds, then the event can occur (i.e., the
code attached with the event can be executed) and leads to the process P./.

Intuitively, the process
S1()=[time <= Max && stage1==1 && stage2==0 && stage3==0]

S1_go_S2 {stage2=1; time=time+STAGE1;} -> S2();

describes that if the control/execution of the pipeline process is at the stage1
and the total execution time by far is within the Max (maximum number of time
units), then the event S1 go S2 can occur (it reads as S1./ terminates and switches
the control to S2./), which in terms means that the variable stage2 is assigned to
be 1 and the time is incremented by the number of time units (STAGE1) needed by
the completion of the operation at the stage1; and eventually the process S2./ takes
over.

In analogy with process S1./, processes S2./ and S3./ are defined. After the
execution of the process S3./, the whole pipeline process terminates (through a Stop
process).

At a high level description, the process:
Pipeline()= S1(); S1_go_S2-> S2(); S2_go_S3-> S3(); Stop;

captures the same sequential execution behaviour of the whole pipeline process.

2.3 Verification

The verification of the pipeline process needs to show that such a process must
behave as its sequential execution model does (i.e., the execution order is S1./, S2./,
S3./ and then terminates via the process Stop) within the maximum number of time
units scheduled.

Such a verification aim for the pipeline process is expressed as a proposition
named goal in the PAT model:

#define goal (time<=Max && stage1==1 && stage2==1 && stage3==1);

By means of the assertions below:
#assert S1() reaches goal;
#assert Pipeline() reaches goal;

the verification aim of the pipeline process was verified successfully in a few
seconds using a modern PC by PAT. Loosely speaking, two assertions are the same.
The assertion S1./=Pipeline./ reaches goal states that starting from the process
S1./=Pipeline./, the pipeline process will reach a state in which the proposition
“goal” is true.

Furthermore, PAT also easily proved the following assertions:
#assert S2()|=[]<> S1_go_S2;
#assert S3()|=[]<> S2_go_S3;

hold for the pipeline process. Informally speaking, such assertions require that
S2./=S3./ has to terminate before the event S1 go S2=S2 go S3 occurs (i.e., trivial
sequential execution property).
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2.3.1 Observation and Simulation

In the PAT model of the pipeline process, Max, STAGE1, STAGE2 and STAGE3 are
set to be 10, 1, 2 and 3, respectively. Due to all these, it is not hard to see that the
sequential execution property is preserved in the PAT model; as the total execution
time from the first stage to the third stage is only 6 time units (STAGE1C STAGE2C
STAGE3 D 6) which is smaller than Max (10 time units).

If we set the Max to 3, then the verification will fail. This also means that the
sequential execution property can not be preserved in the PAT model.

In addition to the verification, the PAT model of the pipeline process was simu-
lated using the simulator in PAT. Figure 2 shows the simulation traces of the pipeline
process described as a transition graph. It is easy to see that the sequential execu-
tion property is also preserved in the simulation traces (where State 4 in the graph
denotes the termination state). This is a sort of interoperability analysis result which
will be explained later in details in this book chapter.

Fig. 2 Simulation
of the pipeline process



422 K.L. Man and T. Krilavičius

3 SHE Methodology

Software/Hardware Engineering (SHE) is a model-driven system-level design
methodology that allows analysing correctness and performance properties of de-
sign alternatives based on models. The actual evaluation is based on the application
of several techniques for performance analysis and a formal verification of correct-
ness properties (i.e., functional analysis). The designer is assisted in constructing
models and applying the analysis techniques with various guidelines and modelling
patterns. The main key feature of the SHE methodology is its foundation on formal
methods, which ensures that the obtained analysis results are unambiguous. More-
over, SHE is accompanied with a set of user-friendly computer tools (most of them
are also based on formal methods).

3.1 POOSL

The SHE methodology mainly relies on the modelling language called Parallel
Object-Oriented Specification Language (POOSL). It is a language for system-level
design, which intends to deal with the complexity of hardware and software sys-
tems by bridging the gap between industrial practice and formal methods. POOSL
is also a formal language with a semantics that is defined in a similar mathematical
way as is common for process algebras [1]. Due to space restrictions we refer to the
publications available at [44] for the formal syntax and semantics of POOSL.

The SHE methodology relies on POOSL for formalising a model into an exe-
cutable model, which then allows for validation by interactive simulation and formal
verification of correctness properties for such a model.

3.2 Tools for SHE

A number of tools have been developed for building and analysing a POOSL model.
The most commonly used tools are SHESim and Rotalumis [44].

SHESim is a graphical tool, which allows designers to incrementally specify and
modify classes of data, processes and clusters and easily express hierarchical and
topological structure of the complex systems. Furthermore, it can create log files
for performance evaluation purposes. An interaction diagram tool helps designers
to inspect the history of all messages exchanged between different processes by
generating interaction diagrams automatically during simulation. These diagrams
can be used for validation purposes of a model.

Rotalumis is a textual tool which is initially for high-speed simulation af-
ter completing the validation of a POOSL model. Later, it is enhanced for the
correctness-preserving code generation from a POOSL model. It has been demon-
strated in [13] that Rotalumis can automatically generate code for time-critical
systems and preserve the timing properties proven in the model.
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Next to these two tools, several formal verification tools (e.g., SPIN [12, 47] and
UPPAAL [19]) can be used as back-end verification tools by translating POOSL
models to the corresponding input models/specifications for such verification tools.
Currently, SHE includes a few guidelines for constructing various input mod-
els/specifications of verification tools from a POOSL model [7].

3.3 TLM Model: A CPU and Memory System

A simulation is performed on a system modelling one memory and one CPU in
which the memory is a pure slave and the CPU is a pure master. Such a sys-
tem is taken from http://mij.oltrelinux.com/devel/systemc/ and its implementation
in SystemC [14] is also available at same link.

A memory interface dictates what services complying memories must feature;
and the CPU implementation demonstrates all the supported operations with the
memory.

More precisely, the CPU first gets to know if it is possible to write to a random
memory address. Eventually, the CPU issues a write and read request operation with
a data unit and repeats the same with more operations provided by the memory.

Two module interfaces are introduced in the system for describing the actual
communication between the CPU and memory: CPU adapter and memory adapter
for the CPU module and memory interface, respectively. The CPU and memory
system is shown in Fig. 3.

The hardware implementation of such an communication is specified using the
usual signals paradigm. More specifically, CPU adaptor (CA) and memory adaptor
(MA) communicate via a set of signals wrapped to realize a full-featured bus.

A protocol must be specified for the communication to be accomplished across
the bus. This is entirely enclosed into adaptor implementations and can be changed
in the future without impact against the rest of the system relying on them (this is
the key idea of TLM).

3.4 Simulation

The (CPU and memory) system was first described in POOSL and then simulated
using SHESim. A simulation run is a list of service-issue messages from the CPU,
interleaved with messages from the memory adaptor responding to the bus protocol.

Fig. 3 A CPU and memory
system

http://mij.oltrelinux.com/devel/systemc/
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As an example of a simulation run:

MemAdaptor: WRITE request income,
processing... done.

MemAdaptor: waiting for requests...
CPU: getting the data...
MemAdaptor: waiting for requests...
MemAdaptor: READ request income,

processing... done.
MemAdaptor: waiting for requests...

3.5 Formal Verification

According to the guidelines given in [7], the (CPU and memory system) POOSL
model was easily constructed into the equivalent PROMELA model [12] which is
the input model for SPIN.

The SPIN model checker is a software package that allows the simulation of a
specification written in the PROMELA. It accepts correctness claims specified in
the syntax of standard LTL.

Applying the SPIN model checker to the PROMELA model, the following
properties (expressed in LTL) were verified successfully in few seconds using a
modern PC:

1. Deadlock Free There is deadlock free in the state space generated for the (CPU
and memory system) POOSL model system.

2. Liveness Property CPU eventually gets the data after each write request opera-
tion is executed.

3. Safety Property No read request operation is executed before a write request
operation is called.

3.6 Interoperability

It is not hard to see that the simulation and formal verification results of the (CPU
and memory system) POOSL model are match. More specifically, the properties
(deadlock free, liveness and safety) are also shown to be held in the simula-
tion runs (by inspection of the simulation traces) as presented in the previous
section.

This combined approach of the simulation and formal verification (i.e., interop-
erability approach) aids the designer to perform simulation-based analysis as well
as functional analysis of the POOSL model in the SHE Methodology.
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4 Summary

Performed experiments show that application of process algebras for modelling and
analysis of electronic systems seems promising. We were able to model and ver-
ify several different systems and gain a considerable insight into their behaviour.
Application of PAT shows that it can be used to analyse application of fundamental
design techniques in microprocessors. Combination of SHE and TLM shows that
the same model can be used for both simulation and model checking, in such a way
demonstrating that designer can use the same model to analyse the same properties.

Potentially interesting future work directions are following:

Analysis of Industry Relevant Systems Analysis of the industry relevant sys-
tems using the above mentioned tools could be beneficial for further development
of tool theories as well as directly to industry.

Application of (Hybrid) Process Algebras in Electronics Hybrid process alge-
bras, e.g., BHPC [3, 15, 17], Hybrid Chi [50] or HyPA [5], are well-known
in Computer Science. It could be interesting to apply them for modelling and
analysis of mixed software/hardware systems with a specific interest in power
consumption modelling. Early experiments with BHPC [33], ACPsrt

hs [30, 31],
HyPA [29] and Timed Chi [20, 32] have shown promising results. New de-
velopments of the BHPC simulation toolset Bhave (see also [52]) look quite
interesting, therefore we are planning to apply Bhave simulator for electronic sys-
tem simulation, and try to integrate msp-svg [15,43] (available at http://msp-svg.
sourceforge.net/) with it or other hybrid simulation tools (e.g., [6, 41, 46, 51]).
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Chapter 33
Behavioural Hybrid Process Calculus
for Modelling and Analysis of Hybrid
and Electronic Systems

Tomas Krilavičius and Ka Lok Man

Abstract Progress in electronics requires novel techniques for modelling, design
and production. Formal modelling is a well-known tool for modelling and analysis
of diverse systems. Recent studies of the hybrid process algebras show that their ap-
plication in electronics could improve design quality and reliability of the electronic
systems. We present Behavioural Hybrid Process Calculus (BHPC), a formalism
for modelling and analysis of hybrid systems combining process algebraic tech-
niques and the behavioural approach in such a way providing means for modelling
of instantaneous changes as well as continuous evolution. It is supported by BHAVE
TOOLSET, a tool collection for modelling, simulation and visualisation of hybrid
systems. The toolset contains MSP-SVG, a tool that provides a novel way for visu-
alisation of hybrid systems – Message Sequence Plots and related tool. Moreover,
we illustrate application of BHPC, and in particular, show how it can be effectively
used for modelling and analysis of electronic systems in combination with Open-
Modelica System.

Keywords Hybrid systems � Process algebras � Visualisation � Electronics

1 Introduction

Process algebras/calculi [1, 7, 13] are formal languages in Computer Science that
have formal syntax and semantics for specifying and reasoning about different
systems. They are also useful tools for verification of various systems. Generally
speaking, process algebras describe the behaviour of processes and provide oper-
ations that allow to compose systems in order to obtain more complex systems.
Moreover, the analysis and verification of systems described using process algebras
can be partially or completely carried out by mathematical proofs using equational
theory.
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In simple words, process algebras are theoretical frameworks for the formal spec-
ification and analysis of the behaviour of various systems. Serious efforts [2,4,9,19]
have been made in the past to deal with various systems (e.g., discrete event systems,
real-time systems and hybrid systems) in a process algebraic way. Over the years,
process algebras have been successfully used in a wide range of problems and in
practical applications in both academia and industry for analysis of many different
systems.

Hybrid systems are systems that exhibit discrete and continuous behaviour. Such
systems have proved fruitful in a great diversity of engineering application areas in-
cluding air-traffic control, automated manufacturing, and chemical process control.

Recently, through novel language constructs and well-defined formal semantics
in a standard Structured Operational Semantics (SOS) style [15], several process
algebras/calculi (HyPA [4], Hybrid Chi [19], ACPsrt

hs [2] and Behavioural Hybrid
Process Calculus-BHPC [9]) have been developed for hybrid systems.

Computer simulation is a powerful tool for analysing and optimising real-world
systems with a wide range of successful applications. It provides an appealing
approach for the analysis of dynamic behaviour of processes and helps decision
makers identify different possible options by analysing enormous amounts of data.

Amongst the above-mentioned process algebras/calculi, BHPC was specifically
designed for the description of the dynamic behaviour of hybrid systems along with
a powerful simulator. Currently, simulation results obtained by means of the BHPC
simulator can also be visualised and analysed via Message Sequence Charts (MSC)
[17].

On the other hand, mathematically, the behaviour of electronic system design
(e.g., digital, analog and mixed-signal design) can be described by discrete vari-
ables, continuous variables and a set of differential equations, whereas switching-
modes can be used for modelling mixed models (i.e., mixed-signal design). In
simple words, digital, analog and mixed-signal design can be mathematically de-
scribed as hybrid systems (with various level of abstraction) by nature.

Several attempts (e.g., [12]) have been made over the last few years to apply
process algebraic formalisms in the context of the formal specification and analysis
of electronic system design; and analysis results are shown to be very promising.

In this book chapter, we first give an overview of BHPC and its toolset; and then
present the latest development of BHPC including the toolset which is well-suited
for modelling and analysis of hybrid systems as well as electronic system design.
This book chapter is organised as follows. Section 2 provides the theoretical foun-
dation of BHPC and an overview of BHPC toolset is given in Section 3. The latest
development of BHPC and its toolset (including several applications) is presented
in Section 4. Section 5 illustrates the application of BHPC for electronic system
design. Finally, a summary of this book chapter is drawn in Section 6.
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2 Behavioural Hybrid Process Algebra

One of the useful techniques for simulation of combined functional analysis that
includes continuous evolution and discrete changes, is Behavioural Hybrid Process
Calculus (BHPC) [3,9], an extension of classical process algebra that is suitable for
the modelling and analysis of continuous and hybrid dynamical systems and can be
seen as a generalisation of the behavioural approach [16] in a hybrid setting. The
main strengths of the BHPC are the following.

Sound Mathematical Foundations BHPC has sound mathematical foundations.
It means that rigorous reasoning can be applied to investigate diverse properties of
models.

Behavioural Approach Continuous evolution in BHPC is defined in the be-
havioural setting [16], i.e., in contrast to other hybrid process algebras (Hybrid �
[19], HyPA [4], ACPsrt

hs [2]) it is define using trajectories (solutions of differential
equations is only one case of defining trajectories), not solutions of differential
equations, in such a way making it more general.

Separation of Concerns Continuous and discrete behaviours are specified orthog-
onally, therefore they can be changed and analysed separately as well as in hybrid
setting.

Bisimulation Is Congruence in BHPC It means, that bisimilar (processes, that
exhibit the same observable behaviour up-to branching structure) processes can be
substituted, and it does not change systems behaviour.

Tools Support BHPC is supported by Bhave toolset, see Section 3.
We present main ideas of the BHPC in this section, see [9] for the details.

Trajectories We define trajectories over bounded time intervals .0; t �, and map
to a signal space W D .W1 � � � � � Wn; .q1; : : : ; qn//. Components of the sig-
nal space W 2 W correspond to the different aspects of the continuous-time
behaviour, such as temperature or pressure, and are associated with trajectory qual-
ifiers qi 2 T that identify them. A trajectory in signal space W is a function
' W .0; t � ! W1 � � � � � Wn, where t 2 RC is the duration of the trajectory. We
define conditions on the end-points of trajectories or the exit conditions. + denotes
such conditions, as the restrictions on the set of trajectories: ˆ + Predexit D f' W

.0; u�! W1; : : : ; Wn 2 ˆ j Predexit.'.u//g, where u is a time parameter, ˆ is a set
of trajectories and Predexit.'.u// is a predicate that defines restrictions. The set of
trajectories ˆ can be defined in different ways, e.g., by ODE/DAE. See [9] for the
formal treatment.

Hybrid Transition System All behaviours of BHPC specification are defined by a
hybrid transition system HTS D hS;A;!;W ; ˆ;!ci, where

� S is a state space.
� A is a finite set of (discrete) actions names.
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� !� S �A� S is a discrete transition relations, where a 2 A, we will denote it
s

a
�! s0.

� W is a signal space.
� ˆ is a set of trajectories.
� !c� S�ˆ�S is a continuous transition relation, where ' 2 ˆ are trajectories,

we will denote continuous transitions s
'
�! s0 for the convenience.

Language A core language is used for defining evolution and interaction of sys-
tems

B WWD 0 a � B Œf j ˆ� � B
P

i2I

Bi B kHA B P

We will require a consistent signal flow, i.e., only the parallel composition is allowed
to change the set of trajectory qualifiers in the process.

Only a subset of complete language is introduced, see [9] for auxiliary operators,
such as renaming or hiding. Moreover, other operators can be defined on top of
the core language for convenience. We demonstrate it by introducing parametrised
action prefix and guard.

Stop 0 is the process that does not exhibit any behaviour.
Action Prefix a � B first performs a and then engages in B . A special silent

action � defines directly unobservable behaviour, and is usually used to specify a
non-determinism (e.g., as internal actions in [13], p. 37–43).

We will use parametrisation of action prefix like in [13], p. 53–58a.v W V / �
B.v/ D

P

v2V
a.v/ � B.v/. Parametrisation is frequently used for value passing.

Trajectory Prefix Œf j ˆ� � B .f /, where f is a trajectory variable, starts with
a trajectory or a prefix of a trajectory from the set of trajectories ˆ. If a trajectory
or a part of it was taken and there exists a continuation of the trajectory, then the
system can continue with a trajectory from the trajectory continuations set. If a
whole trajectory was taken, then the system may continue with B.

Choice
P
fB.v/ j v 2 I g is a generalised nondeterministic choice of processes

(I is an arbitrary index set). It chooses before taking an action prefix or trajectory
prefix. Binary version of choice is denoted B1 C B2.

Parallel Composition B1 kHA B2, where A and H are sets of synchronising
action names and trajectory qualifiers, respectively, models the behaviour of two
parallel processes. Synchronisation on actions has an interleaving semantics. Trajec-
tory prefixes can evolve only in parallel, and only if the evolution of the coinciding
trajectory qualifiers is equal.

Recursions allows defining processes in terms of each other, as in the equation
P D B , where P is the process identifier and B is a process expression that may
only contain actions and signal types of B .

Guard hPredi operator checks some conditions explicitly, and and they are not
satisfied, stops the progress of process.

hPred.x/i � B.x/ D
P

wˆPred.w/
B .w/
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Here x are process parameters variables. Behaviour is very simple, i.e., if a transition
can be taken, then it is taken, if and only if the guard is satisfied.

Strong Bisimulation for hybrid transition systems requires both systems to be
able to execute the same trajectories and actions and to have the same branching
structure.

The hybrid strong bisimulation relation (equivalence) defined for the HTS is a
congruence relation w.r.t. all operations defined above [9]. Hence, bisimilar com-
ponents can be interchanged without changing systems behaviour, and that can be
effectively employed while building and improving systems (models).

3 Bhave Toolset

BHPC is supported by Bhave toolset [8]. The toolset allows modelling, simulation
and visualisation of the hybrid models [10]. It consists of several tools.

BHPCC is a BHPC language parser that translates BHPC specification into the
internal specification language.

Discrete Bhave allows discrete simulation of the BHPC specifications. Seman-
tics of the discrete version and the tool are defined in [11].

Bhave Prototype allows hybrid simulation of BHPC specification. Currently,
a new version of Bhave simulator is under development. It directly parses BHPC
language, and supports discrete simulation. It is currently being augmented with the
facilities for continuous and hybrid simulation. A snapshot of the system is available
at bhpc-simulator.sourceforge.net.

BHPC2Mod allows to translate a restricted set of BHPC models to Modelica
[6] language, and then simulate them using Dymola [5] or OpenModelica [14].
However, because Modelica does not have formal semantics, translation does not
necessary preserves all the properties. Moreover, parallel composition is not trans-
lated [20].

MSP-SVG is a visualisation tool that implements novel Message Sequence Plots
(MSP) [9, 18]. It is available at http://msp-svg.sourceforge.net/. See Section 4 for
more details about MSP-SVG.

The current versions of both tools (BHAVE and MSP-SVG) are built not just as
a prototypes, but also as a hybrid “sand-box”, a place to experiment with BHPC
and related developments. Consequently, the architecture and implementation of the
tools are being designed in such a way that it is easy to accommodate the changes
and to test the algorithms developed for diverse hybrid process algebras or MSP-
based visualisation techniques.

Our plans include further development of the process algebra and BHAVE
TOOLSET. We are planning to augment BHAVE with continuous-time evolution,
as it was done with BHAVE prototype, and then integrate it with MSP-SVG. For
MSP-SVG several augmentations are in the pipeline: folding/unfolding would allow
to hide (fold) or expose (unfold) parts of MSP, e.g., certain processes or participants
of parallel composition; forking of processes can be employed to visualise parallel

bhpc-simulator.sourceforge.net
http://msp-svg.sourceforge.net/
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composition; action and trajectory prefixes can be used to decorate respective MSP
elements and in such a way increase descriptivity of visualisation; recursive calls
can be depicted as boxes with a new process identifier; an (additional) legend can
be used to describe renaming.

3.1 Application of BHPC

Advanced Thermostat Simple thermostat controls temperature in the room by
switching a heater on and off at the preset temperature intervals. When the heater is
off, the temperature decreases according to the exponential function l.t/ D �eKt ,
where t is time, l is the temperature in the room, � is the initial temperature, and
K is a constant determined by the room. When the heater is on, the temperature
increases according to the function l.t/ D �e�Kt C h.1� e�Kt /, where h is a con-
stant that depends on the power of the heater. The temperature should be maintained
between tempmin and tempmax. Temperatures tempon and tempoff are the minimal and
maximal thresholds, when the heater can be turned on and off, respectively.

Thermostat.l0/ , ThOff.l0/

ThOff.l0/ , Œl j ˆOff.l0/ + tempOn � l � tempMin� � on � ThOn.l/

ThOn.l0/ , Œl j ˆOn.l0/ + tempOff � l � tempMax� � off � ThOff.l/

ˆOff.l0/ D fl W .0; t �! R j l.0/ D l0; Pl D �Klg

ˆOn.l0/ D fl W .0; t �! R j l.0/ D l0; Pl D K.h� l/g

Thermostat consists of two processes. In process ThOff the heater is off and the
trajectory prefix defines the temperature fall. When the temperature reaches the in-
terval ŒtempOn; tempMin�, the process can perform action on and switch to ThOn,
which defines heating.

It is easy to upgrade such thermostat without changing the specification itself. Let
us add a controller that observes temperature and forces the thermostat to switch on
and off at exactly tOn and tOff , correspondingly, and compose it with thermostat.

Ctrl.l0/ , Œl j any.l0/ + l D tOn� � on � Œl j any.l0/ + l D tOff � � off � Ctrl.l/

UpgradedThermostat.l0/ , Thermostat.l0/ klon;off Ctrl.l0/

any.l/ is a special function that models an observer, i.e., it accepts any behaviour
for l . It works only in parallel composition. Such trajectory prefix just adds exit
conditions to the parallel composition of trajectory prefixes.

The results of simulation of the simple and controlled thermostat are depicted
in Fig. 1. Dashed line depicts the evolution of the simple thermostat and solid line
depicts the evolution of the coupled version.

Fluid Level Control Consider the two tanks model, where both tanks have one
common fluid source that provides fluid at the rate of lin units per second. Through
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Fig. 1 Simulation of the advanced thermostat

Fig. 2 Visualisation of the simulation of the advanced thermostat using MSP-SVG

a pipe, the fluid source can be directed either to the left tank or to the right tank. Both
tanks have openings at the bottom, and from the tanks water drains at the rates of
dleft and dright units per second, respectively. Initially, the tanks contain l0left and l0right
units of fluid, respectively. The pipe can switch between the tanks instantaneously.
The objective is to keep the fluid volumes in the interval .lmin; lmax/.

Let lleft and lright are volumes in the left and right tanks, correspondingly.

TwoTanks.l0left; l
0
right/ ,

h
lleft; lright

ˇ
ˇ
ˇ ˆleft.l

0
left; l

0
right/

w
w
� lleft D lmax _ lright D lmin

i
: FillRight�

�
lleft; lright

ˇ
ˇ ˆright.lleft; lright/

w
� lleft D lmin _ lright D lmax

�
� FillLeft�
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TwoTanks.lleft; lright/

ˆleft.l
0
left; l

0
right/ , flleft; lright W .0; t �! R j

lleft.0/ D l0left; lright.0/ D l0right;
Plleft D dleft C lin; Plright D drightg

ˆright.l
0
left; l

0
right/ , flleft; lright W .0; t �! R j

lleft.0/ D l0left; lright.0/ D l0right;
Plleft D dleft; Plright D dright C ling

This system is of interest, because by ignoring physical reality one can devise
a controller that keeps both water levels within the required bounds: whenever lleft
falls to lmin, direct the pipe to the left tank, and whenever lright falls to lmin, direct
the pipe to the right tank (or, corresponding switching at the lmax). However, such a
controller cannot be realised physically, because it would cause the pipe to switch
back and forth infinitely often within a finite amount of time, if dleft C dright ¤ lin.

To demonstrate compositional modelling advantages we propose a slightly dif-
ferent version of the same system. In this specification l is water level in the tank,
dout is a drain rate and lin is an inflow rate.

TankIn.l0; dout; lin/ ,
h
l

ˇ
ˇ
ˇ l.0/ D l0; Pl D dout

w
w
� true

i
� off � TankOut.l; dout; lin/

TankOut.l0; dout; lin/ ,
h
l

ˇ
ˇ
ˇ l.0/ D l0; Pl D dout C lin

w
w
� true

i
� off � TankIn.l; dout; lin/

Controller.l0left; l
0
right/ ,

�
lleft; lright

ˇ
ˇ any.t/

w
� lleft D lmax _ lright D lmin

�
� fillright�

�
lleft; lright

ˇ
ˇ any.t/

w
� lleft D lmin _ lright D lmax

�
� fillleft�

Controller.lleft; lright/

System.l0left; l
0
right; d lout; drout; l lin; lrin/ ,

�
TankOn.l0left; d lout; l lin/

�
lleft=l; d lout=dout; l lin=lin; fillleft=on; fillright=off

�
k

TankOn.l0right; drout; lrin/
�
lright=l; drout=dout; lrin=lin; fillright=on; fillleft=off

��

k
lleft;lright
fillleft ;fillright

Controller.lleft; lright/

Simulation results for dleft C dright � lin are depicted in Fig. 3.

4 Visualisation of Hybrid Evolutions: Message Sequence Plots
and MSP-SVG

Simulation results usually visualise the evolution of the system in time. Event traces
or message sequence charts (MSC) [17] adequately represent discrete system be-
haviour, and graphs are convenient for the ordinary continuous systems. However,
in hybrid systems we have both the evolution of system variables and events. Hence
a combined view is crucial to fully analyse hybrid system behaviour. See [9], pp.
118–124 for the details.
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Fig. 3 Simulation of the fluid level control

Fig. 4 MSP example

MSP has two compounds: message-sequence charts rotated 90ı combined with
plots. We explain MSP by an example depicted in Fig. 4. Plots over time-lines de-
pict continuous-time evolution. A legend allows selecting qualifiers of interest, that
are depicted in the plot. If several processes evolve concurrently, the synchronis-
ing qualifiers appear for both processes. In Fig. 4 qualifiers qual1; qual2; qual3 and
qual4 are depicted. Processi is related with qualifiers qual1; qual2 and qual3, and
only qualifiers qual1 and qual3 are selected to be visible. Processj is related with
qualifiers qual1; qual2 and qual4, and qualifiers qual2 and qual4 are selected to be
visible.
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Single horizontal lines connected to the corresponding boxes with process iden-
tifiers, represent processes and the time-line (or life-line in MSC terminology). Time
is assumed to flow to the right along each time-line at the same speed. Processi and
Processj are represented by the horizontal lines and boxes with processes identifiers
in the example.

Labelled vertical lines going across time-lines represent communication, i.e.
(parameterised), action prefixes in BHPC. Notice that we use simple lines instead
of arrows, because communication in BHPC is not directed. Communication of
Processi and Processj consists of actions act1;act2 and act3.

Triple horizontal time-lines depict suspension of the time-flow. Single actions
are placed on the time-line at the time that relates to their moment of occurrence.
A sequence of actions occurs at one moment in time, when there is no continuous
behaviour between the actions. We suspend the flow of time to allow insight in the
ordering of these actions. In the example, suspension of the time is depicted on the
time-line as three parallel solid lines.

Figure 4 contains all information that would be available in an ordinary plot.
Correspondingly, all information that is visible in message sequence charts, is also
visible in MSP. Furthermore, in MSP all processes and communication between
them are visualised. The proposed technique can be easily adopted to other hybrid
system modelling frameworks with minimal changes, e.g., if communication is di-
rected, arrows can be used to depict it.

Additional Notation Some additional notation could provide even more informa-
tion about evolution of the system under investigation. We exemplify a potential use
of some additional notation by using an upgraded thermostat as an example. The
evolution with explicit recursive calls is depicted in Fig. 5.

Fig. 5 Upgraded Thermostat evolution in MSP with recursion
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Adding Details Details of the hybrid model can be added to the results to make
their relation more apparent. For example we can decorate the results with process
expressions, e.g., @, action- and trajectory-prefixes at the corresponding parts of
communication lines and graphs, respectively.

Recursion Recursive calls can be depicted as boxes with a new process identifier
on the time-line of the calling process. The width of the box is determined by the
length of the process identifier and does not denote time-flow. We also suspend the
time-flow of other processes by this width, to keep the time-lines of all processes
synchronised.

Renaming Renaming of qualifiers can be depicted in the legend, or as detail along
the plot. The latter gives the most distinct relation between the qualifier in the legend
and its renaming for that part of the plot.

Introduction of Parallelism At the introduction of parallelism, we fork the orig-
inal process into two processes. Again, we keep the time-lines of all processes in
the MSP synchronised. The forked time-lines receive a process identifier when a
recursive call is executed.

From Fig. 5 it is clear that the developer and user will have to choose between
the amount of represented information and clarity. Therefore, the user should be
allowed to choose what the user expects to see, and be able to hide (fold) or expose
(unfold) parts of MSP.

For example, folding and unfolding can be introduced to control visibility of
the parallel composition components. When the components are folded into a sin-
gle process, the communication between these processes should be depicted in some
other ways, e.g., as lines with action names that only cross this process line perpen-
dicularly.

In Fig. 2 depicted an evolution of the advanced thermostat using a proof of con-
cept tool MSP-SVG. It is the same evolution, as depicted in Fig. 1, but evolution of
the processes is depicted separately. Moreover, synchronising actions on and off
show behaviour change moments. The tool still needs some improvements to pro-
duce figures like Figs. 4 and 5.

Executable and source code of MSP-SVG are available at sourceforge.net/
projects/msp-svg/.

5 Application of BHPC for Electronic Systems

A Half Wave Rectifier Circuit Model in BHPC A wide range of common electri-
cal/electronic devices and systems can be easily and effectively modelled in BHPC.
To allow the simulation of BHPC specifications in various platforms/environments,
as mentioned previously, the tool BHPC2Mod translates a subset of BHPC speci-
fications to the corresponding models described in Modelica which be further sim-
ulated using OpenModelica System (without a formal semantics defined but along

sourceforge.net/projects/msp-svg/
sourceforge.net/projects/msp-svg/
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Fig. 6 Half wave rectifier circuit

with a very powerful simulator). In this section, we apply BHPC and BHPC2Mod
to specify and analyse a half wave rectifier circuit (revised from [12]).

Figure 6 depicts the half wave rectifier circuit, consisting of an ideal diode D,
two resistors with resistance R0 and R1, respectively, a capacitor with capacity C0,
a voltage source with voltage v0 and a ground voltage vG . In the off mode the ideal
diode voltage must be� 0 and the current equals to zero. In the on mode, the voltage
equals to zero and the current must be � 0, i.e.

on: v1 D v2 ^ i0 � 0 off: v2 � v1 ^ i0 D 0

The state equations of other components of the half wave rectifier circuit are given
by v0 D Ftime, v0 � v1 D i0R0, C0. Pv2 � PvG/ D i1, v2 � vG D i2R1, vG D 0 and
i0 D i1 C i2. Note that Ftime is an arbitrary function of time, v0; i0; v1; i1; v2; i2; vG
are continuous variables and R0; R1; C0 are constants.

BHPC specification of the half wave rectifier circuit consists of the several
processes.

IdealDiode.i0ı; v1ı; v2ı/ , IdealDiodeOff.i0ı; v1ı; v2ı/

IdealDiodeOff.i0ı; v1ı; v2ı/ , Œi0; v1; v2 j ˆoff.i0
ı; v1ı; v2ı/ + i0 � 0��

on � IdealDiodeOn.i0; v1; v2/

IdealDiodeOn.i0ı; v1ı; v2ı/ , Œi0; v1; v2 j ˆon.i0
ı; v1ı; v2ı/ + v2 � v1��

off � IdealDiodeOff.i0; v1; v2/

ˆoff.i0
ı; v1ı; v2ı/ D fi0; v1; v2 W .0; t � 7! R j

i0.0/ D i0
ı; v1.0/ D v1ı; v2.0/ D v2ı; v2 � v1; i0 D 0g

ˆon.i0
ı; v1ı; v2ı/ D fi0; v1; v2 W .0; t � 7! R j

i0.0/ D i0
ı; v1.0/ D v1ı; v2.0/ D v2ı; v2 D v1; i0 � 0g

Generator.v0ı/ , Œv0 j ˆGenerator.v0ı/ + true� � generator � Generator.v0/

ˆGenerator D fv0 W .0; t � 7! R j v0.0/ D v0ı; v0 D Ftimeg
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Others.v0ı; v1ı; v2ı; vGı; i0ı; i1ı; i2ı/ ,
Œv0; v1; v2; vG; i0; i1; i2 j ˆothers.v0ı; v1ı; v2ı; vGı; i0ı; i1ı; i2ı/ + true��

others � Others.v0; v1; v2; vG; i0; i1; i2/

ˆothers.v0ı; v1ı; v2ı; vGı; i0ı; i1ı; i2ı/ D fv0; v1; v2; vG; i0; i1; i2 W .0; t � 7! R j

v0.0/ D v0ı; v1.0/ D v1ı; v2.0/ D v2ı; vG.0/ D vGı; i0.0/ D i0
ı; i1.0/ D i1

ı;

i2.0/ D i2
ı; v0 � v1 D i0R0; C0. Pv2 � PvG/ D i1; v2 � vG D i2R1; vG D 0; i0 D i1 C i2g

HalfWaveRectifier.v0ı; v1ı; v2ı; vGı; i0ı; i1ı; i2ı/ , IdealDiode.i0ı; v1ı; v2ı/ kH;

.Others.v0ı; v1ı; v2ı; vGı; i0ı; i1ı; i2ı/ k
fv0g
;

Generator.v0ı//

IdealDiode models the switching-mode behaviour of the ideal diode by means of
processes IdealDiodeOn and IdealDiodeOff. Initially, the ideal diode is in the “off”
mode (described by the process IdealDiodeOff) and the trajectory prefix defines the
current rise of i0. When i0 � 0, the process may perform action on (an unimportant
action name) and switch to the process IdealDiodeOn. Analogously, IdealDiodeOn
defines the period of the ideal diode being in the “on” mode. Notice that i0ı; v1ı

and v2ı are the initial values for i0; v1 and v2 respectively; and off is an unimportant
action name.

Others models the behaviour of all components of the half wave rectifier circuit
excluding the ideal diode and the generator (i.e., the voltage source with voltage
v0), according to the dynamics defined by the trajectory prefix by ˆothers. Notice
that vGı; i1ı and i2ı are the initial values for vG ; i1 and i2 respectively; true denotes
the predicate “true” and others is an unimportant action name.

Generator models the behaviour of the voltage source with voltage v0, according
to the dynamics defined by the trajectory prefix by ˆGenerator. Notice that v0ı is the
initial value for v0 and Generator is an unimportant action name.

HalfWaveRectifier defines the complete systems as a parallel composition of
the processes IdealDiode, Others and Generator. Notice that H D fv1; v2; i0g is the
set of trajectory qualifiers for the synchronisation of trajectories and ; denotes an
empty set.

Currently, only a reasonable subset of the BHPC language can be taken for the
translation to Modelica. Due to this, applying BHPC2Mod with some manual adap-
tations, the above half wave rectifier circuit described in BHPC was translated to the
corresponding model in Modelica and simulated using the OpenModelica System.
A typical simulation result for such a half wave rectifier circuit is depicted in Fig. 7
(the output voltage of the half wave rectifier is never negative and always above
some given value).

6 Summary

BHPC and its toolset can be reasonably and effectively used for the formal specifica-
tion and analysis of hybrid and electronic systems as indicated in this book chapter.
The latest development of BHPC including the toolset has also been presented in
this book chapter.
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Fig. 7 Simulation of the half wave rectifier circuit using OpenModelica System

Our future work will mainly focus on adding new features and correcting bugs for
the BHPC toolset as well as extending BHPC language for supporting the modelling
and verification of electronic system design.
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Chapter 34
Structured Robust Control for a Pmdc Motor
Speed Controller Using Swarm Optimization
and Mixed Sensitivity Approach

Somyot Kaitwanidvilai and Issarachai Ngamroo

Abstract This paper proposes a new technique for designing a robust DC motor
speed controller based on the concepts of fixed-structure robust controller and a
mixed sensitivity method. Performance is specified by selecting the closed-loop
objective weight, and uncertainties caused by the parameter changes of motor
resistance, motor inductance and load are used to formulate the multiplicative
uncertainty weight. Particle Swarm Optimization (PSO) is adopted to solve the opti-
mization problem and find the optimal structured controller. The proposed technique
can solve the problem of complicated and high order controller of conventional full
order H1 controller and also retains the robust performance of conventional H1
optimal control. The performance and robustness of the proposed speed controller
are investigated in a Permanent Magnet DC (PMDC) motor in comparison with
the controllers designed by conventional H1 optimal control and conventional ISE
method. Results of simulations demonstrate the advantages of the proposed con-
troller in terms of simple structure and robustness against plant perturbations and
disturbances. Experiments are performed to verify the effectiveness of the proposed
technique.

Keywords Particle swarm optimization � H1 optimal control � PMDC motor speed
control

1 Introduction

PMDC motor has been widely used in many applications such as fan/pump driving
in a photovoltaic system [1], robot’s actuators [2], etc. Although AC motor has re-
cently been an attractive choice for an electric drive system; however, DC motor is
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still required for certain applications. Several techniques for controlling a DC motor
have been proposed by some researchers [3–5]. In [3], a nonlinear fuzzy control was
proposed to control a drive system with DC motor. Particle and Kalman filtering
was developed to control a DC motor in [4]. In [5], a novel technique for design-
ing a robust controller was presented. Although all techniques mentioned above can
be successfully adopted to design an effective controller at certain load conditions;
however, uncertainty specifications are not incorporated in the design. In control
system, it is important that robust performance of the designed system should be
guaranteed. A method, called robust control, can be used for designing a robust
controller which can perform good performance under both nominal and perturbed
conditions. At present, there are many kinds of robust control techniques such as H
infinity loop shaping control, Mixed-sensitivity approach, mu-synthesis, etc. These
techniques incorporate the system uncertainties into the design of controller; how-
ever, the order of resulting controller is much higher than that of the plant, making
it difficult to implement practically.

In recent years, many researchers have tried to propose an effective technique
to design a controller for general plant. A more recent control technique uses
computational intelligence such as genetic algorithms (GAs) or Particle Swarm Op-
timization (PSO) in adaptive or learning control. Karr and Gentry [6, 7] applied
GA in the tuning of fuzzy logic control which was applied to a pH control pro-
cess and a cart-pole balancing system. Hwang and Thomson [8] used GA to search
for optimal fuzzy control rules with prior fixed membership functions. Somyot and
Manukid [9] proposed a GA based fixed structure H1 loop shaping control to
control a pneumatic servo plant. To obtain parameters in the proposed controller,
genetic algorithm is proposed to solve a specified-structure H1 loop shaping op-
timization problem. Infinity norm of transfer function from disturbances to states
is subjected to be minimized via searching and evolutionary computation. The
resulting optimal parameters make the system stable and also guarantee robust
performance.

In DC motor speed control, many engineers attempt to design a robust controller
to ensure both the stability and the performance of the system under the perturbed
conditions. One of the most popular techniques is H1 optimal control in which the
uncertainty and performance can be incorporated into the controller design. Unfor-
tunately, order of the resulting controller from this technique is usually higher than
that of the plant, making it difficult to implement the controller in practice. In this
paper, we illustrate the design of a DC motor speed controller which can guarantee
stability under the specified perturbed conditions and which also has a simple struc-
ture. The remainder of this paper is organized as follows. Section 2 presents the
plant and the proposed design. The genetic algorithm for designing a fixed structure
is also described in this section. Section 3 shows the simulation and experimental
results. Finally, Section 4 concludes the paper.
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Fig. 1 PMDC motor diagram

J

e =Kω

Bω

T

θ

R L

+

–

+

–

V

2 DC Motor Modeling and the Proposed Technique

A well known model of DC motor for a speed control system is shown in following:

P D
!.s/

Vi .s/
D

K

.Ls CR/.JsC B/CK2
(1)

where J.kg m2=s2/ is the moment of inertia of rotor, B is the damping ratio of
mechanical system, R.�/ is electrical resistance, L (H) is electrical inductance,
and K (Nm/A) is electromotive force constant. Figure 1 shows a typical DC motor
diagram.

According to the standard procedure of robust control [10], there are many tech-
niques for designing a robust controller in a general plant; for example, mixed
sensitivity function, mu-synthesis, H1 Loop Shaping, etc. However, controllers de-
signed by these techniques result in a complicated structure and high order. The
order of the controller depends on the order of both the nominal plant and the
weighting functions. It is well known that a high order or complicated structure con-
troller is not desired in practical work. To overcome this problem, a fixed-structure
robust controller is designed.

2.1 PSO Based Fixed Structure Robust Control

PSO is used to solve the H1 fixed-structure control problem, which is difficult to
solve analytically. The proposed technique is described as follows:

2.1.1 Controller’s Structure Selection

Assume that K.p/ is a structure-specified controller. The structure of the controller
is specified before starting the PSO optimization process. In most cases, this con-
troller has simple structures such as PID configuration or lead-lag configuration.
A set of controller parameters, p, is evaluated to maximize the objective function.
In this paper, PID with a derivative first-order filter controller is selected.
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K.p/ D Kp C
Kd s

s C �d
C
Kd

s
(2)

The controller parameters set is:

p D ŒKp; Kd ; Ki ; �d � (3)

2.1.2 Cost Function in the Proposed Technique

The cost function in the design is the infinity norm based on the concept of ro-
bust mixed-sensitivity control, which can be briefly described as follows [10]. In the
mixed-sensitivity method, firstly, the weighting function of the plant’s perturbation
and/or performance must be specified. In this paper, W2 is specified for the uncer-
tainty weight of the plant and W1 is specified for the performance of the system.
The cost function can be written as:

Jcos t D

�
�
�
�
W1S

W2T

�
�
�
�
1

< 1 (4)

where T is the plant’s complementary sensitivity function, and S is the plant sensi-
tivity function.

Assume that the plant is denoted as P . The controller is denoted as K and the
system is the unity negative feedback control. The sensitivity and complementary
sensitivity function can be expressed as:

S D 1C PK (5)

T D I � S D PK.1C PK/�1 (6)

The cost function in (4) is based on frequency domain specifications. In this ap-
proach, the fitness value in the PSO is formulated by this cost function. The
proposed technique can be summarized as follows:

Step 1 Specify the weighting functions in robust mixed-sensitivity function [10],
and the controller’s structure K.p/. p is the unknown controller’s param-
eters which are referred to as ‘particle’.

Step 2 Initialize the several sets of p as particles in the first iteration of PSO. De-
fine the PSO parameters such as population size, maximum and minimum
velocities and momentum, etc.

Step 3 Generate the swarm of the first iteration randomly. Find the fitness of each
particle. The inverse of the cost function in (4) is adopted as the fitness
function.

Step 4 Update the inertia weight .Q/, position and velocity of each particle using
the following equations.
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Q D Qmax �

�
Qmax �Qmin

imax

�

i (7)

viC1 D Qvi C ˛1Œ	1i .Pb � pi /�C ˛2Œ	2i .Ub � pi /� (8)

piC1 D pi C viC1 (9)

where ˛1; ˛2 are acceleration coefficients.
	1i ; 	2i are any random number in .0! 1/ range.

Step 5 While the current iteration is less than the maximum iteration, go to step
4. If the current iteration is the maximum iteration, then stop. The particle
which has the maximum fitness is the answer of this optimization.

3 Design Example

A speed control system is used to illustrate the effectiveness of the proposed
technique. In this example, the system of the speed control of the DC motor has pa-
rameters at the nominal plant as follows: J D 0:02 kg m2=s2; B D 0:2N m s=rad,
R D 2�, L D 0:5H; K D 0:1Nm=A.

The specification of perturbation used for the design is shown in Table 1. As
seen in this table, the reasonable tolerance and changes in system parameters are
specified.

Performance weights can be selected properly by the well-known concept shown
in [10].

W1 D
0:5 sC 10
sC 0:001

(10)

To specify the uncertainty weight, the plots of several multiplicative plant pertur-
bations are shown, and then the transfer function which has higher amplitude than
all of uncertainty models is specified as the uncertainty weight. Figure 2 shows the
plot of set of multiplicative uncertainty models jŒG.s/=Gn.s/� � 1j. Where G.s/
is the plant and Gn.s/ is the nominal plant. By using mathematical software, i.e.
MATLAB, the uncertainty weight can be specified as:

W2 D
.0:2619s2C5:649sC 19:06/

.s2C26:28sC 106:7/
(11)

Table 1 Parameters
changing in the design

Parameter Nominal value Uncertainty
J 0:02 kg m2=s2 ˙30%
R 2� ˙30%
L 0.5 H ˙30%
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Fig. 2 The design of uncertainty weight of DC motor speed control plant

The structure of the controller is selected as PID with a derivative first order filter
which has the same structure as (2). The PSO parameters are selected as: population
size D 50, minimum and maximum velocities are 0 and 2, acceleration coefficient
D 2.1, minimum and maximum inertia weights are 0.6 and 0.9. When running the
PSO for 17 iterations, an optimal solution is obtained as shown in Fig. 3. By the
proposed technique, the optimal PID with derivative first order filter controller is
evaluated as follow:

K.p/ D 191:73C
452:19

s
C

16:50s

0:0001s C 1
(12)

The infinity norm obtained by the evaluated controller is 0.500 which is less than
1. Consequently, since this norm is less than 1, then the system is robust according
to the concept of mixed sensitivity robust control. A conventional mixed sensitivity
controller is also designed for comparison. In the conventional technique, the order
of the final controller is 4. The controller obtained by this method is

K.s/ D
135897685781:0162.sC 21:27/.sC 9:78/.sC 4:085/.sC 5:018/

.sC 5:145/.sC 21:83/.sC 0:001/.s2C3:494 � 105sC 6:031 � 1010/
(13)

Cleary, the order of the conventional robust controller is high and its structure is
complicated. Thus, the advantage of simple structure can be obtained by the pro-
posed technique.



34 Structured Robust Control for a Pmdc Motor 451

0 10 20 30 40 50 60 70 80 90 100
1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

Fig. 3 Convergence of solution of the proposed technique

In addition, in this paper, we also design the conventional PID controller based
on the ISE method. In this method, the controller parameter is tuned in such a way
that the integral of square error between output and desired response is minimized.
However, to prevent the oscillations in the response, ISE with the model reference
can be applied [11]. In this paper, we adopted the ISE with model reference to design
a PID controller to make the appropriate settling time (about 0.3 s). By this model
reference, response of ISE controller is close to the response from mixed-sensitivity
controller. By ISE method, the following controller can be evaluated.

KISE D 33:58C
99:28

s
C

2:506s

0:005s C 1
(14)

The step responses of both proposed and conventional techniques at nominal condi-
tions are shown in Fig. 4. This figure shows that the settling time from the proposed
controller is better than that of the conventional controllers while overshoot does not
appear.

To verify the effectiveness of the proposed controller, the system with plant per-
turbation is examined. In this case, parameters of the system are changed to: J D
0:014 kg m2=s2; B D 0:2N m s=rad; R D 1:6�; L D 0:35H; K D 0:1Nm=A.
Step responses of all controllers at the perturbed plant are shown in Fig. 5. As seen
in this figure, the settling time of the proposed controller is almost the same as in the
conventional robust controller, and the responses are similar to that of the nominal
plant. There is a little overshoot (2–3%) appeared in the response of our proposed
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Fig. 4 Step responses of the proposed optimal PID controller and a conventional robust controller
at a nominal plant

technique. In the response from ISE controller, large overshoot and slow settling
time are occurred in the response. Cleary, both the proposed and mixed-sensitivity
controllers are robust.

Some experiments are performed to verify the effectiveness of the proposed con-
troller. The nominal values in Table 1 are parameters of DC motor used in our
experiments. Figure 6 shows the experimental setup used in this paper. A proposed
robust controller in (12) and PID controller tuned by ISE method in (14) are used to
control the speed of motor. As seen in Figs. 4 and 7, the response of experimental
result is almost the same as that of the simulation result.

To verify the robust performance of the system, an experiment is performed. The
shaft load of motor is reduced to a certain value. This change is equivalent to the
changing of parameter in the motor’s dynamic. The performance is verified by step
response. As shown in Fig. 8, the step response of the proposed controller is almost
the same as the response in nominal conditions while the step response of the PID
controller tuned by ISE method has a large overshoot and slow settling time. This
can be verified that the robust performance of the proposed technique is better than
that of PID controller tuned by ISE method.
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Fig. 5 Step responses of the proposed optimal PID controller and a conventional robust controller
at a perturbed plant

Fig. 6 Experimental setup
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Fig. 7 Experimental results of DC motor speed control at nominal conditions. Step responses of
speed of motor from (a) proposed controller (b) PID controller tuned by ISE method
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Fig. 8 Experimental results of DC motor speed control at perturbed conditions. Step responses of
motor speed from (a) proposed controller (b) PID controller tuned by ISE method

4 Conclusions

The proposed technique can be applied to control the speed of a DC motor. Based on
the incorporation of robust control and the PSO, the proposed technique can achieve
robustness and good performance while the structure of the controller is simple.
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Robustness of the controlled system can be guaranteed via the theory of mixed
sensitivity robust control. In conclusion, by combining of these two approaches,
particle swarm optimization and mixed-sensitivity approach; fixed-structure con-
troller design can be achieved. Implementation in a PMDC motor speed controller
assures that the proposed technique is valid and flexible.
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Chapter 35
Agents for User-Profiling, Information Filtering,
and Information Monitoring

Kwang Mong Sim and Paul C.K. Kwok

Abstract This paper presents an enhanced holistic information retrieval (IR)
system that aims to automate the entire process of Web-based IR. The system
consists of four types of agents: (1) a User profiling agent (UPA) that filters and
reorders URLs based on a user’s interests, (2) ontology-enhanced Web browsing
agents (WBAs) that are used to autonomously browse and scan multiple Websites to
determine and rate the relevance of Websites, (3) Web monitoring agents (WMAs)
that are used for tracking and reporting changes in selected Websites, and (4) price
watcher agents (PWAs) that monitor product prices from competing suppliers’
Websites. A UPA generates a profile of a user’s interests, then filters and reorders
URLs based on the interests of the user. WBAs perform information filtering by con-
sidering three relevance metrics: ontological relations, frequency, and nearness of
keywords. The general idea of Website monitoring is that each WMA is programmed
to download a new copy of a Website and compare it with the old copy. WMAs allow
users to specify monitoring rules, and provide user interface for specifying patterns
and data to be monitored. PWAs invoke the functionalities of WBAs and WMAs
for browsing and monitoring multiple Websites displaying different prices of a
product. Whereas empirical results show that WBAs are likely to rate the relevance
of Website with a small degree of error, the UPA can generally identify URLs that a
user is more likely to be interested in. Proof-of-concept examples demonstrate the
major functionalities of WMAs and PWAs.
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1 Introduction

Web users searching for information are often overwhelmed with very large
numbers of URLs returned from search engines. Whereas many of the URLs are
often quite relevant, it is not uncommon that irrelevant Websites containing query
keywords are among the suggested URLs because words can have several meanings
(senses). For example, a typical user using Google search to search for Websites
about “mountain chain” may find the URL http://www.chainreactioncycles.com/,
which contains words such as “chain” (as in bicycle chain). Consulting WORDNET
[1], “chain” has several senses (meanings). One of the senses of chain refers to “a
series of (usually metal) rings or links fitted into one another to make a flexible
ligament” and another refers to “a series of hills or mountains”. In such situation,
one possible solution is to program a software agent to distinguish between relevant
and irrelevant URLs by searching for evidence phrases by consulting an ontology
[2]. Evidence phrases may include ontologically related words such as synonym,
hyponym, hypernym, meronym, and holonym. For example, Websites containing
words such as “Adirondack Mountains” and “Alaska Range” (a hyponym of moun-
tain chain) are more likely to contain relevant information about mountain chain
than a Website with words like “anchor chain” and “tire chain” (a hyponym of
“iron chain”).

Furthermore, even though users can use search engines to locate URLs and pro-
gram software agents to autonomously browse selected Website(s), they still need to
repeatedly and regularly visit the Websites to retrieve up-to-date information. Due
to the ever-changing content of Webpages, tracking the changing contents of Web-
sites may be tedious and time-consuming. Examples of Websites with ever-changing
contents include financial Websites that display stock prices and Websites of retail
companies that display prices of computer products and accessories. It is not un-
common that investors constantly visit multiple financial Websites and continuously
monitor stock prices, and analyze stock trends. One way of assisting such users is
to build software tools that visit selected Websites to monitor and track changes in
the contents of these Websites. Additionally, software agents for bolstering price
comparisons among multiple Websites selling the same product may also be useful
tools for retailers and e-shoppers.

The objective of this project is to develop a holistic information retrieval (IR)
system (Section 2) that augments the functionalities of existing search engines by
supporting the following:

1. Autonomous filtering of contents in Websites
2. Regularly monitoring and reporting (selected) changes in Websites, and
3. Regularly comparing and reporting product prices from competing suppliers

This project is designed to support the information gathering activities in Ellis’
model [3] that are not supported by existing search engines. Ellis’ model [3] of
information gathering includes (1) activities that form initial search for information
by following and linking to other information sources, (2) browsing (scanning in-
formation source), (3) differentiating (filtering and selecting among the sources), (4)
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monitoring (regularly following a particular source), and (5) extracting (identifying
materials of interest from some sources). Whereas activity (1) is supported by ex-
isting search engines, the enhanced holistic IR system in this project is designed
to bolster activities (2) through (5). To this end, this project complements and aug-
ments the functionalities of existing search engines. In particular, it is reminded here
that this project does not compete with existing search engines and is certainly not
designed to replace existing search engines, but rather to supplement their function-
alities.

2 A Holistic IR System

This section presents the prototype of an enhanced holistic IR system consist-
ing of four types of agents: (1) User Profiling Agents (UPAs), (2) Web Browsing
Agents (WBAs), (3) Web Monitoring Agents (WMAs), and (4) Price Watcher Agents
(PWAs).

User Profiling Agent: A UPA supports a user by bolstering activity (1) of Ellis’
model of information gathering (Section 1). It performs two tasks: (1) identifies and
generates a profile of a user’s interests, and (2) filters and reorders URLs based on
the interests of a user.

Web Browsing Agent: A WBA supports a user by bolstering activities (2) and (3) of
Ellis’ model of information gathering (Section 1). That is, it performs the follow-
ing tasks: (i) browsing and scanning the information contents of a Website and (ii)
determining the relevance of and rating the contents in a Website. Based on Sim’s
previous works [4–6], details of the functionalities of a WBA are given in Section 3.

Web Monitoring Agent: A WMA supports a user by bolstering activities (4) and
(5) of Ellis’ model of information gathering (Section 1). It carries out the follow-
ing tasks: (1) regularly monitoring a selected Website and tracking changes in the
Website, and (2) identifying and reporting selected changes in the contents of the
Website that it is monitoring.

Price Watcher Agent: A PWA supports a user by (1) invoking a search engine to
search for Websites containing the prices of a product, (2) deploying multiple WBAs
for determining and rating the relevance of a list of Websites displaying that product,
(3) deploying multiple WMAs for monitoring changes in product prices in multiple
Websites, and (4) displaying in ascending order the prices of that product from dif-
ferent Websites.

Stages of Information Gathering: The stages of the information gathering process
are listed and described as follows:

1. Locating Information Resources. This is typically the first step that a user would
do when searching for information through the Web – compose a query using a
set of keywords, then enter the query to a search engine. When a search engine
returns a set of URLs, a UPA filters and reorders URLs based on a user’s interests.
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2. Browsing and Evaluating Selected Websites. Multiple WBAs are deployed to
simultaneously visit and browse the contents of the set of URLs and verify if
the contents are relevant to a query. This corresponds to the second step that a
user would typically do – visiting, browsing, and deciding if the contents of the
URLs are relevant.

3. Monitoring Changes in Selected Websites. In this stage, a set of WMAs is ac-
tivated to monitor and track changes in selected relevant URLs. This stage
corresponds to a user bookmarking a set of favorite URLs and perhaps repeatedly
visiting the URL to retrieve updated and ever-changing information (e.g., stock
prices).

3 User Profiling Agent

The UPA carries out three functions: (1) capturing user profile, (2) updating user
profile, and (3) filtering and reordering URLs.

3.1 Capturing User Profile

The UPA captures and tracks changes in users’ interests by monitoring the book-
mark files of users. It creates and maintains a theme file consisting of a set of
keywords that describes the interest of a user. Generation of user profiles is carried
out in five steps as follows:

Step 1: Extraction of Web browsing history

The UPA creates a user profile based on a collection of documents extracted from
the bookmark file (which contains URLs that are previously visited by the user and
are classified as interesting categories) of the user.

Step 2: Generation of document vectors

To represent each document from a user’s bookmark in a standard format, the UPA
adopts a vector space model [7] that represents each document by a document vec-
tor. A document vector consists of a set of high information bearing words appearing
in and characterizing the document, and these words are used for grouping docu-
ments into clusters. Algorithm 1 shows the steps for generating a document vector.

Algorithm 1

1. All unique words in a document are extracted and converted to lower cases.
2. Stop-words (e.g., “a”, “an”, “the”, etc.) are removed.
3. For each document, the frequency of occurrence of each word is recorded.
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4. Each word is associated with a TF-IDF (Term Frequency-Inverse Document
Frequency) [8]. Let Fji be the number of occurrences of word j in document
i , and mi be the maximum absolute term frequency achieved by any term in
i . The relative term frequency is TFji D Fji=mi . Let dj be the number of
documents containing j and N be the total number of documents. The inverse
document frequency is IDF D log.N=dj /. The TF-IDF of j in i is given as
TF-IDFji D TFji

� log.N=dj /.

4.1. For all non-stop words in each document, find the top k words that have
the highest TF-IDF in all documents and place it in a set S .

4.2. For each document i , determine TFji and TF-IDFji of each word in S .
4.3. The document vector of i is .ŒTF-IDF1i; TF-IDF2i;:::; TF-IDFki�/.

5. Normalize all the document vectors.

The similarity of two documents is reflected by the magnitude of the dot product
of their document vectors. The magnitude of the dot product decreases when the
documents differ more.

Step 3: Generation of interest clusters

To model and predict the user interests from the set of documents from bookmarks, a
clustering process is carried out to group similar documents into an interest cluster.
A top-down statistical approach for clustering [9] is adopted. Details are given in
Algorithm 2.

Algorithm 2

1. A d�d dot-product table is created, where d refers to total number of document
vectors. Each entry Eij refers to the value of dot product of document vectors i
and j. Eij represents a measure of similarity between two documents.

2. The mean � and standard deviation ¢ are calculated for all non-zero entries in
the dot-product table. Typically, 60% of the entries in the table are zero.

3. A document vector is randomly chosen to start a cluster C1. To grow C1, a
document vector not in C1 is tested for inclusion by determining the new mean
m for C1 if the document vector is added. The process is repeated for all the
document vectors not already in C1 and the best mean mbest is recorded.

4. If mbest > �C¢ , the document vector corresponding to the best mean is added
to the C1.

5. When no more document vectors can be added to C1 the clustering process is
repeated from step 3 to 4 for the remaining document vectors to form other
clusters.

6. At the end of the clustering process, the clusters generated are recorded. The
remaining document vectors that are not clustered are also recorded in a file
(unclustered.txt) for use in a later stage.
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Step 4: Identification of user interests

Each cluster created consists of a set of similar documents, representing a particular
interest of a user. To identify the interest represented by a cluster, a cluster vector
is generated by first summing up all the information content of common words in
the document vectors. Subsequently, the top 20 words with the highest sum are
treated as representative of the user interests. Additionally, the size and age of a
cluster are also determined. Cluster size refers to the total number of documents
in the corresponding cluster, and represents the degree of interest of a user in this
particular topic. Cluster age represents the duration between the earliest and latest
visited documents in a cluster. A longer cluster age implies a more persistent or
longer-term interest. Both cluster size and cluster age reflect the importance of each
cluster.

Step 5: Extraction of theme keywords for generation of user profile

All clusters created are ranked in descending order of cluster size. For clusters with
the same size, clusters with older age are ranked higher. Keywords of cluster vectors
are extracted and recorded in a theme file in the order of their importance. The theme
file consists of representative keywords for characterizing user interests.

3.2 Updating User Profile

Updating user profile is carried out in four steps as follows:

Step 1: Extraction of the latest Web browsing history

To track changing users’ interests, users’ profiles need to be updated and the mod-
ification date is recorded. In updating a user’s profile, only URLs in the bookmark
that are visited later than the last modified date are examined.

Step 2: Updates of existing interest clusters

Documents extracted from new URLs in the bookmark file are checked against all
the existing clusters for similarity. If a new Web document shares a similar topic
with an existing cluster, it will be added to that cluster and the size and age of the
cluster will be updated. Details are given in Algorithm 3.

Algorithm 3

function UpdateExistingClusters (Cluster[] allclusters, Document[] array
of documents)
for each cluster Ci in allclusters

for each new document di in array of documents
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Process di by creating document vector v using the same set of keywords in
Ci

Compute dot-product p of v and cluster vector of Ci
If p > threshold//threshold is defined by user

Add document di to cluster Ci
Update cluster size and age of Ci
Remove di from array of documents

end for
end for

Step 3: Generation of new interest clusters

New documents that are not similar to existing clusters are combined with the doc-
uments that are recorded in a special file called unclustered.txt. Clustering is carried
out for this new set of Web documents to explore new user interests and new clusters
are recorded.

Step 4: Updates of theme file of user profile

Both existing and newly created clusters are re-ranked according to their size and
age. The theme file of User Profile is updated with the latest user interests.

3.3 Reordering URLs

The UPA re-ranks the set of URLs based on the interest of users captured in the user
profile. Re-ranking by the UPA is carried out in three steps as follows:

Step 1: Extract keywords from theme file of the user profile

The UPA reads in the most updated theme file of the user profile and the set of theme
keywords are stored in a set S .

Step 2: Compute the total occurrence of theme keywords in the Web document

The content of each URL is examined. The total occurrenceC of all theme keywords
in S that appear in the Web document is computed.

Step 3: Output a set of ranked URLs

The set of URLs is ranked in descending order according to the corresponding value
of C . By reordering the URLs, a user is more likely to read Web documents that
he/she is more interested in first.
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4 Web Browsing Agent

A WBA carries out two functions: (1) information filtering and (2) information
rating.

Information Filtering: In this stage, a WBA adopts WORDNET’s ontology [1]
for determining the relevance of a Website. This is achieved by constructing a set of
evidence phrases for a user query by considering ontological relations from WORD-
NET such as meronym and holonym. Meronym and holonym refer to the part-whole
relations of words [10]. Whereas a meronym is the name of a constituent part of a
concept, a holonym is the name of the whole of which the meronym is a part (i.e.,P1
is a meronym of Q1 if P1 is a part of Q1, and Q2 is a holonym of P2 if P2 is a
part of Q2) [1]. Furthermore, in WORDNET, some of the categories of meronym
relations include:

1. Part mernonym: P1 is a part meronym of Q1 if P1 is a component part of Q1.

Example Query Word: battery
Part Meronym(s): electrode, pole (terminal).

2. Member meronym: P1 is a member meronym of Q1 if P1 is a member of Q1.

Example Query Word: Forest
Member Meronym(s): tree

3. Substance meronym: P1 is a substance meronym of Q1 if P1 is the stuff that Q1
is made of.

Example Query Word: chalk
Substance Meronym(s): calcium carbonate

When filtering relevant URLs, a WBA examines the content of a URL for
meronyms of a query word by consulting WORDNET. Given that each word can
have different senses, an irrelevant URL is identified by searching for meronyms
of query keywords of other senses. For instance, to identify an irrelevant Webpage
for the query “battery” (in the sense of “electric battery”), the WBA filters out Web-
pages with meronyms such as “gun” and “missile launcher” which are meronyms
of battery in the sense of gunnery.

Information Rating: A WBA rates the information contents in a Website by con-
sidering three heuristic factors: (1) ontologically related words, (2) frequency of
occurrence, and (3) nearness of keywords.

1. By searching for ontologically related words in a Webpage, a WBA is more likely
to detect information related to a query. To ensure high precision, the heuristic in
[5, p. 96] is used to guide a WBA in identifying relevant information of different
degrees.

2. The relevance metric used by a WBA favors Webpages with higher occurrence
of keywords in a user query. For example, if the term “car” occurred reasonably
frequently in a Webpage, it seems plausible to think that the Webpage contains
information that deals with “car” [11, pp. 279–280].
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3. When nearness [11, pp. 237] is included in the relevance metric, the probable
relevance of the information retrieved is likely to be higher. For instance, consider
the query “nature picture”, if both “nature” and “picture” occur adjacently in a
given Webpage, then it is more likely that the Webpage contains more relevant
information than when both “nature” and “picture” occur within a sentence but
are separated by some words”.

5 Web Monitoring Agent

A WMA carries out two functions: (1) monitors changes in a Webpage, and (2)
extracts specific information from a Webpage periodically. The general idea of in-
formation monitoring is to download a new copy of a Website and compare it with
the old copy. An algorithm for monitoring changes in a table within a Website is
given in Algorithm 4 [4, 6].

Algorithm 4

1. Retrieve the Webpage from the given URL at time t as a string of characters
S.t/.

2. Extract all tables from S.t/ as fT1; T2; : : : ; Tng. For each Tx in S.t/; Tx
contains a set of cells fc1;1; c1;2; : : : ; cr;cg

3. Let Value.cx;y ; t / return the value of cx;y at time t and Type.cx;y ; t / be the
data type of the cx;y at time t that can either be a string or numeric type. If
Value.cx;y ; t / only contains digits, period(“.”) and comma(“,”), it is assumed
that Value.cx;y ; t / is numeric. All other values are considered as string.

4. Select a cell, cx;y , from fc1;1; c1;2; c1;3; : : : g to monitor changes.
5. If the Type.cx;y ; t / is string, report changes if Value .cx;y ; tnC1/ is different

from Value .cx;y ; tn/. This is accomplished by comparing the strings at tn and
tnC1.

6. If the Type.cx;y ; t / is numeric, report changes if

ˇ
ˇ
ˇ
ˇ
Value.cx;y ; tnC1/ � Value.cx;y ; tn/

Value.cx;y ; tn/

ˇ
ˇ
ˇ
ˇ > n%

where n is a user defined threshold

Monitoring rules: In a WMA, each monitoring task can be represented by a task
script using monitoring rules. Some of the monitoring rules in a WMA are given as
follows:

R1: If (modified()) notify();
R2: If (modified()) download();
R3: If (new(2) > 2.0) notify();
R4: If (new(2)-old(2) >D 0:1) notify()
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Fig. 1 WMA User Interface: Pattern to Monitor

R1 (respectively, R2) simply specifies that the WBA should notify a user (e.g.,
by sending email) (respectively, download the Webpage to local disk instead of
notifying the user) if there is any changes in a Webpage. Used in conjunction with a
pattern, the functions old() and new() in R3 and R4 refer to the old and new values
of the data associated to a pattern. For instance, if a user instructs a WMA to monitor
the value of a stock called “tom.com” (see Section VI) then in R3 and R4, “2” inside
the functions old() and new() is a marker that points to a data value associated to
the pattern “tom.com”, i.e., “2” refers to the stock price of “tom.com” displayed in
the Webpage that the WMA is monitoring.

Whereas regular expression is used for specifying the instructions for a WMA to
extract specific information from a Website, a user interface is developed to allow
a user to specify: (1) the pattern that a WMA should monitor and the message it
should display (Fig. 1), (2) the interval for monitoring the Webpage (Fig. 2), and (3)
the position of the data that is associated with a pattern (Fig. 3).

6 Experimentation and Evaluation

Experiments were carried out to evaluate both the UPA and the WBA. The experi-
ment settings and empirical results for evaluating the UPA and the WBA are given
in Sections 6.1 and 6.2, respectively.
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Fig. 2 WMA User Interface: Schedule to Monitor

Fig. 3 WMA Pattern Builder Interface

6.1 Evaluating the UPA

In this experiment, a total of 50 queries were used. Two human users are asked to
rate whether each of the URLs returned by the testbed is interesting to them when
(1) the UPA is not used and (2) when the UPA is used. When rating the URLs, the
users are given the following instructions:

(i) For each URL, assign an evaluation score between 0 and 10. A score of 10
indicates that the user is very interested in the URL, while 0 indicates that the
URL is very uninteresting to the user.

(ii) For each query, compute the average scores of the top 3 and top 5 URLs.

The results for parts (1) and (2) of this experiment are shown in Figs. 4 and 5. From
Fig. 4, it can be seen that among the 50 queries, there were 40 queries in which the
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Fig. 4 Average Human Rating of Top 3 URLs before and after Re-ranking
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Fig. 5 Average Human Rating of Top 5 URLs before and after Re-ranking

users have rated the top 3 URLs to be more interesting when the UPA is used to
re-rank the URLs using users’ theme files. It can also been seen in Fig. 5 that for 41
out of the 50 queries, the users have rated the top 5 URLs more favorably when the
UPA is used.

6.2 Evaluating the WBA

Evaluation of the WBA consisted of (1) user study, and (2) a series of experiments
using the WBA for rating the same set of URLs rated by human users. For user
study, two human users were asked to rate the relevance of the top 5 URLs returned
by Google for 100 queries. Using a WBA to rate the relevance of contents in URLs,
two series of experiments were conducted [4–6]. For the first series of experiments,
the WBA was programmed to incrementally recognize exact words, synonyms, hy-
ponyms, and hypernyms (see Table 1). The second series of experiments examined
the effect of using five different combinations of weightings of the three heuristics
in Section 3: (1) ontological related words (OR), (2) frequency of occurrence (FO),
and (3) nearness of keywords (NK) (see Table 2).
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Table 1 WBA combination
of related terms

Simulation Word relations
WBA1 fExact wordsg
WBA2 fExact wordsg C fsynonymsg
WBA3 fExact words, synonymsg

C fhyponymsg
WBA4 fExact words, synonyms,

hyponymsg C fhypernymsg

Table 2 Weightings of the
three heuristics

Weight
combination OR FO NK

Difference between
users and WBA ratings

1 0:6 0:2 0:2 29%
2 0:34 0:33 0:33 16%
3 0:5 0:25 0:25 21%
4 0:6 0:3 0:1 29%
5 0:4 0:4 0:3 18%
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Fig. 6 Differences in user and WBA ratings

Empirical results: Empirical results obtained show that in the first series of experi-
ments, a WBA adopting WBA4 (i.e., scanning a Webpage for exact words, synonyms,
hyponyms and hypernyms) achieved the minimum mean square error (MSE) rela-
tive to human users’ rating when rating the relevance of Websites. Whereas space
limitations preclude all results from being included here, the results showing the
MSE between users and the WBA in the experiments when the WBA searched for
related words using exact words, synonyms, hyponyms and hypernyms (i.e., WBA4)
and when the WBA only searched for exact words (i.e., WBA1) is shown in Fig. 6.
The results showing that WBA4 attained lower MSEs than WBA1 suggest that a WBA
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is more likely to reduce its error in rating URLs if it is programmed to recognize
related words including exact words, synonyms, hyponyms and hypernyms.

For the five combinations of weightings shown in Table 2, empirical results in
the second series of experiments show that the WBA achieved the minimum MSE
when it adopted combination 2 in Table 2. This generally suggests that a WBA is
more likely to reduce its error in rating URLs if it is programmed to place almost
equal emphasis on all the three heuristics (OR, FO and NK).

7 Proof-of-Concept Examples

Two examples are provided in this section to illustrate the major functionalities of
WMAs and PWAs.

Example 1. A WMA was deployed to monitor the changing value of the data value
associated with “stock.com” in a Webpage shown in Fig. 7.

Step 1: In this example, the stock value of tom.com will be monitored, and the
user enters the pattern to be monitored (i.e., “tom.com”) and the URL
http://hk.finance.yahoo.com/q?mD h&sD 8001&dD v1 using the inter-
face screen shown in Fig. 8.

Step 2: Subsequently, the user uses the pattern builder interface of the WMA to
specify the location of the data value associated with “tom.com”. In Fig. 7,

Fig. 7 A Website to be monitored
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Fig. 8 WMA task specification interface

Fig. 9 WMA pattern builder interface

it can be seen that the data value (i.e., “2.10”) of “tom.com” and the pat-
tern “tom.com” is separated by (1) some whitespaces (this is represented
in regular expression in Fig. 9 as “ns�”, i.e., zero or more whitespace(s)),
and (2) a sequence of characters followed by at least one space charac-
ter (this is represented in regular expression in Fig. 9 as “nSC nsC”). In
Fig. 9, “.nSC nsC/” represents the data value to be monitored.

Step 3: The user specifies the monitoring rule using a WMA’s script builder shown
in Fig. 10. The instruction in Fig. 10 indicates that the WMA should notify
the user if the stock value of tom.com is above 2.

Step 4: The user specifies the monitoring interval using a WMA’s schedule inter-
face shown in Fig. 2.

Step 5: When the stock value of tom.com is above 2, the WMA notifies the user.
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Fig. 10 WMA script builder interface

Fig. 11 Price watcher agent
user interface

Example 2. A PWA supports a user by invoking a search engine to search for the
price of a HP Pocket PC, deploying WBAs to browse and determine the relevance of
a list of Websites displaying HP Pocket PC, deploying WMAs to monitor changes
in the prices of HP Pocket PC in selected Websites then displaying in ascending
order the prices of HP Pocket PC from different suppliers’ Websites (Fig. 11).

8 Discussion and Conclusion

This paper has presented an enhanced holistic IR system. It serves the emphasis
to mention that the system in this project is not designed to replace or compete
with existing search engines. Rather it is designed to augment and complement the
functionalities of existing search engines.

The novel features of this project are as follows. To assist users in identifying
ULRs that they are more interested in, the UPA is used to: (1) capture and maintain
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user profile, and (2) filter and reorder URLs. Multiple WBAs can be deployed in
parallel to simultaneously visit, browse, and scan the information contents of mul-
tiple Websites and autonomously determine and rate the relevance of the contents
in multiple Websites. Multiple WMAs can be deployed in parallel to simultaneously
monitor, track, and report changes in multiple Websites. Whereas preliminary ideas
of holistic IR were reported in [4,6], this work extends the work in [4,6] as follows.
Whereas the information filtering agents in [4, 6] only rate the relevance of Web-
pages by considering exact words, hyponyms, and hypernyms, WBAs in this work
(1) consider meronyms and holonyms when determining the relevance of Webpages
and (2) consider exact words, hyponyms, and hypernyms when scanning and rating
the relevance of Webpages. Whereas only the general algorithm of Webpage moni-
toring was presented in [4, 6], WMAs in this work are built with user interfaces for
specifying information monitoring rules, pattern and data value to be monitored and
schedule for monitoring. Additionally, the UPA and the PWAs were not considered
in [4–6]. PWAs in this work can be viewed as “meta-software-agents” invoking on
the functionalities of WBAs and WMAs for browsing and monitoring multiple Web-
sites containing prices of a product. Whereas both the UPA in this work and the
Query processing agent (QPA) in [4] and [6] are designed to support activity (1)
of Ellis’ model of information gathering, they are different functionalities. While a
QPA select appropriate numbers of ULRs by specializing or generalizing a search
query, the UPA in this work filters and reorders ULRs to identify URLs that users
are more likely to be interested in.

Acknowledgment This work was supported by the DASAN Project (GIST International Faculty
Fund) from the Gwangju Institute of Science and Technology, South Korea. Thanks to Chan Siu
Man, Cheung Ting Yee, Wong Yuk Chuen and Tsang Lai Ling for carrying out the portions of the
implementations of this work.

References

1. Miller, Wordnet, G.A. (1990) An on-line lexical database. International Journal of Lexicogra-
phy, 3–4, 235–312.

2. Fridman, N., & Hafner, C. (Fall 1997) The state of the art in ontology design. AI Magazine,
pp. 53–74.

3. Ellis, D. (1989) A behavioral model for information retrieval system design. Journal Docu-
mentation, 49(4), 356–369.

4. Sim, K.M., & Wong, P.T. (2004) Towards agency and ontology for web-based information
retrieval. IEEE Transactions on Systems, Man and Cybernetics, Part C: Applications and
Reviews, 34(3), 1–13.

5. Sim, K.M. (2004) Toward an ontology-enhanced information filtering agent. ACM SIGMOD
Record, 33(1) March, 95–100.

6. Sim, K.M. (2003) Towards holistic web-based information retrieval: an agent-based approach.
In Proceedings of the 2003 IEEE/WIC International Conference of Web Intelligence, Oct. 13–
16, Halifax, Canada, pp. 39–46.

7. Frakes, W.B., & Baeza-Yates, R. (Eds.) (1992) Information retrieval: Data structure and algo-
rithms. Prentice-Hall, USA.



474 K.M. Sim and P.C.K. Kwok

8. Salton, G., & McGill, M.J. (1983) Introduction to modern information retrieval. McGrawHill,
USA.

9. Leonard N. Foner (1995) Clustering and information sharing in an ecology of cooperating
agents. In AAAI Spring Workshop on Information Gathering from Distributed, Heterogeneous
Environments.

10. Winston P., & Chaffin R. (1987) A taxonomy of part-whole relations. Cognitive Science, 11,
417–44.

11. Salton (1989) Automatic text processing. Reading, MA: Addison Wesley.



Chapter 36
Form-Based Requirement Definitions
of Applications for a Sustainable Society

Takeshi Chusho, Noriyuki Yagi, and Katsuya Fujiwara

Abstract It is expected that information technology (IT) will contribute to resource
saving and environmental preservation for a sustainable society. For this purpose,
application software is required and then the fund is needed for its development
by IT professionals. However, the preparation of the fund must be difficult. The
end-user initiative development of application software is indispensable for the solu-
tion of this dilemma. This paper describes requirement definitions based on abstract
forms in a method that business professionals build applications by themselves. The
abstract forms are considered as interfaces of Web services based on the simple
concept that “one service D one form.” Therefore, the business logic can be de-
fined as the form transformation from input forms into outputs form by business
professionals.

Keywords EUC � Form-to-form transformation � Visual tool � Web service
integration

1 Introduction

It is expected that information technology (IT) contributes to saving resources and
environmental preservation for a sustainable society. For this purpose, application
software is required and then the fund is needed for its development by IT profes-
sionals. However, the preparation of the fund is difficult unless a profit is calculated
over the development cost. The end-user initiative development of application soft-
ware is indispensable for the solution of this dilemma.
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For example, let’s consider a thrift store which sells limited goods to limited
customers in a local area. The number of goods and the number of customers will
increase if business professionals develop the application for the Web site in which
customers can register goods to be reused or search the list of registered goods for
their own use easily.

As for another example, let’s consider service counters which exist everywhere.
Although some service counters already support the Internet usage, many service
counters have not yet done this because of lack of funds, not lack of technologies.
If business professionals at a service counter can develop the application for a Web
site, they will save resources because of the paperless system and reducing the cost
of electricity by not using elevators when going to the actual counter.

Furthermore, let’s consider online shopping. Some customers may want to buy
goods from the nearest shop to reduce carbon dioxide .CO2/ emission in transporta-
tion. It must be useful to open a Web site where you can search several online shops
for the specified goods and display the information alongside the transportation dis-
tance. This application may be developed by non-professionals of IT if Web service
integration of online shopping sites and an online map service site is performed by
using recent mash-up technologies.

There are several approaches for the end-user initiative development. That is, the
UI-driven approach makes it possible to develop applications for the UI-centered
front-end subsystems easily. It is strengthened by using framework technologies.
The model-driven approach makes it possible to develop applications for the
workflow-centered back-end subsystems easily. It is strengthened by using a vi-
sual modeling tool. Furthermore, the form-driven approach must be easier than the
aforementioned two approaches for business professionals since they are familiar
with forms in daily work. It is strengthened by the form-to-form transformation and
Web service integration.

Terms for end-user computing (EUC) and papers on EUC often came out in
1980s. Some papers describe definitions and classifications of EUC [7] or the man-
agement of EUC [2]. A recent paper summarizes the trends of end-user development
without IT professionals’ assistance [22].

There are some other works related to EUC. In the programming field, the tech-
nologies for programming by example (PBE) [16] were studied. The PBE implies
that some operations are automated after a user’s intention is inferred from exam-
ples of operations. The non-programming styles for various users including children
and for various domains including games were proposed. In the database field, the
example based database query languages [21] such as QBE (Query-By-Example)
were studied. QBE implies that a DB query is executed by examples of concrete
queries. User-friendly inquiry languages were proposed in comparison with SQL.

Our research target is different from these technologies and is for business
professionals and business domains. The user’s intention is definitely defined as
requirement specifications without inference as business professionals with domain
expertise develop software which executes their own jobs.

Therefore, this paper pays attention to a Web application in which the user inter-
face is a Web browser because most users are familiar with how to use the Internet.
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Furthermore, the three-tier architecture is supposed, which has been popular re-
cently. Generally, there are three approaches corresponding to the user interface
(UI), business logic and database (DB). In our studies, application frameworks, vi-
sual modeling tools based on components and form transformation tools for Web
service integration were developed for EUC.

This paper presents Web application development technologies in Section 2, ex-
amples of applications in Section 3, issues on EUC in Section 4 and abstract forms
and form transformation in Section 5.

2 Web Application Development

2.1 Basic Approaches

The approaches to the end-user initiative Web application development methodolo-
gies based on the three-tier architecture are classified into the three categories of
UI-driven, model-driven and data-driven processes by first focusing on any one of
the UI (user interface), the model (business logic) or DB. These approaches are
described in this section.

2.2 A UI-Driven Approach

Recently, a UI-driven approach has emerged as Web applications are increasing. A
typical example of this approach is the Struts framework [1] which is an open source
framework for building Web applications in Java. The visual forms are defined first
and then components for business logic and access to the DB are defined. In this
approach, it seems to be easier for the end-user to define the UI in comparison with
definitions of the model or the DB.

For example, there are recent success stories on end-user computing. One is a
paper that the European Union’s SmartGov project transforms public-sector em-
ployees into developers of the government e-services used directly by the public
[15]. An intelligent e-forms development and maintenance environment and associ-
ated framework are delivered.

Another one is performed at the office of Nagasaki prefecture in Japan [11]. The
staff of business professionals designed and described the user interfaces without
IT professionals’ assistances. Furthermore, while the staffs specified requirements
on business logic and DB tables, IT professionals described documents of design
specifications. Based on these documents, the system was divided into subsystems
as the development cost of each subsystem was less than about 50,000$ and a small
local IT company could undertake the small-scale subsystem development. As a
result, the risk of ambiguous requirements was omitted, the cost was reduced to
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about 50%, and customer satisfaction based on usability etc. was improved. This
story suggests that the UI-driven approach makes it possible for end-users to define
the requirements of their own software.

We have also been studying this approach for several years [5]. The UI-driven ap-
proach is proposed for the front-end subsystem based on CBSE (Component-Based
Software Engineering) [3, 8]. The systems are constructed by using UI-centered
frameworks [10] and agent technologies [13]. The effectiveness of the UI-driven
process is confirmed through experiences with the development of frameworks.

Business professionals define requirements for an application to be developed by
using the framework. Services at the counter are defined first. Next, forms for these
services are defined with navigational information. Finally these form definitions
are registered into the corresponding servers.

An example of a browser defining the library system is shown in Fig. 1. The
left part implies a hierarchical directory. The right part implies definitions about
the service for taking out books. Intelligent navigation by agents is implemented in
XML. The metadata for a window is described in an RDF (Resource Description
Framework) style. While forms are defined in HTML in the conventional way, the
semantics of forms are defined in RDF style also.

However, this framework for a service counter does not support the back-end
subsystem with the workflow and DB. When another framework for a reservation
task such as a room reservation system was developed, a visual tool for defining
the DB table easily was developed simultaneously. Although end-users can use this
tool, the target DB table is limited to a simple reservation table.

Fig. 1 The browser for system definitions by end-users
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2.3 A Model-Driven Approach

Around the 1990s, object-oriented analysis and design (OOAD) technologies came
out and have become the major methodologies. Some of them match the waterfall
model and others match the iterative and/or incremental development process [12,
14]. In the recent OOAD methodologies, the unified modeling language (UML)
[20] is used for definitions of the system model. OOAD is a model-driven approach.
In addition, UML2.0 requires more rigorous definitions of models for automatic
generation of program codes based on the model-driven architecture (MDA) [19].

We have also been studying this approach for several years [4]. The model-driven
approach based on CBSE is proposed for the back-end subsystem which the main
part is a workflow. Our solution is given as a formula of “a domain model D a
computation model.” This formula implies that one task in a domain model of coop-
erative work corresponds to one object in object-oriented model. Therefore, it is not
necessary for end-users to convert a domain model into a computation model with
application architecture. The domain model is considered as the requirement spec-
ifications. This process requires necessarily the fixed architecture and ready-made
components such as business objects.

Our approach is different from most conventional object-oriented analysis and/or
design methods which need defining an object model on static structure of objects
prior to a dynamic model on interactive behavior among objects. At the first stage,
the system behavior is expressed as a message-driven model by using a visual mod-
eling tool while focusing on message flow and components. At the second stage, a
user interface is generated automatically and may be customized if necessary. Then
the transition diagram of user interfaces is generated automatically and used for con-
firmation of external specifications of the application. Finally, the system behavior
is verified by using a simulation tool.

This component-based development process was confirmed by feasibility study
on a given problem of the IPSJ (the Information Processing Society of Japan) sigRE
group. The problem is how to define requirement specifications for a program chair’s
job of an academic conference. A dynamic model was constructed while introducing
eleven kinds of objects. These objects are defined by drag-and-drop operations from
the palette of icons. A message between objects is defined by drawing an arrow from
the source object to the drain object.

In addition, branch conditions are described in rule expressions. For example,
in the “produce” method of the CFP Production object, the following rules are de-
scribed for branch conditions:

– if PrinterD yes then print;
– if CFP DistributionD yes then distribute;

Furthermore, simulation is executed for validation of the requirement definitions as
shown in Fig. 2, both on the domain model and on the sequence diagram, while
displaying traces of the message flows.
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Fig. 2 The requirement specifications are verified by simulation

2.4 A Data-Driven Approach

As for a data-driven approach, a data-centered or data-oriented approach was intro-
duced in the 1980s. In this method, the data flow diagrams (DFD) are sometimes
used for a definition of the workflow. The data model is defined with entity relation-
ship diagrams (ERD). In many mission-critical applications, the DB design is the
most important. Since data structures are more stable than business logic, the data
model is defined prior to business logic.

However, the design of a large-scale DB is difficult for end-users. In our
UI-driven approach and/or the model-driven approach, it is supposed that DB
components are used. As for a small-scale DB, visual tools are introduced for
defining the DB tables.
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3 Typical Applications

These technologies for end-user computing will be applied to various applications
for a sustainable society. As for a Web application for a thrift store, the UI-driven
approach for a front-end subsystem and the model-driven approach for a back-end
subsystem are applied. If a Web site for a thrift store can be opened easily by
business professionals, natural resources can be saved and the opportunity to reuse
them great.

As for a Web application for a service counter, framework technologies are suit-
able because the domain expertise is embedded into a framework which is prepared
in advance. As for the latest example, the framework for a reservation system was
developed and applied to a meeting room reservation system for our department.
This application is in practical use. As a result, use of natural resources is reduced
by a paperless system, and the energy for elevators, trains, cars, etc. is saved since
it is not necessary to visit the actual service counter.

Furthermore, if an Internet shopping site and a map site are combined using Web
service integration, clients can buy goods from the nearest shop and there will be a
reduction of CO2 emission usually in transportation.

4 Issues on End-User Computing

In our experiences, sometimes end-users needed IT professionals’ assistance. It is
difficult for end-users to develop new components, to modify ready-made com-
ponents for complicated business logic and to implement user interfaces in JSP.
However, if end-users can describe requirement specifications, some IT profession-
als may continue application development as volunteers or some IT companies may
undertake application development at a low cost. Recently, the ratio of the require-
ment definitions cost to the total cost on software development has been increasing
since the productivity of design, implementation and testing has been improved by
using various tools and object-oriented platforms.

Furthermore, in the business world, the external specifications of application
software are recently considered as services as shown in keywords such as ASP
(Application Service Provider), Web service, SOA (Service-Oriented Architecture)
and SaaS (Software as a Service) [9,17,18]. Our new approach to end-user comput-
ing is that end-users develop Web applications by service integration for both the
front-end subsystem and the back-end subsystem because end-users consider their
applications as a level of service, not as a level of software.

That is, the service counter is considered as a metaphor to describe the interface
between a service provider and a service requester for Web services. Such a service
counter is not limited to the actual service counter in the real world. For example, in
a supply chain management system, data exchange among related applications can
be considered as data exchange at the virtual service counter.
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A client A service counter

An actual service. The Web service.

a b

A service requester A service provider

Fig. 3 A service counter as a metaphor for Web service

Generally, the service counter receives service requests from clients as shown in
Fig. 3. Forms are considered as the interface between them. That is, the following
concept is essential for our approach:

“One service D One form:00

The integration of some individual Web services is considered as transformation
from some input forms into some output forms. Although most of these forms
are not visual forms, end-users can consider this form as a visual form for the re-
quirement specification. Such a form is called an abstract form in this paper. Since
end-users can consider such Web service integration as the workflow with visual
forms which they are familiar with, IT skills are not required of end-users. Further-
more, our previous two approaches are unified by these concepts. The UI-driven
approach with frameworks for front-end subsystems is considered as the special
case that a part of abstract forms are actually visual forms for interaction between
the system and the external world. The model-driven approach with visual model-
ing tools for back-end subsystems is considered as the special case that the message
flow is used instead of the form flow as the workflow. That is, cooperative work at
an office is expressed by using a form flow model with the abstract forms.

5 Abstract Forms and Transformation

5.1 Form Transformation in XSLT

The best solution is that end-users can get application software by form definitions
and form-to-form transformation definitions. An application which generates indi-
vidual examination schedules for each student has been selected for applying our
solutions to practical Web service integration. Actually, the university supports the
individual portal sites for each student. The student gets the examination schedule in
PDF and the individual timetable for classes in HTML. In our experiment, an actual
examination schedule in PDF can be transformed into an XML document manually.
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Fig. 4 Form transformation for Web service integration

The target application generates an individual examination schedule for each stu-
dent from the individual timetable for classes and the examination schedule. The
form transformation is shown in Fig. 4.

One input is the individual timetable for classes in HTML which is extracted
from the individual portal site for each student. This document includes informa-
tion about subjects for each student, that is, subject names, instructor names and
class numbers. This HTML document is transformed into an XML document by us-
ing the wrapping technology. The other input is the examination schedule in XML,
which includes information about subject names, instructor names, dates and peri-
ods, and room numbers. These two XML documents are merged into the individual
examination schedule in XML format for each student.

This individual examination schedule in XML is transformed into an HTML doc-
ument which can be displayed on the Web browser of each student. There are some
conventional tools used for this transformation. The XSLT stylesheet for this appli-
cation is generated by using one of the conventional tools.

The key technology of this system is the form-to-form transformation from two
XML documents into an XML document. The system administrator of this applica-
tion is not an IT professional but a clerk in the university office. Such an end-user
does not have the ability to perform programming, but needs to modify the system
when the inputs change.

For the solution of this problem, basically, the procedure of this application is
described in a script language. Furthermore, a visual tool supports the end-user. The
system generates the XML document by extracting classes which are included in the
both input files. The early opinions on this approach are described in detail in [6].

5.2 Form Transformation by Mapping

One solution to the problem of the form transformation in XSLT is the form trans-
formation by mapping from input forms to output forms. The end-users do not need
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to learn XML and XSLT technologies since they can define the form transformation
procedure by only mouse manipulations to relate items in input forms to items in
output forms. After the definition of this procedure, the form transformation from
input forms into output forms is executed as shown in Fig. 5.

For this study, a Web application for the reuse of laboratory equipment was
selected. In the School of Science and Technology which we belong to, a lot of sec-
ondhand equipment such as PCs are thrown away although many of them can still be
used. If the reuse site is open, the available but unnecessary equipment is registered
there and someone can find and receive the reusable equipment easily. Therefore,
our end-user initiative requirement definitions method is applied to such a system,
ICRS (the Ikuta Campus Reuse System).

Main rules for this system are as follows. Users are limited to members who have
mail addresses which are managed by the university, that is, teachers, officers, stu-
dents etc. for security check. The equipment to be given should be free for avoiding
illegal dealing of the university property. The site administrator takes no responsi-
bility for any troubles since this site is supported by volunteers.

Main functions are described in the usecase diagram of UML as shown in Fig. 6.
The user actor is the superclass of both the donor actor and the donee actor. The
donor registers the unnecessary equipment, or replies to the donee. The donee re-
ceives the equipment for reuse, requests the necessary equipment, or inquires about
the registered equipment. The user searches a list of the registered equipment, or
changes his/her password. The administrator registers a user, or initiates the system.
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The user interfaces (UI) and the UI transition diagram are designed as shown in
Fig. 7. The business logic is specified by the form-to-form transformation (FTFT)
with abstract forms. In this figure, two types of FTFT are discriminated. FTFT with
DB accesses via abstract forms is marked with the FTFT by a gray hexagon and
implies that a transformation between abstract forms or between abstract forms and
visual forms are performed before moving onto the next user interface with a visual
form. On the other hand, FTFT between visual forms is marked with the FTFT of a
white hexagon and implies a transformation between visual forms.

Figure 8 shows a part of form flows and form-to-form transformations. The three
forms of left-hand side are visual forms for actual user interfaces corresponding to
Login, Menu and List windows. The four forms of the right-hand side are abstract
forms for end-users support, which are not displayed visually at the application
execution time. Such an abstract form is used under construction of an application
by end-users. M:N of FTFT implies the transformation from M input forms to N
output forms. First three transformations are 1:1 and the last transformation is 2:1.

The Login form is transformed into the abstract form of ‘Check’ and it is sent
to the user management DB. Next, the abstract form of ‘Response’ is transformed
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Fig. 9 Examples of FTFT by using a visual tool

into the Menu form for selection of the next operation from a display of a list of the
registered equipment, registration of unnecessary equipment, search of registered
equipment or password change. If the user selects a display of a list of the registered
equipment, the menu form is transformed into the abstract form of ‘Read’ and it
is sent to the Item management DB. Then two inputs of the Menu form and the
Response form are merged and transformed into the List form.

5.3 A Visual Tool for FTFT

A tool for defining the form-to-form transformation was developed. The user inter-
face was implemented in HTML and JavaScript. The generated procedure in XML
is sent to the server and stored there. The interpreter of this procedure in XML was
implemented in Java.

Figure 9 shows examples of the form-to-form transformation. The input form
and the output form are displayed on the left-hand side. The palette with buttons for
operation items is displayed on the right-hand side. Whenever a column of forms
or an operation item of the palette is clicked, the order and the name of the clicked
item are displayed below for confirmation.

The transformation from the Login form into the Check abstract form in the left
side of Fig. 9 is defined as a sequence of operations: f1 Login.UserID; 2 EQUAL; 3
Check.UserID; 4 INIT; 5 Login.Password; 6 EQUAL; 7 Check.Password; 8 INITg

The first four operations define that the value of the User ID column in the input
form is copied into the User ID column in the output form while clicking the mouse
button in order of fLogin.UserID, D, Check.UserID, INITg. The INIT operation
implies the initialization as the previous execution result is not used. The following
four operations define that the value of the Password column in the input form is
copied into the Password column in the output form. This example is very simple.

The transformation from the Response abstract form into the Menu form in the
right side of Fig. 9 is defined as a sequence of operations: (1 – Response.UserID;
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2 – EQUAL; 3 – Menu.UserID; 4 – INIT; 5 – Response.Result; 6 – EQUAL; 7 –
FUNCf; 8 – INIT; 9 – FUNCf; 10 – EQUAL; 11 – Menu.List; 12 – INIT).

The first four operations define that the value of the User ID column in the input
form is copied into the User ID column in the output form. Next, one of the functions
of f, g and h is used for complex business logic. That is, the following four operations
define that the value of the Result column in the input form is the input of the f
function while clicking the mouse button in order of fResponse.Result,D, f, INITg.
The last four operations define that the output of the f function is assigned to the List
column in the output form likewise. The body of the function, f, will be implemented
in a scripting language later. The variables of x, y and z are used for temporary stores
of execution results.

6 Conclusion

The end-user initiative requirement definitions are necessary for developing ap-
plication software for a sustainable society. This paper described the requirement
definition method based on abstract forms since business professionals are famil-
iar with visual forms. The business logic can be defined as the form transformation
from input forms into output forms. Our experiments confirmed the effectiveness of
this approach.
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Chapter 37
A Dynamic Nursing Workflow Management
System: A Thailand Hospital Scenario

Nantika Prinyapol, Sim Kim Lau, and Joshua Poh-Onn Fan

Abstract In this chapter, we propose the use of dynamic compilation of web
services to support workflow management using a hospital scenario in Thailand.
Web service based on work practices of nursing system in Thailand is discussed.
A dynamic platform for workflow management (DPWFM), which integrates de-
cision making process of workflow management by allowing nurse supervisors to
customize workflow requirement is proposed.

Keywords Workflow management �Web services �Work practices

1 Introduction

Recent advancements in information technologies have resulted in business organi-
zations investing in innovative ways of delivering products and services. However,
business organizations still face with problems of developing working schedule and
managing resources effectively although huge investment has been made in expen-
sive tools and sophisticated software [1]. Very often enterprise software dealing with
workflow management does not meet specific requirements of business organiza-
tions, as a result end users encounter difficulty in using the systems [3]. In addition,
attempting to modify business rules to cater for changes in business environment
often result in high maintenance cost [2].

In this chapter, we propose a Dynamic Platform for Workflow Management
(DPWFM) system. The proposed system employs dynamic compilation of web ser-
vices to support workflow management. It integrates decision making process with
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scheduling to reduce complexity of managing workflow. The main feature of the
DPWFM is the flexibility it offers to users to allow customization of services that fit
into their workflow requirements. We illustrate the working model of the DPWFM
using a hospital scenario in Thailand. The workflow patterns were analyzed based
on several reputable hospitals in Bangkok, Thailand through interviews conducted
with heads of nurses and nurse supervisors from public as well as private hospi-
tals. The interviews provide valuable insights into workflow practices of nursing in
Thailand.

The rest of the chapter is organized as follows. In Section 2, we discuss the
DPWFM platform architecture. Section 3 describes work practices of nurses in
Thailand. This is followed by discussion of the proposed DPWFM as applied to
the Thailand’s nursing system in Section 4. Finally, conclusions and further study
are presented in Section 5.

2 The DPWFM Architecture

The main feature of the DPWFM system is the capability of customizing work-
flow to meet organizational requirements. The DPWFM integrates decision making
process of workflow management with scheduling. The workflow web applications
are designed to describe business processes, tasks and business functions. Selecting
appropriate web services related to work specifications of employees are based on
criteria set by supervisor, job descriptions of the task, process enactments, or any
other relevant requirements that may be related to real-time processes.

Table 1 shows four web service repositories of the DPWFM architecture: work
profile service (WPS), function service (FS), function allocation service (FAS) and
scheduler service (SS). In the table, we have used the nursing case study to illustrate
instances of each repository. Firstly, the WPS and FS are organized: the WPS stores
information related to work profile such as job description, work qualifications, job
duties and responsibilities; the FS stores task descriptions associated with each task,
business process or function. Information stored on the WPS and FS are often pre-
set prior to the deployment of the DPWFM system. FAS, the third component, deals
with work assignment for a particular instance of a time period, such as a shift, a day
or an appropriate time period of work. The work assignment is entered to the FAS by
the supervisor. Then work schedule and workflow assignment are produced by the
SS which compiles the workflow and work schedule by matching work assignments
stored in the FAS and information gathered from the WPS and FS.

Templates can be designed and used for routine assignments. This allows stan-
dard sets of web services and work specifications to be used. The supervisors of
each functional unit will take full control in customizing the workflow schedules
and deliverables require for each of their subordinates. In addition, the FAS can
also allow changes and modifications upon requests from the supervisor. This will
provide more flexibility and better control in organizing work schedules in the func-
tional unit.
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Table 1 Four web service repositories of DPWFM
Service repository Characteristics Example of instances
Work profile service

(WPS)
Describes and stores career

positions, job description, main
responsibilities, work
qualifications, work
experiences, routine tasks,
minor tasks, extra tasks, and ad
hoc tasks

‘Doctor’, ‘nurse’, ‘medical nurse’,
‘in-charge nurse’, and
‘pharmacist’

Function service
(FS)

Manages and analyzes web
services from business
processes

‘Writing report’ main function has
sub-functions such as
‘recording vital signs’, ‘fill-in
dose of drug’, ‘fill-in frequency
of drug provided’, and ‘special
requirements’

Provides web service descriptions
and communicates information

Collects main functions and their
sub-functions.

‘Recording vital signs’ main
function has sub-functions such
as ‘record weight’, ‘record
blood pressure’, ‘record
respiration rate’, and ‘record
temperature’

Function allocation
service (FAS)

Gathers assigned functions based
on supervisor’s decision

Services that are assigned to each
subordinate

Scheduler service
(SS)

Schedules and customizes
appropriate tasks

Unique web pages containing
selected scheduler services for
each user

In the case of nursing workflow, these web services were designed to comply
with organizational work practice requirements during the design-build-store pro-
cess. Finally, the FAS module contains the desired job functions that allocate to
every individual medical nurse in the unit. At run-time, nurse supervisors in each
ward or department can assign new tasks or modify previous assignments when it
is necessary. The system, as a web service application, will recompile the changes
into the best schedule based on working functions required and provide a newly-
arranged customized task to individual staff.

Figure 1 shows the entities designed for the DPWFM. The WPS entity provides
the staff profiles that will be assigned to the SS entity. The SS entity has links to the
FS and FAS entities. The FS entity has relationship with the Function Task entity
which contains the Function Sub-tasks entity.

3 Background of Thailand Hospital

According to the Thai beliefs and cultures, Thai people held the government hospi-
tals in high esteem compared to the private hospital in term of reputations. Doctors
and nurses who graduated from the top government universities or health collages
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Fig. 1 ERD of DPWFM

have more opportunities to work in the government hospitals. Consequently, the
doctors in the government hospitals, generally, have higher reputations in terms of
quality in their specialist fields and experiences, compared to the doctors who work
in the private hospitals. However, the technologies and the administration computer
systems of the private hospitals are more advanced than the government hospitals.

The management of the private hospitals controls their organizations as a busi-
ness company. They tend to invest more on high medical technologies and equip-
ments as well as hiring more senior and professional doctors and nurses from the
government hospitals to work in their hospitals on a part-time, or even, full-time ba-
sis. Therefore, there are significant differences between the private and government
hospitals in Thailand in term of hospital management system, fees and sources of
their financial support. The government hospitals obtain their funding mainly from
the government, while the private hospitals need to generate their own incomes. As
a result, the computer systems in the private hospitals for nurses are more advanced
compared to those in the government hospitals, where the computers are mainly
used in for financial applications, such as for billing. Nevertheless, the use of the
computer systems is also restricted within the Thai health regulations because doc-
tors and nurses are still required by law to sign-off and identify themselves using
their own signatures and hand-writings. This results in limitation of using electronic
or computer system in patient care.
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3.1 General Workflow in Thailand Hospital

In general, the Thai nursing care system consists of head nurse of each ward or
in-charge nurse of each shift is assigned to be a nurse supervisor who directly com-
municates with the doctors. Once the doctors order the medical receipts and set the
treatment plan for each patient, the nurse supervisor will distribute the doctor’s order
to each nursing staff.

Generally there are three shifts of nurses working in a day, both in the govern-
ment as well as private hospitals. Normally a shift consists of 8 h. The first shift is
called the ‘morning shift’, which starts from 7 am in the morning until 3 pm in the
afternoon. Then the ‘afternoon shift’ starts from 3 pm until 11 pm. This is followed
by the ‘night shift’ which starts from 11 pm until 7 am the following morning. The
nurse supervisor usually set a time, called ‘transferring time’, to hand-over patients’
information (the patient is referred to as ‘case’ in nursing term) and treatment notes
between shifts. This means the medical nursing staffs in the following shift have to
commence their work earlier, about 15–30 min, to meet with the nurses in the cur-
rent shift. For example, the nurses in the ‘afternoon shift’ should come to the ward
at 2.45 pm and receive the case information from the owners of the cases (owner
here refers to the nurse who is in-charge of the case).

Usually a case is assigned to one nurse, who is called ‘primary nurse’, who acts
as the owner of the case. If the patient gets well and discharged from the hospital
within the primary nurse’s shift, then the information related to the discharged pa-
tient will not be transferred to the nurse in the following shift, although it is still
kept in the case’s profile. In which case, the nurse will be assigned another new
case. On the other hand, if the patient is not discharged, then the primary nurse will
pass information to the nurse in the following shift and the assigned primary nurse
should also follow the treatment plan as noted in the treatment note. This way of
transferring information during the transferred time between shifts is advantageous
as face-to-face communication is performed and notes are transferred accordingly.

Figure 2 shows a general workflow between doctors and nurses. First, the pri-
mary doctor diagnoses a patient and then records the treatment procedures, drugs
prescribed and correct doses of medicine in a paper worksheet called ‘chart’ or ‘or-
der’ in nursing term, which is attached with an aluminum clipboard as shown in
Fig. 2 step (1). The doctor then passes his orders to the in-charge nurse. The in-
charge nurse then organizes the new case to a medical nurse who will be assigned
as the primary nurse for this new case or patient.

In Fig. 2 step (2), the in-charge nurse rewrites the original orders of the doctor
into the nurse notes. Once the medical nurses receive the nurse notes from the in-
charge nurse, they will treat and care for their respective patients/cases as shown
in steps (3) and (4) in Fig. 2. The medical nurses will record all vital signs such as
weight, blood pressure, respiratory rate, and body temperature, monitor and make a
note of every treatment outcome of the cases in their nurse notes. These nurse notes
will be handed over to the nurse in the following shift.

During each shift, the pharmacists also have to dispense drugs to the medi-
cal nurses for each case based on the in-charge nurse order chart. Finally, the medical
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Fig. 2 Workflow in nursing care
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Fig. 3 Nurse workflow: functional hierarchy

nurses give the medicines or drugs to the patient in the frequency rearranged by the
in-charge nurse as shown in steps (5) and (6) in Fig. 2. The nurse supervisor usually
works only in the morning shift therefore, in the afternoon and night shifts, the most
senior medical nurse in the ward during that shift will be assigned as an in-charge
nurse (Fig. 4).

We will apply the DPWFM platform to the above nursing care process. Figure 3
shows the workflow of the nurse supervisors, which include organizing everyday
works, assign and schedule tasks for nursing staff, design treatment plan and con-
duct meeting. When the morning shift finishes, the nurses working in the afternoon
shift arrive to exchange work in the ward, information of patients and cases are
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Fig. 4 Promote in-charge
nurse Promote in-

charge nurse

List nurse in the 
shift
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transferred to the medical nurses in the afternoon shift via meeting that takes place
during the transferred time (Fig. 4). The process is repeated between the afternoon
and night shifts, as shown in Fig. 5. This procedure is repeated every day in a similar
manner.

In general the major shift is the morning shift, which often consists of more
staffs to handle the enormous amount of patients in a day. The night shift often
requires fewer medical nurses because the patients are generally asleep in the night.
Thus the nursing care in each shift can be different; however, the workflow of the
nurses is basically the same. Figure 5 shows the nurse supervisor has to rearrange
and organize the staff tasks manually in each shift. It is worthwhile pointing out
that patients’ reports are handed over to the primary nurse in the next shift in the
form of paper nurse notes and through face-to-face verbal communication during
the transfer meeting.

3.2 Case Study

We have conducted personal interviews with six nurse supervisors who work in dif-
ferent In-Patient Department (IPD) of three famous hospitals (one public hospital,
one private hospital, and one semi-government hospital) and three medical nurses
from other IPD wards of two government hospitals in Bangkok, Thailand. The in-
terview was conducted during the month of February 2009.

Based on the interviewing results, we have found that the workflow in these hos-
pitals is similar to the one that we described in Section 3.1. However, due to funding
sources available to these hospitals, there exists gap in managing human resource
and computer technologies. Due to the nature of fees charged in the public hospitals,
which is generally less expensive, there are many patients in the government hos-
pitals. Thus each medical nurse in each shift generally is assigned a higher number
of patients in one ward. For example, one medical nurse has to take care of eight to
nine patients. Thus, a ward that consists of 32 beds will only have 4 medical nurses
and 4 assistant nurses in the morning shift, 3 medical nurses and 3 assistant nurses
in the afternoon and night shifts. In the government hospital, computer systems are
used to record patients’ details (such as name, insurance or concession) with the
purpose of billing. The nursing care system is still being done manually.
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Fig. 5 Workflow of a nurse supervisor

Private hospitals often focus on superior service provided to their patients. The
patients are charged for more expensive overheads compared to the government
hospitals. It is common that nurses from the public hospitals also work in the pri-
vate hospitals on a part-time basis. Generally, the nurses in the private hospital do
not have to take care of as many patients as their government hospital counter-
parts. On the other hand, they are expected to provide a higher quality of care to
their patients. The semi-government hospitals refer to hospitals that are funded by
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the government but managed as a private sector. Although this kind of hospital is
managed as a private hospital which results in more efficiency, it is constrained by
the funding source which is from the government.

The hospitals are equipped with computer information system. However the com-
puter systems are mainly used for patients’ profiles, human resource, inventory
control, and financial management. They are not used for patients’ treatment care.
The level of competencies in using new information technologies is considered to be
‘well’. This is because most of the younger nurses have gone through either college
or university educations while the senior nurses have undertaken training of using
information technology as a result of continuing career development. As a result,
the nurses feel ‘comfortable’ in learning or retraining for new technology if that can
help them in their daily work. Nurses in Thailand often prefer ‘face-to-face’ com-
munication between staffs and supervisors, followed by ‘written instructions’ on the
nurse notes or reports. However, the nurses also think that e-mail can be effective if
a message or news need to be broadcasted to the entire ward.

During the interview conducted with the nurse supervisors and medical nurses,
it is perceived that the proposed dynamic platform is useful if it reduces their
workload. The nursing staffs, in particular from the semi-government hospitals, are
more open-minded with the new technologies. Generally nurses ‘feel comfortable’
in using new technologies at work if they are required to do so. For instance a
computer-based nursing system called ‘Trend Care System’ has been installed in
the private hospital. The ‘Trend Care System’ is a nurse management system from
Australia. One module of the Trend Care System is to allocate the number of nurs-
ing staffs in each day. As the software was originally being designed for the private
and public hospitals in Australia and New Zealand, the nurses in Thailand found
that they require more training in using the system.

The nurses also pointed out that human error is the main problem in their daily
work, follow by equipment and communication errors. A majority of nurses think
that new technologies should be able to help them to reduce errors and improve
efficiency in carrying out their daily work. However, the nurses interviewed also
indicated that the introduction of new technology can increase the stress levels in
their work due to changes in work practices.

4 Proposed DPWFM

The proposed DPWFM platform is developed using Apache as the web server,
MySQL as the database server, PHP, and AJAX as web design languages. It will
be implemented as web services to facilitate nursing care functions using dynamic
re-compilation of workflow web application. Information on the application will
be displayed in XML/HTML format. The purpose of developing the DPWFM us-
ing web services technology is to provide a standard platform for interoperability
among different software and applications. In addition, web services are best suited
to work across multiple platforms that can help to reduce investment costs of chang-
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Fig. 6 The alternatives function services (FS)

ing infrastructure [4]. Generally, the government hospitals in Thailand have limited
financial support for computer system implementation. Therefore, the tools and
techniques of the proposed DPWFM platform are available as open source which
can be used freely for development. In this case, it will suit sector such as the gov-
ernment hospitals in Thailand as minimum investment outlays are required (Fig. 6).

Web services stored in the WPS repository are assigned by nurse supervisors to
their subordinate nurses. Each WPS has the set of FS, which has inter-connection
to each other. The priority of each FS was set according to the nursing workflows.
Once the nurse supervisors assign the jobs to their nursing staffs, the platform will
re-compile all FS to provide optimal scheduling tasks (in form of arranged SS) to
an individual staff.

Figure 7 shows an example of preparing the proper sequences of WPS list into
individual worksheets, which are unique web pages of each nurse staff. In the begin-
ning, a nurse staff has to complete the group of high priority tasks (or pre-requisite
tasks), and then, allowed to do the rest of the tasks, which are of lower priority until
all jobs are completed. The priorities are determined according to the business pro-
cess of a particular nurse work practice. The sequence of each FS has setup and link
to WPS during the analysis process. The workflow recompiles the routine schedule
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Fig. 7 The scheduled services (SS) allocate a new set of function service (FS)

tasks for the nurse staffs. It not only helps individual staff to complete the daily
tasks, but also provides simple work flow transactions in the ward.

The DPWFM aims to design the friendly user interface (UI) to cater for all level
of user skills. The nurse supervisor can allocate the function services (tasks) to
each medical nurse by simply selecting the graphically display system report that
provides all function services and work profile services. The UI designs have in-
corporated common widgets, such as checkboxes, textboxes, drop-down lists and
buttons into the nurse supervisor’s web pages as shown in the Fig. 8.

The individual web pages of the nursing staffs are generated by recompiling the
function services with suitable sets of work sequences in the worksheet styles. The
pre-requisite tasks have been set by the nurse supervisors. This way the medical
nurses simply have to follow the sequence of jobs as determined by supervisor’s
decision.

In Fig. 8, there are three sections of the tasks/projects: urgent, ad hoc and com-
mon tasks. Each section demonstrates the importance and priority of the tasks. If a
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Fig. 8 The interface design for a nurse supervisor

Fig. 9 The interface design for a medical nurse

task has some form of pre-requisite task, then the system will send the alert mes-
sages to let the nurses know which tasks should be completed first. Finally when the
medial nurse (A) logs in to the system, she will see the overall tasks for the day. As
soon as she completes the task, she can click the ‘submit’ button and her supervisor
will be able to view the medical nurse (A)’s report (see Fig. 9).
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5 Conclusions and Further Study

We have described the DPWFM, a platform for supporting workflow practices
that provides the flexibility, expressivity necessary for the nurses in Thailand. The
DPWFM provides dynamic compilation of web services that were customized by
supervisors. In general the DPWFM aims to satisfy the requirements of customiza-
tion of workflow through the process of recompilation via a friendly user interface
design. We have illustrated four main web service repositories using a scenario of
ward management. The mundane task of organizing workflow for individual med-
ical nurses by the nursing supervisors is achieved through the DPWFM. Through
the discussion with the nurses in Thailand, it shows that the Thai nurses are open-
minded with new technologies. This is good news from the deployment of the
DPWFM system, as we expect less resistance from the nurses. The next phase of
our research will investigate issues related to implementation and deployment of the
DPWFM to actual work setting in Thai hospital.
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