
Chapter 6
How the ULM Fits In

At this point we believe that we have made a case for a unified learning model
around the concept of working memory wherein working memory capacity, prior
knowledge, and allocation account for learning. It is extremely unlikely that any of
our readers have come from this perspective. The purpose of this book is to introduce
this unified learning model. Most readers will have at least some, if not much, of
their training rooted in notions that use different perspectives and vocabularies. So
far as we know, no other model accounts for motivation in the same way as the
unified learning model. The purpose of this chapter is to try to tie the notions of
the ULM and its vocabulary to other concepts, ideas, and theories with which our
readers are more familiar.

Ability

Most teachers will tell you that successful learning depends upon three things:
prior knowledge, ability, and motivation. What do we mean by ability? For over
a decade, one notion that has pervaded the education and popular literatures is that
of intelligence, a construct associated with mental ability.

While it is not our intent to review the literature on intelligence, some background
is in order. Intelligence has at times been thought to be measured by a single num-
ber, the intelligence quotient (IQ).1 Spearman was the first to identify a common
factor underlying virtually all mental tests that he called the general factor or “g.”2

Generally speaking, persons with high IQs are thought to be mentally more able
than those of lower IQ. This extends to the point that learning disability is com-
monly, and controversially, determined by measures of IQ outstripping academic
achievement.3 Quite some time back, the general factor g was separated into two
distinct parts: fluid intelligence conceptualized as overall general mental capacity
applicable to new and unfamiliar problems, and crystallized intelligence conceptu-
alized as learned knowledge and skills applicable in those problems where extensive
prior experience matters.4

As we have discussed previously, in the ULM, ability or intelligence is a function
of working memory capacity and knowledge. There has been a growing consensus
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that fluid intelligence is basically working memory capacity.5 For example, train-
ing on working memory has been found to improve scores on fluid intelligence
measures.6 In the ULM, working memory is what limits cognitive processing
capability. This would be consistent with the notion of fluid intelligence as basic
cognitive or mental capacity. Raw working memory capacity is approximately four
slots. There certainly is individual variation in this, similar to the variation in fluid
intelligence found in the general population. Memory for random numbers or let-
ters, which is essentially a test of working memory span, is a common measure
of fluid intelligence. We also see working memory as being a more fundamentally
sound way to look at capacity than the older intelligence views of either g or fluid
intelligence. Working memory is analyzable in more precise neurological and com-
putational ways that go beyond the usual psychometric tests used for intelligence
measurement.

The crystallized intelligence component of IQ is essentially synonymous with
knowledge in the ULM. The ULM places a greater weight on knowledge (crys-
tallized intelligence) in both ability and expert performance than is typical in
most intelligence theories. As we have previously discussed, knowledge is able
to actually expand functional working memory capacity. This interaction between
the crystallized and fluid components of IQ is rarely discussed in the intelligence
literature.

People can become highly skilled in spite of differences in raw working memory
capacity or measured fluid intelligence. Given that there is important pre-selection
in admittance to careers in these areas, physicians and scientists of differing ability
achieve similar success in their professions. It is hard to find a nuclear physi-
cist whom one might otherwise describe as mentally slow. Within a professional
group (of physicists, physicians, electricians, etc.), fluid intelligence or raw working
memory capacity matters less. Instead, within a group, what matters is knowledge.
Knowledge, in turn, depends upon chunking. This has been confirmed by extensive
research in expertise. Think back to our discussion of chess masters in Chapter 4.
The ULM explains crystallized intelligence in terms of chunking.

When confronted with new or unusual problems or unfamiliar contexts, working
memory capacity (fluid intelligence) matters more because there are no experi-
entially developed knowledge chunks available to use. In situations where expert
experience is likely, then knowledge (crystallized intelligence) – meaning available
chunks – matter.

Heredity

Whether or not to include a section on heredity led to remarkably heated discus-
sions among the authors. The literature on heritability is connected to measures
of intelligence. Notice that, in our description of the ULM so far, we used neither
the word intelligence nor the label IQ. The first time we mentioned either of these
has been in the preceding section. Many people have asserted that intelligence is
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inherited, and they use as examples the case of identical twins (monozygotic twins).
The correlations of IQ between twins raised apart are high, and those between twins
raised together still higher. Based upon magnetic resonance imaging studies, “brain
maps” of identical twins show strong similarities; those of fraternal twins show
fewer similarities.7 Whether measured psychometrically or physiologically, genetic
influences are detected when data from twins is analyzed.

On the other hand, very strong environmental influences also are measured. For
example, massive IQ gains have been found for several countries over the span of
one generation.8 It is hard to see how these gains could have occurred if, indeed, IQ
is under strong genetic control. In addition, many researchers have challenged stud-
ies of IQ heritability. Recent meta-analysis and reviews suggest that early studies
overestimated the correlations between twins IQ and that studies of adopted chil-
dren may have overestimated IQ heritability.9 As we went to press, another study of
twins appeared which, once again, probably overestimates the role of heredity.10

A recent review of genetics of brain structure and intelligence concludes: “Nature
is not democratic. Individuals’ IQs vary, but the data presented in this review and
elsewhere do not lead us to conclude that our intelligence is dictated solely by genes.
Instead genetic interactions with the environment suggest that enriched environ-
ments will help everyone achieve their potential, but not to equality. Our potential
seems largely predetermined.”11 They previously stated: “The significant influence
of heredity on IQ has been misinterpreted to imply that there is little point try-
ing to educate or be educated, or that IQ is somehow impervious to change. This
is a fallacy because many environmental factors, including family rearing environ-
ments, socioeconomic status, diet, and schooling, influence IQ. As noted elsewhere
(Plomin and Kosslyn, 2001),12 gray matter volume may be correlated with intel-
ligence partly because more intelligent individuals seek out mentally challenging
activities that increase the volume of their gray matter.”

The ULM is a book about learning. As noted, brains have a macro structure
largely determined at birth and a micro structure determined through learning and
experience. Obviously, brain macro structure is determined genetically as well as by
its in utero environment. Differences in core working memory capacity, which as we
have discussed, is likely what fluid intelligence is, may be largely genetic/hereditary,
may be measurable, and may emerge when truly unique situations are confronted.
Any aspirational boundaries they may seem to place on a given individual, however,
most often can be transcended. The data are compelling that our working memory
capacity increases as our knowledge increases. Whether one is “gifted” or not, in
the end it is effort that pays. Testing with an IQ of 145 in the 2nd grade will not lead
to a special outcome in the absence of effort. Testing with an IQ around 90 by no
means indicates that top success is out of reach.13,14

While we live in a society that places great weight on talent as something one is
fortunate enough to be born with, at least two books view this issue quite differently.
In Developing Talent in Young People, Bloom reports the study of over one hundred
individuals thought to be at the top of their professions including mathematicians
and neurologists, tennis players and swimmers, and sculptors and pianists.15 Their
status was high. For example, all swimmers were Olympians, all tennis players had
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ranked in the top ten in the world, and all of the neurologists had received National
Institute of Health Career Development Awards. The bottom line of this study was
that there were no clear early signs indicating that such levels of success would
inevitably emerge. Indeed, even though they had made clear early commitments, it
was by no means a sure thing that all of these persons would have been identified
early as prospects for the very high attainment they ultimately achieved.

A more contemporary work by Gladwell, Outliers: The Story of Success, iden-
tifies opportunity and legacy as being the key factors in determining the outcomes
of the most successful members of society.13 He asserts (p. 268), “To build a better
world we need to replace the patchwork of lucky breaks and arbitrary advantages
that today determine success, the fortunate birth dates and the happy accidents of
history, with a society that provides opportunities for all.” Later he says: “Superstars
are products of history and community, of opportunity and legacy. Their success is
not exceptional or mysterious. It is grounded in a web of advantages and inheri-
tances, some deserved, some not, some earned, some just plain lucky, but all critical
to making them who they are. The outlier, in the end, is not an outlier at all.”

One way to look at hereditary differences is that they are really small but that
circumstances lead to having them multiplied. Economists often speak of multiplier
effects. Educators speak of “the Matthew Effect,” also described as “the rich get
richer.”16 In this notion, small differences are magnified when they are encouraged,
thereby attracting a potential crescendo of actions including more practice, coach-
ing, better coaching, etc. Putting hereditary arguments aside for a moment, consider
the simple developmental consequences of birth date relative to some fixed date.
Athletic teams often use age to separate levels of play; no one expects 6-year-olds to
compete effectively against 8-year-olds, for example. Elite Canadian hockey players
are far more likely to be born during the first quarter of a year (Jan-Feb-Mar) versus
the last (Oct-Nov-Dec).17 The simplest explanation for this is that, because children
playing hockey are divided on the basis of birth date with January 1 being the magic
day, those born earlier are better developed (bigger, stronger) than those born later
in a given year, the criterion for dividing the level of competition. As a result, they
attract more praise, better coaching, more opportunities, etc. The effect (in this case
likely based entirely upon birth date) is real but small, but ends up being expressed
dramatically in terms of reaching elite status. Changing the date to July 1 and wait-
ing 25 years to determine the outcome could test this hypothesis. This is highly
unlikely; the apparent face validity of the argument is so strong that it is unlikely
to be tested. The parallel argument for heredity would be that a small genetic dif-
ference could be multiplied. One could make a similar argument for status. That is,
a three-year-old for whom coaching lessons are purchased is more likely to attain
elite performance than a three-year-old without such opportunity.

When will differences in core capacity matter most? When you know nothing,
then having more slots to deal with whatever is available probably is very helpful.
At the other end, when you know everything – when you are a well-studied expert
who knows as much as the other best experts in the same way they do – then having
more core capacity also may help. In between is where most of us are most of the
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time. That is, we are still acquiring knowledge, likely through deliberate practice,
and automating that knowledge.18

Of the six ULM authors, one is obese and three are overweight. We all four would
like to blame our genes. However, for each of us, decrease in calorie consumption
and/or increase in exercise leads to weight loss. Darn!

Cognitive Development and Stages

Human development is obvious. It is especially obvious to those who have chil-
dren or grandchildren. It is more obvious to elementary school teachers than college
teachers. Clearly, there is biological maturation. Children grow physically, and this
physical growth includes the brain and nervous system. There is evidence that work-
ing memory capacity increases during childhood and doesn’t reach its full mature
capacity of four slots until adolescence.19

From a descriptive standpoint, it is clear that children’s knowledge and think-
ing also develop. In this area of cognitive development, Jean Piaget was among the
first to note that children’s thinking was qualitatively different from that of adults.
Children don’t just know less; they reason differently and perceive the world dif-
ferently. Piaget was the first to systematically study this development of thinking
and formulate what is probably the most widely and well known theory of cognitive
development.

In the ULM, thinking and behavior are functions of knowledge in long-term
memory. Changes in knowledge account for changes in thinking. Knowledge is
gained through the learning mechanisms we have previously discussed. In the ULM,
these learning mechanisms are properties of neurons in the nervous system. As such
they cannot be separated from the biology of that system or the maturation of the
underlying biology. As we noted in Chapter 2, and in our discussion of heredity in
this chapter, the ULM views the macro structure of the brain as determined through
genetics and the micro structure of the brain as determined through learning and
experience. As such, the ULM would reject strong nativist and modular develop-
mental theories of cognitive abilities that espouse strong gene driven development
with little experiential input.20 But, as discussed later in this chapter, the ULM is
compatible with “weak” modular theories such as Geary’s primary and secondary
categories of learning.21 The ULM also would be compatible with theories that
see development of working memory capacity as a major contributor to cognitive
development.22 The work of Kandel on the neurology of learning from which we
have drawn most of our neural learning mechanisms has begun focusing on how
gene expression within the neuron interacts with environmental stimuli to produce
the neural learning we have described previously.23

Teachers are probably most familiar with Piaget’s theory. Piaget called knowl-
edge structures schemes or schema, a terminology which has become standard in
contemporary learning and cognitive theories for describing large integrated net-
works of knowledge. We have also adopted his terminology in this book to describe
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large declarative knowledge networks. Piaget viewed schemes as interacting with
the world through assimilation and accommodation. He saw these as kept in balance
by a process of what he called equilibration. The equilibration process responded to
situations where existing schemes were inadequate in some way, either by not being
able to recognize or classify something (e.g., assimilate it as an instance of X) or
not being able to adapt itself to some situation (e.g., accommodate to the specifics
of the environment). Equilibration operated to compensate for these disturbances
or disequilibrium by changing the knowledge structure. Compensation was accom-
plished in part by what Piaget called “reflecting abstraction” or the ability to separate
general knowledge from its particular content. In the ULM, this would be similar
to the neural processes that strip out non-repeating situated aspects of a concept
leaving the general properties. These Piagetian processes have also been applied to
understanding concept formation and change, especially in science education.24

Piaget was a scientist and viewed knowledge growth and change as an inter-
action between the person/child as an active, self-regulating biological entity and
the world in which the person was engaged. The ULM and other contemporary
learning theories see learning in most respects in the same way that Piaget viewed
“development.” Some contemporary theories of concept learning have even incor-
porated Piagetian-like mechanisms.25 Virtually all contemporary learning theories,
including the ULM, view learning as an active, self-regulated process and recognize
the influences of existing knowledge on perception, attention, and learning. Thus,
the similarities between what Piaget saw as development and what contemporary
theories see as learning are considerable.

We think that the ULM, more so than most other contemporary learning theo-
ries, shares Piaget’s concern with understanding knowledge and intelligence as tied
to the biology of a living organism. Memory in the ULM is not a “blank slate.” Both
working memory and long-term memory are neurological entities whose biological
properties interact with and constrain what the senses take in from the environ-
ment. The ULM has replaced Piaget’s mechanisms for development of advanced
knowledge, with a set of mechanisms anchored in neural learning for developing
chunks, procedures, and larger integrated networks of these. Overall, however, the
ULM’s view of intelligence as being a product of how knowledge is structured and
organized is quite similar to Piaget’s.

In education, the most prominent aspect of Piaget’s theory has been the notion of
stages. Piaget proposed that the development of thinking ability proceeded through
a series of identifiable and distinct stages. Stage change was due to equilibration
which produced qualitative shifts or restructuring of knowledge. This discontinu-
ous process of restructuring was contrasted with incremental, continuous knowledge
change produced by learning. Piaget proposed four stages: sensory-motor operations
characteristic of infants, pre-operational, characteristic of children age 2–6, con-
crete operations characteristic of children age 7-adolescence, and formal operations
characteristic of adolescents and adults.

The stage notion, however, has been the most misunderstood and misapplied
aspect of Piaget’s theory in education. Piaget proposed that his stages had a tempo-
ral sequence; they occurred successively over time, one after another, and in fixed
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order. He noted that, in the typical case for Western Europeans, these stages occurred
at typical ages as noted previously. In applications of Piaget in education, most of
the focus was placed on the age boundaries of the stages. Piaget himself never pro-
posed that there were fixed age boundaries to his stages. He only asserted that they
occurred in fixed order. Unfortunately, in schools, the age boundaries of Piaget’s
stages were often translated into a “readiness” boundary. It was thought that stu-
dents couldn’t be taught some content because they were in the wrong stage with
stage defined as a specific age. Piaget certainly never saw the typical age bound-
aries of his stages as being constraints or indicators of readiness. He saw stages
of thinking as constraining some types of learning, especially how concepts might
be interpreted and understood. Whether students of any age could learn something,
however, was not a function of their age; rather it was a function of their stage.

In the ULM, learning is “constrained” by prior knowledge. Prior knowledge is
what allows a student to make sense of what they are learning and provides the
expansions of working memory capacity needed to construct more elaborate chunks
and interconnected networks. This constrains learning in much the same way that
Piaget talked about a child’s developmental stage constraining learning, or Vygotsky
talked about the “zone of proximal development.” One cannot understand fully the
material that is too far beyond one’s current level of understanding. In the ULM,
this phenomena works through the prior knowledge effect.

In the ULM, we are concerned with knowledge growth in specific content
areas and subject matter domains, especially those domains associated with formal
schooling. Piaget always acknowledged that growth of knowledge and development
of what we call expertise in specific subject matter was due to learning. He even
recognized that children could acquire very high levels of expertise and thinking
capability in specific topics or domains, so he would not have been concerned or
surprised by demonstrations that high levels of thinking could be “taught” for spe-
cific content.26 Piaget was concerned with global patterns of thinking and with the
development of these global patterns. The ULM simply doesn’t deal with knowledge
at this global level.

In the ULM, all learning of specific subject matter knowledge is due to
the mechanisms we have described previously. We take no specific position on
whether stage-like change in global knowledge or thinking occurs. Work in con-
nectionist/neural net modeling, however, has shown that global development in the
Piagetian sense can be produced by computational and neurological mechanisms
like those in the ULM.27 From the perspective of the ULM, these processes, if they
exist, would have little, if any, effect on learning as we have described it. We also
make no claim that learning produces any type of change in a global pattern of
thinking. A child learning algebra becomes more expert and skilled in algebra. She
may even exhibit what Piaget called formal operational thinking in algebra. This
implies nothing about her expertise in other subject matter, or whether or not she
thinks formal operationally in general. Our position in the ULM is that, if stage-like
developmental progressions do exist, knowledge acquisition in a content area would
not be constrained by developmental stage and that developmental stage would not
be a product of learning in a specific subject area.
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Contemporary developmental theories have generally moved away from strong
stage models as proposed by Piaget. In cognitive psychology, there is considerable
convergence between current developmental theories and learning theories. There
is general agreement that Piaget’s equilibration mechanism probably is generally
accurate but not specific enough to be a strong theory. Most contemporary devel-
opmental theories don’t ascribe the same level of universality to global thinking as
Piaget. Development is now viewed as both global and domain specific. Few still
believe that some type of unitary “stage” characterizes all of a person’s thinking
across all domains. Contemporary developmental and learning theories, including
the ULM, generally see knowledge as constructed by an active learner as opposed
to passively received. Excellent general overviews of contemporary developmental
psychology can be found in Flavel et al., “Cognitive Development” and Moshman
“Adolescent Development.”28

As with stages, we see no incompatibility between the ULM and any develop-
mental mechanism that might be present. In the ULM, learning operates through the
mechanisms we have described. There is no other influence. So learning would not
be affected by a developmental mechanism, except to the extent that some develop-
mental process could change knowledge in long-term memory independently from
the learning mechanisms we have described. Such a change would influence the
prior knowledge effect by altering existing knowledge. In any event, that would
not change how learning happens, it would only change the prior knowledge being
drawn upon. So the processes of learning described in the ULM would remain the
same.

Vygotsky – ZPD; Social Construction

As noted, the ULM suggests that, for efficient learning there is an optimal content
difficulty for new material that is to be learned. You’ve probably already heard of
this under the label, Vygotsky’s zone of proximal development.29 What the ULM
does is make the requirements for being in the zone of proximal development more
explicit. That is, the material to be learned must fill or nearly fill the learner’s
working memory without exceeding the learner’s working memory capacity. This
intimately ties the “zone of proximal development” to the learners’ prior knowl-
edge, because in the ULM, prior knowledge is the dominant influence on how much
working memory capacity one has.

You’ve probably heard the term social constructivism, perhaps also connected
with Vygotsky’s name. Vygotsky noted that certain types of knowledge were not
properties of the physical environment (that is, not sensory knowledge). Some
knowledge was symbolic; a product of human thought and creation. This included
things like the meaning of words, moral codes and laws, our theoretical explanations
for phenomena in the world, such as the laws of physics, knowledge of mathemat-
ics, stories, art, music, and literature. Vygotsky noted that this symbolic knowledge
was a social construction. It was something created and made meaningful by
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social agreement among people. Socially constructed knowledge is not objective; its
“truth” or accuracy derives from rules and relationships within the socially agreed
symbol system. As a result, Vygotsky argued that symbolic knowledge based on
socially constructed meanings could only be acquired through social transmission.
It is not possible to acquire this knowledge from direct interaction with the physical
environment as this knowledge is a property of human society, not a property of the
environment.

Social interaction occurs everywhere. A considerable amount of our socially con-
structed knowledge is acquired from interactions in the home between parents and
children and siblings, or from peers in social settings, or from other adults in every-
day life. Probably everything that we come to know as “common sense” is acquired
in these informal settings. At a somewhat more formal level, for most of human
existence, work skills were learned “on-the-job,” passed down from experienced
workers or “master” craftsmen to beginners or apprentices. This on-the-job experi-
ence included not just physical skill building but gaining understanding of the “ways
of thinking” about phenomena in the particular job, craft, or profession. Anyone
working in a large organization is aware that each has its own unique “corporate cul-
ture.” Similar socially constructed cultures of knowledge and meaning are central
to all organized social groups from athletic teams to religious orders.

Recognition of the need for social transmission of symbolic, socially constructed
knowledge is a key reason why formal schools were created. Our store of knowledge
has increased and become more formalized into advanced symbol systems like writ-
ten language, higher mathematics such as calculus, and scientific theories. These are
not likely to be learned as part of everyday or even “on-the-job” social experiences.
Schools were created to provide ways to better and more systematically transmit
this knowledge.

The ULM does not deny that symbolic knowledge is socially constructed. The
ULM, however, is a model of learning from the perspective of an individual. New
knowledge and skills may be created or discovered in social groups, and that new
knowledge may even be encoded into an artifact such as a book. From the perspec-
tive of the ULM, however, this socially created knowledge and skill have not been
learned until they have entered the mind of an individual, be he or she a member of
an originating social group that created the knowledge or someone engaging with an
artifact containing that knowledge (like a book). Learning occurs when the neurons
in the brain of a person change. This requires that socially constructed knowledge
ultimately effect change in an individual.

In education, Vygotsky’s social construction of knowledge has been used to pro-
mote particular instructional approaches such as collaborative/cooperative learning,
scaffolding, mentoring, and apprenticeship. Whether this is actually justified is prob-
lematical. Because knowledge might have originally been socially created does not
imply that it is best taught through “social” learning or instructional methods like
collaborative group learning. Neither does the common informal transmission of
everyday common sense knowledge or existence of “on-the-job” training imply that
these are the best ways to transmit this knowledge. Vygotsky himself did not priv-
ilege instructional methods that mirrored either the social knowledge construction
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process or indirect transmission of everyday knowledge. He provides many exam-
ples of direct instruction by teachers including lectures as ways to teach and transmit
socially constructed knowledge in schools.30

We would concur with Vygotsky concerning instructional methods. As we will
discuss in subsequent chapters, many instructional approaches are consistent with
the ULM, including the collaborative learning, scaffolding, and apprenticeship
approaches commonly associated with social constructivist approaches. The ULM
also recognizes that students can interact together and interact with teachers in ways
that socially construct new knowledge and understanding. Learning may occur in a
social context and be helped by teachers, peers, and others. Whether any of these
methods are good or bad is not a property of the method, it is a property of how it is
used.

Some final comments about the ULM and constructivism. Constructivism is a
term associated with Piaget31 and especially Vygotsky.32 At its core, two things
describe the ULM. First, learning involves rewiring within the learner; no wiring
for knowledge pre-exists only to be revealed by some developmental, environmen-
tal, or other means. In that sense, all knowledge (neuronal rewiring) that we have
discussed in the previous chapters is constructed. It is always the result of the trans-
formations and connections built in working memory. In Chapter 4, we even noted
the especially constructive processes that occur during problem solving and crit-
ical thinking that can lead to unique new knowledge constructions. The ULM is
“constructivist” because the neural connections in the brain are based on plasticity
that constructs the unique connections between neurons. Second, like other con-
structivist theories, the rewiring that we undergo as human learners with respect to
acquiring the symbolic socially constructed knowledge taught in schools requires
our active participation. It is true that our autobiographical lives experience effort-
less, if fragile, recall of our daily experiences. It also is true that, under special
circumstances, we can invent environments in which important learning is achieved
incidentally, say, through playing games in which the player must repeatedly attend
to and apply rules that otherwise would be part of a more traditional school curricu-
lum. In the end, most learning that society expects from schools requires effort on
the part of the students.

Short-Term Memory

The notion of short-term memory predates that of working memory. Short-term
memory referred to a temporary storage area where information was held for a brief
period of time as contrasted with permanent storage in long-term memory. Working
memory models have incorporated the notion of a temporary or short-term storage
area or areas.33 This is true of the ULM, as we defined working memory in Chapter
3 as containing a working memory storage area for temporarily and briefly hold-
ing elements of sensory input and/or knowledge retrieved from long-term memory.
There has been debate as to whether short-term memory should be retained as a
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distinct construct separate from working memory. Engle, an early advocate of this
distinction recently has revaluated the basis of this position.34 Like other working
memory models, the ULM integrates a consideration of the temporary and limited
capacity of “short-term” memory into the broader operation of working memory.
More technical debates about whether these are cognitively or neurologically unique
“memories” do not affect how we describe working memory as operating in the
ULM.

Cognitive Load

Cognitive load theory, originally developed by John Sweller, is perhaps the closest
current theory of learning to the ULM.35 Like the ULM, cognitive load theory is
grounded in the idea that human capacity is limited. Johnstone applied the notion of
limited capacity to science education two decades ago.36 Cognitive load theory lacks
the ULM’s explicit connection to specific working memory processes, but it shares
the basic idea of the first principle of the ULM that learning is a function of how
limited capacity is allocated. Cognitive load theory has also recognized the second
principle of the ULM that knowledge affects capacity. Where it has diverged, has
been in the overt consideration of the role of motivation as an influence on capacity
that is a core principle of the ULM.

Cognitive load theory has focused most extensively on how aspects of the
instructional setting and materials affect limited capacity. Sweller noted that the
instructional setting placed various demands on the learners’ available cognitive
capacity that he referred to as load. In early work, two kinds of cognitive load
were envisioned. The first involved load that resulted from the inherent difficulty
of the to-be-learned material called intrinsic load. Intrinsic load was a function of
how complex or difficult the material was and how much information needed to be
stored in working memory and processed. Think of the difference between learn-
ing a specific fact and learning how to balance a chemical reaction. In ULM terms,
learning through the second rule by repetition would have less “load” than learning
through the third rule by making connections. The second, extrinsic load, consisted
of features of the learning environment that were not themselves part of what was
to be learned, but demanded use of cognitive capacity. Typically, extrinsic load was
encountered as the result of poor instructional design or distracting features in the
design. Extrinsic load decreases learning because the capacity allocated to deal with
it decreases the capacity available for learning. For example, putting everything on
one page or one screen leads to better overall outcomes than having the learner
move back-and-forth between two pages, or two screens, or a page and a screen.
The ULM takes a similar view that anything that reduces allocation of working
memory capacity to the learning task will decrease learning.

In more recent work, a third type of load called germane load has been identi-
fied. Germane load is a companion to intrinsic load and reflects a distinction similar
to that in the ULM between storage and processing. Intrinsic load is now viewed
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as a storage load consisting of the number of unique things that must be learned
and therefore held in working memory, and germane load is the load from needing
to process the stored information, such as making connections or transformation.37

As in the ULM, working memory capacity needs to balance space for both storage
and processing. Consider the model of slots. Let’s say you have one slot filled with
knowledge about angles and another filled with knowledge about triangles, two enti-
ties creating intrinsic load, and you need to pull them together – say to create the
notion that the sum of the angles in a triangle is 180◦. It is in this third slot that you
are going to need to handle the germane load and start tying together those sets of
notions.

Perhaps the single most important overall difference between cognitive load the-
ory and the ULM is that the former remains almost universally silent with respect to
learner motivation. Sweller’s most recent book shows motivation as a single index
topic that directs readers to a section entitled “Emotional vs. Cognitive Sources
of Motivation.”38 That section points to two studies by Mayer suggesting that the
inclusion of “seductive details” in learning materials negatively impacts learning.39

It is extremely unlikely that the ULM would have emerged from us had we not
been very familiar with the work of Sweller and others in the area of cognitive
load.40 Virtually all of the instructional principles and suggestions derived by cogni-
tive load researchers are compatible with the ULM. We see no reason to discuss this
work in detail in this book. Readers are encouraged to see Sweller’s book, Efficiency
in Instruction.41 Very recently, an entire edition of Educational Psychology Review
was devoted to an exploration of the frontiers of cognitive load theory.42

“Ah, Ha ” Moments Involve Special Marking for Later Retrieval

We’ve all had “Ah, ha” moments (sometimes attributed to Archimedes upon fig-
uring out how to measure volume by displacement and called “Eureka” or “I have
found it” moments).43 There is the moment when you have just finished studying
and realize that you are “ready for the test.” There is the moment when you fin-
ish cleaning up after painting a room and can say to yourself, “That’s done, now I
can do something that is fun.” For the most part, when teachers speak of “Ah, ha”
moments, these examples are not the ones in question.

There is copious anecdotal support for special events in learning called “Ah,
ha” moments when, by obvious emoting of one type or another, the learner says,
“Now I get it.” In the literature, especially the conceptual change literature, “Ah, ha”
moments have been viewed as reflecting qualitative shifts in thinking that result from
restructuring of knowledge, similar to what Piaget proposed about cognitive devel-
opment. Restructuring theories have generally proposed that qualitative shifts in
knowledge result from a specific “restructuring” learning mechanism that produces
qualitative change distinct from the presumably continuous change produced by reg-
ular learning mechanism, although these mechanisms have not been well defined in
the previous literature.44
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As the ULM was being developed, we at first attributed “Ah, ha” moments to
routine chunking.45 This was based partially on work in cognitive modeling that
has failed to find qualitative restructuring mechanisms.46 We now believe that “Ah,
ha” moments result from something different. Back in the knowledge chapter, we
talked about how one of the key processes of working memory is to connect input
in working memory storage together in different ways. We noted that these new
connections, which arise during episodes of problem solving or critical thinking,
create or construct new knowledge. Clearly, any new knowledge arising from one of
these constructions would be “qualitatively” different from the way that knowledge
was interconnected previously. In the ULM, repetition is the quantitative learning
mechanism and connection is the “qualitative.” We would hold that the ULM’s third
principle of learning is the “restructuring” mechanism alluded to in the previous
literature.

When we become aware of newly constructed knowledge, we can experience
an “Ah, ha.” As we have noted previously, working memory processes, including
creating new connections, do not have to be conscious. “Ah ha” moments especially
seem to emerge after an initially unsuccessful attempt to consciously construct a
solution that is subsequently pursued unconsciously. These resolutions are greeted
with glee when we are finally aware of the resolution. One might ask, “Why this
moment of glee?” We have previously discussed the role of emotion in marking
knowledge for storage and enhancing retrieval. Our experience of emotion during
an “Ah ha” may be a way of marking the newly constructed knowledge to insure
storage in a way to enhance later retrieval.

There is experimental neurological evidence for these insightful moments. For
example, when learners are presented with triplets of words such as date/alley/fold
and asked to discover a word linking them – in this case “blind.” Using both
functional magnetic resonance imaging (fMRI) and electroencephalogram (EEG)
measurements, sudden bursts appear at the instant that the solution emerges.47

Subjects are asked to indicate whether they solved the problem with or without
insight. Insight is described as coming to an “impasse” in solving and feels as if
he/she has moved on followed by a moment in which the solution suddenly emerges.
Indeed, neural regions not involved in the routine problem solving are indicated for
the insightful solutions.

Ordinary Learning Moments Require No Special Marking

There is an aspect about “Ah, ha” events that should be emphasized. They are typi-
cally reported as happening after an unsuccessful search. Generally, we report them
after we think we have stopped consciously searching. So, the search that was suc-
cessful must have been a subconscious search. With a model like the ULM, you will
be tempted to think that you can control four slots and that you can consciously load
them. That’s not how it works. The allocation process is only partially within our
conscious control. The details of most of the processes we use remain hidden from
us even as we use them.
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Are “Ah, ha” moments good or bad? There certainly have been some of these
moments during the development of the ULM. For example, there was the emer-
gence of the notion that motivation amounts to working memory allocation. This
was followed years later by the realization that neuroscientists speak of the top-spot
in working memory using the term focus of attention, and thus all of the work they
had done in terms of focusing attention could then be revisited from the perspective
of motivation.48

It certainly is not a sure thing, however, that the good feelings that come from the
“Ah, ha” moment are worth the inefficiencies connected with designing instruction
based upon discovery and “Ah, ha” moments. We can ask students to “think” about
something or design problem solving activities that require unique applications of
knowledge, but we can’t guarantee that a student will actually be able to create
meaningful new connections. We once had a conversation with a college classroom
teacher who developed “learning cycle” laboratory activities. It was considered to
be a bad activity when all students “got it” immediately. It was worse, however,
when no students got it.49

Savants: Prodigies

During the earliest stages of the development of this book, one author said to
another, “But what about savants?” At that time, both of us held the folklore-
entrenched view that savants were very unique, but important, special cases where
knowledge seems to appear without having been learned in a traditional way.

Persons with savant syndrome show generally low skills and usually have prob-
lems functioning but display strong and unusual skills in unique areas (e.g., recalling
day or weather given date, piano, painting). As noted, it once was thought that these
skills emerged spontaneously giving support to the claim that humans are some-
how pre-wired and that savants are able to tap into that wiring. According to the
ULM, no human is prewired with an advanced skill. That is, the ULM insists that
none of us can spontaneously drive or play a piano; these are skills that must be
learned. Whatever pre-wiring humans may have, the ULM sees that pre-wiring as
being rather minimal. More recent and thorough study suggests that savant skills are
an outcome of much more conventional instruction: practice with feedback. A con-
sidered current view of the phenomenon is summed up as: “A person with normal
brain function could become a calendar prodigy; it is just very unlikely that they
will find the process rewarding enough to persevere to this extent.”50

The reason this is important to note is that, if just one savant were found with
advanced skills that appeared in situ without being learned, then the ULM could
not be correct as a model. In the ULM, microstructure is constructed as opposed
to being “revealed” from some otherwise, hereditary, pre-existing states. Indeed, it
seems that special skills only emerge through practice. Proportional reasoning as
a general skill emerges in students as the result of practice with phenomena and
materials in which this concept applies, for example.
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There are those regarded as prodigious geniuses such as the musician Mozart
and the chess master Fisher. Careful studies of the lives of prodigies always seem
to show external encouragement, access to effective coaching, and materials such
as a library. While it was said that Mozart wrote music in singular bursts (i.e., put
directly from “mind” onto paper without editing), the evidence is that he edited over
long time periods in a fashion similar to that of most composers.51 Much literature
points to the notion that, in order to develop expertise, about ten years of study must
be completed.52 The so-called 10-year rule appears to have applied to Mozart and
Fisher as well as to other elite experts.

Special Memory

There are reports of some truly unusual people with respect to memory. For
example, AJ remembers essentially all of her life experiences.53 “Her memory is
‘nonstop, uncontrollable, and automatic.’ AJ spends an excessive amount of time
recalling her personal past with considerable accuracy and reliability.” Some sus-
pect that she spends a great deal of time rehearsing as we would when trying to
achieve rote memorization. In the absence of considerable effort, ordinary episodic
memory is a fragile and fleeting thing for most of us. Rather than having this unusual
ability to recall as a gift, AJ reports herself to be dysfunctional and seeks help. Other
reports of really good memories, variously called eidetic memory or photographic
memory, appear frequently but most often are surrounded by controversy.54

Experts often acquire very powerful memory. They can attend a seminar and
recall nearly all of what was said, although not verbatim. This is an example of just
how important prior knowledge and motivation are. Most likely, they already know
much of what is said and think so often about that which is new that they are really
rehearsing that content over and over. Those are characteristics of many experts
and how they deal with information. Two of the authors are thought to have good
memories. One, DS, is able to recall a wide range of content with some but not much
effort. The other, DWB, was known for being able to call 750 of 1,000 students
from lecture class by face on campus but outside of his classroom. Rather than
the result of a special gift, this recognition resulted from hour upon hour of study
using photographs arranged in grids that matched student’s places in laboratory.
It included immediate rehearsals in the teaching laboratory followed by engaging
the students in conversation – something that teachers in much smaller classes but
without laboratory sessions have no opportunity to practice.

Multiple Intelligences

A very popular notion developed by Gardner and rooted in studies of geniuses,
savants and aphasics is multiple intelligences.55 In this notion, intelligences may
be divided into subcategories (logical-mathematical, spatial, musical, interpersonal,
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etc.) and individuals may essentially have more of one than another. No agreed
upon measures of these sub-categories have emerged that are not well-predicted by
measures of fluid intelligence, however.56

At the same time that no serious science has emerged to support multiple intel-
ligences, this remains a notion warmly embraced by classroom teachers. After all,
it stands the test of time: we all know people who are good at some things but bad
at others. The ULM accounts for these differences in terms of prior knowledge.
Further, as we become good at things, we usually become good at becoming better
at those same things. We develop what Bandura calls virtuous cycles.57

We’ve cited some important evidence about expertise developed by Bloom and
his colleagues and published in Developing Talent in Young People.16 They define
talent as “ . . . an unusually high level of demonstrated ability, achievement, or skill
in some special field of study or interest.”58 They go on to assert: “Although we
cannot be certain of this, we believe that only a small percentage (10% or less)
of these talented individuals had progressed far enough by age eleven or twelve
for anyone to make confident predictions that these would be among the top 25
in the talent field by the ages of twenty to thirty. . . . Even in retrospect, we do
not believe that perfecting of aptitude tests or other predictive instruments would
enable us or other workers in the field to predict high-level potential talent at these
early ages.”59

Since Gardner is generally regarded as the principal advocate of multiple intel-
ligences, it is appropriate to consider his writings in more detail. He describes
multiple intelligences in terms of “biopsychological potential,” cites genetic pro-
clivity for diseases, extrapolates this heritability to intelligence, and then emphasizes
assumptions of many scientists that intelligence is heritable by as high as 80% based
on IQ tests.60 While Gardner does not deny the possible influences of environment
on the development of intelligence, his theory does not paint a promising picture
for those who would exceed their “potential.” The contrast between these views
and the ULM are many. The ULM interprets learning in terms of neuronal changes:
that neurons are neurons (not music neurons or aesthetic neurons), and that prior
learning greatly impacts one’s ability to work as what Bloom might call a “talented”
person.

In the end, this probably doesn’t matter. In Creating Minds, Gardner identifies a
small sample of highly recognized individuals (e.g., Einstein, Gandhi) in which he
cites the so-called 10-year rule. (The 10-year rule, generally regarded as accepted,
is that it takes about 10 years of serious study with appropriate teaching, mentor-
ing, and support to achieve expert status in virtually all fields.)61 Gladwell calls this
the 10,000 h rule.62 The amount of time spent practicing distinguishes excellent
from good musicians.63 Thus, even if one believes that there are multiple intel-
ligences, this in no way alters the amount of time and effort required to develop
expertise.

One thing in Gardner’s writing is especially noteworthy, namely, that people at
the top of their talent areas frame experiences in a way that is positive.64 Perhaps it
can be summed up as the ability to learn from one’s mistakes.
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Learning Styles

A learning style is thought of as some combination of characteristics (cogni-
tive, affective, psychological) related to how one interacts with one’s learning
environment.65 This idea is rooted in the belief that humans differ in the sense
modality of stimuli from which they learn best – take in, remember, and process new
information.66 Many studies have failed to find evidence for such styles. For exam-
ple, Krätzig and Arbuthnott conclude: “The present results suggest that people’s
intuitions about their learning styles may be incorrectly attributed. Specifically, such
styles may indicate preferences and motivations rather than inherent efficiency at
taking in and recalling information through specific sensory modalities.”67 Coffield
et al. present a critical review.68 What is the take of the ULM on learning styles?
First, convincing data for the existence of learning styles is not at hand. Based upon
the ULM fifth rule that “learning is learning,” we suspect that there are no biological
constraints placed on people – that nearly any of us could end up emphasizing nearly
any style (if such a thing really exists).69 In short, we are skeptical of the existence
of this phenomenon in a meaningful, measurable way. If such a phenomenon does
exist, it certainly can be ascribed to learning the “style” (i.e., prior knowledge) and
need not invoke some special inherited uniqueness (as in one of the growing list of
multiple intelligences).

It is certainly true, however, that students think of themselves as having differ-
ent learning styles. Whether objectively true or not, students can be heard saying
things like “I learn better when I can hear about it in class than reading about it,”
or “I can understand it better when I read about it.” If students think of themselves
as learning better with certain content or media than others, then given what we
have previously discussed about expectancies, it is reasonable to think that students
develop particular motivational preferences toward different ways of learning. It is
probably more proper to talk about “motivational” style than learning style. Given
what we discussed in the motivation chapter, it is easy to see that if a student feels
more confident or expects to learn better with visual material than through listening,
he/she is likely to have more motivation and more effective allocation of working
memory with visual materials.

The Executive

The notion of an executive probably evolved from tradition, possibly the tradition
of a homunculus, rather than from a body of data that required explanation.70 If
you search this book, you’ll not find the term executive used in the sense of CEO
or “decider.” The original model of Baddeley and Hitch (1974) had three parts:
a central executive, a phonological loop, and a visuospatial sketchpad.71 In 2000,
Baddeley found the need to add an “episodic buffer.”72 The ULM does not make
use of any of these. Instead, anything in memory is potential fodder for working
memory. If this is the case, how are decisions made? In some ways, these arguments
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go back to the homunculus arguments: “One may explain (human) vision by noting
that light from the outside world forms an image on the retinas in the eyes and
something (or someone) in the brain looks at these images as if they are images on
a movie screen. . . .”73 That voice that we hear speaking to us as we decide things
fools us over and over. Because of the way neural networks work, we don’t need
any such “decider” in the ULM.74

As we discussed previously in Chapters 3 and 4, no special inductive or decision
making neural or cognitive mechanisms are required to explain how working mem-
ory operates or how knowledge is stored. Attention, repetition, pattern matching,
and the other mechanisms of the ULM operate without the need for a supervisor
or any oversight system. While it is proper to talk about a whole person as making
decisions, self-regulating, or controlling their working memory processing, this is
different from the notion of a cognitive or “inside the head” executive system. We
have noted that the working memory, long-term memory, and motivational cogni-
tive and neurological processes of the ULM do not require controlled processing by
the person. They can work automatically. Similarly, they do not require a cognitive
executive to initiate or monitor them.

Gender Differences

There do seem to be differences between men and women in terms of cognition.
Generally speaking, these differences are small. Several decades ago, gender differ-
ences in, say, mathematics scores were large and explanations for those differences
many. The title of a recent Science Education Forum says it all: “Gender Similarities
Characterize Math Performance.”75 We do not doubt for a moment that gender
differences exist and that they may be important. As with nearly everything else
we assert in the ULM, however, we come down on the largest factor in creating
these differences as being differences in knowledge (i.e., prior learning).76 There
are gender differences in reported self-efficacy that we discuss later.77

Primary Versus Secondary Learning

A special issue of the Educational Psychologist entitled “Evolution of the Educated
Species” appeared late in 2008 (Volume 43, Number 4). The central paper by Geary,
based on earlier work, incorporates many novel ideas.78 A key notion is that learn-
ing can be divided into biologically primary and biologically secondary categories.
Biologically primary categories refer to learning associated with specialized neuro-
logical processing areas in the brain that have evolved to optimize speed of learning
and processing. We have mentioned some of these types of areas previously, like
the specialized sensory processing areas for visual, auditory, and other sensory
input and the motor cortex areas specialized to specific peripheral muscle groups
like the fingers. Biologically primary categories can also exist for higher functions
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like language or at least oral language. Geary notes that these specialized areas
have evolved to be sensitive to specific learning inputs related to their specialty
processing.

The biologically secondary category refers to learning where no specialized neu-
ral area exists to process that knowledge. This would include basically all of what
Vygotsky called socially constructed and transmitted knowledge which includes
pretty much everything we teach in school. There simply aren’t specialized brain
areas for chemistry, or social studies, or algebra, or literature. Learning about
these occurs in the brain’s general non-specialized areas or as Geary has noted,
by piggybacking on and repurposing one of the biologically primary areas.

A classic example of this distinction is language. Oral language is a biological
primary. It is learned early in life, during infancy. Being in a language using envi-
ronment seems to be sufficient for learning. Extensive special motivation does not
seem to be required; in fact, motivation seems to be intrinsic. There are underlying
specialized language areas in the brain that facilitate this processing through spe-
cialized functioning. Learning written language, reading and writing, however, is a
biologically secondary category. There is no specialized brain area for written lan-
guage; written language appropriates the oral language areas and repurposes them.
Learning usually requires explicit instruction and deliberate motivation. Learning
is not certain. Virtually all humans become proficient in their native oral language.
Reading and writing are far less universal. Even where most of the population is
literate, there are wide variances in proficiency.

Geary’s arguments are an extension of older arguments about heredity and nature
versus nurture that we have discussed previously. Geary’s categories don’t really
affect the premises of the ULM. Learning in both biological primary and biolog-
ical secondary areas follows the same neurological learning principles we have
described previously. Neurons are strengthened in the same ways whether in a
specialized or general area of the brain. Because biologically primary areas are sen-
sitive only to certain kinds of stimuli, their frequency counts achieve accuracy faster.
Geary argues that attention is drawn to sensory inputs associated with biologically
primary categories. We also appear to be naturally drawn to or motivated to learn
biologically primary knowledge. He argues that much of everyday learning, what
we might call common sense or general knowledge, is associated with biologically
primary categories that have evolved over time to reflect the common aspects of the
human physical and social environment.

Geary also argues that school learning deals primarily with knowledge that is
biologically secondary. The subject matter being learned in school is not going to
get a boost of efficiency or motivation from specialized neurology. It will require
all of the ULM rules we have discussed. This distinction also has instructional
implications. A number of situated cognition, apprenticeship, and constructivist
instructional approaches have tried to use everyday learning as a model. They argue
that if we could make school more like everyday experience, or instruction in school
more like the informal approaches used in everyday settings, students would learn
more easily and be more motivated. Geary argues that this is not likely to be the
case. Everyday learning is different not because it occurs outside school, but because
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it is biologically primary. This biological primary learning will not transfer to the
biological secondary learning required for school subjects.

History and Background

The ULM did not emerge spontaneously; the search for a unified model is not new.
Allen Newell gave a series of lectures at Harvard in 1987 and wrote Unified Theories
of Cognition based on them.79 He suggests that a unified theory must offer three
advantages: explanation, prediction, and prescription for control. He indicates that a
theory of cognition must deal with a range of issues from problem solving through
language to daydreaming. The model he advanced was based upon his work with
SOAR, an architecture for general intelligence first substantiated as an artificial intel-
ligence computer system.80 So is the ULM a unified theory of cognition in Newell’s
sense? The answer to this is, no. While the ULM does well in terms of explanation,
prediction, and control prescription, it certainly is far from being instantiated as an
operating artificially intelligent computer architecture. However, we did not set out
to develop a fully realized model of cognition. We set out to create a synthesis that
could unify what is known about learning, particularly classroom learning, into a
workable model that fully described the process of learning.

It is remarkable how close others have been to describing what essentially is the
ULM. For example, Bereiter wrote (shown below with his citations removed)81:

“A contextual module is not just related to a context. It embodies the person’s whole rela-
tionship to that context. The influence of culture, that initially may have been identifiable
in particular beliefs, goals, and rules of conduct, can now be only globally assessed on the
module as a whole. There is no longer a separate representation of the context. Instead, that
representation is implicit in the whole structure of person-environment relations embodied
in the module. This is what situated cognition would mean in a theory based on contextual
modules. It would be an emergent property of modularity rather than an attribute of the
learning process itself.” [p. 613–614]

“There seems no reason to suppose that any special process goes on in the development
of contextual modules that is different from the kinds of processes dealt with in theories
of learning and development. Computer-implemented theories have demonstrated a num-
ber of processes that could contribute to modularization. Chunking forms larger units from
mental contents that are repeatedly activated together. Chunks could form across as well as
within components, for instance, combining the representation of a situation with its asso-
ciated affect and with goals typically pursued in that situation. Reduction to results stores
the results of procedures as declarative knowledge, thus eliminating the need for the proce-
dure; one does not need to keep solving the same problems. Finally, compilation produces
streamlined procedures that eliminate calls for explicit declarative knowledge or represen-
tations of situations, because these become implicit in the procedures. What is novel in the
idea of contextual modules is not the processes involved but the result. The result is a cog-
nitive unit having properties of real human significance that are not possessed by smaller
psychological units.” [p. 614]

Based on this, it is clear that Bereiter anticipated chunks that were really com-
plete up to the point of including their own motivation. Two extremely highly
regarded researchers, Ericsson and Kintsch, struggled with the limited capacity of
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working memory and constructed the notion of “long-term working memory.”82

They expressed their dilemma as:

On the basis of a century of laboratory research on memory many theorists have concluded
that LTM can meet neither the criteria of speed and reliability for storage nor those for
retrieval.

Schraw realized that ability, prior knowledge, and motivation all were impor-
tant in understanding successful learning, but his model treated them separately and
spoke of how one aspect could “compensate” for another without appreciating the
biological underpinnings that made this possible.83

We assume that each of the modules [knowledge, ability, motivation] contributes directly
or indirectly to learning, and compensates for potential deficits in other components.
Specifically, we assume that cognitive ability is related to learning both directly and indi-
rectly via knowledge and regulation. Strategies and metacognition typically co-develop and
are strongly related. Knowledge and regulation are related to motivation. Cognitive ability
is not related to motivation. Knowledge, regulation, and motivation each are related directly
to learning.

Mindset matters. How could researchers, for nearly two decades, be so close to
creating a unified model? Perhaps this is because of the prior learning we bring
to issues. For example, the Baddeley and Hitch paper on working memory, while
seminal, included notions of separate buffers and an executive.84 In fact, in order to
account for some data, Baddeley added the notion of an “episodic buffer” as recently
as 2000.85

We certainly are not the first to call for better integration of understandings
about motivation with those about cognition. Such eminent researchers as Simon
and Pintrich both wrote extensively about this need, but never developed models at
the same level of detail as the ULM to achieve such integration.86

The biggest challenge we faced in developing the ULM was in putting parts of
the old explanations and theories aside while remaining faithful to accounting for
the data that led to those models.

Our Purpose in This Chapter

We obviously believe that the ULM is a powerful model that accounts for essen-
tially all that is known about learning. The purpose of this chapter, then, has been
to account for the data that others cite when arriving at their models without using
those models but using the ULM, instead. So, ability becomes a mix of working
memory capacity and prior knowledge rather than fluid and crystallized intelligence.
Apparent jumps in skills become chunks rather than stages and are accounted for in
the ULM in terms of prior knowledge. Matching learners to instructional materi-
als becomes a question of working memory capacity and prior knowledge rather
than zone of proximal development. Knowing people with vastly different skill sets
becomes prior knowledge rather than multiple intelligences or learning styles. Those
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neurons in the cerebral cortex “learn” things in the same way no matter which cor-
tical tissue mass or lobe they are in. “Ah, ha” moments arise when chunks are
activated at the same time in working memory, although they rarely if ever have
been activated at the same time before.

In a few but important cases we depend upon better data. Savantism emerges as
an example of knowledge resulting from learning rather than special gifts or wiring,
a view that contrasts with part of the generally accepted lore of learning.

The ULM has something going for it that scientists always strive for: parsimony.
That is, we make fewer assumptions than nearly any other models. We assert that
learning depends upon your working memory: how much you’ve got of it (capacity),
how you’ve used it in your past (prior knowledge), and how you are using it now
(motivation). The ULM not only accounts for extant data, but it implies both ways
to test the model and to apply the model.
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