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Foreword 

The First African InterQuadrennial ICF Conference “AIQ-ICF2008” on Damage 
and Fracture Mechanics – Failure Analysis of Engineering Materials and Structures”, 
Algiers, Algeria, June 1–5, 2008 is the first in the series of InterQuadrennial 
Conferences on Fracture to be held in the continent of Africa. During the 
conference, African researchers have shown that they merit a strong reputation in 
international circles and continue to make substantial contributions to the field of 
fracture mechanics. As in most countries, the research effort in Africa is under-
taken at the industrial, academic, private sector and governmental levels, and 
covers the whole spectrum of fracture and fatigue. 

The AIQ-ICF2008 has brought together researchers and engineers to review 
and discuss advances in the development of methods and approaches on Damage 
and Fracture Mechanics. By bringing together the leading international experts in 
the field, AIQ-ICF promotes technology transfer and provides a forum for industry 
and researchers of the host nation to present their accomplishments and to develop 
new ideas at the highest level. International Conferences have an important role to 
play in the technology transfer process, especially in terms of the relationships to 
be established between the participants and the informal exchange of ideas that 
this ICF offers. 

Topics covered in AIQ-ICF2008 include: concepts of damage and fracture 
mechanics of structures, cumulative damage crack initiation, crack growth, residual 
strength, probability aspects and case histories; macro and micro aspects of fatigue; 
analytical methods for fatigue life assessment in structures; and applications of 
linear fracture mechanics to failure analysis and fracture control, fracture toughness 
and fatigue testing techniques, and environmental effects. These are areas where 
corrosion scientists, chemists, mechanical, civil, metallurgical and chemical engineers, 
corrosion prevention and coating specialists, operating and maintenance personnel 
can unite their efforts to better understand the complexities of these phenomena 
and develop effective preventive methods. Mechanistic understanding of cracking 
failures of metals and alloys can be used in conjunction with phenomenological 
data to identify and quantify the influence of environmental and material para-
meters. The conference has been devoted to the exchange of ideas and information 
on the evaluation of materials performance, and the development of advanced 
materials for resistance to damage and fracture in severe conditions. 

Twelve plenary keynote presentations and ten introductory conferences covered 
a wide range of topics: Computational Materials Engineering/Modelling; Nano-
materials; Biomaterials/Biomechanics; Pipeline Materials; Stress Corrosion 
Cracking & Hydrogen Embrittlement; Materials & Joining/Welds; High Strength 
Steel; Fracture Mechanics; Failure Analysis; Fatigue; Fracture Dynamics, etc… 
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Preamble 

Ahmed Djebbar, is mathematician with diploma from Université Paris Sud (1972), 
from Université de Nantes (1990) and from Ecole des Hautes Etudes en Sciences 
Sociales de Paris (1998). He is Emeritus Professor at Université des Sciences et 
des Technologies de Lille. (France). 

Advisor for Education, Culture and Communication at the Presidency of the 
Algerian Republic (January, 1992–June, 1992) and minister of Education, of Higher 
Education and Scientific Research (July, 1992–April, 1994). 

He is one of the specialists of the history of sciences and in his assets a dozen 
works, from which some were translated in several languages. He is one of the 
specialists of the Arab World whom they consult on questions related to the 
provision of Arabic and Muslims in science. 

We wanted by this preamble just to give a historical overview and not to write 
the history of sciences and point out the provision of Muslim civilization in sciences 
and particularly in mechanics object of the First African InterQuadrennial ICF 
Conference “AIQ-ICF2008”. 

We apologize to the author for possible errors in the translation of his original 
text which was sent to us in French language. 

The original version of the text is available to anyone who wants to have the 
original copy. 

The Arabic Phase of the Mechanics 
For the first time in the history of the International Congress on Fracture, the 
works of the InterQuadriennal Conference presented in this Book, take place in 
the land of Africa, in Algeria precisely, one of the regions of the Maghreb which 
made its contribution to science and technology within the framework of the 
Arabian-Moslem civilization. How then omit evoking, even quickly, an important 
chapter of the history of the mechanics, the least known maybe, which was written 
within the framework of this civilization. The organizers of this meeting thought 
of it. A conference on this subject was presented. Here is a modest summary 
which is essentially homage to these discoverers of the past and to my colleagues 
specialists of mechanics who, through different roads, immortalize the same 
scientific adventure. 

From the end of the VIIIth century to the middle of the XVIth, a new mechanical 
tradition, expressing itself essentially in Arabic, developed in the immense space 
governed in the name of Islam and which extended, in certain times, from 
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Samarkand to Saragossa and from Palermo to Tombouctou. As quite other scientific 
activity was practised during this period, the mechanics elaborated at the same 
time on the theoretical aspect and on the applied one as well, and on both aspects 
it produces significant results. 

The theoretical part of this discipline was integrated into the physics. It 
concerns the study of statics, of the hydrostatics and the dynamics. Its applied part, 
which was called “Science of the ingenious processes”, is subdivided into three 
big domains. The first domain is the one of the playful mechanics. It concerns 
machines and all the realizations which aim at distracting or at amazing the 
caliphs, the princes and fortunate people. The second corresponds to the utilitarian 
mechanics which aims at resolving the problems of the everyday life. The third 
concerns the military technology and, more particularly, the conception of weapons 
and machines of seat. 

In the VIIIth century, we already mastered a set of techniques which served  
in the various domains which have just been evoked. Some of them were of 
unknown origin but the others had been used by the Romans, the Byzantine or the 
Persians. With the advent of the phenomenon of translation, writings dedicated to 
the mechanics were dug up and translated into Arabic. In our knowledge, they 
were all written in Greek. Having assimilated the ideas found in these texts, the 
first Moslem specialists of this domain tried, from the IXth century, to bring 
improvements and complements among which some were real innovations. But 
these last ones did not concern the only technical aspect. They also allowed bringing 
to light new concepts, never applied before. Some of them will be completely put 
into practice to realize complex systems. Others will stay in the state of ingenious 
findings and will be exploited only much later when they will be rediscovered in 
Europe. 

It is finally necessary to indicate that the researches in this domain continued 
until the XVIth century and that they became a reality in numerous publications. 
The contents of those who reached us reveal a rich tradition which was born in 
Bagdad but which bloomed in the other metropolises of the Muslim empire, as 
Damascus, Cordoba and Istanbul [1]. 

1. The playful mechanics 

In this domain, the ancient written heritage which reached the first technicians  
of the countries of Islam is exclusively Greek. The most important references are 
the Book of the pneumatic devices and the hydraulic machines of Philon of 
Byzantium (IIIrd century BC) [2] and the Mechanics of Heron of Alexandria (Ist 
century BC). After assimilation of the contents of these papers, the first specialists 
began to conceive new machines. In their research for original ingenious systems, 
they had the idea to use former principles and to realize combinations of technical 
constituents, as siphons, valves, airholes, cogwheels, ballcocks and cranks. They 
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also introduced new principles as that of the conical valve and that of the double 
concentric siphon. 

The oldest Arabic work dealing with this subject is the Book of the ingenious 
processes of the brothers Banû Mûsâ (IXth century). One hundred of mechanical 
systems which are described there, 95 are machines [3]. We have no information 
about the repercussions of this first contribution during the period going from the 
Xth century to the XIIth century. But it seems that the practices and the knowledge 
acquired during the first phase remained alive until the publication of the known 
big second Arabic treaty of mechanics, that of al-Jazarî (XIIth century). This last 
one indeed makes reference to some of the contributions of his predecessors 
(others than Banû Mûsâ) by recognizing them the priority in certain innovations. 
In his work, entitled the Useful collection of the theory and the practice in the 
ingenious processes, he describes about twenty mechanical systems which are 
grouped together in two big categories: Water jets and musical machines or jugs 
of liquids [4]. Most of these mechanisms are his own invention. These subjects 
perpetuate during the centuries and we find them, in the XVIth century, in the 
work of Taqiy ad-Dîn Ibn Ma’ rûf (1585) [5]. 

Considering the manufacturing costs of these machines, only a comfortable 
clientele could finance their realization. It was quite found among the caliphs,  
the local kings, the governors, the princes, the fortunate traders, the notables and, 
generally speaking, the members of the elite who appreciated this type of 
entertainment. 

2. The civil engineering 

It especially concerned the hydraulic problems (harnessing and routing of water) 
and mills. As we notice it by looking at a map of the Muslim empire, this region 
of the world had, always, to manage the rarity of the water and the weak flows of 
most of the rivers. This worrisome situation could only deteriorate with the 
demographic development of cities, the acclimatization of new subsistence crops 
and the rise of the standard of living of certain layers of the population. It is 
necessary to add the water requirements of certain vital sectors of the economy, as 
the paper industry and the textile industry. All these needs encouraged the 
research for technical means to pump the water, to store it and to forward it to the 
places of consumption. 

The first known work which looked at some of these problems is the one of 
al-Jazarî (XIIth century) which was already evoked. We find, in particular, the 
description of sophisticated systems to raise the water of a river or a well by using 
the animal or hydraulic force. One of them is a device with pendulum, which uses 
the principle of the gearing segmentaire. Another system conceived for the same 
usage would have been the first one to use a crank integrated joined into a 
machine. The third is a water pump whose conception was quite new for that period 
because it worked by converting the circular movement in an alternative linear 
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movement and by use of suction pipes [6]. It is necessary to precise that these 
models did not stay of simple technological curiosities. Some were realized and 
their smooth running is attested by their longevity. It is the case of the machine 
that was built by the middle of the XIIIth century, on the river Yazîd in Syria, the 
native country of the author, and which worked until the middle of the XXth 
century [7]. This tradition of engineering continued after al-Jazarî but we have, at 
the moment, only a single confirming document it and it is issued very late. It is 
about the Book of the noble processes on the magnificent instruments of Taqiy ad-
Dîn Ibn Ma’ rûf, a mathematician and astronomer native of Damascus. Its contents 
prolong that of his predecessor, in particular in the field of water pumps [8]. With 
regard to this and considering the nature of this sector, its vitality is especially 
attested by hundreds of hydraulic systems which were built almost everywhere in 
the Muslim empire of which remain vestiges which are still often very lifelike. 

As regards the mills which were used in the Muslim empire, we can classify 
them in several categories according to their size, to their use and to their energy 
consumption. With regard to the size, it goes from the small mill of farm pulled by 
a mule to the real complex which worked in Bagdad, and which activated hundred 
pairs of grindstones at once. Sometimes, mills were distributed in the city as it was 
the case in Nichapour where 70 devices worked at the same time, and in Fes 
where there would have been up to 400 devices for the local industry of paper and 
for the grinding of wheat. 

The working of these mills depended on local conditions and on the available 
energy. So, there were systems activated by hand or by animals, as it was 
practised well before the advent of Islam. There were also those who used the 
drainage of river waters and who were fixed to the banks of rivers, to the piles of 
bridge or who floated on barges, in the middle of the river, as those of Bagdad 
which used the water of Tigre. From the IXth century, we indicate the increasing 
use of the wind energy in the windiest regions of the empire, as those of Central 
Asia. We would have even realized, in the XIth century, around Bassora, mills 
activated by the tide. 

Besides two big domains which have been evoked, the works of mechanics 
present other ingenious processes for other usages: machines of lifting, systems of 
ventilation, locks with combinations, automatic lamps and even a roasting spit 
working with vapor. 

3. Instruments to measure the time 

The measure of time was a constant concern in the profane and religious everyday 
life of the societies of the Muslim empire. One of the oldest processes was the 
gnomon, a simple stalk fixed vertically or horizontally and whose shade indicates 
the time approximately. As this system could not work at night, we looked for 
other solutions. The most practised, well before the advent of Islam, is based on 
the principle of the continuous flow of a liquid (what gave water clocks), or of a 
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solid enough fluid, as mercury. From the IXth century, the first technicians of the 
countries of Islam had at their disposal, through the translations, Greek texts 
giving ingenious solutions of this problem. It is the case of the Book of the 
manufacturing of clocks attributed to Archimède (212 BC) [9]. From there, a 
powerful tradition developed and certain number of works which reached us 
testifies of the high degree of ingenuity and of technicality reached by the 
specialists of this domain. 

The oldest known text was published by Andalusian Ibn Khalaf al-Murâdî 
(XIth century). It is entitled “The book of the secrets on the results of thoughts”. 
19 models of clocks are described there. The one of them announces the hours 
with lamps which ignite automatically, the other one possesses mirrors which are 
illuminated, successively, at the end of every hour [10]. At the same time, in 
Egypt, the big physicist Ibn al-Haytham (1041) described a mechanism giving the 
hour but its text was not found. From the XIIth century, the treaty of al-Khâzinî 
reached us, “The balance of the wisdom”, a chapter of which is dedicated to an 
original water clock called “balance of hours”. Some decades later, Ridwân as – 
Sâ’âtî publishes his Book on the construction of clocks and their use, dedicated to 
this subject [11]. He describes a monumental clock which his father had built, in 
1154, in Damascus and which we had tried to restore repeatedly. It is finally the 
author who succeeds in restarting it completely in 1203. The information reported 
by as-Sâ’âtî confirm the continuous character of the tradition of clocks in East and 
reveal the existence, in the XIIth century, of a real profession specialized in the 
realization and maintenance of these devices [12]. It is moreover at the same time 
that al-Jazarî described, in its famous work which we have already evoked, six 
water clocks and four clocks with candles [13]. 

After him, and until XVIth century, we do not know works having immortalized 
this tradition. But there could have been existed specialists whose papers did not 
reach us or which realized clocks without feeling the need to speak about it. It is 
probably the case of certain craftsmen of al-Andalus and the Maghreb as authorize 
us to think of it the testimonies which we have. We know, for example, due to the 
information contained in the Libros del Saber, drafted by the middle of the XIIIth 
century at the request of Castillan king Alphonse X (1252–1284) that water clocks 
and clocks with mercury or with wax candle were used in Andalus before the 
reconquest of Toledo in 1085 [14]. We also know that in the XIVth century, the 
engineer Ibn al-Fahhâm, native of Tlemcen, conceived and realized, in Madrasa 
Bou Inânia of Fes, a clock which would have amazed his contemporaries [15]. 
The vestiges of this clock are still visible today. We can also see, in the mosque 
Qarawiyîn of the same city, what stays of a clock, built by 1357 by the mathe-
matician al-Lajâ’î (1370). 

It is finally necessary to indicate, the contributions of one of the last represent-
atives of this tradition, Taqiy ad-Dîn Ibn Ma’ rûf, who published two works 
containing descriptions of clocks. In the first one, entitled: The book of the sublime 
processes on the magnificent instruments, he presents hourglasses and water 
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clocks. The second entitled: The precious planets for the construction of clocks, is 
completely dedicated to the mechanical clocks [16]. 

4. The military engineering 

Since the conquests of the VIIth century, the war instruments of the Moslem 
armies did not stop perfecting and diversifying. If we are only held in those which 
were described in the specialized works and in the history books, we count tens 
more or less sophisticated: handguns (sabres, daggers, javelins), bows, (wooden or 
steel), crossbows, machines of seat, rams, incendiary bombs, without forgetting 
artillery and rifles, for the last period of the empire history. The Arabic works 
dealing with these subjects were not all dug up. Those who were studied take 
place after the XIIth century but what they describe concerns partially the previous 
period. It is necessary to clarify that we have, today, two types of works. In the 
first category, the authors expose, in three big different subjects, all the subjects 
linked to the art of the war. Both first ones deal with the cavalry and with the 
technology of bows. It is in the third, reserved for the tactics, for the military 
organization and for the weapons, that the technological aspects are developed. 
Beside this category of general works, there were treaties more specialized in 
particular on the subject which interests us here. The oldest of them is probably 
the Book on the war instruments of the brothers Banû Mûsâ (IXth century) which 
was not found yet. The most known is the Elegant book on the mangonneaux of 
az-Zaradkâshî (ca. 1462) which is dedicated to catapults and to inflammatory 
missiles [17]. 

From a heritage probably of Persian origin, the technicians of the Moslem 
armies introduced very early the instruments of seat. We indicate their presence in 
all the important wars until the middle of the XVIth century, date which 
corresponds to the introduction of artillery in the Ottoman armies and thus giving 
up the classic shell throwers. The longevity of catapults also explains by their 
multiple features because various variants were adapted to the nature of missiles: 
stone coal nuts, arrows, balls of naphte, flares, asphyxiating bombs and even 
bowls filled with snakes or with scorpions to terrorize the besieged. 

At the end of this fast flying over the Arabic mechanical tradition, we can 
consider that this discipline, by its technological and theoretical contributions at 
once, not only participated in the extension of the field of the scientific practices, 
but it also strengthened the links between the learned knowledges and the know-
how, allowing these last ones to reach the status of “sciences”. It also has, by its 
ingenious realizations, illustrated this capacity of the specialists of this domain, 
when the conditions allowed it, to innovate by by-passing various types of 
obstacles. For these reasons, and independently of its realizations, the Arabic 
phase of the mechanics is an important link in the long history of the technologies. 
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Abstract In order to improve the resistance of materials to surface damage by mechanical and 
environmental action, considerable research has been conducted to increase the hardness of the 
surface of mechanical parts. This is achieved, for example, by anodisation of aluminium alloys. 
The objective of designing films possessing optimum mechanical properties cannot avoid the 
determination of their hardness as precisely as possible. Unfortunately, direct measurement of 
film hardness by conventional micro-hardness testing is not possible for a large range of 
indentation loads because the substrate also participates in the plastic deformation occurring 
during the indentation process. It is often assumed that this phenomenon, which involves the two 
materials, begins to be noticeable for loads such that the depth of the indent exceeds one tenth of 
the film thickness. In this situation, the hardness number is thus the result of the combined 
substrate and film contributions. In order to determine the true hardness of the film, it is 
necessary to separate these contributions. Numerous mathematical models were proposed for that 
purpose on the basis of different assumptions. The objective of the present work is to study 
hardness response of oxide film developed by sulphuric anodisation on annealing aluminium 
alloys substrates (2017A) over a range of applied loads. The hardness values were determined 
experimentally using conventional Vickers microhardness measurements. The results were 
analysed using the work-of-indentation model for the hardness of coated systems. Both 
experimental measurements and modelling work in this area will be aimed at obtaining the 
estimates mechanical properties of oxide layer. 

Keywords: Aluminum Alloy, Anodisation, Annealing, Microhardness, Indentation Model. 

1. Introduction 

According to their excellent mechanical, optical and electrical properties, aluminium 

films are currently deposited using methods such anodisation with excellent results. 
oxide thin films are used in a very large range of applications [1–3]. Alumina thin 
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Therefore, research to determine the material properties and the reliability of 
the Aluminium Anodic Oxide (AAO) structure is currently taking place. Among 
the various techniques to investigate the material characteristics, the simplest 
method is the nano-indentation technique, which is based on the application of 
very low load and continuous measurement of the indenter penetration depth from 
the surface [4, 5]. 

When nano-indentation equipment is not available, determination of the intrinsic 
film hardness requires the analysis of a set apparent hardness values obtained 
experimentally for different indentation loads using standard micro-indentation 
equipment. Consequently, numerous models of analysis have been developed in 

This research investigated the mechanical properties of AAO film developed  
by sulphuric anodisation on aluminium alloys substrates (2017A) over a range of 
applied loads. The various influences of the substrate for amorphous alumina thin 
film were studied by measuring the hardness before and after heat treatment. 

2. Model for determining hardness 

It is known that, depending on the thickness of the film and on the applied load, 
indentation measurements give apparent hardness values (HC), which are the 
results of contributions, by both the substrate (HS) and the film (HF). There is a 
need therefore to separate these two contributions in order to determine the true 
hardness of the film. 

Whatever many hypotheses, have in common the supposition of a linear 
additive law for the expression of the composite hardness (HC), as a function of 
the film (HF) and substrate (HS) hardness, and a contribution coefficient of the 
film, α. Coefficient α, can take different expressions depending on the hypotheses, 
physical or empirical, which are stated. Generally these models are written under 
the following form (see Eq. 1): 

                                                   ( )SFSC HHHH −⋅+= α  (1) 

Hogmark model is the following (Eq. 2): 

                                                  S
S

f
f

C H
A
AH

A
A

H +=  (2) 

where Af and AS, are the load-supporting area of the film and the substrate 
respectively, A is the total projected contact area (A = AS + AF). 

order to extract the true film hardness from standard indentation tests [6–13]. 

Among predictive models that of Jönsson and Hogmark are still widely used 
because it is very simple to employ [12]. The original form of the Jönsson and 
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expression for the composite hardness given by (Eq. 3) 
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where t is the coating thickness, d is the indentation diagonal and C is a constant 
dependent on indenter geometry. 

The model involves a parameter C which can take two different values depending 
to the toughness of the film: C=0.5 for brittle material, C=1 for ductile material. 
Korsunsky [10, 11] proposed another model for the composite hardness behaviour 
based on the total energy dissipated in deforming the composite. 

The total energy dissipated during composite deformation contains contributions 
from both the substrate and the coating; however, the division of the energy 
between coating and substrate varies with the relative indentation depth. The total 
work is composed of two parts: the plastic work of deformation in the substrate 
(WS), and the deformation and fracture energy in the coating (WF) (see Eq. 4): 

FST WWW +=  (4) 

Considering the dependence of individual contributions on the relative indentation 
depth, coating and substrate properties, and the following expression for HC can be 
derived (Eq. 5): 

21 β⋅+
−

+=
k

HHHH SF
SC  (5) 

where β = δ/t denotes the indentation depth normalized with respect to the coating 
thickness and has been termed the relative indentation depth. δ is the maximum 
penetration depth, for Vickers indenters, δ = d/7 where d is the indentation diagonal, 
t presents coating thickness. 

The composite hardness HC can be thought to depend only on the dimensionless 
parameters k and β, and the hardness difference between the coating and the 
substrate. The parameter k is proportional to the dimensionless ratio GC/HS t, and 
scales inversely with the coating thickness for fracture-dominated cases. 

Where GC denotes the thickness fracture toughness of coatings. The parameter 
k varies from (t/0.2) for thin coatings to (t/0.4) for thick coatings. The film 
hardness is obtained for very low relative indentation depth as: HC = HF as β → 0 

From geometric considerations of the size, Jönsson and Hogmark derived an 
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3. Experimental methods 

3.1. Anodisation process 

Specimens of dimensions, 6 × 0.5 × 0.5 cm were machined from 2017A aluminum 
alloys. The chemical composition of the alloy is given in Table 1. The specimens 
were annealed at 300°C and cool down at room temperature. This treatment of 
homogenization is used to eliminate deformations that may have been produced 
during machining. After this treatment, Anodisations were carried out in thermo-
statically controlled electrochemical cell (±2°C), using a lead cathode and a heat-
treated aluminum alloy anode. Individual specimens were anodized in sulfuric 
bath (200 g/l H2SO4) at constant cell voltage of 12 V for 60 min, at 20°C. After 
anodising, specimens were washed in distilled water and sealed in boiling water 
for 60 min at 97°C. 

Table 1. Chemical composition of the material used 

Al Cu Fe Si Mn Mg Zn Cr Ti 
Balance 3.5–4.5 Max 0.7 0.2–0.8 0.4–1 0.4–1 0.25 0.1 Traces 

3.2. Hardness measurements 

Vickers indentations were then performed on the as deposited samples using a 
High Wood HWDM-1 hardness tester with loads ranging from 25 g to 2 kg. The 
applied loads ranged from 5 to 15 g were performed with Leitz MM6 micro-
hardness tester. Three tests were performed at each load chosen in order to have 
reasonable confidence in the calculated average hardness value. Film thickness 
was about 16 µm measured directly by scanning electron microscopy. After 
indentations were performed with a Vickers diamond pyramid both in uncoated 
substrates and various coating-substrate composites, and the average values of 
impression diagonals were recorded, the composite hardness was computed using 
the formula (Eq. 6): 

[ ] [ ] [ ]222 /4.1854/ mdgfPmgfHV μμ ⋅=  (6) 

value for C equal to 0.5. The film hardness is then obtained for very low relative 
indentation depth. In order for the HF values estimated by the both models to be 
compared together, we chose to calculate HF at a ratio of t/d = 1. A justification of 
this procedure is given in the paper published by Lesage et al. [7]. 

Figure 1 represents the experimental hardness data calculated by formula (Eq. 6). 
The fitting models developed by Korsunsky [10, 11], Jönsson and Hogmark [12] 
are directly applied to the data. For the model of Jönsson et al. We choose a 
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3.3. Structure examination 

After anodisation, morphologies of anodic layers were investigated using an 
Electron Probe MicroAnalyser (EPMA) SX100 from CAMECA, France. All 
samples were cross-sectioned, embedded in epoxy resin, polished and carbon 
coated with a Bal-Tec SCD005 sputter coater. Secondary (SE) and back scattered 
electrons (BSE) images were carried out at 20 kV, 10 nA. Oxygen (O), copper 
(Cu) and aluminium (Al) X-ray profiles were carried out at 20 k 40 nA, 
magnesium (Mg), manganese (Mn), and Cu quantifications at 15 kV, 15 nA, and, 
Al, Cu, Mn and Mg X-ray mappings at 15 kV, 40 nA. Intensity profiles are 
representative of the concentration of the element present in the oxide film. The 
quantitative measurements were obtained using standards samples (Al2O3, pure 
Cu, MgO and pure Mn). For profiles, quantifications or mappings, a PC2 crystal 
was used to detect the O Kα X-ray, a TAP crystal for Al and Mg Kα X-rays and a 
LiF crystal for Cu and Mn Kα X-rays. 

4. Results and discussion 

Figure 1 represents the experimental hardness data as a function of normalized 
depth β (δ/t = d/7t) for the both heat-treated and untreated anodized specimens. 
The composite hardness of the annealed samples was more important, that is 
justified because the aluminum alloys of series 2000 were hardened by heat 
treatment. It’s immediately apparent from this figure that there is a transition of 
behavior; the film indentation response is for β < 0.1 for the both samples. 

The results corresponding to the film hardness determined by different models 
applied, for each sample, are reported in Fig. 2. These figures illustrate the change 
of film hardness as a function of the normalized depth. The Kornusky et al. model 
predicts values for the film hardness fairly greater than those obtained with 

The hardness of film was obtained from d/t = 1. The clean hardness of alumina 
is very large, one notices for the two samples the same shape of the curves, and 
the surface part of the layer is, in general, much more to tend that in the vicinity of 
the barrier layer. 

The change of film hardness between untreated and annealed samples showed 
that hardness was reduced as the porosity increased. The annealed samples present 
more heterogeneity in the oxide film than untreated ones. Back-scattered electrons 
(BSE) images (Fig. 3) of the two anodized alloys (annealed or untreated) revealed 
the presence of cracks on the anodic layers. However, cracks are more important 
after the annealing heat treatment. 

Jönsson and Hogmark model (Table 2). 
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Fig. 1. Composite hardness of aluminium alloys 2017A anodised before and after annealing 
treatment 

S F F

Annealing 88.000 118 160 
Untreated 75.000 80 100 

Korsunsky et al. for: (a) annealing samples, (b) untreated samples 

 H  H (Jönsson-Hogmark) H  (Korsunsky) 

Table 2. Hardness of oxide film by Jönsson-Hogmark and Korsunsky models 

Fig. 2. Comparison of film hardness behavior according to the models of Jönsson-Hogmark and 
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Figure 4 showed that high copper content in the case of the annealing treatment 
accompanies the presence of defects in the anodic layers. The observed pores are 
attributed to the preferential dissolution of copper (grain boundary precipitates) 
during anodizing in sulfuric bath. 

Figure 4 illustrates the weight percentage of Mg, Mn and Cu in the sample as a 
function of depth in the oxide layer for both samples along a same line (as showed 
in Fig. 3) from the inside of the sample (1) to the edge (2) (oxide layers for both 
heat treatments). They revealed the presence of very few copper through the 
whole depth of the film. The copper concentration decreases from the interface to 
the surface of the oxide layer for the two different heat treatments. 

 
Fig. 3. Micrographs of 2017 alloys anodized for: (a) annealed samples, (b) untreated samples 

Fig. 4. Weight percentage of element in the oxide layer as function of depth: (a) annealed samples, 
(b) untreated samples 
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Fig. 5. X-ray cartography of Al, Cu, Mn, and Mg in the oxide layer after: (a) annealed samples, 
(b) untreated samples 

X-ray cartographies (Fig. 5) of annealed samples showed the presence of a 
coarse-grained material. The largest coarse-grained materials are made of Al2Cu. 



Determination of the Hardness of the Oxide Layers of 2017A Alloys 9 

 

This phase can affect the morphology of oxide layers (cracks) as showed in Fig. 4. 
When Al2Cu particles rich in copper are present as coarse grained, they support 
micro galvanic coupling between intermetallic particles and the adjacent matrix. 
Thus, these particles constitute local cathodes, which stimulate the dissolution of 
the impoverished zone [14]. 

Then, the intermetallic dissolution during anodisation treatment involves the 
formation of a heterogeneous surface layer rich in copper. The copper diffusion in 
this case is more significant because the copper is in the shape of precipitated 
Al2Cu in the boundary grains. The precipitation of copper in the form of stable θ-
Al2Cu can impoverish out of copper the close solid solution. In a corrosive medium, 
the stripped zone will form an anodic way and will dissolve preferentially. Since 
we apply an anodisation treatment the selective dissolution will incorporate copper 
to the alumina. 

5. Conclusions 

In this research, hardness of AAO structures were investigated applying to numerous 

ment obtained by conventional micro-hardness testing. The various intermetallic 
compounds, which are present in the substrate, have various shapes, sizes and 
compositions according to the heat treatment used. Direct oxidation of alloying 
elements and incorporation oxides into the film during anodisation treatment 
involves the formation of a heterogeneous surface layer rich in copper and causes 
modifications in porous film growth, film and microstructure composition which 
affect the film hardness. 

The film hardness obtained by micro-hardness measurements and calculated 

surface part of the layer is much more to tend that in the vicinity of the barrier 
layer. Further, when aluminium alloy was annealed, a new intermetallic phase was 
formed (Al2Cu) whose the low resistance favours the oxidation and dissolution of 
these particles, increasing the porosity of the oxide. By consequent the film 
hardness obtained by the both models are very different in annealed state. 
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Effect of Non-Metallic Inclusions on Hydrogen 
Induced Cracking 

Mimoun Elboujdaini and Winston Revie 

CANMET Materials Technology Laboratory, Natural Resources Canada, 568 Booth S, 
Ottawa, Ontario, K1A 0G1, Canada 

Abstract Two types of cracking, namely sulphide stress cracking (SSC) and hydrogen-induced 
cracking (HIC), were evaluated in linepipe steels using NACE standard solution to establish the 
metallurgical parameters that control HIC and SSC. Quantitative experiments indicate a 
threshold hydrogen concentration for HIC below which no cracking will initiate. Propagation of 
cracks occurs by hydrogen assisted fracture of the matrix surrounding the site where initiation 
occurs. The HIC susceptibility of steels containing Cr, Ni, and Mo under stress and hydrogen 
diffusion was been investigated by electrochemical methods. As the content of alloying elements 
increased, the apparent hydrogen diffusion coefficient (D) and threshold hydrogen permeation 
rate (Jth) for hydrogen embrittlement decreased. Hydrogen content (Co) in the steel in NACE 
TM-0177 solutions increased due to decreasing D with increased Cr content, although hydrogen 
permeability (J × L) decreased, and the susceptibility to sulfide stress cracking (SSC) increased 
as a result. Moreover, Mo exhibited clear effect of decreasing J × L, and consequently the 
resistance to SSC improved with increasing Cr content. 

Keywords: Oil and Gas, Non-Metallic Inclusions, Pipeline Steels, NACE Solution, C–Mo–Ni, 
SCC, HIC, Hydrogen Embrittlement. 

1. Introduction 

Numerous research results have been published on the hydrogen embrittlement of 
carbon steel and low-alloy steel. Some common features of HIC are now known: 
HIC occurs when hydrogen concentration, Co, in the steel matrix exceeds the 
threshold hydrogen concentration, Cth. The Cth might be considered as a parameter 
unique to a given material [1]. With increased materials strength, threshold 
hydrogen content (Cth) tends to decrease, and threshold stress-intensity factor KIH 
becomes dependent on hydrogen concentration (Co) irrespective of material (KIH 
tends to decrease with increasing hydrogen concentration (Co)). Co is known to be 
dependent on alloy composition, H2S partial pressure, and pH, whereas Cth 
depends on inclusions and segregation in the matrix [2, 3]. 

The atomic hydrogen formed at the reacting surface can diffuse into the steel 
where it may cause embrittlement and/or accumulate at the inclusion/matrix 
interface, building up pressure that leads to cracking. Two typical types of HIC 
cracks are shown in Fig. 1, namely, centre line cracks and blister cracks. 
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Blister cracks are those hydrogen induced cracks that are formed near the 
surface so that the hydrogen pressure is able to raise the material, developing 
blisters that are observable on the surface Fig. 1b. The formation of blister cracks 
seems to be directly related to the type and distribution of non-metallic inclusions 
in the steel [4]. 

 
Fig. 1. Two types of HIC: (a) center line cracks; and (b) blister crack 

Hydrogen sulfide (H2S) is known to poison the hydrogen recombination reaction, 
H → H2, thereby increasing hydrogen absorption in steel. As a consequence, 
hydrogen sulphide accelerates HIC and SSC in carbon steel and low-alloy steel in 
sour environments. 

In contrast to the research on hydrogen effect in carbon steel and low-alloy 
steel, research on HIC in chromium steel is sparse. As reported in the literature, 
chromium steel is highly resistant to CO2; however, this steel is known to be 
susceptible to SSC in sour environments, and the influence of H2S on HIC 
behaviour of chromium steel has not been systematically explored [5, 6]. 

The aim of this work is to understand the influence of inclusions, segregation, 
chemical composition and alloying elements on both HIC and SSC. 
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2. Experimental procedure 

The chemical compositions of the steels used in this study are presented in Table 1. 

Table 1. Chemical analysis (wt%) 

Steel code C Mn P S Si Cu Ni Cr 
WC-1 
G-2 
AM-1 
PC-1 
CTR-2 

0.105 
0.130 
0.120 
0.090 
0.100 

1.03 
1.09 
0.69 
0.73 
0.84 

0.010 
0.012 
0.006 
0.013 
0.018 

0.0270 
0.0084 
0.0031 
0.0036 
0.0013 

0.075 
0.165 
0.008 
0.200 
0.175 

0.20 
0.22 
0.33 
0.23 
0.005 

0.08 
0.07 
0.095 
0.08 
0.25 

0.05 
0.06 
0.17 
0.06 
0.03 

2.1. Hydrogen-induced cracking tests 

HIC tests were carried out according to NACE standard TM-0284 [7]. The quantity 
of diffusible hydrogen in the specimens exposed for the 96 h was determined. 
Coupons were examined for cracks by ultrasonic C-scan before and after hydrogen 
charging using an Automated Ultrasonic Flaw Imaging System (AUFIS) or 
“TOMOSCAN”. 

2.2. Quantitative metallography of inclusions 

Metallographic specimens were prepared from sections for many of the linepipe 
steels, and were examined in the as-polished condition by optical microscopy. 
Quantitative measurements of inclusion length and volume fractions were obtained 
using a Leco 2001 Image Analysis System. The inclusion populations in 200 micro-
scopic fields were measured on each metallographic sample to obtain statistically 
significant data on volume fraction and size of the nonmetallic inclusions present. 

3. Results and discussion 

3.1. Diffusible hydrogen and threshold hydrogen concentration 

The use of Cth of a steel as a measure of its resistance to HIC would be a rational 
alternative to that used in the present NACE standard test. There would be less 
difficulty in ranking steels in their susceptibility to HIC; also, the Cth value of steel 
can be related directly to the performance of that linepipe steel containing a 
corrosive sour environment. In such pipe, permeation methods can be used in the 
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field to determine the maximum concentration of dissolved hydrogen in the wall 
C0; HIC should only occur when C0 > Cth. 

The basic limitation of the metallographic evaluation of HIC could be 
overcome by using the ultrasonic C-scan test which is rapid and sensitive to 
determining cracks in samples. However, quantitative data on cracking, such as 
crack length ratio, are not obtained by this method. Figure 2 shows a typical 
output from a C-scan test carried out after the steels is exposed to H2S-saturated 
solution in the HIC test. 

Fig. 2. Ultrasonic C-scan image of six coupons tested in TM-0284 solution: three coupons with 
significant cracks tested at pH 4, and three coupons no cracking tested at pH 5.5 

3.2. Threshold hydrogen concentration, Cth, and pHth 

Data on threshold hydrogen concentration, Cth, and pHth values for linepipe steels 
of Group #1 in Table 1: WC-1, G-2, AM-1, PC-1, CTR-2 and AM-2 are 
summarized in Table 2. Also reported in the table is the occurrence of cracking as 
indicated by ultrasonic C-scans. For each steel the threshold hydrogen concent-
ration, Cth, and pHth are arrived at from the data presented in the corresponding 
table for that steel. It may be noted here that cracking was observed below pH 5 in 
all but two of the steels. Two steels, CTR-2 and AM-2, did not crack even at pH 1, 
whereas the other steels showed cracking below pH 5. The most probable 
mechanism of the accelerating effect of hydrogen sulphide involves the formation 
of a molecular surface complex (Fe H-S-H)ads which on cathodic polarization 
leads to formation of hydrogen atoms. Some of the hydrogen atoms may recombine 
while others diffuse into the metal. 

                                                     Fe + HS → Fe (HS-)ads (1) 

20 mm 20 mm 20 mm 20 mm 20 mm 20 mm

10
0 

m
m

1 2 3 4 5 6
 pH 4  pH 5.5
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                                  Fe(HS-)ads + H3O → Fe (H-S-H)ads +H2O (2) 

                                     Fe (H-S-H)ads + e- → Fe(HS-)ads + Hads (3) 

Among the steels studied CTR-2 and AM-2 would be the best choice for use in 
sour media. 

Table 2. Data on threshold pH and hydrogen concentration 

 Steels Thresh 
pH 

Threshold hydrogen concentration 
mL (STP)/100 g steel 

Ca/S ratio Cracking 
(Yes/No) 

WC-1 5.3 0.3 ± 0.1 0.15 Yes 
G-2 5.3 0.6 ± 0.3 0.50 Yes 
PC-1 5.3 0.4 ± 0.3 0.96 Yes 

Three samples 
were tested in 
each pH 

AM-1 5.3 1.2 ± 0.4 1.31 Yes 
CTR-2 <1.1 > 1.5 ± 0.2 2.62 No Six samples 

were tested in 
each pH 

AM-2 <1.1 > 2.0 ± 0.2 2.50 No 

3.3. Significance of inclusions 

Scanning electron microscopic examination indicated the presence of cracks as 
shown in Fig. 3. The EDX microanalysis revealed that the inclusions in cracks are 
manganese sulphide. 

The present investigation shows that MnS inclusions are the dominant initiation 
sites for cracking. These MnS inclusions provided sites for hydrogen to accumulate, 
leading to higher HIC susceptibility. 

3.4. Mapping by image analysis of linepipe steels 

In order to assess the relationship between HIC and non-metallic inclusions and in 
particular planar arrays of aligned inclusions, it was desired to obtain quantitative 
metallographic information for the inclusion population in a number of linepipe 
steels that were assessed for HIC. 

This was achieved by image analysis where two types of inclusion geometry 
were identified and measured separately, namely, long strings of fragmented 
inclusions and other dispersed inclusions. 
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Crack +MnS

 
Fig. 3. SEM of coupons tested in sour environment showing massive and elongated non-metallic 
inclusion (MnS) and cracking surface 

3.5. Quantitative metallography 

Data on volume percent, average size and length of inclusions were investigated 
by image analysis and are reported in Table 3. The results are correlated with 
threshold hydrogen concentration and plotted in Fig. 4. It is clear from this figure 
that the steel with minimum inclusions has the highest threshold hydrogen 
concentration and vice versa. 

The correlation is shown in Table 3 as a ratio of inclusion volume fraction to 
that of the WC-1 steel [highest volume fraction (0.387 in Table 3)] versus the ratio 
of hydrogen threshold concentration to that of AM-2 steel [highest hydrogen 
threshold concentration (~2.0 mL in Table 3)]. A linear relationship exists 
between threshold hydrogen concentration ratio and the quantity of inclusions in 
the steel. 

Fig. 4. Effect of the total length inclusions on threshold hydrogen concentration for cracking (C
th
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Table 3. Linepipe steels data on inclusions 

Sample Vol. % Average size 
(Fm) 

#/mm2 Length/mm2 Threshold hydrogen 
concentration mL (STP)/100 g 

WC-1 0.387 1.73 16963 29.3 0.3 
G-2 0.338 2.45 5729 14.1 0.6 
AM-1 0.209 3.71 1774 6.5 1.2 
PC-1 0.205 4.96 1382 6.9 1.3 
CTR-2 0.042 3.25 278 0.9 >1.5 
AM-2 0.034 1.41 1614 2.2 >2.0 

The size and shape of the inclusions were considered to depend on the Ca/S 
ratio in steel. The Ca/S ratio in Table 2, showed that a greater ratio of Ca/S 
decreases the hydrogen damage susceptibility; i.e. steels CTR-2 and AM-2. 
According to the results, steel susceptibility to SSC and HIC depends on the stress 
localization around large and hard inclusion particles. This localized stress could 
exceed the yield strength. 

4. Conclusions 

There is good correlation between inclusion measurements and HIC. The elongated 
MnS and planar array of other inclusions are primarily responsible for cracking. 
Lower volume fractions of inclusions corresponded to higher resistance to HIC. 
However, the microstructure may also play a role in HIC, in particular, heavily 
banded microstructures could enhance HIC by providing low fracture resistance 
paths for cracks to propagate more easily. 
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Defect Assessment on Pipe Transporting  
a Mixture of Natural Gas and Hydrogen 

Guy Pluvinage 

Laboratoire de Fiabilité Mécanique, ENIM, Ile du Saulcy Metz 57045, France 

Abstract Procedure of defect assessment for steel pipes used for hydrogen or mixture of 
natural gas and hydrogen is proposed. The hydrogen concentration is controlled by a cathodic 
polarisation method. Fracture toughness for blunt pipe defect such as dent is measured on 
“roman tile specimen”. It can be determined either critical J parameter or critical notch stress 
intensity factor. Then the defect assessment is made using a notch modified failure assessment 
diagramme (NMFAD). 

Keywords: Hydrogen, Defect Assessment, Fracture Toughness, Failure Assessment Diagramme. 

1. Introduction 

Nowadays, pipelines for gas and oil transportation are very significant component 
of national economic infrastructures as well as global. There are the huge plans for 
installation of new transcontinental pipelines that require of increased attention to 
their reliable and safe exploitation. In this frame, the hydrogen degradation of 
pipeline steels is the important problem among other structural integrity problems 
from the following reasons. 

Specific long term exploitation of pipelines promotes of steel hydrogenating 
process. First of all, pipeline steels encounter hydrogen during transport of sour 
crude oil and other petroleum products [1]. Moreover, external environmental 
conditions cause free corroding processes, where hydrogen can evaluate on metal 
surface as result of cathodic counterpart of the anodic dissolution reaction. This 
fact has been proved by several studies [2–4]. Also under in-service condition 
when a cathodic protection system is in place, hydrogen charging of pipeline 
steels is possible too [4, 5]. As result there is the problem of structural integrity of 
aging buried pipelines having cathodic protection [5]. 

Second reason, which increases of attention to the problem hydrogen degradation 
of pipeline steels, is fact that hydrogen will play a decisive role in a future energy 
system, when fossil fuels have become scarce and thus expensive and/or unsuitable 
from ecological reasons. The number of aspects related to the technical feasibility 
and economics of developing a hydrogen energy infrastructure are presented and 
discussed in literature during last decades [6, 7]. The possible use of existing 
pipeline networks for mixtures of natural gas and hydrogen offers a unique and 
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cost-effective opportunity to initiate the progressive introduction of hydrogen as 
part of the development of a full hydrogen energy system [6, 8]. 

2. Determination of hydrogen concentration pipelines steels 

Hydrogen concentration in metal has been determined on the base of hydrogen 
discharging process under anodic polarisation with using of hydrogen electro-
chemical oxidation method proposed in work [9]. Hear, the standard three-
electrode electrochemical cell has been used (Fig. 1). The hydrogen discharging of 
specimen were curried out in 0.2 M NaOH (pH = 12.4) solution under anodic 
polarisation )(168 SCEmVEanodic +=  during some defined time disτ . The total 
quantity of absorbed hydrogen by metal can be defined as (Fig. 2): 

( ) ( )
0

under const.
dis

abs
H H ref anodicQ I I d E

τ

τ τ τ⎡ ⎤= ∫ − =⎣ ⎦  (1) 

where ( )τHI  is anodic polarisation current for hydrogen charged specimen and 
( )τrefI  is anodic polarisation current for specimen without hydrogen (reference 

curve). Calculation of hydrogen concentration was done according to formula: 

      
zFv

QC
abs
H

H =  (2) 

where z is the number of electrons take in reaction; F is the Faraday constant; 
v is the effective volume of specimen: 3mol cm⎡ ⎤⎣ ⎦HC ; [ ]sAQabs

H . ; 1=z ; 

F=9,65×104 C/mol; v=0.256cm3. Process of hydrogen charging of pipeline steels 
at the given conditions of cathodic polarisation was characterised by following 
parameters: hydrogen concentration in metal HC ; total quantity of evaluated evQ  

and absorbed absQ  hydrogen; averaged meaning of cathodic current density ci  and 
coefficient of efficiency of hydrogen permeation in metal evabs QQk = . 

Comparative assessment of X52, X70 and X100 steels showed that last possesses 
of highest resistance to hydrogen absorption. The steel X70 is the most sensitive to 
hydrogen-charging in assigned testing conditions (Fig. 3a). The hydrogen 
evaluation process is slightly intensive for X100 steel than the for X52 and X70 
steels. For all steels, the efficiency of hydrogen permeation in metal is quite low 
and depends on time of exposition. It can be stated that under 20 hours≥τ  there 
is the tendency of monotonic decreasing of parameter evabs QQk =  up to level 

0.0012 0.0024= −k  (Fig. 3b). 
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Fig. 1. Schematic view of the electrochemical cell (a) and specimen (b) for determining of 
hydrogen discharging current 
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Fig. 2. Schematic view of hydrogen discharging process under anodic polarisation 
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Fig. 3. (a) Hydrogen concentration in metal versus time of exposition of unloaded specimens 
under cathodic polarisation of pipeline steels API X52, X70 and X100. (b) Efficiency of 
hydrogen permeation in metal versus time of exposition of specimens under given cathodic 
polarisation 
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process in several times at least. At that, under hours100≥τ  the difference 
between hydrogen concentration in unloaded and stressed metal can exceed more 
than five times. Based on experimental results; the increasing of hydrogen 
concentration in metal versus time of exposition of specimens in the 
hydrogenating conditions can be described by power relation: 

6 310 mol/cm−= ⋅ ⋅ m
HC A τ  (3) 

where A and m are constants (Table1). 

Table 1. Meanings of constants in formula (3) 

Steel Unloaded metal Stressed metal 
API X52 CΗ=0.253 10−6 τ 0.24 CΗ=0.300 10−6 τ 0.57 
API X70 CΗ=0.049 10−6 τ 0.67 CΗ=0.400 10−6 τ 0.42 
API X100 CΗ=0.200 10−6 τ 0.19 – 

3. Hydrogen embrittlement and brittle to ductile transition  
with hydrogen concentration 

For fracture toughness test the special “Roman tile” [10] specimens were used. 
The specimens were notched for modeling of the longitudinal external defects 
under operating internal pressure. Here, should be noted that prevail number of 
reported studies [11–14] were conducted with using of cathodic charging of 
hydrogen under high density of polarisation current. Such charging is not truly 
representative of the hydrogen entry conditions in real operating pipelines, where 
there is the situation of freely corroding system [15]. 

This fact was pointed out in work [4]. Accounting the fact that a steady state 
condition of hydrogen charging cannot be imposed nor obtained in a freely 
corroding situation, in presented study the following procedure has been made. 
The specimens were hydrogen charged at some constant potential of polaris-
ation ,constE p =  which is slightly negative than free corrosion potential for given 

steel: m1000 V( )=cathE SCE  and m800 V( )=−corrE SCE . 

For this experimental procedure the potentiostat VMP [16] has been used. The 
specimens were immersed into the cell with special NS4 solution and exposed 
under constant potential of polarisation const=cathE . 

The surface of auxiliary electrode was parallel to notch plane with some 
constant distance h . The mutual location of working (specimen) and auxiliary 
electrodes is given in Fig. 4. 
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Fig. 4. Mutual location of working electrode (specimen) and auxiliary electrode 
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Fig. 5. Scheme of local fracture work determining 

During the hydrogen-charging process, the specimens are loaded. The level of 
load was defined as gross hoop stress grossσ  which corresponds of the internal 

pressure in pipe under exploitation exp 70 bar.=p  The hydrogen-charging process 

was controlled by registration of the cathodic polarisation current ( )τcathI . The 
total quantity of evaluated hydrogen on metal surface can be assessed as: After 
assigned exposition under hydrogenating conditions, all specimens were tested to 
failure under increasing static loading, according to three-point bending scheme. 
Testing machine INSTRON was used under the constant rate of displacement of 
grips 0.02mm sΔ =d dτ . The “load displacement” diagram and acoustic emission 
(AE) signals were simultaneously registered by PC during the tests. The start of 
fracture process has been defined by acoustic emission method. 

( ) .∫
exp

0
constEunderdIQ cathcath

ev
H == ττ

τ

 (4) 

Fracture toughness of notched specimens is given, which reflect of local 
strength of pipeline steels in presence of hydrogen. 
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The data were presented as dependencies of total work of local fracture 
)(totalfW  emanating from notch or its plastic component )( plasticfW  versus time of 

exposition τ  of specimens under hydrogenating conditions. The scheme of 
determination of parameters )(totalfW  and )( plasticfW  is given in Fig. 5. For steel X52 

the value of critical hydrogen concentration is 6 34.3.10 mol cm−≥HC  (Fig. 6). The 
steel X70 is very sensitive to notch effect even in air and the presence of  
hydrogen strengthens this tendency. The hydrogen concentration about 

6 32.1.10 mol cm−≥HC  can be considered as critical, because at this conditions 
the given steel losses in 2.5 times its local strength with comparison of test in air. 
Therefore, for assigned testing conditions, steel X52 is preferable than steel X70 
from the point of view of local strength at notches. It should be stated that 
definition “critical concentration” is often used in studies of problems of hydrogen 
in metals and alloys. Although in different works this term has different physical 
sense. Hydrogen treatment below the “critical” content was found to cause the 
substantial rearrangement of dislocations and de-cohesion of grain boundaries and 
in overcritical condition, the formation of micro crevices at the grain and phase 
boundaries has been occurred. Two characteristic value of hydrogen concentration 
in metal of pipe may be classified. First one is concentration ( )0HC , beginning 
from which hydrogen affects on local strength of material. Second one is critical 
concentration ( )criticalHC , which causes the significant loss of local fracture 
resistance of material. This critical hydrogen concentration defines a real brittle to 
ductile transition. 
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Fig. 6. Comparison of local fracture work emanating from notch in steel API X52 and X70 
versus hydrogen concentration in metal 

4. Determination of gaz pipe steel fracture toughness  
in presence of dentes 

Stress concentration is considered as the origin in more than 90% of the failures in 
service. 
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In Canada it can be seen that the failure caused by corrosion is very important, 
expressed in 42% cases [15]. In Europe, due to more densely populated area’s, the 
statistics are different; more damage is caused by external interference [16]. A 
very important fraction of failures is also connected with mechanical damage due 
to soil digging or excavating by machines. Frequently, notch-like defects are 
formed in pipelines by machines used in ground removal during construction. 
Together with cracks caused by stress corrosion, these notches are stress raisers, 
reducing the material resistance to fatigue and fracture. Therefore, structural 
integrity of pipelines under various service conditions including the presence of 
notch-like defects should be evaluated. Therefore it is necessary to measure the 
pipe steel fracture toughness in a proper way. The concept of the notch stress 
intensity factor based on the volumetric method has been employed and the 
corresponding notch fracture toughness cK ,ρ  was measured. Furthermore, the notch 
fracture toughness cJ ,ρ  in terms of the J-integral has been determined by means 
of the load separation method. 

The experimental procedure for measurement of the notch fracture toughness of 
the API 5L X52 steel using a non-standard curved specimen with a notch 
simulating the expected scratch damage of gas pipelines. The concept of the notch 
stress intensity factor based on the volumetric method has been employed and the 
corresponding notch fracture toughness cK ,ρ  was measured. Furthermore, the notch 
fracture toughness cJ ,ρ  in terms of the J-integral has been determined by means 
of the load separation method. The concept of the critical notch stress intensity 
factor and corresponding local fracture criterion assume that the fracture process 
requires a certain fracture process volume [8]. This volume is assumed as a 
cylinder with a diameter called the effective distance. Determination of the effective 
distance is based on the bi-logarithmic elastic–plastic stress distribution on the 
continuation of the notch because the fracture process zone is the highest stressed 
zone. This zone is characterized by an inflexion point in the stress distribution at 
the limit of zones II and zone III in Fig. 7. This stress distribution is corrected by a 
weight function in order to take into account the distance from notch tip of the 
acting point and the stress gradient at this point. The effective distance corresponds 
is to the inflexion point with the minimum of the relative stress gradient χ  which 
can be written as: 

( ) ( )
( )

r
r

r
r yy

yy ∂

∂
=

σ
σ

χ 1  (5) 

The effective stress is considered as the average value of the stress distribution 
within the fracture process zone. 
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Here, effσ , effX , ( )ryyσ  and ( )rΦ  are effective stress, effective distance, 
maximum principal stress and weight function, respectively. The notch stress 
intensity factor is defined as a function of the effective distance and the effective 
stress [17]. 

effeff XK ⋅= πσρ 2  (7) 

where ρK is the notch intensity factor, α is a constant. Failure occurs when the 
notch stress intensity factor ρK  reaches the critical value, i.e. the notch fracture 
toughness c,ρK which reflects the resistance to fracture initiation from the notch tip. 
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Fig. 7. Schematic distribution of elastic–plastic stress ahead of the notch tip on the line of notch 
extension and the notch stress intensity concept 

The load separation method was adopted to measure the notch fracture 
toughness in terms of the J-integral. The J-integral can be calculated as the sum of 
elastic eJ  and plastic pJ components [18]. 

( ) ( )aWB
A

aWB
AJJJ pl

pl
el

elpe ηη +=+=  (8) 

where '
21

EE
ν

=
−

, E is Young’s modulus; ν  is Poisson ratio; elη and plη are 

elastic and plastic correction factors, respectively; plel AA ,  are elastic and plastic 
area under the load versus load-line displacement curve, respectively; W and B are 
thickness (direction of the notch continuation) and width of the “Roman tile” 
specimen, respectively; a is notch depth in thickness direction. More recognized 
equation is given by: 
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where K is the notch stress intensity factor. Such dividing the J-integral could be 
useful to analyse a contribution of elastic and plastic J-components in deformation 
and fracture process. The J-integral can be also written using its energy rate 
interpretation. 
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B
J pl

pl
1

=  (10) 

The classical and numerical methods to determine plη -factors are based on the 
energy rate interpretation of the J-integral for a body with a crack. In this case, 
from Eqs. (9) and (10) the plη -factor is found to be: 
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where baW =− is remaining ligament length, ∫=
pl

PdApl

υ

υ
0

. In the Eq. (11) the 

value of P represents the load applied during the test and the value of vpl is the 
plastic load-line displacement. The procedure of calculating the plη -factor can be 
also based on the load separation method. The method assumes that the load can 
be represented as a product of two functions, namely, a crack geometry function G 
and a material deformation function H, it is assumed the load to be in the form: 
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Using this load separation form, it is possible from Eqs. (11) and (12) to 
represent the plμ -factor as follows: 
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The load separation concept introduces a separation parameter Sij as the ratio of 
loads P(a, vpl) of same specimens but with two different crack lengths ia  and ja  
over the whole domain of the plastic displacement, namely. 
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Substituting Eq. (13) into Eq. (14), we obtain another presentation of the 
separation parameter Sij: 
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It was suggested that for a given material in the separation region, the 
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where C is a constant. Thus, the slope of the ( )WbSij / curve is the plη -factor in 

Eq. (16). The results of the notch fracture toughness cJ ,ρ as a function of the notch 

cJ ,ρ increases 
with the decrease of the notch aspect ratio. 

Thus, the present results on the notch fracture toughness of the API 5L X52 
steel can be used in the modified failure assessment diagram for structural 
integrity assessment of gas pipelines damaged by scratches. 

aspect ratio are presented in Fig. 9. It can be seen that the value of 
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Fig. 8. Dependence of the notch fracture toughness Jp,c of the “Roman tile” specimens of the API 
5L X52 steel pipe versus the notch aspect ratio. The value of Jp,c for a/W = 0.2 was represented 
as a result of the tests of 11 specimens 

5. The use of a modified failure assessment diagram for notches 
and dentes 

The critical non dimensional stress intensity c
rk  and critical non dimensional 

loading parameter c
rL  delineate the critical design curve according to the available 

codes, e.g., EPRI, RCC-MR, R6 and SINTAP This curve depicts the integrity area 
as the area under the interpolation curve between critical points (0,1) and (1,0). 
The non dimensional crack driving force rk  and non dimensional applied stress 

rL  are primarily defined as the ratio of applied stress intensity factor, Kapp, to the 

fracture toughness of material, *
cK . 

*
c

app
r K

K
k =  (17) 

The British Standard (BS) is firstly improved the FAD diagram by introducing 
the J integral or crack opening displacement as 

mat

app
r

mat

app
r kor

J
J

k
δ
δ

==  (18) 

where, appJ , appδ  are the applied J integral and crack opening displacement and 

matJ  and cδ  are fracture toughness in terms of critical value of J integral or 
critical crack opening displacement of the material. For notch and dents problems, 
the kr parameter is defined from the notch stress intensity factor. 
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where K ρ, c is the critical notch stress intensity factor. Non dimensional stress rL  
is described as the ratio of the gross stress gσ  over flow stress (chosen as yield 
stress Yσ , ultimate stress; Uσ  or classical flow stress 2/)( UY σσ +=cR ). 

c

g

R
σ
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The critical assessment points leading to fracture yield an assessment inter-
polation curve between two specific or reference limit states: brittle fracture 
[ 1kr = ; 0Lr = ]; plastic collapse [ 0kr = ; 1Lr = ]. The assessment point of a 

component can be highlighted by a point of coordinates *
rk and *

rL . If this point is 
inside the boundary lines of the diagram which is limited by the interpolation curve; 
the structure is safe. If not, failure occurs, and the assessment point is situated 
outside of the interpolation curve (Fig. 9). 

As illustrated in Fig. 9, the safety factor is denoted using ratio OC over OA for 
chosen assessment point. According to the codes safety factor consideration, the 
assessment point is positioned within the acceptable zone of the FAD and the 
structure fulfils the required conditions for practical engineering applications. The 
interpolation curve in terms of non dimensional load is given by the level 1 
SINTAP formula: 
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The safety factor can be defined from the Fracture Analysis Diagram (FAD), 
starting with the assumption that the defect will not extend under applied loading. 
It is presented in Fig. 10 that the safety factor can be defined on the radial straight 
line in the form of the ratio FS = OB/OA. Figure 10 gives an example of safety 
factor resulting from the presence of a notch in a gin a gas pipe under a service 
pressure of 70 bars. 
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Fig. 9. Typical failure assessment diagram (FAD) indicating safe, failure zone and desirable 
assessment point 

6. Conclusions 

Special attention needs to be paid for defect assessment for pipes transporting pure 
hydrogen or a mixture of natural gas and hydrogen. This is necessary due to hydrogen 
embrittlement above a critical hydrogen concentration which is relatively low and 
decreases with the steel yield stress. A special procedure is also necessary for 
determining fracture toughness in pipe in radial direction due to surface curvature. 

Then the Modified Notch failure assessment diagramme can be used to 
determine the safety factor associated with dent geometry and service pressure. 

Fig. 10. Modified failure assessment diagram and safety factor associated with defect geometry 
and internal pressure. Central long notch (t = 6.1 mm, d = t/2, d/L=0.1, ρ = 0.15 mm)

The use of roman tile specimen is recommended. 
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Abstract The aim of this study is to improving microstructure and mechanical properties of the 
weldable gas pipeline steel using laboratory mill. To achieve the required microstructure and 
mechanical properties of thermo mechanically processed HSLA steels, it is necessary to have an 
idea about the role of composition and process parameters. The large numbers of parameters 
obtained during the production process in the plant were systematically changed to optimize the 
strength and toughness properties. The optimized parameters were used for the production of the 
API X60/X70 steel. However, the controlled cooling after rolling should result in transformed 
products that provide excellent combination of strength and toughness. The coiling at an 
appropriate temperature have the advantage of the precipitation strengthening, giving further rise 
to the high yield strength and also improvement in toughness of the steel. The coiling 
temperature is a decisive parameter because it determines the beginning of the formation of fine 
precipitations. Therefore, four different laboratory cooling systems were used, in this study to 
simulate the rolling conditions of a real industrial Thermomechanically controlled process, as 
close as possible and to check the possibilities of improving the mechanical properties of the 
welded pipeline steel. 

Keywords: Micro Alloying, TMCP, Controlled Rolling, Controlled Cooling, Processing Para-
meters, Mechanical Properties. 

1. Introduction 

Piping systems experience fatigue damage as a result of anticipated plant transients 
(e.g. rapid cooling of the piping during auxiliary feed water initiation following a 
scram) and because of unanticipated transients (e.g. check valve leakage) [1]. This 
paper describes the probabilistic fracture mechanics computer code and structural 
mechanics modelling approach used to simulate the effects of these cyclic fatigue 
stresses on the reliability of reactor piping. 

Probabilistic fracture mechanics (PFM) calculations often assume that the stress 
state in the pipe wall is uniform through the wall thickness. This approach is 
appropriate for stresses as a result of internal pressure and for bending stresses as a 
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result of the thermal expansion of pipe systems, but does not address through-wall 
stress gradient as a result of radial thermal gradients or geometric discontinuities 
[2]. This paper describes modifications to pc-PRAISE to provide capabilities for 
probabilistic analysis of fatigue-crack initiation and growth. This expanded 
version of the software is referred to as Version 4.2. The PRAISE code was 
originally developed to provide a probabilistic treatment of the growth of crack-
like weld defects in piping due to cyclic loading [3]. This treatment of fatigue-
crack growth was later expanded to include the initiation and growth of stress 
corrosion cracks [4]. The software was then made to run on a personal computer 
for ease and economy of use [5]. The purpose of the efforts reported herein is to 
expand the capabilities of PRAISE to include a probabilistic treatment of fatigue-
crack initiation. The current capabilities for analyzing fatigue-crack growth are 
then used to continue the calculations to crack penetration of the pipe wall. The 
schematic diagram of the steps in the piping reliability calculations by pc-PRAISE 
are presented in Fig. 1. 

 
Fig. 1. Schematic diagram of piping failure probability calculation as performed by pc-PRAISE 
(baseline case) 



Reliability Analysis of Low Alloy Ferritic Piping Materials 35 

 

2. Description of general model 

The components of a probabilistic fracture mechanics model of structural 
reliability that considers the realistic case of two-dimensional cracks are presented 
in Fig. 1, which also shows the interrelationship of the various components. The 
approach is applicable to a wide variety of two-dimensional cracks, but the case of 
semi-elliptical surface cracks of arbitrary aspect ratio in a body of finite thickness 
will be considered here. Such a crack is shown schematically in the upper left 
corner of Fig. 1, and is characterized by two dimensions (a) and (b). The model 
depicted in Fig. 1 is described in detail in [5], so only a brief review will be 
presented here. 

The procedures shown in Fig. 1 are applicable to a given location in a structure, 
such as a weld of volume V. The as-fabricated crack size distribution is combined 
with the nondetection probability to provide the post-inspection distribution. The 
manner in which the cracks that escape detection grow is then calculated by 
fracture mechanics techniques. The cumulative probability of failure at any time is 
simply the probability of having a crack at that time equal to or larger than the 
critical crack size [6]. 

The crack size distribution at the time of the first in-service inspection (ISI) can 
be calculated. This pre-inspection distribution is combined with the non-detection 
probability to provide the post-inspection distribution. Fracture mechanics 
calculations then proceed up to the next ISI, at which time the procedures are 
again applied. Calculations of the failure probability for the general model are 
performed numerically because of the complexity of the fracture mechanics 
calculations of the growth of two-dimensional cracks as well as the complicated 
bivariate nature of the crack size distribution [2, 6]. A specific example of results 
from the general model will be presented later along with a discussion of inputs to 
the model. 

3. Praise modifications to consider fatigue – crack initiation 

The Argonne National Laboratory (ANL) crack initiation correlations were for 
cycles for the tensile load to drop by 25%. This corresponds to a crack of 
approximately 3 mm depth (0.12 in.) [7, 8]. The specimen size was assumed to be 
about 2 in. (51.76 mm) gouge length. The fatigue tests were performed under fully 
reversed loading (i.e., a mean load of zero). 

The subroutine provided by the Pacific Northwest National Laboratory (PNNL) 
already had size-effect and surface-finish adjustments, but a single factor was 
considered to account for size regardless of size. The subroutine provides cycles to 
initiation for a given probability of initiation and set of conditions (material, cyclic 
stress, strain rate, oxygen level, and sulfur content). The relations, “should not be 
extrapolated beyond a probability of 0.02%” [7, 8]; hence, they are not suitable for 
initiation probabilities below about 2.10−4. 



36 A. Guedri et al. 

 

Modifications were made to pc-PRAISE to consider the initiation of cracks and 
their subsequent growth to become through-wall. For initiation, the PNNL 
subroutine for initiation was used in conjunction with Monte Carlo simulation to 
estimate the probability of initiation as a function of time. The subroutine provides 
results for a constant stress amplitude, whereas the stress histories to be 
considered have cyclic stresses of different amplitudes. The Miner’s rule was used 
to account for these more complex stress histories. The cycles per year are equal to 
the cycles per 40-year life divided by 40; that is, the cycling rate is considered to 
be constant. A description of each transient is usually provided. Since multiple 
initiation sites are employed, some adjustment should be made to the size/surface 
finish compensations made by ANL. A portion of the size/surface finish effect 
introduced by ANL is removed by multiplying each sampled initiation time by a 
constant between 1 (using the ANL size/surface finish factor) and 4 (using the 
ANL laboratory specimen correlations). Tire distribution of initiation time is 
determined for each of the specimens in a component. The initiation times in each 
specimen can either be independent or dependent. If dependent and no stress 
gradient, then each specimen will initiates a crack at the same time. This results in 
initiated cracks being as long as the component, such as completely around the 
circumference for a girth weld in a pipe. This leads to all leaks being double-
ended pipe breaks. Hence, independent initiation is believed to be the most 
realistic. 

4. Praise modifications for crack growth and linking  
of multiple cracks 

Once a crack initiates, pc-PRAISE calculates its subsequent growth. An initiated 
crack is considered to be 3 mm (0.12 in.) deep. It is still necessary to specify the 
surface length 2b0 of the initiated crack. Although cracks that grow from a small 
defect will tend to be nearly semi-circular (b0/a0 = 1), the median length of an 
initiated crack is taken to be 7.6 mm (0.3 in.). This is believed to be conservative. 
The initial length is taken to be a random variable. The value of b0 itself could be 
the random variable, and this is one alternative that was considered. 

Taking b0 to be lognormal with a median value of 7.6 mm (0.30 in.), it is then 
only necessary to define the shape parameter, in order to define the complete 
distribution. A couple of items of interest in the distribution of b0 [2] are 

1. The probability that (b/a) at initiation is less than 1, which is physically 
unrealistic because the crack would then be tunnelling into the specimen. 

2. The probability that 2b0 would be greater than the “specimen” size of 
50.76 mm (2 in.). 

Multiple cracks can initiate in a component and then grow to perhaps 
eventually coalesce. The criteria for linking of multiple cracks are already in pc-
PRAISE to account for multiple initiations of stress corrosion cracks [4, 5]. The 
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criteria are based on procedures in the American Society of Mechanical Engineers 
(ASME) Boiler and Pressure Vessel Code. 

5. Correlations between initiation and growth properties 

It is conceivable that there is a correlation between the initiation and growth 
properties of the material. That is, if the crack-initiation characteristics are poor, 
then the growth characteristics are also poor. Pc-PRAISE provides for treating 
these properties as either independent or correlated. 

If they are correlated, then the one minus the sampled random number used for 
the initiation simulations is used for the growth relation. 

6. Modification of fatigue crack growth relations for ferritic 
material 

The fatigue-crack-growth characteristics for ferritic steels that are built into pc-
PRAISE are for LWR environments. At very high values of ΔK, the crack growth 
relation falls below the air line for this material, which is physically unrealistic. 
For ferritic steel in air, the crack growth rate is given by: 

726.3)( KC
dN
da

Δ=  (1) 

The exponent 3.726 comes from the ASME Boiler and Pressure Vessel Code. 
No effect of R is considered for growth in air. C for the ASME air line is 
2.67 × 10−11, which is an upper-bound value. Consider C to be log normally 
distributed with the ASME value being at the 95th percentile. 

The scatter in air will be less than in water. Therefore, the shape parameter, µ, 
used in pc-PRAISE will be less than for values for water. Taking µ to be the 
smallest value used in the treatment in pc-PRAISE for water provides a value of 
0.542. Once is fixed, the median value of C can be evaluated, which leads to 
C50 = 1.10 × 10−11. 

To analyze fatigue crack growth in ferritic materials in water, a sample is 
drawn for the fatigue crack growth rate in water. The same random number is used 
to sample the fatigue crack growth rate in air. The crack growth rate is then taken 
to be the largest of the two. 

 
 
 



38 A. Guedri et al. 

 

7. Example 

The example problem of the previous section was analyzed using 18 initiation 
sites with a multiplier on t, of 3 and using (b0–a0) as the random variable 
describing the size of the initiated cracks. 

8. Probability result 

In addition to probability of crack initiation, the probability of a leak (through-wall 
crack), is evaluated. Analyses were performed for no circumferential variation of 
the stresses. The results provide information on the relative leak-to-break probability 
for situations with and without variations of stress on the surface. Such inform-
ation is useful in leak-before-break assessments. 

For no circumferential stress variation, the stresses were taken to be axisym-
metric, and the results are for times extending to 60 years. Figure 2 provides a plot 
of these results. No results are plotted for the Double-Ended Pipe Break (DEPB) 
probability because no such failures occurred in the 100 trials performed. 
Provisions were added to the pc-PRAISE output to summarize the linking of 
cracks, which is described here. The results for this example problem with no 
stress gradient are considered. 

Figure 3 provides an example of the information in pc-PRAISE on crack 
initiations, and a summary of crack initiation and linking. Such results are printed 
out for each evaluation time that is a multiple of 10. Hence, the crack-linking 
information is printed out for 20, 40, 50 and 60 years. Table1 includes the crack-
linking information at 60 years. The results are summarized on a crack-by-crack 
basis, so information is lost regarding cracks on a weld-by-weld (trial-by-trial) basis. 

 
Fig. 2. Cumulative failure probability as functions of time 
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The effects of the number of initiated cracks sites are shown in Fig. 4, and the 
benefit effect of (ISI) are shown in Fig. 5. Cracks in the depth range of 
0.95 < a/h < 99% are mostly through-wall cracks, which are of particular interest. 
Table entries for this range of depths provide information on the length 
distribution of through-wall cracks and how many cracks linked to form them. 
Any cracks that grew to become leaks before 60 years also appear in the Table 1. 

 
Fig. 3. Crack initiation information from pc-Praise 

Table 1. Example of crack-linking information printed out in pc-Praise at Time60 Years 
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Fig. 4. Effect of initiation site number on the cumulative failure probability 

 
Fig. 5. Effect of pre-service and in-service inspection on the cumulative failure probability 
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Table 2 summarizes results on a weld-by-weld (trial-by-trial) basis. The 
number of individual cracks involved is not given, but only the sum of the surface 
lengths. 

Table 2. Crack size data sorted on a weld by weld basis 60 years 

 

9. Conclusions 

A probabilistic fracture mechanics model of structural reliability is summarized 
that considers cracks to be two-dimensional such as semi-elliptical surface cracks. 
The model uses a fatigue initial crack and crack growth model to grow pre-
existing, semi-elliptical, fabrication defects. Critical flaw sizes for pipe breaks are 
based on a net section collapse criteria of fracture. 

Numerical results obtained for a weld in a large reactor pipe are then presented 
for randomly distributed material properties. As a conclusion, using the initiation 
only show a weakly cumulative probability of leak in the ferritic components, one 
may say it will be better to combine the effect of the initiation with a pre-existing 
crack. 
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Abstract In this work, a particular interest is granted to the effect of triaxial stress states on the 
behaviour of the HDPE in uniaxial tensile test. To investigate this effect, tensile tests were 
performed using notched round bars with four different notch radii (2, 4, 10 and 80 mm). These 
tests were achieved on an Instron testing machine at constant strain-rate 10-3 s-1 and at ambient 
temperature. The measure of the local strain is done from the minimal cross-section diameter. 
We get then the transverse strain. The curves of behaviour deducted of these tests show that  
the yield stress (defined at the maximal strength point on the conventional stress–strain curve) of 
the material increases with the reduction of the notch radii. This tendency is due to the fact that the 
triaxial stress increases with the reduction of the notch radii. 

Keywords: HDPE, Damage, Triaxiality, Vidéo-Traction. 

1. Introduction 

The first studies of the plastic behavior of the semi-crystallines polymers, achieved 
in the 60 years, were based on nominal laws that don’t take into account the plastic 
instabilities (necking) occurring during the distortion. The following studies tried to 
establish the true plastic behavior of the material and to characterize the micro-
mechanisms of distortion that controls it. 

During tensile tests, the necking leads a considerable modification of the 
triaxial stress that affects on their turn the experimental measures of the stress and 
the necessary strain for the characterization of these materials. 

For the isochores strain (to constant volume), this triaxiality is corrected by a 
factor given by Bridgman [1]. On the other hand the polymers are subject to 
phenomena of plastic damage that increase their specific volume [2]. 

In this work we examine the effect of the stress triaxiality on the behavior of 
the HDPE diabolo specimens during uniaxial tensil tests. 
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2. Experimental procedure 

2.1. Material 

The HDPE studied in this paper is furnished in a first time as granules, imported 
by the CHIALLI Company (Algeria) and extruded in order to manufacture tubes 
of different diameters. The specimens are cuts as parallelepipeds from these tubes 
in the axial sense (see Fig. 1), and machined as notched round bars specimens with 
four different curvature radius (see Fig. 2). This geometry permits to localize the 
necking in the zone of minimal cross-section diameter [3]. 

Fig. 1. Cutting sense of the specimens in HDPE tube 

Fig. 2. Notched round bars specimens dimensions 

2.2. Tensile tests 

Uniaxial tensile tests are conducted at a room temperature on an Instron computer-
controlled tension machine on the four kinds (Type 1, 2, 3 and 4) of specimens 
considered in our tests. The strain rate is imposed constant and equal to 

3 110 s− −=ε& . Three (03) tests are made for every type of specimen (notch radii), 
giving a total of 12 tests. 

D : specimen diameter

r : notch radius
    of curvature

l : notch length   

d : notch hole diameter   

L : specimen length   

Type 1 : r = 2; l = 3,87   
Type 2 : r = 4; l = 7,42   
Type 3 : r = 10; l = 13,23   
Type 4 : r = 80; l = 39,69   

D=10; L=66; d=5  For all
specimens

D

r

d

L l
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The local deformations in a representative volume element (RVE) are measured 
with an intelligent optical extensometer by the video-traction technique developed 
by the team of Professor G’SELL [4, 5] and marketed by the Appolor® society. A 
digital video camera analyzes the relative displacements of markers printed on the 
tensile specimens. Mechanical data analysis, stress and strain, are measured in real 
time, while the axial strain is dynamically regulating at a constant rate. 

3. Experimental results 

The videoTraction tests provide the true stress versus true strain curves from local 
measures. The analysis system marks the minimal diameter of the notch and 
therefore, the variation of the diameter. We obtain then the transverse strain. 
Through this test, the software analyzes and records permanently the following 
data: 

• The applied axial strength 
• The time 
• The minimal diameter 
• The transverse deformation at the minimal diameter 
• The axial true stress that takes into account the section reduction of the 

specimen 

During the tests, the deformation of specimen exhibit “diffuse” necking which 
is greatly localized (see Figs. 3 and 4). 

Fig. 3. Videotraction system 

 

Fig. 4. Necking formation in specimens during tensile test 
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The curves representing the evolution of the true stress according to the true 
strain have the same evolution for each type of specimen (see Fig. 5). They 
present three stages: 

(a) Viscoélastic stage due to the successive mechanisms [6, 7]: 

• The deformation of VanderWalls strips 
• Conformations change of the chains in the amorphous phase 
• The inter lamellar sliding 

(b) The second stage is characterized by a small but significant reduction of the 
stress. 

(c) The third stage corresponds to the hardening of the material. 

Fig. 5. Tensile test performed at 3 110 s− −=ε& and at room temperature on notched round bars 
specimen (type1) 

Figure 6 shows the influence of the notch radius on the behavior of the HDPE 
during the uniaxial tensile tests. Indeed, the yield stress increases with the 
reduction of notch radius (Fig. 7). It passes from 36.36 MPa for a radius equal to 2 
mm, to 25.04 MPa for radius equal to 80 mm. The correspondent limit true strain 
decreases from 0.12 to 0.053. This tendency is due to the fact that the stress 
triaxility increases with the reduction of notch radius. 

Fig. 6. True stress–strain curves measured in video-controlled tests 
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Fig. 7. Trixiality influence on the yield stress 

4. Conclusions 

The mechanical behavior of the polyethylene during tensile tests presented three 
(03) stages before the specimens rupture: a viscoélastic stage, a plasticity stage 
followed by a hardening of the material. 

The effect of the triaxiality was verified. Indeed, the tensile tests showed that 
the yield stress increases with the reduction of notch radii. Also, the stage of 
plastic hardening of the material during these tests generally occurs when the 
notch radius is weak. 

The variation of the volume during these tests was not determined, since we 
have used notched bars. That imposes the realization of other tests in order to 
determine the evolution of the porosity during deformation. 
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Abstract During the construction process of fluid handling structures, material selection for 
pipe applications is an important step. Both natural gas and drinkable water are mainly 
transported in underground polyethylene (PE) pipe networks. It is known that the interaction 
between materials like HDPE (high density PE) and its service environment represents critical 
factors of influence on the structure behaviour for short and long terms. The goal of this study is 
to establish the effect of some chemical agents on the mechanical properties of PE tubes for 
underground use. The results are discussed basing on the stress–strain curves and according to 
the mechanical resistance to aggressive environments. It was found that the environments 
consisting of solvents show degradation of the mechanical properties of tubes and a structural 
weakening of the rigidity of the system is observed. Organic solvents have significant oxidizing 
capacity which weakens polyethylene chains, whereas acids such as H2SO4 have less influences 
on the mechanical properties compared to organic solvents. In the case of crude oil, results show 
moderate effect although it is known to attack many polymers. In the case of solvents, the 
elasticity modulus is reduced up to 64% for crude oil which represents a serious problem for the 
underground polyethylene networks. Design equations of such structure should take into account 
serious adjustments of long term loads when polyethylene is exposed to aggressive environment. 

Keywords: Polyethylene, Pipe, Filaments, Stress, Strain, Chemical Agents, Degradation. 

1. Introduction 

High density polyethylene resins (HDPE) are largely used in distribution and 
transmission of fluids such as natural gas and water. The choice of polyethylene 
(PE) for the manufacturing of gas and water distribution networks rises from the 
many technical and economic advantages presented by such polymeric materials. 
PE is a resistant and lightweight material, which facilitates the handling operations 
and implementation for above and underground applications. 

PE systems have good corrosion resistance and support efficiently ground 
movements’ effects due to soil instabilities and high temperature gradients 
overnight. Because of their good resistance to cracking, the PE pipes have a high 
reliability level for normal conditions of use. 
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In such cases, their lifespan is estimated at more than 50 years on the basis of 
bursting tests used to build a regression curve correlating stress level and failure 
times [1]. Because the creep phenomenon of polymers can be important even at 
ambient temperature, the effect of deformation on polymers widely differs from 
that of structural metals as it is not only function of the magnitude of the stress but 
also of exposure time. Thus, lifetime management of underground pipelines is 
mandatory for safety and the use of HDPE tubes subjected to internal pressure, 
external loading and environmental stress cracking agents requires a reliability 
study in order to define the service limits and the optimal operating conditions. 

In a recent work, a reliability-based study of pipe lifetime model was carried 
out to propose a probabilistic methodology for lifetime model selection and to 
determine the pipe safety levels as well as the most important parameters for 
pipeline reliability [2, 3]. Mechanical properties of HDPE tubular structures are 
the subject of several research works concerning various aspects, such as the 
variation of the physical and mechanical properties in relation to the molecular 
structure [4], the applied load patterns [5–7] and the effects of environments 
during service conditions [8]. These properties can also be influenced by the 
manufacturing processes, post production treatments and service life of the 
finished product [9]. 

The resistance of polymeric materials to chemical agents depends on the nature 
of polymer as well as additives processed during extrusion [10]. The strongly 
oxidizing acids may chemically attack plastics, provoke fading and substantially 
degrade the mechanical properties. The organic liquids such as fuel oils, mineral 
oils and various organic solvents cause swellings, softening or finally the dissolution 
of polymer [11]. Another study treated the degradation of the surface active 
environment with Arkopal in de-ionized water and it was found that failure times 
of PE pipes increased continuously with the age of the solutions. This is a good 
indication of how dangerous, could be the exposure to various chemicals. In 
addition, ranking of several PE pipe materials can be established based on 
behavior in aggressive environments. 

This study presents a new approach to investigate the mechanical heterogeneity 
through the wall thickness of a high resistance PE pipe and analyses the interaction 
between the polymer and some chemical environments representing service environ-
ment aggressiveness. 

2. Experimental approach 

2.1. Material 

The material used in this study was extruded by STPM CHIALI Co. of Sidi Bel-
Abbès (Algeria). The HDPE resin was obtained by addition polymerization, 
whereas the tubes were manufactured by co-extrusion. 
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Typical properties of this polymer are provided in Table 1 [12]. External 
diameter and pipe wall thickness are respectively 113 and 12 mm. 

Table 1. Physical properties of HDPE-100 

Property Value 
Density 3

MFI 0.75 g/10 min 
Back carbon content 
Toughness 1/2 

Vitreous transition temperature 300 (K) 
Softening temperature  390 (K) 
Thermal expansion coefficient  −1)
Oxidation stability  ≥20 min 
Resistance to cracking in surface-active environment ≤15 mm/day 

2.2. Specimen preparation 

In order to measure the mechanical properties in every layer within the pipe, it is 
needed to prepare specimens with the following criteria: (1) the specimens should 
be directly extracted from the pipe so that to preserves the build-in thermo-
mechanical history, (2) they must obey a reproducible preparation methodology 
and (3) structural morphology disturbances should be kept to minimum through 
the reduction of contact stresses during the automatic machining operation. 
Several cutting conditions were tried with a machining program to obtain the most 
regular filament section. 

Filament cutting was performed continuously in the radial direction with 2 mm 
steel right tool at a low spinning speed of 45 rpm and a constant depth of cut of 
0.96 mm/tr. A batch of five continuous filaments and set of three test specimens of 
dimensions 120 × 4 × 0.5 mm3 is depicted in Fig. 1a, b. 

  

(a) 

(b)

 
Fig. 1. (a) Machined PE filaments and (b) Prepared set of specimens 
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2.3. Experimental procedure 

Test specimens (Fig. 1b) were subjected to tensile loads using a Zwick 1120 
universal testing machine on the basis of the general recommendations of ASTM 
D-638. The TestXpert® software controlled and recorded the output data in real 
time using a computer interface. The testing speed was 1.66 mm/s and the 
specimens were immerged solutions for 15 months. In H2SO4, crude oil and a 
mixture of toluene–methanol. 

3. Results and discussion 

Typical tensile tests are presented in the form of stress-strain curves at constant 
speed as illustrated in Figs. 2 and 3. Globally, the curves show three distinct 
zones: (I) elastic, (II) cold drawing and (III) plastic hardening. These curves show 
that HDPE has elastic–plastic behavior like the majority of polymers and is 
drastically influenced by chemical environments. 

Fig. 2. Stress–strain curves of HDPE-100 in free air 

Fig. 3. Stress–strain curves of HDPE-100 in a 50–50% toluene–methanol solution 
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3.1. Stress strain behavior in air 

During and after machining, each HDPE filament is left to deform freely in order 
to avoid any further effects due to handling. This step is observed in the same way 
for all specimens and as a result, the inherent manufacturing residual stresses 
conferred a curly shape which is kept as it is until testing time (Fig. 1b). Stress and 
deformation values were checked and they are similar to those obtained using 
standard test specimens. 

The spreading of the curves represented by zone II in Fig. 2 is a good indication 
on how much heterogeneity is contained in a polyethylene pipe wall since all the 
curves describe the whole pipe wall thickness (from outer to inner layer). The 
mechanical behavior of HDPE-100 under monotonous traction and which was 
exposed only to ambient air is depicted in Fig. 2. Three characteristic zones are 
observed: (I) an elastic zone over less than 25% strain, (II) a zone of drawing 
propagation which extends roughly over 550% strain and (III) a zone of plastic 
over-drawing over approximately 250% strain. Zone III is characterized by 
maximum material orientation and is terminated by tearing. 

3.2. Interaction PE with toluene-methanol 

Figure 3 presents the interaction of HDPE with a mixture of toluene-methanol 
which is known to be a good solvent of many materials. It is found that the yield 
stress is definitely smaller and the thresholds of matter flow (onset of drawing) 
occurred at slightly more important deformations compared to air results. The 
drawing phenomenon being located at around 11 MPa is appreciably shortened 
than that of air. With regard to the onset of plastic hardening, the slope is reduced; 
i.e. it becomes weaker indicating a direct effect of the mixture of both solvents on 
the polyethylene structural chains which are now completely oriented around 
500% strain up to 900%. The strain at failure reached the 950% limit with less 
dispersion before rupture. 

3.3. Interaction PE with Algerian crude oil 

Interaction of HDPE pipe material with crude oil was also studied and substantial 
decreases in all mechanical properties relating to the state of stress are observed. 
Indeed, yield stress, drawing stress threshold and average drawing stress are all 
smaller than those of the air case. The dispersion of the curves obtained for the 
whole thickness of the tube is rather important especially for zones (II). As an 
example, the average stress during drawing is spread out between 9.5 and 12.5 
MPa, while the nominal breaking stress approaches 19 MPa. A consequent 
contraction is also noted in the drawing zone which lies over only (~400% strain) 
to compared to a total of 1000%. 
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The interaction with crude oil is probably owing to the fact that certain oil 
fractions might be transported by the gas flow. Moreover, the hardening plastic 
slope is almost rolled out (distance A–B in Fig. 2) while for both air and toluene-
methanol environments the transition is quite drastic. 

3.4. Interaction PE with sulfuric acid 

In contact with the H+ ions coming from sulfuric acid, the HDPE presents 
behaviors contrasting those of crude oil and toluene–methanol environments. The 
yield stress is comparable with that of the air case. The mean drawing stress is also 
similar to that of the air (~12.5 MPa) whereas its extent largely exceeds that of the 
reference case (Fig. 2). 

The zone of plastic hardening remains comparable but the strains at failure 
approaches approximately 1000%, which represents more than 200% compared to 
the air. It remains much less than that of crude oil environment. Zone III is also 
characterized by a strong dispersion and the nominal stress at failure is relatively 
smaller compared to all other cases. 

3.5. Mechanical properties evolution across pipe thickness 

The change in elastic modulus (E) is depicted in Fig. 4. It is observed that all 
environments influence negatively the HDPE pipe as compared to air. The most 
important reduction is associated with crude oil as the change reached more than 
one third especially at pipe outer and middle regions. Sulfuric acid, crude oil and 
toluene–methanol solutions affected also the structure reducing E by 36%, 64% 
and 55%, respectively. 

Through the pipe thickness, some fluctuations of E are pointed out but it seems 
that the lower values are basically at the outer pipe layers. For the yield stress 
values (Fig. 5), the effect order is inverted as toluene–methanol solution is more 
aggressive and reduced the elastic limit by 14%. Crude oil remains the most 
degrading environment for stress values especially at inner pipe layer which 
presents most critical condition for natural gas distribution networks. 

In the case of the nominal drawing stress, definitely toluene–methanol solution 
is the most aggressive as it lowered the stress level by 16%. The inner layer shows 
heterogeneous effects dominated by crude oil whereas sulfuric acid is shown to 
have very minute effect since its curve is overlapping with that of air. 

In terms of strain, Fig. 6 illustrates the effects of the environments on the 
failure strain. It is observed that crude oil has the most preponderant activity as it 
emerges from the lot with strain at failure 200% higher. 
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Fig. 4. Young’s modulus evolution as a function of pipe thickness 

Fig. 5. Changes in yield stress as a function of pipe thickness 

Fig. 6. Evolution of nominal failure strain through pipe thickness 
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On the other hand, for the drawing extent, it is found that the outer layer present 
an average value of 600% for most of the environments (Fig. 7). Then, dispersion 
starts evolving at mid pipe thickness towards the outer layers and the case of crude 
oil is the striking as ΔεCD fell from 625% to 150%. 

Fig. 7. Evolution of drawing extent through pipe thickness 

Table 2 gives a comparison of the values of E, Rp0.2 (elastic limit at 0.2%), σy 
(maximum yield stress), σy (yield strain), εrupt (strain at failure), σCD (mean 
drawing stress) and ΔεCD (extent of drawing in terms of % strain) for the HDPE 
exposed to considered environments. It can be seen that in term of yield strain, 
crude oil is allowing the highest value while sulfuric acid exhibits the highest 
change in cold drawing strains. 

It is also noted that the mechanical properties of plastic pipes are strongly 
influenced by the contact with the chemical agents and swelling plays another 
role. The resistance of polymeric materials to chemical agents depends on the 
nature of polymer as well as additives especially anti-oxidants [11]. 

Table 2. Comparison of mains results 

Environment E N/mm² Rp0.2 N/mm² σy (N/mm²) εy (%) εrupt (%) σCD (N/mm²) ΔεCD (%) 

Air 669.42 6.39 15.33 14.56 737.50 12.22 520.62 

Toluene–methanol 461.16 4.29 13.45 19.15 791.74 10.74 452.18 
Crude oil 239.82 8.64 13.00 27.95 1245.44 11.02 452.90 
H2SO4 (20%) 277.36 10.72 15.01 19.32 731.90 12.40 553.50 

The results indicate that there is an evolution of properties from the external 
layer towards the inner layer and this is probably due to crystallinity changes 
which increase in the same direction [13]. 
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Crude oil and its derivatives should be kept away from HDPE pipes as long 
term mechanical properties are drastically degraded with exposure time. 

4. Conclusions 

This study showed that the developed technique of filament machining through HDPE 
pipe thickness is convenient to highlight extruded material mechanical heterogeneity. 

Thus, studying aggressive environments effects is possible using stress strain 
curves. It is found that toluene–methanol solution is very effective in degrading 
stress components while sulfuric acid basically affects strain ones. 

Crude oil effect is important especially on Young’s modulus and on the drawing 
extend. These changes in mechanical properties are consequences of crystallinity 
changes imposed by the manufacturing process. 
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Abstract The effect of variations in plastic deformation percentage on hydrogen embrittlement 
of super duplex stainless steel alloy was investigated. Samples were strained to 4%, 8%, 12%, 
and 16% of plastic strain prior to hydrogen charging. Sufficient hydrogen for embrittlement  
was achieved by cathodic charging in 0.1 M H2SO4 for 48 h at a current density of 30 mA/cm2. 
Hydrogen embrittlement susceptibility was highly dependent on the amount of plastic deformation. 
Experimental results showed that prestraining of super duplex stainless steel and hydrogen 
charging affected the elongation and the values of the strain required to failure. The total 
elongation for the samples with no prestraining deformation and tested in air was 29%. This 
elongation reduced to 25% when the same sample condition (no prestraining) charged with 
hydrogen. Further reduction in elongation and strain to failure was observed when the prestraining 
samples were charged with hydrogen prior to tensile testing. Load–displacement results showed 
that as the percentage of the plastic deformation increased, the elongation and strain to failure 
decreased. Comparison between the prestrained samples, charged and uncharged with hydrogen, 
showed a noticeable difference in strain at failure in the hydrogen charged specimens. 

Keywords: Super Duplex Stainless Steel, Plastic Deformation, Hydrogen Embrittlement. 

1. Introduction 

The oil and gas industry has been designing equipment and facilities made of 
carbon steels for decades. In recent years however, with the discovery of deep, 
sour-gas wells, the use of corrosion resistant alloys (CRAs) has increased [1]. 
These CRAs contain alloying elements, such as chromium, nickel, and molybdenum, 
to improve the materials resistance to corrosion and cracking. Some CRAs 
combine this high corrosion resistance with high strength. The increased mechanical 
properties are sometimes achieved through the application of cold work during the 
mill manufacturing process. The effect of cold-wok on the corrosion performance 
of specific alloys is often not well understood. Duplex and super duplex stainless 
steels are one of the groups of corrosion resistance alloys of interest. They are 
attractive materials for both surface and downhole applications due to their 
combination of high strength and high resistance to pitting corrosion and chloride 
stress corrosion cracking [2]. 
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Despite their good resistance to stress corrosion cracking in chloride solution, 
under some circumstances environmentally assisted cracking in the duplex stainless 
steels by absorbed hydrogen atoms in the environments containing hydrogen 
should be considered [3]. 

One of the ways in which hydrogen can be absorbed in metals is either by 
atomic hydrogen generated on the metal surface during natural corrosion or during 
cathodic polarization when metals are connected galvanically with a more active 
metal and by cathodic charging in aqueous solutions. Protection in corrosive 
environments, via the use of sacrificial anodes, can result in in-service potentials 
in the order of −1000 to −1100 mV (SCE). 

At more negative potentials, generation of atomic hydrogen at the steel surfaces 
may lead to significant hydrogen pick-up. The body centered cubic ferrite phase is 
generally susceptible to hydrogen embrittlement, whilst face centered cubic austenite 
is much less susceptible but not immune. Consequently, duplex and super duplex 
steels with mixed ferrite–austenite structure show susceptibility to hydrogen 
embrittlement [2–4]. 

One grade of particular interest for downhole applications is UNS 39274, 
25Cr–07Ni–0.28N which is cold-worked as a seamless tube. While the effect of 
straining on the hydrogen embrittlement susceptibility of single phase stainless 
steels has been studied by a number of authors, see [5] for a list of references, 
there are a limited number of studies examining the behaviour of super-duplex 
grades [6]. Understanding of the material’s behaviour following hydrogen 
absorption under conditions of cathodic charging is therefore of significance from 
a practical standpoint. The aim of this study was to quantify the effect of hydrogen 
absorption in super duplex stainless steel and the effect of cold-work on hydrogen 
embrittlement behaviour. 

2. Experimental procedure 

The material used in this study was UNS 39274 super duplex stainless steel with 
chemical composition shown in Table 1. This material was solution annealed at 
1050°C for 1hour followed by water quench. Cylindrical samples 5 mm in 
diameter and 100 mm in length were machined into tensile specimens described in 
schematic view in Fig. 1a. 

The region of the specimens to be exposed in the test were ground with emery 
paper up to 1200 grit, polished with alumina powder to 0.3 micron, then washed 
with distilled water and dried by hot air. The specimens were then strained in the 
axial direction beyond the elastic limit and into the plastic deformation range. Five 
different specimen types were created by applying different amounts of strain 
namely 0%, 4%, 8%, 12% and 16% elongation at a slow strain rate of 0.1 mm/mm. 
Following cold-work, one group of specimens was exposed to a hydrogen charging 
solution while a second reference group was not. 



Plastic Deformation of Super Duplex Stainless Steel 61 

 

Hydrogen charging was carried out using a cathodic charging cell which consisted 
of a power supply controlling the applied current, platinum electrode connected to 
the positive lead in the power supply and the tested sample connected to the negative 
lead at the power supply was applied, Fig. 1b is a schematic for the cathodic 
charging cell. 

The working electrode of super duplex stainless steel was cathodically charged 
at a constant current of 30 mA/cm2 for 48hrs in solution containing 0.1 M H2SO4 
with 10 mg/L of Arsenic oxide as a promoter element for the rate of hydrogen 
uptake in the duplex stainless steel during the cathodic charging process. Both 
charged and non-charged specimens were then strained to failure in air in a 
uniaxial tensile test at a strain rate of 1 mm/min. The elongation and strain to 
failure were measured after each tensile test and the results were recorded. After 
the tensile tests, all specimens were examined using optical and scanning electron 
microscopic techniques. 

Table 1. SDSS chemical composition (wt%) 

C% Si% Mn% Cr% Ni% Mo% W% N% Cu% Fe% 
0.02 0.34 0.45 24.84 6.54 3.10 2.07 0.280 0.46 Rest 

(a) 

(b) 

 
Fig. 1. Experimental apparatus, (a) straining test sample and (b) cathodic charging cell 

3. Experimental results 

3.1. Load–displacement results 

The load versus displacement behavior of super duplex stainless steel alloy 
obtained in air for the hydrogen free specimens and specimens charged in 0.1 M 
H2SO4 solution are shown in Fig. 2. 

Dealing with the hydrogen free specimens first, Fig. 2a shows that the yield 
load was increased with increasing cold work, 12.7 kN for 0% pre-strain and 
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17.15 kN for 16% pre-strain. A small increase in the ultimate load was also 
recorded for increasing cold-work. There was a decrease in strain to failure with 
increasing cold work, 0.29 at 0% pre-strain down to 0.086 at 16% pre-strain. The 
significant reduction in the displacement and an increase in the yield load were 
caused by the plastic strain hardening of the specimens during the pre-straining. 
All three results together demonstrate the effect of the cold-work on the material’s 
constitutive relation. Turning to the specimens charged with hydrogen for 48 h in 
0.1 M H2SO4. Figure 2b shows the load–displacement behaviour was affected by 
the hydrogen at all pre-straining levels. There was a small increase in the yield 
load of 0.55% across all specimens compared with the non-charged specimens. 
However, there was a sizable reduction in the extension to failure with exposure to 
hydrogen. The extension to failure for 0% pre-strain was reduced from 29.2 mm in 
the hydrogen free specimen to 24.28 mm in the hydrogen exposed specimen, a 
reduction of approximately 20%. Similar reductions were experienced at 4%, 8%, 
12% and 16% specimens. 
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Fig. 2. Displacement curves for SDSS specimens strained in air 
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A comparison of the elongation to failure of the hydrogen free and the hydrogen 
charged specimens is contained in Fig. 3. The results show that the largest 
difference between hydrogen free/hydrogen charged specimens occurred at the 
12% pre-strain level. The figure confirms that the properties of SDSS are adversely 
affected by exposure to hydrogen environment, and that the materials resistance to 
hydrogen embrittlement reduces with increasing cold work from 0–12%. The 16% 
pre-strained specimens showed only a small reduction in strain to failure, consistent 
with the fact that the pre-straining level was well beyond yield and close to the 
ultimate strain of the material. 
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Fig. 3. The effect of hydrogen charging and cold-work on strain to failure of SDSS 

3.2. Fracture morphology results 

3.2.1. Low power magnification microscope 
A fracture morphology investigation was carried out using low power optical micro-
scope. The difference in behaviour between specimens which were not exposed to 
hydrogen and the hydrogen charged specimens is shown in Fig. 4a–d. 

Figure 4a shows that the hydrogen free specimen exhibited typical ductile 
fracture behaviour with severe necking around the fracture. The charged specimen, 
shown in Fig. 4b, behaved in a different manner, with high numbers of secondary 
cracks running perpendicular to the direction of loading. Unlike the hydrogen free 
specimen, the charged specimens showed only minimal necking at the fracture 
indicating a loss of ductility. The effect of pre-straining deformation on the materials 
behaviour was investigated by comparing the external fracture surfaces of the 
specimens charged with hydrogen after 0%, 4%, 8%, 12%, and 16% pre-strain. 
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 (a) 

(b) 

(c) 

(d) 
 

Fig. 4. Low magnification images of the strained to failure specimens 
(a) X1.25 0% pre-strain, No-charging, (b) X1.25 0% pre-strain, H2 charging, (c) X1.25 8% pre-
strain, H2 charging and (d) X1.25 12% pre-strain, H2 charging 

Results revealed that the area affected by secondary cracks decreased with 
increasing plastic deformation. However, the mass and the severity of these 
secondary cracks increased with increasing the amount of deformation. Examples 
of this behaviour are shown in Fig. 4c, d which show 8% and 12% pre-strained 
specimens charged with hydrogen. 

3.2.2. High power magnification microscope SEM 
A second fracture morphology investigation was carried out using a scanning 
electron microscope (SEM). Figure 5a shows the fracture surface for 0% pre-strain 
specimen with no hydrogen. Ductile fracture with extensive necking was observed 
as shown in the figure, and the fracture surface has a typical dimpled ductile 
fracture aspect. Contrary results were found for the same metallurgical condition 
specimen charged in 0.1 M H2SO4 solution and strained to failure in air. 

Figure 5b image shows extensive brittle fracture around the edges of fracture 
surface where the material was exposed to hydrogen. The center of fracture surface of 
this specimen evidenced ductile fracture aspect. The effect of deformation associated 
with cold work on the material’s resistance to hydrogen embrittlement is demonstrated 
in Fig. 5c, d which shows SEM fractographs of 8% pre-strain and 16% pre-strain. 

The images show that the material was embrittled to a greater depth in the pre-
strained specimen. Observing the fracture surface of the 4%, 8%, 12%, and 16% 
pre-strained specimens demonstrated that the greater the pre-strain percentage, the 
greater the depth of the embrittlement zone. Observing the embrittled zone at 
higher magnification revealed that a combination of the deformation caused by 
pre-straining and the hydrogen charging resulted in trans-granular hydrogen 
cracks and the appearance of severe cleavage fracture. 
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The SEM results provided evidence of the physical mechanisms involved in  
the reduction of elongation to failure recorded in the specimens charged with 
hydrogen, and that the greater the plastic deformation present in the specimen, the 
greater the embrittlement of the material. 

 (a) 

(b) 

(c) 

(d) 

 
Fig. 5. SEM fracture morphology: (a) 0% pre-strain, No-charging, (b) 0% pre-strain, H2 charging, 
(c) 8% pre-strain, H2 charging and (d) 16% pre-strain, H2 charging 

4. Discussion 

The experimental results confirmed that cold-work increases the strength of super-
duplex in specimens not exposed to hydrogen. 

This increase in strength is often the reason behind the selection of cold-worked 
materials for engineering applications. Cold work can result in an increase in both 
vacancy and dislocation densities, and one would therefore expect the hydrogen 
content of a steel to increase with cold work. 
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Hudson and Stragand [7] measured the hydrogen concentration in steels cold 
worked to different amounts, after different exposure times to an aqueous sulfuric 
acid solution. The results indicated that the concentration of hydrogen and the 
absorption rate are increased significantly with increasing cold work. This is 
caused by the creation of more hydrogen trapping sites, such as slip bands and 
dislocations during the plastic deformation process. These potential sites promote 
hydrogen adsorption on the metal surface and more absorption inside the metal 
thickness. This increases the hydrogen saturation phenomena for the material. 

In this study, the effect of plastic deformation and cold work on hydrogen 
embrittlement of super duplex stainless steel was investigated by straining the 
alloy to a wide range of plastic deformation then pulled to failure after charging 
with hydrogen. The hydrogen charged specimens confirmed the mechanisms 
described above and the detrimental effect of cold-work on the hydrogen embrittle-
ment susceptibility of the super duplex stainless steel alloy. 

This was evidenced by the reduction of elongation and strain to failure as a 
function of increasing pre-strain 4%, 8%, 12%, and 16%, these finds are shown  
in detail in Fig. 2 and summerised in Fig. 3. This effect was noted at even 
comparatively small deformations such as those caused by low cold work up to 
4% deformation in the super duplex stainless steel material studied. Failure and 
fracture morphology at all pre-straining levels confirmed that the SDSS was 
highly affected by cold work and hydrogen related embrittlement. Huang et al. [8] 
confirmed that cold work results in both an increase in permeability and decrease 
in diffusivity of hydrogen in steel. 

This implies an increase in the solubility of hydrogen in the steel and the 
authors have suggested that cold work increases hydrogen uptake. This increase 
often has a detrimental affect on the material’s mechanical properties, such as 
crack resistance and notch tensile strength [9, 10]. The high magnification images 
gained from the SEM investigation, shown in Fig. 5, revealed that hydrogen 
trapping had occurred around the external surface of the specimen. 

The depth of material affected by hydrogen saturation phenomenon was clearly 
controlled by the amount of cold-work. Increasing the cold work also led to deeper 
secondary and transgrannular cracks. It can be concluded that plastic deformation 
associated with cold-work increases the solubility of hydrogen in super duplex 
stainless steel alloys causing hydrogen embrittlement by the interaction of dissolved 
hydrogen atoms with stress defects and dislocations. 

This has a detrimental effect on SDSS’s mechanical properties, with a reduction 
in strain to failure and likely reduction in crack resistance. New developments in 
the oil and gas industry are seeing greater reservoir depths, higher pressures and 
downhole temperatures, and an increase in corrosive species. 

To keep up with these demands, further research is required to identify the role 
that cold-work has on the in-service performance of corrosion resistant alloys such 
as super-duplex stainless steel. 
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5. Conclusions 

The conclusions of the study are as follows: 

• Cathodic charging in 0.1 M H2SO4 at room temperature for 48 h, results in 
hydrogen embrittlement susceptibility of SDSS. 

• Experimental results confirmed that pre-straining cold work of super-
duplex stainless steel is detrimental to the material’s resistance to hydrogen 
embrittlement. This susceptibility to hydrogen embrittlement increases as 
plastic deformation increase. The strain to failure of the super duplex 
stainless steel alloy reduced by a combination of hydrogen and cold-work. 

• Fracture morphology revealed deformation controlled embrittled zones. 
The depth of these zones increased as the amount of deformation increased. 

• End users should consider the detrimental effect of cold work on SDSS’s 
susceptibility to hydrogen embrittlement during material selection. Practical 
engineering examples include cold-drawn and expandable production 
tubulars. 

Future research will focus on the effect of charging temperature on embrittlement 
behaviour. 
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Abstract The comparative assessment strength and fracture of three API grade pipeline steels: 
X52; X70 and X100 has been done for conditions of hydrogenating. The factors of cathodic 
hydrogen charging, time of exposition, hydrogen concentration in metal and applied load were 
taken into account. The relationship between hydrogen concentration and critical (failure) 
loading has been found. Also, the existence of some critical hydrogen concentration, which 
causes the significant loss of local fracture resistance of material, was shown. 

Keywords: Hydrogen Charging of Metal, Cathodic Polarisation, Acoustic Emission, Total and 
Plastic, Work of Local Fracture. 

1. Introduction 

Nowadays, pipelines for gas and oil transportation are very significant component 
of national economic infrastructures as well as global. There are the huge plans for 
installation of new transcontinental pipelines that require of increased attention to 
their reliable and safe exploitation. In this frame, the hydrogen degradation of 
pipeline steels is the important problem among other structural integrity problems 
from the following reasons. Specific long term exploitation of pipelines promotes 
of steel hydrogenating process. First of all, pipeline steels encounter hydrogen 
during transport of sour crude oil and other petroleum products [1]. Moreover, 
external environmental conditions cause free corroding processes, where hydrogen 
can evaluate on metal surface as result of cathodic counterpart of the anodic 
dissolution reaction. This fact has been proved by several studies [2–4]. Also 
under in-service condition when a cathodic protection system is in place, hydrogen 
charging of pipeline steels is possible too [4, 5]. As result there is the problem of 
structural integrity of aging buried pipelines having cathodic protection [5]. 
Second reason, which increases of attention to the problem hydrogen degradation 
of pipeline steels, is fact that hydrogen will play a decisive role in a future energy 
system, when fossil fuels have become scarce and thus expensive and/or unsuitable 

(KPhMI), Ukraine
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from ecological reasons. The number of aspects related to the technical feasibility 
and economics of developing a hydrogen energy infrastructure are presented and 
discussed in literature during last decades [6, 7]. The possible use of existing 
pipeline networks for mixtures of natural gas and hydrogen offers a unique and 
cost-effective opportunity to initiate the progressive introduction of hydrogen as 
part of the development of a full hydrogen energy system [6, 8]. In the present 
study the comparative assessment strength and fracture of three API grade 
pipeline steels: X52; X70 and X100 has been done for conditions of hydrogen 
charging. Here, the factors of cathodic hydrogen charging, time of exposition, 
hydrogen concentration in metal and applied load were taken into account. The 
relationship between hydrogen concentration and critical (failure) loading has 
been considered. 

2. Object of study 

The objects of study were three API grade pipeline steels, namely: X52; X70 and 
X100. The specimens for tests were machined from real pipes (Table 1). 

Table 1. Pipes size and mechanical properties of steels in air 

Steel grade Outerdiameter (mm) Thickness (t, mm) (MPa)Uσ  (MPa)Yσ  Elongation 
(%) 

X52 610 11.0 528 410 30.2 
X70* 710 12.7 702 578 45 
X100* 950 15.0 833 858 17 
*According to works [1, 11]. 

3. Experimental procedure 

3.1. Specimens 

For fracture toughness test the special “Roman tile” [9] specimens were used.  
As an example, this type specimen with X52 steel is presented in Fig. 1. The 
specimens were notched for modelling of the longitudinal external defects under 
operating internal pressure. The notch geometry is given in Fig. 2. 

D=610mm

11 mm40 mm

o70 D=610mm

11 mm40 mm

o70

 
Fig. 1. “Roman tile” specimen with X52 steel 
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Fig. 2. Geometry of notch 

3.2. Hydrogen evolution reaction on pipeline steel in near-neutral 
pH solution 

The study was conducted in special soil solution NS4 with pH = 6.7 [10]. Chemical 
composition of this environment is given in Table 2. 

Table 2. Chemical composition of NS4 solution (g/L) [10] 

NaHCO3 KCl CaCl2 MgCL2.H2O 
0.483 0.120 0.137 0.131 

In these conditions i.e., in deoxygenated, near-neutral pH solution, hydrogen 
atoms are generated on the steel surface by the electrochemical reduction of water 
molecules [2, 3]: 

−+→+ OHHeOH ads2  (1) 

The adsorbed hydrogen atoms can subsequently combined to H2 molecules by 
the chemical reaction: 

     22 HH ads →  (2) 

Or the electrochemical reaction: 

−+→++ OHHeOHHads 22  (3) 

Or can be absorbed by the steel: 

absads HH →  (4) 

The absorbed hydrogen atom concentration under the cathodic polarisation 
depends on the hydrogen atom recombination mechanisms. When the chemical 
reaction (2) dominates the hydrogen atom recombination, the applied cathodic 
polarization enhances the generation of hydrogen atoms and thus the amount of 
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hydrogen atoms penetrating into the steel. The absorbed hydrogen atom concent-
ration will increase continuously with the cathodic polarization potential. In the 
case of electrochemical reaction (3) dominating the hydrogen atom recombination, 
the cathodic polarization promotes the generation of hydrogen atoms through 
reaction (1), and simultaneously, enhances the hydrogen atom recombination 
through reaction (3). Thus, the role of cathodic polarisation is to generate hydrogen 
atoms and also to recombine hydrogen atoms. 

3.3. Procedure of hydrogen charging of specimens 

Here, should be noted that prevail number of reported studies [11–14] were 
conducted with using of cathodic charging of hydrogen under high density of 
polarisation current. Such charging is not truly representative of the hydrogen 
entry conditions in real operating pipelines, where there is the situation of freely 
corroding system [15]. This fact was pointed out in work [4]. Accounting the fact 
that a steady state condition of hydrogen charging cannot be imposed nor obtained 
in a freely corroding situation, in presented study the following procedure has 
been made. The specimens were hydrogen charged at some constant potential of 
polarisation Ep = const, which is slightly negative than free corrosion potential for 
given steel: Ecath = −1000 mV (SCE) and Ecorr = −800 mV (SCE). For this 
experimental procedure the Potentiostat VMP [16] has been used. The specimens 
were immersed into the cell with special NS4 solution and exposed under constant 
potential of polarisation Ecath = const. The surface of auxiliary electrode was 
parallel to notch plane with some constant distance h. The mutual location of 
working (specimen) and auxiliary electrodes is given in Fig. 3. 

h=20 mm

Working Electrode 

Auxiliary Electrode 

h=20 mm

Working Electrode 

Auxiliary Electrode 

 

Fig. 3. Mutual location of working electrode (specimen) and auxiliary electrode 

During the hydrogen-charging process, the specimens are loaded. The level of 
load was defined as gross hoop stress σgross which corresponds of the internal 
pressure in pipe under exploitation pexp = 70 bar. The hydrogen-charging process 
was controlled by registration of the cathodic polarisation current Icath(τ). The total 
quantity of evaluated hydrogen on metal surface can be assessed as: 

( ) ττ
τ

d IQ cath
ev
H ∫=

exp

0
 .constE under cath =  (5) 
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3.4. Determination of hydrogen concentration in pipelines steels 

Hydrogen concentration in metal has been determined on the base of hydrogen 
discharging process under anodic polarisation with using of hydrogen electro-
chemical oxidation method proposed in work [17]. Hear, the standard three-
electrode electrochemical cell has been used (Fig. 4). The hydrogen discharging of 
specimen were curried out in 0.2 M NaOH (pH = 12.4) solution under anodic 
polarisation Eanodic = +168 mV (SCE) during some defined time τdis (see Fig. 5). 
The total quantity of absorbed hydrogen by metal can be defined as 

( ) ( )[ ] τττ
τ

d IIQ
dis

refcath
abs
H ∫ −=

0
 .constE under anodic =  (6) 

where IH(τ) is anodic polarisation current for hydrogen charged specimen and 
Iref(τ) is anodic polarisation current for specimen without hydrogen (reference 
curve). 
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Fig. 4. View of the electrochemical cell (a) and specimen (b) for determining of hydrogen 
concentration 
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Fig. 5. Schematic view of hydrogen discharging process under anodic polarisation 

Calculation of hydrogen concentration was done according to formula: 

v
abs
HH zFQC /=  (7) 
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where z is the number of electrons take in reaction; F is the Faraday constant;  
v is the effective volume of specimen: 3mol cmHC ⎡ ⎤⎣ ⎦ ; [ ]sAQabs

H ⋅ ; 1=z ; 
49,65 10 C molF = ⋅ . 

3.5. Sequence of fracture toughness tests 

After assigned exposition under hydrogenating conditions, all specimens were 
tested to failure under increasing static loading, according to three-point bending 
scheme. Testing machine INSTRON [18] was used under the constant rate of 
displacement of grips dΔ/dτ = 0.02 mm/s. The “load – displacement” diagram and 
acoustic emission (AE) signals (Fig. 6) were simultaneously registered by PC 
during the tests. The start of fracture process has been defined by acoustic 
emission method [19]. The general scheme of test is given in Fig. 6. 

 
a aa a AE System

Potentiostat

Computer

2CO
Nitrogen

1

3

4 5

7

6 2

AE System

Potentiostat

Computer

2CO
Nitrogen

1

3

4 5

7

6 2

(a) 

(b)  

Fig. 6. (a) Location of AE sensors on specimen. (b) View of testing equipment for fracture 
toughness determining of hydrogen charged specimens: 1 – “Roman tile” specimen; 2 – loading 
device of machine; 3 – corrosion cell; 4 – pH electrode; 5 – reference calomel electrode; 6 – auxiliary 
electrode; 7 – acoustic sensors 

4. Assessment of hydrogen concentration in pipeline steels  
under “SOFT” cathodic charging 

Process of electrolytic hydrogen charging of pipeline steels was characterised by 
following parameters: hydrogen concentration in metal CH; total quantity of 
evaluated Qev and absorbed Qabs hydrogen; averaged meaning of cathodic current 
density iC and coefficient of efficiency of hydrogen permeation in metal k=Qabs/Qev. 
The values of these parameters are given in Tables 3 and 4. Comparative assess-
ment of three steels showed that last possesses of highest resistance to hydrogen 
absorption. 

The steel X70 is the most sensitive to hydrogen-charging in assigned testing 
conditions (Fig. 7). The hydrogen evaluation process is slightly intensive for X100 
steel the for X52 and X70 steels (Fig. 8). 
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For all, the efficiency of hydrogen permeation in metal is quite low and depends 
on time of exposition. It can be stated that under τ ≥ 20 h there is the tendency of 
monotonic decreasing of parameter k = Qabs/Qev up to level k = 0.0012 – 0.0024 
(Fig. 9). Applied stress (gross stress σgross which corresponds of the internal pressure 
in pipe under exploitation pexp = 70 bar) can intensify the hydrogen charging process 
in several times at least (Figs. 10, 11 and 12). Under τ ≥ 100 h the difference between 
concentration in unloaded and stressed metal can exceed more than five times. 

Table 3. Data for determining of hydrogen concentration in unloaded pipeline steels 

1 hourdisτ =    , hoursτ
 

, mA sev
HQ ⋅ 2, mA cmci

 
, mA sabs

HQ ⋅  6 3, 10 mol cmHC

ev
H

abs
H

Q
Q

k =  

1 297.59 0.129 4.18 0.169 0.0140 
3 636.23 0.092 9.85 0.399 0.0155 
15 989.55 0.029 18.43 0.746 0.0186 
66 5148.3 0.038 22,11 0.895 0.0043 
148 5371.3 0.0157 15.51 0.628 0.0029 A

PI
 X

52
 

168 12443.3 0.0364 16.75 0.678 0.0013 
1 157.991 0.0281 2.830 0.115 0.0179 
3 458.481 0.0663 18.455 0.747 0.0403 
18 2251.34 0.0651 12.139 0.491 0.0054 
72 6890.18 0.0453 9.689 0.392 0.0014 A

PI
 X

10
0 

141 11726.7 0.0344 14.196 0.575 0.0012 
1 322.725 0.0574 0.536 0.022 0.0017 
3 541.672 0.0784 5.652 0.229 0.0104 
17 2126.96 0.0543 16.193 0.655 0.0076 A

PI
 X

70
 

64 3584.19 0.0243 14.499 0.397 0.0024 

Table 4. Data for determining of hydrogen concentration in stressed pipeline steels 

1 hourdisτ =   , hoursτ  , mA sev
HQ ⋅

 

2, mA cmci
 mA sabs

HQ ⋅  6 3,10 mol cmHC
ev
H

abs
H

Q
Q

k =
 

46 57360 0.226 362.4 2.224 0.0063 
101 168798 0.240 1216.5 5.924 0.0072 
118 147522 0.524 458.6 2.814 0.0031 

X
52

 

167,3 178564 0.463 – – – 

24 55189 0.276 346.1 1.408 0.0063 
64 144032 0.246 576.4 2.133 0.0040 X

70
 

115 300806 0.315 490.662 1.997 0.0016 
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Fig. 7. Hydrogen concentration in metal versus time of exposition of unloaded specimens under 
cathodic polarisation of pipeline steels API X52, X70 and X100 
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Fig. 8. Total quantity of evaluated and absorbed hydrogen versus time of exposition of unloaded 
specimens under cathodic polarisation of pipeline steels API X52, X70 and X100 

0,0001

0,001

0,01

0,1

1

0 50 100 150 200

Time of exposition τ, hours

k=
Q

ab
s/Q

ev

X52
X70
X100

 
Fig. 9. Efficiency of hydrogen permeation in metal versus time of exposition of specimens under 
given cathodic polarisation of pipeline steels API X52, X70 and X100 
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Fig. 10. Influence of applied stress on hydrogen concentration in steels X52 (a) and X70 (b) 
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Fig. 11. Influence of applied stress on total quantity of evaluated and absorbed hydrogen in steels 
X52 (a) and X70 (b) 

 

0

0,005

0,01

0,015

0,02

0 50 100 150 200

τ, hours 

k=
Q

ab
s/Q

ev

Stressed
Unloaded

Steel API X52

0

0,005

0,01

0,015

0 50 100 150 200

τ, hours

k=
Q

ab
s/Q

ev

Stressed
Unloaded

Steel API X70

(a) (b) 
 

Fig. 12. Influence of applied stress on efficiency of hydrogen permeation in steels – X52 (a) and 
X70 (b) 

Based on experimental results, the increasing of hydrogen concentration in 
metal versus time of exposition of specimens in the hydrogenating conditions can 
be described by power relation (8) and Table 5. 

[ ]3m
H mol/cm AC τ⋅⋅= −610 , A and m  are constants (8) 

Table 5. Meanings of constants in formula (8) 

Steel Unloaded metal Stressed metal 
API X52 CH=0.253 10−6 τ0.24 CH=0.300 10−6 τ0.57 
API X70 CH=0.049 10−6 τ0.67 CH=0.400 10−6 τ0.42 
API X100 CH=0.200 10−6 τ0.19 – 
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5. Local strength of pipelines steels at notches in presence  
of hydrogen 

There are known studies [11–13, 20] of pipeline steels in with the aim of 
determining of their standard mechanical characteristics under the presence of 
hydrogen. These data reflect of hydrogen influence on the bulk of material properties. 
Below, the results of fracture toughness study of notched specimens are given, 
which reflect of local strength of pipeline steels in presence of hydrogen. The data 
were presented as dependencies of total work of local fracture Wf(total) emanating 
from notch or its plastic component Wf(plastic) versus time of exposition τ  of 
specimens under hydrogenating conditions (Fig. 13). 

Displacement, Δ

Lo
ad

, P

*

Fracture start according to AE response

)(totalfW

)( plasticfW

Displacement, Δ

Lo
ad

, P

*

Fracture start according to AE response

)(totalfW

)( plasticfW

 
Fig. 13. Scheme of local fracture work determining 

The dependencies of parameters )(totalfW  and )( plasticfW  on the hydrogen 

concentration HC  in metal were also presented. It has been done with using of 
analytical relation (8). The received data are presented in diagrams (Figs. 14 and 
16) and in Table 6. The main observation to be made from these results is 
existence of some critical time of exposition and as consequence – some critical 
hydrogen concentration ( )criticalHC , when the essential decreasing of fracture 
toughness value is observed. Therefore, a concentration of hydrogen in metal 
defines its fracture resistance. 

Table 6. Data of fracture toughness tests of notched Roman tile specimens 

 , hoursτ  ( )N mf totalW ⋅  
( )N mf plasticW ⋅ ( )N mf elasticW ⋅ 6 3,10 mol cmHC  6 3,10 mol cmHC  

46 32.12 19.22 12.91 2.224 2.660 

101 26.57 15.44 11.12 5.924 4.165 
118 15.53 4.68 10.85 2.814 4.551 X

52
 

167.3 10.47 3.90 6.57 – 5.553 
Air 9.50 0 9.50 0 0 
24 5.28 0 5.28 1.408 1.520 X

70
0 

64 3.81 0 3.81 2.133 2.294 
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Fig. 14. Work of local fracture emanating from notch in steel API X52: as function of time of 
exposition of specimens in hydrogenating conditions (a), as function of hydrogen concentration 
in metal (b) 
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Fig. 15. Work of local fracture emanating from notch in steel API X70 as function of time of 
exposition of specimens in hydrogenating conditions (a) and hydrogen concentration in metal (b) 

For steel X52 the value of critical hydrogen concentration is 
6 34.3 10 mol cm−≥ ⋅HC  (Fig. 14). The steel X70 is very sensitive to notch effect 

even in air and the presence of hydrogen strengthens this tendency. The hydrogen 
concentration about 6 32.1 10 mol cm−≥ ⋅HC  can be considered as critical, 
because at this conditions the given steel losses in 2.5 times its local strength with 
comparison of test in air (Fig. 15). Therefore, for assigned testing conditions, steel 
X52 is preferable than steel X70 from the point of view of local strength at 
notches (Fig. 16).It should be stated that definition “critical concentration” is often 
used in studies of problems of hydrogen in metals and alloys [7, 21–23]. Although 
in different works this term has different physical sense. For example, according 
to work [21], hydrogen treatment below the “critical” content was found to cause 
the substantial rearrangement of dislocations and de-cohesion of grain boundaries 
and in overcritical condition, the formation of micro crevices at the grain and 
phase boundaries has been occurred. Others authors use this definition under 
developing of local fracture criteria [7, 22]. Here, in given study two characteristic 
value of hydrogen concentration in metal of pipe may be classified. First one is 
concentration ( )0HC , beginning from which hydrogen affects on local strength of 
material. Second one is critical concentration ( )criticalHC , which causes the 
significant loss of local fracture resistance of material. 
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Fig. 16. Comparison of local fracture work emanating from notch in steel API X52 and X70 
versus hydrogen concentration in metal 

The general tendency of hydrogen effect on local strength of pipeline steels at 
notches is given in Fig. 17. 
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Fig. 17. General tendency of hydrogen effect on local strength of pipeline steels at notches 

Presented study is limited by a case of fracture toughness of notched specimens 
that is modelling of the mechanical defects like to scratches or dents. It is evident 
that for deeper understanding of hydrogen contribution in durability of pipelines 
under real operating conditions, the corrosion and corrosion fatigue studies are 
required. The hydrogen may affect on early stages of fatigue damage accumulation 
on the surface [24], especially when there is a gradient of hydrogen concentration 
at near-surface layer and bulk of material [25]. The problem of fatigue crack 
propagation accelerated by hydrogen is also important, because sometimes the 

6. Conclusions 

The studies of hydrogen-charging process of three API grade pipeline steels: X52; 
X70 and X100 were conducted and their local strength at notches in presence  
of hydrogen was determined. The received results have led to the following 
conclusions. All steel demonstrate the sensitivity to hydrogenating in deoxyge-
nated, near-neutral pH NS4 solution under “soft” cathodic polarisation at 

)(1000 SCEmVEcath −= . 

pipeline leak occurs as result of sub-critical crack growth [26]. 
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Comparative assessment of X52, X70 and X100 steels showed that last 
possesses of highest resistance to hydrogen absorption. The steel X70 is the most 
sensitive to hydrogen-charging in assigned testing conditions. For all steels, the 
efficiency of hydrogen permeation in metal is quite low and depends on time of 
exposition. It can be stated that under 20 h≥τ  there is the tendency of monotonic 
decreasing of parameter evabs QQk =  up to level k=0.0012–0.0024. Applied 
stress, which equivalent to gross hoop stress in pipe wall under operating internal 
pressure 70 bars, significantly accelerates hydrogen-charging of steels. For 
example, for steel X52 the difference between hydrogen concentration in unloaded 
and stressed metal can exceed more than five times. Concentration of hydrogen in 
metal defines its local fracture resistance. For assessment of local strength at 
notches in presence of hydrogen the diagram “work of local fracture – hydrogen 
concentration” is effective and it can be considered as an invariant curve for a 
given system “material – environment”. For steel X52 some critical hydrogen 
concentration exists ( 6 34.3 10 mol cm−≥ ⋅HC ), which causes the significant loss 
of local fracture resistance of material. 

This value can be recommended as one of important engineering parameter for 
reliability assessment of exploited pipelines. Steel X70 is very sensitive to notch 
effect even in air and the presence of hydrogen strengthens this tendency. The 
hydrogen concentration about 6 32.1 10 mol cm−≥ ⋅HC  can be considered as 
critical, because at this conditions the given steel losses in 2.5 times its local 
strength with comparison of test in air. 
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Abstract Reliability assessment of underground pipeline steel structures for hydrocarbon 
transmission and distribution systems under active corrosion defects has been investigated. The 
aim of this work is to obtain a decision-making tool for risk-based inspection and maintenance 
program. The basic idea consists in statistical analysis of corrosion defect measurements in a 
buried pipeline as to sort out the corresponding depths and lengths after several years of service. 
As a result steady corrosion rate model is proposed to estimate the growth in the dimensions of 
corrosion defects. Then, a degradation model based on ASME modified B31G standard is used 
as a mechanical model in order to assess the failure probability or the reliability index through 
defect dimensions and associated uncertainties. Meanwhile, the main assumption of the 
probabilistic analyses for corroded pipelines is the randomness of load and resistance parameters 
determining the limit state functions. The statistical distribution of the uncertainties in the 
parameters involved in the limit state functions is modeled using normal and lognormal 
distributions. The reliability software PHIMECA is used to compute the reliability index β and 
the probability of failure Pf, when increasing dimensions of the defect within the respective 
measured values of depth and length during inspection and maintenance operations. The 
reliability calculation allows carrying out the sensitivity of the variables according to their 
importance, their mean value and their coefficient of variation. The probability of failure and 
reliability index are obtained assuming in one hand constant depth of defect with increasing 
length and in the other hand a relationship between the depth to length corrosion defect ratio is 
given as a function of reliability index β. The latter can be used as a parameter for risk-based 
inspection and maintenance operations. 

Keywords: Reliability Analysis, Corrosion, Underground Pipelines. 

1. Introduction 

Corrosion is a major problem for steel hydrocarbon pipelines despite considerable 
effort and material expenditures spent in the last four decades on their failure 
prevention or on research [1, 2]. Coatings, cathodic protection, paints are usually 
used to protect the pipes. Unfortunately, corrosion protection failures do occur 

consequence there have been several techniques such as those specified in B316 
because of a variety of causes leading to localized corrosion [3, 4, 5]. As a 
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[6] or Z184 [7] as well as hydrostatic test to estimate the remaining strength of a 
localized corrosion defect in a pipeline. 

Meanwhile, the most commonly used method for evaluating corroded pipe is 
the ANSI/AMSE Modified B31G Criterion [6]. The latter is usually based on 
deterministic approach wherein the nominal values are used for both load and 
resistance parameters neglecting the uncertainty of random variables rising from 
geometrical measurements, pipe manufacturing and operating conditions. Therefore 
probabilistic approach [8, 9] is the only way to give realistic answers for design and 
maintenance by handling the system uncertainties and fluctuations. There is much 
effort nowadays in reliability assessment in preventing pipeline failures [10, 11]. 

The aim of the present paper is to provide a reliability based inspection tool for 
corroded pipeline for better estimates of the remaining life of underground pipelines. 
The major results of this work are to sort out a relationship between lengths to 
depth ratio of a defect as a function of reliability index to make it a parameter risk 
based decision. In addition the sensitivity analyses have been carried out on random 
variables to identify the importance of the parameters involved in the reliability 
mechanical model. 

2. Mechanical model 

For pressurized pipelines, much attention is usually given to longitudinal surface 
corrosion defects existing in the wall. It is rarely that circumferential corrosion 
defects are concerned. This defect may be geometrically modeled as shown in Fig. 1. 

Fig. 1. Section through pipe wall showing an idealised defect 

Where t is the pipe wall thickness, d is the defect depth and L is the defect length. 
The commonly used equation, and widely accepted in practice in based on the 
criterion safety for pipeline specified in B31G on which details are largely diffused 
in literature [6]. The summary of the B31G model is given in Eqs. (1) to (6). 
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where, A – Area of the missing metal; A0 Original cross sectional; D External tube 
diameter; d – defect depth; L Distance between defect supports; M Follias factor; 
Pu ultimate fluid pressure capacity of a corroded pipe; S Hoop stress at 

failure;
_
S Material flow stress area; t pipe wall thickness; σe – Specific minimum 

yield strength of the material. 

In site, the evaluator must determine the overall axial and circumferential extent 
of each separate area of metal loss. There are two main decisions [6] to take 
according to the depth of defect. 

In one hand, if the deepest pit (d) is determined to be less than or equal to 20% 
of the specified nominal wall thickness and that the least remaining wall thickness 
(t − d) is at least 80% of the original wall thickness, the segment containing the 
area is acceptable for continued service. 

In the other hand, if the deepest pit (d) is determined greater than 80% of the 
original wall thickness, than the segment containing the area of metal loss should 
be replaced or repaired. 
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3. Corrosion pipe inspection 

Measurements of defect dimensions together with their orientation, and the 
measuring position have been achieved using ultra sound inspection probe through 
a 75 km pipeline portion on one of the main Algerian high pressure gas 
transportation that has been in service for three decades. The depth and length of 
corrosion pits have been reported in charts as illustrated in Figs. 2 and 3. 

The evolution of depth of the pits along the pipeline portion allows determining 
the exact position of the defects. Basically, most of the defect depths were below 
30% of the wall thickness. The longest pit was 3152 mm for d/t of 57% and the 
smallest pith length was 5 mm for d/t of 11%. The most important observation is 
that there has been is no correlation between the length of the pit and its depth. In 
fact for a given pit depth there has been a great number of corresponding pit 
lengths and vice versa. 

4. Reliability model 

In this section, the probabilistic model to be used in remaining life pipeline 
reliability analyses is presented. Each parameter has to be represented by random 
variable, described distribution type and parameters generally, mean and standard 
deviation. Specific algorithms are applied for searching the most probable failure 
configuration. In the present work, the software PHIMECA [12] has been used to 
perform the reliability analyses. This software offers several methods for reliability 
calculation such as Monte Carlo simulations and First/Second Order Reliability 
Methods (FORM/SORM) [13]. Investigating the effect of pit length will be of 
great interest in making a decision of repairing or replacing the damaged portion. 

Fig. 2. Depths of corrosion defects along a 30-year-old pipeline 
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Fig. 3. Lengths of corrosion defects along a 30-year-old pipeline 

The limit state function G(x) corresponds to a boundary between desired and 
undesired performance of a structure. In this case, a mode of pipeline failure could 
be when the pipeline operating service or loads exceeds the pipeline failure 
pressure or capacity. The limit state function or performance function can be then 
defined as the difference between the pipeline failure pressure Pfp and the pipeline 
operating pressure Pop. 

( ) opf PPxG −=
0

 (7) 

This margin is defined such as G(x) > 0 indicates safety and G(x) ≤ 0 
corresponds to conventional failure: xj are the random variables in the system. In 
this expression, the operating pressure is dependent on the pit dimensions. For the 
failure scenario, the reliability index β is defined as the minimum distance 
between the origin and the failure domain in the equivalent Gaussian space ui. In 
first order reliability methods (FORM), the failure probability Pf is simply 
calculated by: 

[ ] )(0Pr β−Φ=≤= GPf  (8) 

where Pr is the probability operator and Ф is the cumulative Gaussian probability 
function. The uncertainties have been associated with the corrosion parameters, and 
many others result from geometry, loading, manufacturing and service conditions. 

For instance, as our work is focussed on defect dimensions and the corrosion 
phenomena, the related probabilistic models are established using geometrical 
measurements and material testing. 

Table 1 indicates the principal random variables involved and their statistical 
parameters. 
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5. Pipeline remaining life assessment 

Corrosion measurements revealed that there is no correlation between the depth 
and the length of the corrosion defect. In fact for a given depth of the corrosion pit 
there is a range of associated lengths. For example, for a depth of 20% of the wall 
thickness, the length varied from 8 to 608 mm. 

Therefore the reliability assessment is focussed on the effect of defect length on 
the remaining life of a corroded pipeline. How this range affects the lifespan of the 
pipeline is of great interest. For instance, the defect depth is taken as a random 
variable with a probabilistic distribution and the length as a deterministic 
parameter ranging from 8 to 608 mm. This allows running parametric reliability 
analyses. Figure 4 illustrates the effect of defect length on the reliability index β, 
for different defect depths. 

Table 1. Random variables and corresponding parameters 

Type of variables Symbols Description Dimension Distribution Coefficient of 
variation 

Material σe Yield strength MPa Lognormal 0.1 
Geometry D External diameter Mm Normal 0.003 
 D Defect depth Mm Normal 0.1 
 L Defect length Mm Normal 0.05 
 T Wall thickness Mm Normal 0.1 
Load Pop Operating pressure MPa Normal 0.1 

Fig. 4. Effect of defect length on the reliability index 
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Considering an acceptable value of β equals to 3.7272, which is used in industrial 
structures, one can make some discussion around this value. The discussion can be 
divided into two parts as a function of depth to thickness d/t ratios; when d/t is 
above 50%, the failure domain is reached, and when d/t is below 50%, the 
behaviour is dependent of the defect length. The present investigation stopped 
after only 55 mm pit length as β decreased drastically. 

Therefore all the following discussions are made for a depth to thickness d/t 
ratio up to 50% within a range of lengths of 8 to 55 mm. The remaining life of the 
pipeline can be divided into three zones: safety zone ZS, Transition zone ZT and 
Failure zone ZF. In the safety zone, up to a defect length of 25 mm, all the values 
of β were above the acceptable value, which means that the pipeline is within a 
safety domain, therefore there is no need to drop the pressure service. In the 
transition zone, 25 to 38 mm defect length, much care should be taken because the 
reliability index β falls below the acceptable value when d/t exceeds 25%. 

The third zone is the failure zone when the length of the corrosion pit increases 
beyond 38 mm. In this case, in all cases of d/t ratios, the pressure service must 
reduced leading to a fall in gas production in to order to maintain the pipeline 
safer. A correlation can be obtained between the three main geometrical parameters 
d, L and t by considering the evolution of the reliability index β as a function of 
the depth to length d/L ratio. This is illustrated in Fig. 5 which shows that β is an 
important index to estimate the remaining life of the pipeline as a function of the 
two ratios: d/t and d/L. 

Fig. 5. Reliability index β as a function of d/t and d/L defect ratios 
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A risk based decision can be taken as summarised in Table 2 which gives the 
performance of the pipeline as the difference between the pipeline failure pressure 
Pfp and the pipeline operating pressure Pop with regard to d/t and d/L. The proposed 
reliability assessment based on acceptable reliability index β is very objective in 
preventing lost in production and failure that can lead to disaster if the good 
decision has not been taken at the right time. Three parameters are of great 
importance when a corrosion pit starts: the depth of defect d, the pipe wall 
thickness t and the yield strength of the material σe. 

The reliability analysis permits also to find out what is the importance of the 
variables involved in the mechanical model. A good illustration is given in Fig. 6 
which gives the part of each variable. The most dominant parameter for d/t ratio 
equals to 0.2 is the defect depth which is 70% importance against 22% for the 
thickness and 7% for the yield strength. 

As the pit gets deeper, the depth d becomes more and more dominant until, 
neither the wall thickness nor the yield strength can withstand the stressing depth 
of the defect. It is evident that at the end the only rescue for the pipeline is to 
avoid the rupture of the last ligament of the remaining material. 

Table 2. Pipeline performance as a function of d/t and d/L 

N° d/t d/L Performance Dicision 
1 <25% <0.1 Safety Ok 
2 <50% <0.2 Safety Ok 
3 >50% = 1 Failure Decrease Pop 

Fig. 6. Variable importance for the remaining pipeline safety 
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6. Conclusions 

The remaining life of a three-decade service underground pipeline affected with 
corrosion pits has been investigated using reliability method. The mechanical 
model is based on the modified ANSE/ASME B31G criterion. 

The main objective of this work consists in determining the effect of defect 
dimensions on the probability failure of the pipeline. The idea comes from 
statistical analyses of corrosion pits dimensions measured on a 74 km portion of a 
gas pipeline. 

They revealed that for a given depth there has been a great range of defect 
lengths and vice versa and that there is no correlation between the depth of the pit 
and its length. Introducing the reliability index β is of great importance since it 
allows defining a correlation between the geometrical ratios of the defect d/t and 
d/L and hence helps to take a risk based decision in assessing the remaining life of 
a gas pipeline. 
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Abstract Most of the civilian commercial aircraft were designed in the past for at least 20–25 
years and up to 90,000 flights. The aircraft design philosophy was based on safe life or fail-safe 
approaches. Many operators of commercial transport aircraft exceed these design service goals. 
Consequently, Non-destructive inspections (NDI) are mandatory for determining maintenance 
cycles, and as means for assessing damage and extent of the needed repair work. Presently, 
aircraft types are designed for the same service life, structural design according to fatigue and 
damage tolerance requirements. The ultimate purpose of the damage tolerance evaluation is the 
development of a recommended structural inspection program considering probable damage 
locations, crack initiation mechanisms, crack growth time histories and crack detectability, in the 
airframe structure and engine components to minimize the maintenance costs and to comply with 
the requirements of airworthiness regulations. The applications of damage tolerance requirements 
and the advances in light weight materials and composites lead to the need for defining structural 
integrity through NDI inspection program to ensure a high degree of reliability supported by 
evaluation tests for structural integrity. The damage tolerance principles, fatigue life assessment 
and new advances of NDI methodologies will be reviewed. 

Keywords: NDI/NTD, Structural Integrity, Damage, Aircraft Structures. 

1. Introduction 

The current generation of civil transport aircraft were designed for at least 20–25 
years and up to 90,000 flights. Many operators of jets and turboprops have 
exceeded these design service goals. Future aircraft types are designed for at least 
the same goals, but structure with higher fatigue life (endurance); higher damage 
tolerance capability and higher corrosion resistance are required to minimize the 
maintenance costs and enhanced airworthiness regulations. Ageing aircraft fleets 
are required to remain in service well beyond their original life expectancy. Life 
management tools range from those that may be employed during the initial 
design phase of new aircraft to those required to make technology insertion, repair 
and retain or-retire decisions. 

Traditionally, fatigue has been the limiting factor in the determination of the 
economic life of aircraft fleets. 
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Recent research has also identified interactions between corrosion and fatigue 
such that the presence of corrosion accelerates damage due to fatigue; thereby 
further reducing the total service life of an aircraft [1, 2]. 

The total economic service life of any aircraft fleet is determined by damage 
incurred as a result of fatigue and corrosion. The challenges to aircraft manu-
facturers, military and commercial users and technical community are: (a) identify 
and correct structural deterioration that could threaten aircraft safety; and (b) prevent 
or minimize structural deterioration that could become an excessive economic 
burden or affect the safety of the aircraft. 

Non-destructive inspections (NDI) are significant means to monitor defects and 
assessment of repairs. The aim of this article is to review the aging of aircraft; 
current fatigue design approaches, and presents an overview of the role of non-
destructive testing and evaluation within the application of damage tolerance and 
structural integrity approaches. 

2. Fatigue damage in aging aircraft 

One of the signs of aging in aircraft structures is the occurrence of multiple 
damages at adjacent locations, which influence each other. There are two types of 
damage that are likely to result from the interaction of dynamic loading conditions 
and environment.. The first type is the multiple site fatigue damage (MSD in the 
same structural element. The second type is the multiple element damage (MED) 
in the form of fatigue cracking in similar adjacent structural elements. Widespread 
Fatigue Damage (WFD) is reached when the MSD or MED cracks are of sufficient 
size and density that the structure will no longer meets structural integrity and safety 
criteria. Recent research has also identified interactions between corrosion and 
fatigue at the fastener holes further reducing the total service life of an aging 
aircraft [3–5]. 

The USA Air Force has initiated the Aircraft Structural Integrity Program (ASIP) 
and durability studies and damage tolerance assessments of aging aircraft [6]. 
There is a requirement to develop new techniques and instrumentation to detect 
fatigue, corrosion-fatigue interactions, stress corrosion cracking, and nondestructive 
inspection of corrosion initiation at fastener holes, without prior removal of the 
fasteners [7, 8]. Proper application of NDE technology can offer significant 
improvements in diagnostic capabilities by monitoring fatigue cracking, and stress 
corrosion conditions that are, or could become, a flight-safety concern. 

3. Fatigue design philosophies 

Purely static loading is rarely observed in modern engineering components or 
structures. Fatigue, or metal fatigue, is the failure of a component as a result of 
cyclic stress. 
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Failure occurs in three phases: crack initiation, crack propagation, and catastrophic 
overload failure. The duration of each of these three phases depends on many 
factors including fundamental raw material characteristics, magnitude and orientation 
of applied stresses, processing history. Therefore, the design analysts must address 
the implications of repeated loads, fluctuating loads, and rapidly applied loads. As 
a result, fatigue analysis has become an early driver in the product development 
processes in the aerospace industry. 

Fatigue failures are typically characterized as low-cycle or high cycle. Low cycle 
fatigue failures involve large cycles with significant localized plastic deformation 
and relatively short life. Most metals with a body centered cubic crystal structure 
have an endurance limit, a threshold stress limit below which fatigue cracks will 
not initiate within the first 2 × 106 cycles as shown in Fig. 1. Total lives are then 
reported as the sum of the initiation and propagation segments. Metals with a face 
center cubic crystal structure (e.g., aluminum, austenitic stainless steels, copper, 
etc.) do not typically have endurance limits. High-cycle fatigue failures occur 
where stresses and strains are largely confined to the elastic region. The Stress-
Life (S-N) or Total Life (TL) method is widely used for high-cycle fatigue 
applications [9, 10]. 

Fig. 1. An S-N diagram plotted from the results of completely reversed axial fatigue tests. 
Material: UNS G41300 steel normalized SMT = 1.16 kpsi, maximum SMT = 125 kpsi (data 
from NACA Technical Note 3866, December 1966) 

4. Design principles 

Two approaches are mainly used to design for establish the retirement life of parts 
considering the possibility of the presence of initial flaws or cracks of realistic 
size, and supplementing retirement lives by inspection plans based on testing and 
analysis. 
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4.1. Safe-Life 

In aerospace, fatigue life evaluation has been specifically based on using a 
probabilistic approach for establishing the safety of their aircraft in the past on 
what is defined as safe-life design, whereby, the component/aircraft is virtually 
able to withstand its whole design-life without inspection. The “safe life” 
approach was introduced as the result of the Aircraft Structural Integrity Program 
(ASIP) to take into consideration the effects of cyclic loading on the airframe. The 
Safe- Life Design is based on Miner’s rule of linear cumulative damage. Miner’s 
Rule simply states that failure will occur when the summation of the damage 
caused by individual cycles exceeds unity [11]. Once a crack has occurred, or 
whenever the design life has expired, the component has to be removed. This 
highly conservative approach gives rise to very short inspection intervals that 
cannot be practically implemented by operators in an inspection program [10–12]. 

4.2. Damage tolerance 

With the emergence of fracture mechanics, damage tolerance design principle was 
introduced to allow each individual component in an engineering structure to be 
used to the limit of its ability. Depending on the materials used in manufacture, 
many engineering components can tolerate the propagation of preexisting cracks, 
provided they do not exceed some critical size [13]. The critical size is the point at 
which the defect becomes unstable and very rapid crack growth to final failure 
may be expected [15, 16]. The point of instability is reached when the stress 
intensity at the crack tip (K) reaches the fracture toughness of the material (Kc), 
then the crack will run to failure at a catastrophic speed (Figs. 2 and 3). For values 
of (K) much lower than (Kc) slow and stable crack growth may be expected and 
the part may operate relatively safely [13–16]. Damage tolerance allows each 
individual part to be operated until a crack is detected by the best available NDT 
inspection method. If a crack is not detected then the part is returned to service. If 
no crack is found, then the same procedure is applied again, for the same 
inspection period. 

Fig. 2. Principle of damage tolerance investigation [3] 
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Fig. 3. A sample display of fatigue crack propagation rate [5] 

Once a crack is determined, it has to be clearly quantified with respect to its 
dimensions. This approach requires knowledge of crack growth rate, and critical 
crack sizes to allow for a limited continuation of the aircraft’s operation as long as 
the crack cannot reach the maximum allowable crack length. Thus, more flexible 
maintenance schedules (Fig. 4) could be implemented based on the development 
of NDT structural inspection program [11–14]. 

Fig. 4. Development of structure inspection program [3] 
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The total economic service life of any aircraft fleet is determined by damage 
incurred as a result of fatigue and corrosion. Traditionally, fatigue has been the 
limiting factor in the determination of the economic life of aircraft fleets. 
Corrosion was not included in the current life prediction paradigms namely, safe-
life and/or damage tolerance. Therefore, any corrosion damage that is discovered 
had to be repaired immediately, resulting in significant aircraft maintenance costs 
and reduced aircraft availability [15, 16]. 
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The Holistic Structural integrity program (HOLSIP) was proposed to address 
the synergistic effects of cyclic loading and environmental exposure to ensure 
structural integrity of aging aircraft and accurate determination of proactive 
planned maintenance cycles (Fig. 5). The success of this new program depends on 
the development of novel NDI/NDT methods and techniques for detecting wide 
spread fatigue (WFD) and Wide Spread Corrosion Damage wide spread damage 
(WSCD) in fasteners, as well as detecting delamination in composites. 

5. Role of NDT in structural integrity and fatigue management 

Non-destructive testing (NDT) are noninvasive techniques to determine the integrity 
of a material, component or structure or quantitatively measure some characteristic 
of an object. The reliability and sensitivity of an NDT method is an essential issue. 
By use of artificial flaws, the threshold of the sensitivity of a testing system has to 
be determined. If the sensitivity is to low defective test objects are not always 
recognized. If the sensitivity is too high parts with smaller flaws are rejected 
which would have been of no consequence to the serviceability of the compo-
nent [16–18]. The Aircraft inspection involves multiple inspection solutions and 
diversification of inspection equipment to optimize the cost-effectiveness of the 
system. The most common NDT Methods are: Ultrasonic Testing (UT), Radio-
graphic Testing (RT), and Eddy Current (EC). Other methods include guided wave 
inspection techniques (GW), Edge-Of-Light EOL, conventional ultrasonic pulse-
echo (UT) and eddy current techniques (ET) for corrosion detection in aircraft 
structures [19, 20]. 

6. Evolving DNT methods 

Computed Tomography is a radiographic NDT-method to locate and size planar 
volumetric details in three dimensions. 

Fig. 5. Conceptual diagram of the HOLSIP program 
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A CT-scanner generates X-ray attenuation measurements that are used to 
produce computed reconstructed images of defects in composite structure with 
their effects to the fatigue and the damage behavior of the test specimen [19–22]. 
Ultrasonic inspection using C-Scan (Fig. 6) is widely used in aircraft inspection 
for the detection of delimitations in composite structures, detection of crushed 
core, de-bonds in honeycomb structures, impact damage, and exfoliation 
corrosion. Ultrasonic inspection is usually performed with two techniques: (a) 
Reflection (Pulse echo) technique and (b) through transmission technique. Pulse 
echo’ technique is most widely used in estimating location and size of the defect 
in testing metallic, nonmetallic, magnetic or nonmagnetic materials. Ultrasonic 
energy data (transmitted or reflected) are displayed or recorded and presented in 
two dimensional graphical presentations that could be digitized, stored for post 
processing [20–23]. 

 
Fig. 6. A schematic sketch of a CT-scan 

6. Conclusions 

1. The “safe-life” approach was introduced as the result of the Aircraft Structural 
Integrity Program (ASIP). It involves rigorous fatigue testing of a representative 
of crack free airframe and certain components for 40,000 h “ensuring” a safe 
life of 10,000 h. 

2. The damage tolerance design principle accommodates the presence of preexisting 
cracks in aerospace structures. Fracture mechanics provides the concepts to 
predict the propagation of these cracks based on a rigorous NDT inspection 
program. 

3. The holistic approach was developed to incorporate corrosion and fretting into 
ASIP program. 

4. New inspection techniques such as computer tomography and Acoustic emission, 
thermography are being developed to monitor structural integrity of engineering 
structures containing composites and newly developed lightweight materials. 

5. There is a requirement to develop new techniques and instrumentation to 
detect corrosion initiation at fastener holes, without prior removal of the 
fastener, and to quantify the detectability of corrosion damage. 
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Abstract Suspension control arms are important parts in a vehicle. Conventionally, these parts 
were made of steel, a heavy metal. Their geometry was designed by means of traditional 
engineering methods. Today we try to use the much lighter metal aluminum, to manufacture 
these parts instead of steel. Fuel consumption and emission of polluting gases are strongly 
dependent on car weight. So the automotive industry is looking at innovative technological 
processes making use of light alloys and new design methodologies. Cutting weight by using 
aluminum parts can help cars and trucks brake quicker, handle better and accelerate faster. 
Hence, aluminum is the fastest growing material in the automobile industry today. In this work, 
we present a static, dynamic behavior and road profile study of automobile vs. aluminum 
mechanical parts (control arms) and stress analysis using advanced methods. 

Keywords: Design of Automobile, Upper Suspension, Aluminum Alloys, Arms. 

1. Introduction 

The application of light alloys designed to reduce weight is becoming an urgent 
need in the transport industry due to environmental and social pressure. Fuel 
consumption and emission of polluting gases are strongly dependent on car weight 
and for this reason the automotive industry is looking at innovative process 
technologies which make use of light alloys and new design methodologies [1–4]. 
Aluminum helps build a better car because it delivers environmental, safety and 
driving performance advantages. 

Environmental performance, Aluminum saves weight, which leads to fewer 
emissions and greater fuel economy. Safety performance, Aluminum can absorb 
more crash energy. Driving performance, Cutting weight by using aluminum parts 

shows examples of current aluminum applications in vehicles produced in North 
America [3, 4]. The aluminum content of an average passenger car or light truck is 
267 and 279 pounds per vehicle, respectively [3, 4]. Aluminum can offer a weight 
saving of up to 55 percent compared to an equivalent steel structure, while match-
ing or exceeding crashworthiness standards of same-sized steel structures. 
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can help cars and trucks brake quicker, handle better and accelerate faster. Figure 1
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The lifetime fuel savings of these vehicles can amount to 500-700 gallons of 
gasoline. This equals about $600 in the U.S. today, and more than three times that 
amount in Europe and Japan. Many companies in the world now have aluminum-
intensive test vehicles on the road, providing a weight reduction of 46 percent in 
the structure, with no loss in crash protection. We know that the design of alumi-
num parts is not easy in particular suspension arms. 

in millions of pounds  

Fig. 1. Aluminum content in North American vehicles [2] 

The problem is that the aluminum part must satisfy the same performance stan-
dards as the steel part. Fig. 2 shows an example of steel and aluminum control 
arms. Note that in the aluminum alloy, we need an evolved design as shown by 
Fig. 3. Suspension control arms are important parts in a vehicle as shown by Fig-
ure 4 [5, 6]. Conventionally, these parts were made of steel, which is a heavy 
metal. Their design geometry was created by means of traditional engineering 
methods. In this study, we use a modern engineering method to design and opti-
mize the geometry of suspension arms, to reduce their weight and to improve their 
reliability and resistance. Static and dynamic analytical methods are used to cut 
weight, optimize shape, measure strength and natural frequency of dynamic be-
haviour. 

The Evolutionary Structural Optimization (ESO) method is used in this study. 
ESO is based on the idea that by gradually removing inefficient material, the re-
sidual shape of structure evolves toward an optimum. This method has been suc-
cessfully used for this work [7]. It is necessary to evaluate the dynamic behaviour 
of the suspension system and the roadway profile model. 

Rahnejat studied the dynamics of the Macpherson suspension system in a quar-
ter vehicle model [8]. The spring and the shock absorber are modeled as a single 
element with a constant stiffness. In the present study, a complete vehicle model is 
developed. 

In this model, the partial stability of the vehicle is ensured by a suspension control 
system. The validity of this research is demonstrated through the use of aluminum 
alloys replacing steel in the suspension control arm. The upper control suspension 
arm is made of A357 materials. 
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Fig. 2. Examples of two control arms in different materials 

 
Fig. 3. Examples of two different designs of control arms 

2. Vehicle model 

In general, a vehicle is composed of the body (sprung mass), the suspension and 
the wheels (unsprung mass). On any vehicle, the primary job of the suspension is 
to isolate the body from shock loading and vibration. The suspension does all this 
by allowing the wheels to move vertically with respect to the chassis. Secondly, it 
prevents the car from shaking itself to pieces. The suspension must help and not 
impair the stability and handling of the entire car. This is accomplished with a 
damping system that also helps in the load distribution onto the wheels. The main 
materials for suspension arms were steel. Most suspensions in use today are of the 
independent type as shown by Fig. 4. As indicated by the name, an independent 
suspension works on its own and does not affect the suspension of the other 
wheels [8, 9]. 

When designing suspension parts, the vibration must be studied. Mechanical 
vibration is always associated with the fluctuation of mechanical loads; therefore, 
with fluctuation of mechanical stresses, there is fatigue failure of mechanical 
components such as the loosening of threaded connections, friction and wear, and 
damage of other delicate components. 
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Fig. 4. Suspension system 

Finally, vibration can affect comfort, performance and the health of people sub-
jected to it, as in motion sickness due to ship, car or high-rise building oscillation. 
These facts make it imperative that engineers understand the vibration behaviour 
of every mechanical component, machine, structure, and system. To model a vi-
bratory automotive system, there are many approaches described in literature. The 
following section presents the kinematics equations of a vehicle. The kinematics 
equations of a vehicle are based on three approaches: the three bar mechanism, 
four bar mechanism and a quarter vehicle models [6, 10]. The three-bar mecha-
nism as shown by Fig. 5, represents the sum of the components at Y=0, where: 

0sincos 987 =+−− LLL DF θθ   (1) 

And the sum of the components at Z=0: 

0cossin 1087 =+− LLL DF θθ   (2) 

By solving these two equations with the Newtonian method for a non-linear 
systems, we can find the values of 7, LFθ as a function of Dθ . By finding the rate 
of change of 7L  as a function of time, we can find the force exerted by the mass 
system, spring and shock absorber. 

FH θπθ −= 2   (3) 

HDI θθπθ −−= 2   (4) 

iDLL θθ cos87 =   (5) 
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We find that the force exerted by the mass system, spring and shock absorber is 
represented by the following equation: 

77107 )( LCLLSKF +−+=   (6) 

Where S represents the initial compression of the spring and C, the dynamic 
viscosity coefficient of the shock absorber. 

L6 

L1

L7

L9 

L8

L10 

C 

D 

G 

F 

θb 

θd

θd 

θF

θ8 

θ1 
V8 

 
Fig. 5. Three bar mechanism 

The four bar mechanism is shown in Fig. 6. The vehicle is composed of three 
main parts: the chassis, the suspension and the wheel. The four bars mechanism is 
defined by the points ABCD. Suppose the chassis rotates around the point P. The 
equations of the position constraint and the velocity of point E are obtained by 
[10]. Using the sum of the components at Y=0: 

0)cos(sin)cos(sin 0312 =−++−−− θθθθθθ AbD LLLL  (7) 

The sum of the components at Z=0: 

0)sin(cos)sin(cos 0312 =−−−−+ θθθθθθ AbD LLLL  (8) 

The sum of the components of the upper chord members at Z is equal to 0: 

0sincos
2

)sin(sincos
2 5

3
14

2 =−−−+− θθθθθθ LLLLL
bD  (9) 

By solving equations 7, 8 and 9 using the Newtonian method for non-linear 
systems, we can find the values of Dθ , bθ  and Aθ  as a function of θ . 
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For the equations of speed constraint we use the speed at Z of point E expressed 
by the superior and inferior chord members is equal to 0: 

0cossin
2

))(cos(cossin
2

5
3

14
2

=−

+−−+−−

θθθθ

θθθθθθθθ

L
L

LL
L

bb

DD
 (10) 

0cossin
2

))(cos(cossin
2

5
3

04
2

=−

−−−+−

θθθθ

θθθθθθθθ

L
L

LL
L

bb

AA
 (11) 

And finally, the sum of the speeds at Y of the two chord members is equal to: 

0cos))(sin(

))(sin(cos

30

12

=+−−

−−−+−

bbAA

DD

LL

LL

θθθθθθ

θθθθθθ  (12) 

By solving these three equations with the Newtonian method for non-linear sys-
tems, we can thus find the angular velocity values of Dθ , bθ and Aθ  as a function 

of θ . 

An automotive suspension can also be represented by two-degrees of freedom 
system, where the suspension system is described by a quarter vehicle model as 
shown by Fig. 7 [6]. In this case, four springs and four dampers support a car 
weighing about 1600 kg; the chassis weight is about 1200 kg. (300 kg on each 
wheel) and the wheel unsprung weight is 40 kg /wheel. To avoid the kinematics 
complexities of the suspension system, many researchers use this simplified quar-
ter vehicle model. 
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:cm  Mass of chassis; 
:wm  Mass of wheel with suspension; 
:sK  Coefficients of linear stiffness for spring;
:cC   Coefficients of damping for damper; 
:tK  Coefficients of linear stiffness for tire; 

( ) :wc zz −  Suspension deflection; 
:cz  Absolute velocity of the mass of chassis; 

( ) :tw zz −  Tire deflection; 
:wz  Absolute velocity of the wheel mass; 
:cz Absolute acceleration of the chassis mass;
:wz  Absolute acceleration of the wheel mass  

Fig. 7. quarter vehicle model 

3. Optimization methods 

Today, new and faster computer technology is increasing the use of software itera-
tively to apply finite element analysis to design, while varying dimensional char-
acteristics of the design. This is called size and shape optimization. Most com-
monly, shape optimization is the process of changing the physical dimensions of a 
structural part to reduce weight while staying within design constraints, usually 
maximum stress or deflection. There are many optimization methods in the litera-
ture, such as the Simplex optimization method, Fuzzy sets for multicriteria opti-
mization and Evolutionary Structural Optimization (ESO) [7, 11]. 

The ESO is a new technology that draws inspiration from nature to produce 
computer code that will always seek the optimum structure under any set of single 
or multiple conditions. This new development from Australia can treat size, shape 
and topology optimization. 

The process of structural optimization has traditionally followed a parametric 
or design variable path where the shape or topology of an object is defined by a set 
of parameters. An optimization objective is set, such as minimum volume or 
maximum stiffness and the parameters are adjusted, allowing for constraints, using 
a mathematical search engine such as sequential quadratic programming (SQP). 
After more than forty years of intensive research this still proves to be difficult 
and of limited success. The ESO method developed in 1993 by Steven and Xie 
overcomes all of the difficulties associated with traditional methods and is able to 
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treat size, shape and topology optimization. It has also proved to be very general 
with its capabilities and can support: completely general and multiple load envi-
ronments including thermal loads and inertial loads: completely general and mul-
tiple kinematics environments; completely general structural shapes in 2D and 3D; 
completely general and multiple material environments¸ static, dynamic and sta-
bility optimizations, and combinations of these and material and geometric non-
linearity. The process of ESO starts with a high density finite element mesh. Fol-
lowing multiple finite element analysis with all the load and kinematics environ-
ments treated, each element is assessed for its effect on the optimization objec-
tives, be it stress, stiffness, natural frequency or whatever, and if the element is not 
important to these objectives then it is removed. Elements are removed in a 
steady, orderly way. After much analytical iteration, with tighter tolerances on the 
range of stress or strain, the final optimized structure evolves. Many practical 
situations have been examined and some have been modeled to demonstrate the 
efficacy of the ESO method. The ESO method has been chosen for this work, be-
cause it has been found to be the most suitable. 

4. Design of suspension control system 

We used the numerical method to formulate our design. The conventional upper 
arm is shown in Fig. 8. The weight is 1.19 kg and the size is 320mm x 260mm x 
68mm [3]. We choose the thixoforming alloy A357 for upper arm. The advantages 
of thixoforming A357 are: dimensional precision; light weight; complex net 
shape; low porosity; high volume; thin wall capability; and competitive pricing. 
The properties of A357 are: Density = 2670.3 kg/m³; Heat treat T6; Tensile 
strength =330-358MPa; Yield strength = 275MPa; Elongation=9%; Elastic 
modulus= 70-80 GPa and Poisson’s ratio= 0.33. These typical automobile suspen-
sion arms have been chosen for the static, dynamic and vibration analysis that will 
allow us to cut down weight and develop an optimal shape. 

 

Fig. 8. Aluminum alloy suspension upper control arm 

This takes advantage of the geometric modeling and automatic analyzing capa-
bilities of the parametric associative CAD system. In our situation, we are doing 
shape development by Abaqus. This software cannot do shape optimization auto-



matically, but it can measure the strength for each element and give us necessarily 
information. Hence, we can develop parts by the ESO method. ESO, described below, 
is an evolutionary structural optimization [7]. 

First, we have a safety factor defined by σy/σmax=k (k=1.05-1.15), yσ  is yield 
strength and maxσ  is maximum strength of the part under the force. So maxσ  
should be less than yσ  . Then we verify the rate σe/σmax <75% ( eσ < yσ ), where 

eσ  is the stress on the element. So the objective function can be written as f(σ) = 
σe/σmax < value (the value<75%). In this area, we can cut the materials for reduc-
ing the weight. Depending on this function, we can reduce the weight and opti-
mize the shape of the part. 

section, we set the boundary conditions at the two holds as shown by Fig. 9. We 
consider two kinds of conditions. First, all directions and rotations are fixed (axes: 
X=Y=Z=0; Rotation: URx=URy=URz=0). We define BC fixed. Second, axes 

this study, we use a random amplitude curve that represents the real case of main 
road excitation. This amplitude is derived from the vehicle model described in the 
previous section. The Maximum Stress Misses contour of the upper arm is 203.6 
MPa in BC fixed boundary condition and 109 MPa in BC UR2 boundary condition. 

 

 

 

Fig. 9. Boundary conditions 
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X=Z=Free, Y=0; Rotation URz, URx=0, URy=0.52, we define BC UR2 [3]. In 

Load Setting: Using the vehicle suspension system developed in the previous 



Using the ESO method, we can continue to render the aluminum parts lighter. 
The final upper arm shape obtained depends on our objective function. The results 

boundary condition and 103.9 MPa in BC UR2 boundary condition. It is less than
the yield strength of 275 MPa of aluminum A357. 

This demonstration proves that the design of aluminum upper suspension arm is 
successful in replacing the steel one. In the simulation above, we have loaded ran-
dom forces under the fixed and rotation boundary conditions. Through the simula-
tion of vibrations (not shown in this paper), we verified vibrations and improved 
the suspension arms. 

 
Fig. 10. Stress Misses contour of development upper arm with random force, BC fixed 

 
Fig. 11. Stress Misses contour of development upper arm with random force, BC-UR2 

The final shape of the upper arm is obtained after analysing their natural fre-
quency. To highlight this result, Fig. 12 illustrates the deformation mode associ-
ated with the natural frequency (mode 1 and mode 3). 

The results of the vibration analysis are satisfactory. Finally, Table 1 highlights 
the comparison of weight and mechanical properties of an aluminum vs. steel sus-
pension arm. The weight of the aluminum arm is 51.2% less than the steel one. 
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in Figs. 10 and 11 shows that the maximum stresses are 156 MPa in BC fixed



 

Mode 1 

Mode 3 

 
Fig. 12. Deformation mode 

Table 1. Comparison of aluminum vs. steel suspension control arm. 

Suspension upper control 
arm 

Material Yield strength 
(Pa) 

Density  
(kg/m^3) 

Mass 
(kg) 

Weight save 
(%) 

 

Steel 2.9e+008 7800 2.04 N/A 

 

A357 2.75e+08 2670.3 0.996 51.2 

5. Conclusions 

Through this research, we have developed a flexible method for designing alumi-
num parts for automobile application. This method enables us to closely imitate 
real life conditions and make accurate predictions based on set boundaries. We 
have studied the kinematics of the mechanical systems, aluminum properties and 
application of aluminum parts in an automobile. We did complex part design using 
the CAD system and the knowledge of mechanical design. We have also studied 
the vibration movement of a dynamic system and the amount of stress it induces in 
a mechanical part. 

It is important to analyze this in order to prevent part failures, which is crucial 
in ensuring the safety of the passengers. Through this research, the use of modelling 
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and simulation software in conjunction with the ESO method allowed us to com-
pare the properties and advantages of aluminum alloy versus steel in the manufac-
turing of an automobile control arm. 

The results demonstrate that the aluminum alloy under specific design conditions 
is able to efficiently sustain the stresses acting on the control arm with the advantage 
of a weight loss compared to steel parts. 

This advantage is significant since it will not only allow considerable savings in 
the manufacturing process, but a lighter car also improves energy consumption 
and driving performance, leading to not only a reduction in cost for both the 
manufacturer and the consumer but also to a safer and better driving experience. 
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Performances of Vehicles’Active Suspensions 
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Abstract Most complex industrial systems are difficult to control automatically. Such 
difficulties are due to the non linearity and to the variation of these systems’ parameters, as well 
as to the quality of measurable variables. In view of the efficiency and of the performances 
obtained by the introduction of active suspension systems in vehicles, researchers undertook 
more work on this field. Until now, in the modelling used for such systems, the least possible 
degrees of freedom are introduced in order to mitigate the difficulties of the study. Hence, many 
studies on models of a quarter of vehicles, with two degrees of freedom only, are available. This 
article deals in the first section with the performances that are obtained on this type of model by 
the method of fuzzy sliding mode which uses, in the present case, the fuzzy logic techniques to 
adjust the control gains that occur under the sliding mode. To put into evidence the efficiency 
and the performances of such a control system, we have compared the results obtained through 
the sliding mode technique solely, then through the combination of the fuzzy logic theory and the 
set up by the sliding mode, and the fuzzy sliding mode. The second section of the study aims at 
extending this kind of work to a half vehicle model with four degrees of freedom. The 
computation of the command force to apply to the system in order to control the suspension was 
based on the fuzzy logic theory for which three essential steps were developed: fuzzification, 
inferences, and defuzzification. The simulations made were validated, on the one hand, through a 
comparison to the same passive system and, on the other hand, to results available in literature. 

Keywords: Vehicle Suspension, Active Control, Fuzzy Logic, Sliding Mode. 

1. Introduction 

Nowadays, for the purpose of providing more comfort conditions, more safety for 
passengers, and a better road holding by vehicles, it is essential to conceive 
optimized suspension systems. As passive suspensions are not always able to meet 
such requirements, researchers were rather interested in the conception of semi-
active or active suspensions which could change their control parameters in 
function of the road conditions. 

2. Active suspension system of a quarter vehicle model 

Let us consider an active suspension system of a quarter vehicle model with two 
degrees of freedom (see Fig. 1). The matrix equation of the motion for the vehicle 
body is given by 
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EWBUAXX ++=& , where [ ]TxxxxX 4321 ,,,=  (1) 
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Fig. 1. Quarter vehicle model  Fig. 2. Control strategy by fuzzy sliding mode 
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2.1. Optimal control theory applied on a quarter vehicle model 

The criteria of comfort, road-holding, and suspension travel were selected to 
optimize the system studied. The performance index can hence be written as 

( ) ( )( )
⎭
⎬
⎫

⎩
⎨
⎧

∫ +++−+−=
∞

dtUzqzqzzqzzqEJ usruus
0

22
4

2
3

2
2

2
12

1 ρ&&  (3) 

As the general form of the performance index is 

( ){ }dtRUUNUX2QXXEJ TTT ++=  (4) 

Problem solving will therefore consist in determining control force U, while 
minimizing linear performance index J: X.GU −= . Where G is the control gain 
matrix: ( )PBNBG TT1 += − . P is a symmetric matrix defined as positive, given by the 
solution of Riccatti’s equation: 

( ) ( ) 0.1 =++−++ − TTT NPBRNPBQPAPA  (5) 

follows [4]: 
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We consider that it is system disturbance, due to road surface velocity &z r , and 
that this is a white noise: ( )[ ] 0=tzE r& and ( ) ( )[ ] ( )τδτ HVtztzE rr =+&& . H is a 
parameter related to the roughness of the road; V is the speed of the vehicle and δ  
is Dirac’s function. The spectrum density of the road profile reads then: 

( ) 2ωω HV
rz =Φ . 

2.2. Sliding mode control 

It is a non linear control which consists in bringing the state trajectory of a system 
towards the sliding surface [1]. In the case of the suspension system studied, the 
sliding surface takes the following analytical form: 

( ) 1221, xxxxS λ+= , 0>λ  (6) 

Control law U, meeting the sliding condition, is constituted of two components: 
géq UUU += ; where éqU is the equivalent control force, as defined by Utkin [7], 

and gU  is the singular one. In ideal sliding mode, the expression of surface and 
its derivative form are nulls, thus: 

[ ]EWAXBUéq +−= −1  or ( )[ ]2211
1ˆ xaxabUéq λ++−= −  (7) 

where 1a and 2a are respectively ss Mk− , and ss Mb− . b̂ is a gain of the control 

related to sM  as: ( )maxmin
ˆ bbb ⋅= . minb , maxb : empty or loaded vehicle 

respectively. b̂  can be also chosen among the values of a limited interval defined 

by: ββ <<−
b

b̂1  where ( )maxmin bb=β . 

The singular control gU  is introduced to ensure convergence towards the 
sliding surface. It is defined by: 

)sgn(ˆ 1 SKbU g ⋅−= − , (8) 

K satisfying the sliding condition [5, 6] 

2.3. Fuzzy sliding mode control 

The fuzzy sliding mode control appeared in order to ease the chattering pheno-
menon which constitutes the main inconvenience of the sliding mode, as it can 
damage actuators and be prejudicial to the performances of the system. 
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The fuzzy sliding mode control requires the application of the principle of self-
adaptation of the gains which occur at the force control. Figure 2 summarizes  
the control principle of the fuzzy sliding mode using a self-regulator [3]: 

féq UUU +=  where: 

• éqU  is calculated in the same way as for the sliding mode solely. 

• pff uGUU ⋅=

pf is calculated with the first controller (see Fig. 3). 
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Fig. 3. Calculation steps of upf   Fig. 4. Calculation of GU 

The variation Sδ is such as ( ) ( ) ( )TtStStS −−=δ  and the average ( )tSa : 
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where T is a sampling period, and N is the number of samples: TtN= . The first 
fuzzy controller has two inputs [3]: 

⎩
⎨
⎧

×=
×=

CGSSS
GSSS

s

s

δδ
 (10) 

GS and CGS are gains that are conditioned by the evolution of the sliding 
surface. The center of gravity method is used to defuzzify the inferred output upf. 
The gain GU is obtained from the output of a 2nd fuzzy controller (see Fig. 4). 
Defuzzification process allows the obtention of the value of gain GU. 

2.4. Simulations and results 

For comparison and validation purposes of our results with what is available in 
literature, we have deliberately taken an excitation of the road profile, under a 
sinusoidal form: 

( ) ( )
5.2

r V2
tsinCKtz ⎟

⎠
⎞

⎜
⎝
⎛=

π
ωω  (11) 

u
 (force control calculated by the fuzzy logic theory [2]). 
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where: 7.7=ω rad/s; CK is function of the quality of the road; V = 30 m/s Mu = 30 
kg ; Ms = 230 kg ; ks = 15 000 N/m. kt = 150,000 N/m; bs = 1000 N/m s−1 ; 10=λ ; 

70K = ; 1b̂− =250. The results obtained with these values, by optimal control, 
sliding mode, and fuzzy sliding mode are presented on Figs. 5 and 6. The 
suspension travel (see Fig. 5) is better respected by the sliding mode. Responses of 
the fuzzy sliding mode and of the optimal control are nearly similar, and equally 
satisfactory. As a whole, we can affirm that optimal control and fuzzy sliding 
mode yield very close results. 
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Fig. 5. Suspension travel (GF = Fuzzy Sliding, Fig. 6. Sprung mass acceleration G = Sliding, 
O = Optimal control) 

For a slightly higher cost, the setting up by fuzzy sliding mode produces better 
performances in terms of comfort, whereas the sliding mode is more appropriate 
to the functioning space of suspension. Furthermore, let us notice, that by 
deteriorating some 30% of the intrinsic characteristics of the suspension studied, 
(by increasing the mass of the frame and decreasing by 30% the damping 
stiffness) we could also check the strong validity of these control methods. 

3. Half vehicle model of the active suspension system 

Figure 7 gives a representation of the half vehicle model of the active suspension 
system with four degrees of freedom. Calculations are based on the setting of the 
control forces by means of fuzzy controllers directly acting on the system (Figs. 8, 
9 and 10). The matrix equation of the motion for the vehicle body reads therefore 
as follows: 

EWDutdXtKXDFtCXM +=++−+ )()())(( &&&  (12) 

T
bbaa WWWWW ),,,( &&=  is the excitation that is due to the road profile at the 

front and rear wheels; T
bbaa xxxxX ),,,( 2121=  the state-vector. 
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Fig. 7. Half vehicle model 

To calculate the damping and stiffness forces of suspension, we took: 
ciiiici dxxcf +−= )( 21 &&  and kiiiiki dxxkf +−= )( 211 , i = a, b. fci and fKi: are 

respectively the damping and spring forces of suspension. T
ba fff ),(= is the 

force vector whose components fa et fb are given by the actuators of front and rear 
secondary suspensions. These are generated by pistons in the hydraulic cylinders 
of each one of the two actuators, (see Ref. [8]). We can therefore write that: 

iiiyii uxxAf +−−= )( 21 && , b ai ,=  (13) 

With Ayi representing the surfaces of the pistons, and ui corresponding to 
control forces that we will calculate later. Under the matrix form, we will then 
have: uxFf += &  where F is the matrix of surfaces: 

( )Tba
ybyb

yaya u uu and 
AA

AA
F ,

00

00
=⎥

⎦

⎤
⎢
⎣

⎡
−

−
=  (14) 

Two regulators intervene at the control by the fuzzy logic for the front wheel 
and the rear wheels with two inputs i1α , i2α  and one output iβ . On this scheme: 

( )[ ]isfciii Cx 1111 /θλα +=  and ( )[ ]isfciii Cx 2212 /θλα && +=  (15) 

λ1i, λ2i are due to rotation effect. C1isf and C2isf are scale factors. uLi is a linear 
control function of the vertical acceleration of the frame. uLi = −gLi. and uNi = gNiγi 
where uNi is a non-linear control obtained by the fuzzy regulators. gLi et gNi are 
control gains, and γi is calculated at the output of the fuzzy controller. Membership 
functions are totally similar for the input and output variables of the two fuzzy 
regulators. They are of triangular and trapezoidal symmetrical shapes with an 
equidistant distribution, and a number of fuzzy subsets equal to seven in order to 
have a fine tuning. The basis for the rules is set under the form of a diagonal and 
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symmetrical inferences table. It aims at covering all possible situations of the 
system, assess the various values attributed to i1α , i2α  and all corresponding 
values of iγ . In our computations, we used the “Sum – Prod” inference method 
and proceeded with defuzzification through the gravity center method. 

The various parameters that intervene in the model are: mc = 430Kg; Ic = 600 
Kgm2; m2a = 30 Kg; m2b = 25 Kg; la = 0.871 m; lb = 1.469 m; k2a = k2b = 152 
KN/m; v = 20 m/s; a = 0.05 m−1 ; A = 10−6 m; Aya = Ayb = 15 Ns/m; C1asf = C1bsf 
 = 0.02; C2asf  = C2bsf = 0.03; λ1a = 3.2; λ2a = 0.5; λ1b = −5.2; λ2b = −0.8. 

We tested three typical excitations: sinusoidal, white noise and bump. For each 
case, it was necessary to adapt command gains to come up with a satisfactory 
control. In what follows, we nevertheless limited ourselves to some results only. 
In general, we note on all the responses that the amplitudes of the active system 
are very small as compared to those of the passive system (Figs. 11, 12 and 13). 
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Fig. 8. Displacement of the vehicle body  Fig. 9. Pitching Acceleration 
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4. Conclusions 

The application of the sliding mode solely to the suspension system of a quarter 
vehicles allows the obtention of good performances, but the introduction of the 
fuzzy logic in this same control mode does improve the results. Optimal control 
ends up with results that are very close to the fuzzy sliding mode. Among the 
inconveniences met in the application of these methods, we have noticed that: 

• The selection of the sliding surface for the fuzzy mode and the fuzzy sliding 
mode is very complex when the order of the system to control is high. 

• The determination of computation coefficients by sliding mode is subject to 
the rules of automatism, which are often very tedious. 

• Chattering phenomenon leads to high frequency commutations of the actuator 
that can damage the controller. 

• The fuzzy logic theory applied to the sliding mode enables to fix the chattering 
phenomenon. 

• The sliding and fuzzy sliding methods are very stout as compared to the 
optimal control which yields good performances only for the system nominal 
values. 

The fuzzy logic control done on an active suspension system of a half-vehicle 
model with four degrees of freedom led to the conclusion that fuzzy controllers 
provide a great improvement in terms of comfort and road-holding as compared to 
the passive suspension system, on the one hand, and to ensure that the results that 
are obtained by the fuzzy logic are globally of the same scale of sizes than those 
calculated by other control methods. But, in order to obtain the best results with 
the fuzzy logic, the control gains must be carefully adjusted. This research is still 
preceded by trial and error, which keeps it particularly tedious and time-
consuming. 
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Abstract Since their apparition, machining techniques underwent multiple improvements. The 
put on shape material processes by abduction of material are constantly revised on order to 
satisfy the economic or ecological industrial requirements. Nowadays, the manufacture engineer 
must be able to answer multitude questions in order to achieve pieces quickly wile satisfying the 
required quality with least cost. The cutting tools have generally a complex geometry which 
results often from compulsory and purely empirical focusing within the workshop, sometimes 
from more analytical studies observing diverse criteria (damage resistance or generated surface 
quality), but rarely from a real optimization which would require a modelling of the drainage of 
one or several shavings. In the field of the metals cutting, the wear of the cutting tools leads to a 
degradation of the cutting zone and work. It is thus important to study the evolution of the 
cutting criteria allowing to follow the tool degradation during a manufacturing operations and 
thus to decide whether to replace he tool or not. An experimental device, particularly, a high 
resolution sensor, had been used and gave the real wear shape of the cutting face. In order to 
deduce this shape by using the B-Spline method, a mathematical model has been proposed. 

Keywords: Cutting Tools, Machining, Surfacing Geometry, Roughness, Damage. 

1. Introduction 

The part design by machining requires an implementation of machining operations. 
These operations can provide a multiplicity of processes which must fulfil the 
part’s specification requirements, whose dimensions and their surface qualities must 
be within an interval of tolerance, obtained by machining, and the constitutive 
material properties. The metal machining represents a significant part of the 
modern industrial activity. In this field, as in much of other, the increase demand 
in one hand, and, the competition laws in the other, incites the industrialists to 
implement and produce as the lowest possible cost [1]. The metals cut phenomenon 
showed when a tool penetrates in a metal part to form a chip, the material located 
close to surface is strongly sheared. The deformation is carried out at very high 
speeds. The temperatures and stresses at the interface level are considerably high 
and lead to complex physicochemical phenomena. Those taking place in a very 
small area around the tool point, the cut tribology related phenomena related are 
very difficult to study and model [2]. 
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From that we can say that the cut of metals is a strongly coupled thermo-
mechanical process in which plastic deformations, the heat and the friction 
phenomena play a critical role in term of wear [3]. 

2. Experimental study 

The work undertaken within the framework of this study shows that the various 
cutting tools change the cutting conditions of materials, as well as, on the chip 
forming and on the level of the energy necessary to the cut (forces and power). 
The objective of this work is to apprehend, as much as possible, the dynamics of 
wear of the coatings. It is integrated in order a large industry concern, to set up a 
protocol of tests allowing the characterization of the coating wear. Actually, there 
are many coating characterization methods: 

• Chemical compositions, structural and texture 
• Mechanical properties: hardness, module, etc. 
• Friction coefficient, etc. 

But, these modes of characterization are static based tests. However the coating 
dynamic behaviour is very different from the static one. Consequently, we 
endeavoured to use techniques allowing recording the dynamic variations of the 
coatings behaviour and if possible to characterize its mode deterioration. 

2.1. Determination of the entry parameters 

The entry parameters to be defined are referred to 

• The cutting tools and selected coatings 
• The machined materials whose mechanical properties of workability will 

aim to differentiate the behaviour of the tungsten carbide coatings 
• The cutting conditions adopted on a machine tool better adapted better to 

an experimental design 

2.1.1. Tools and coatings 

• To define a tool, a great number of geometrical data enter in account 
• The choice of the substrate (mechanical cutting tool behaviour) 
• The cut edge shape 
• The cut angle: pressure angle on the part 
• The shape breeze chip intended to attenuate the wear of the tool by limiting 

the chip friction surface on the tool 
• It is thus essential to set operating conditions as reproducible and simple as 

possible. This is why, it was selected: 
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• The tool carrying plate shape fixed and adapted to the turning conditions 
(reference CTGPL 16 16 K16) 

• A not comprising chip breakers plate shape, since it introduces an 
additional variability into the chip flow on the tool and must be adapted to 
the coating 

2.1.2. Plates description 
The selected plate (Fig. 1) selected is reversible, Sandvik type (reference TPMN 
16 03 08) comprising three cut edges by plate. 

 

 

Fig. 1. Sandvik plate TPMN 16 03 08 

2.2. Cutting geometry 

The cutting geometry is influenced by several parameters 

• The type of machining: here slide-lathing 
• Orientation space plate compared to the machined matter 

2.3. Machined matter 

The behaviour of the coatings and their wear depend on the machined matter and 
its crystalline state, because the mechanical cut conditions depend on the matter 
characteristics. It is thus significant to take account of this effect. The used matter 
during the experimentation is steel a slightly allied soaked with fine grains, 
Fk20MnCr5, used in industry, initially, with a 50 mm on diameter of and 500 mm 
in length. 

2.4. Cutting parameters 

The general framework selected to test our coatings is slide-lathing. It results from 
it that we can schematize the configuration of the cut by the following drawing 
(Fig. 2). It is necessary to define the machining parameters, in order to avoid to be 
placed under cutting edge degradation conditions too fast. To define these parameters, 
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it is necessary to delimit first of all the entry field. This last was defined in order to 
limit wear phenomena [4, 5]. Once the field is fixed, it is appropriate to fix the 
cutting conditions. 

Depth of cut
ap

Cutting speed
Vc

Advance f

Depth of cut
ap

Cutting speed
Vc

Advance f
 

Fig. 2. Machining configuration 

2.4.1. Cutting speed 
For the determination of the cutting speeds we used the coatings under industrial 
tests conditions, i.e. under optimal but very likely, different machining conditions 
[6]. The objective is to study the deterioration of the coatings. That poses a certain 
number of additional questions because, like we noted in the preliminary tests, the 
deterioration determination is generally not accessible by direct controls means. 
Consequently, we can test the coatings under the same conditions and to compare 
the obtained results in 

• Lifespans 
• Minimum cutting forces 
• Surface qualities of the machined part, etc. 

But, this simple procedure presents a double disadvantage: 

• It deliberately challenges the couple tool-matter concept, on which 
machining in the industrial world is founded. 

• It does not satisfy a scientific step, if it leads to tests out of the using 
intrinsic optimal zones of the coatings in machining. Moreover, the 
conclusions of such tests would have only a little interest for industry. 

According to [7] for an operation of light outline, to machine steel slightly 
allied with a coating carburizes metal (the case of material and the plate used) 
under industrial conditions, the cutting speeds are limited to 85 m/min. For the 
experimental case, the cutting speeds vary from 45 to 77 m/min. 

2.4.2. Advance cutting tool 
This study is situated within the framework of a light outline, which forces to limit 
advance tool speeds. We know that roughness Ra can be determined according to 
the geometry of the tool, the advance and the cutting depth, in accordance with 
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Fig. 3. In order to have an acceptable surface quality and to do not degrade the 
parameter Ra, it is necessary to have a minimal advance. However, it is also 
significant to take account of a minimum speed required in advance by the 
formation of a chip having a sufficient and no thickness. Indeed, below a lower 
limit, the machined matter is crushed by plasticization and slips under the tool, 
generating a significant wear by abrasion. In order to locate, as much as possible, 
these tests under industrial conditions, according to [7] the advance value is 0.1 
mm/tr. For our case the advance value is 0.11 mm/tr. 

Cutting
Depth ap

Advance tool
f

Radius of
the plate εr

Cutting
Depth ap

Advance tool
f

Radius of
the plate εr

 

Fig. 3. Bond between surface quality, advance tool and depth of the cut 

2.4.3. Cutting depth 
In order to present the surface quality criterion industrially primordial, under the 
light outline machining conditions, we must also limit the cutting depth in an 
interval well determined; for that, and according to [7] cutting depths vary from 
1.5 to 4 mm. For our case the cutting depth is 1.5 mm. 

2.5. Machining and measurement procedures 

Slide-lathing was selected like machining operation in this experiment (Fig. 4). 
The cutting conditions applied during this experiment are given in the Table 1. 

 
Fig. 4. Test-tube in machining 
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Table 1. Values of the cut parameters and the tool geometry 

Vc = 47 – 71 (m/min) α = 6 

F = 0.11 mm/tr γ  = 6° 

ap = 1.5 mm εr  = 0.8 mm 

Tool P 40 

Microscopy analyses with a microscope L2000-A indicate that for certain 
cutting conditions, wear by diffusion strongly prevails, the image acquisition was 
done by a numerical camera Canon Power Shot G5 type (Fig. 5). These analyses 
were undertaken at the Laboratoire Mécanique des Matériaux et Maintenance 
Industrielle Structure (LR3MI) Annaba University – Algéria. 

The measurements were carried out on a three-dimensional measuring site 
without contact equipped with a High Resolution Sensor (HRS) (Fig. 6) at the 
Laboratoire de l’Equipe d’Analyse et de Modélisation des Systèmes Mécaniques 
et de leurs Signatures (EA(MS)2) de l’Institut Universitaire de Technologie d’Aix 
en Provence – France. 

Numerical Camera
Canon Shot G5 

Microscope 
L 2000 A 

Light KL 
1500 LCD

 
Fig. 5. Microscope L 2000-A 

 
Fig. 6. Measuring site 
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3. Observations 

During this experiment, a variation of the plate radius topology was noticed, as 
showed in Fig. 7. A brought back edge was formed on the ray of the plate. The 
brought back edge mechanism is of great practical importance, it is due to a wear 
by adhesion, since the rupture occurs within the chip mass and from the fragments 
of chips come to adhere on the tool by diffusion (Fig. 8), which modifies the 
machined part dimensions and its surface quality. 

B e f o r e   A f t e r  

 
Fig. 7. Variation of the plate radius topology 

From the undertaken test investigation, it will be necessary then to develop a 
methodology making characterization possible, and to define the influence of the 
cutting parameters (modes of wear) but especially to understand the influence of 
the evolution of the coatings wear on the surface quality and the integrity of the 
finished part [8, 9]. 

 

 
Fig. 8. Diffusion of the matter in plate (enlargement 400 times) 

4. Results and interpretations 

The use of the HRS equipped 3-D measuring without contact station has permitted 
to trace the various wear shapes, the number of points obtained through various 
measurements, as well as the real tracing of the nozzle ray variation of the used 
plate, and the cutting face (Fig. 9). 

The number of points recorded by the sensor at each of its displacements is of 
1,000 points, and the number of passes is 65, which gives a number of 65,000 
points for each measurement [10]. But for the following calculations, 64 points 
will be taken into account, which represents the real pace of the nozzle ray 
variation. 
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For that, the edge topography was divided into regular steps having variation 
Δx = 50 µm and Δy = 100 µm. The goal is to define the wear equation for a 
uniform curve passing by the 64 points of control which represents the real pace of 
the nozzle radius variation (Fig. 10). 
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Fig. 9. Surface of cut in 2D and 3D 
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Fig. 10. Real pace of the nozzle ray variation 
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Fig. 11. Pace obtained by B Spline méthod 

To define the equation of this wear, we used the B Spline method expressed by 
the following relation: 

( ) ( ) ( )tiiiiSplineBi MMMMMttttP 211
23 ..1 ++−=  (1) 
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With: 

• Mi: co-ordinates of the control points 
• MB-Spline : The B Spline matrix given by 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
−

−−

=

0001
0033
0363
1331

6
1

SplineBM  (2) 

We found 16 equations, each one of them is the interpolation of 4 points with 
the B Spline method. The obtained results are 

( ) 4402.004.001.00133.0 23
1 +−+−= xxxxP  (3) 

( ) 3835.001.003.004.0 23
2 ++−= xxxxP  (4) 

Hence the last equation: 

( ) 1839.12501.05003.01868.0 23
16 +++−= xxxxP  (5) 

Figure 11 gives a representative form of the real pace of the nozzle ray 
variation after interpolation with the B-Spline method. 

5. Conclusions 

The cutting operation consists in transforming a material into a part by the action 
of tools animated by a machine tool. It is carried out by efforts, couples and 
heating, which generally moves and fluctuates during the operation and which are 
likely to compromise the respect of the dimensional tolerances. 

In the zones of strong pressure on the edge of cut, deterioration is manifest 
since the first passes. The coatings which have a very low thickness of deposit, 
about a few microns, are thus eliminated from the initial edge of the tool from  
the first seconds of machining. We deduce that this presence is enough to modify 
the cutting conditions. On the other hand, we identified deterioration modes of the 
tungsten carbide coatings: abrasion, diffusion, surface heating, plastic deformation, 
cracking, etc, as well as the formation of a brought back edge. 

The experimental device used made it possible to better see the real wear pace 
of the cutting face. The mathematical model suggested facilitated the deduction of 
this pace by the interpolation of this result by using the method of B-Splines 
method. 
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Finally, the surface elaboration process of or the cutting process can be 
considered as creation of a surface with a prescribed precision and roughness on 
the machined part, by the mean of the relative movement tool-part, carried out by 
the machine tool. 
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Abstract Within the EUCLID project, ‘Survivability, Durability and Performance of Naval 
Composite Structures’, one task is to develop improved fiber composite joints for naval ship 
super structures. One type of joint in such a super structure is a T-joint between sandwich panels. 
An existing design consists of panels joined by filler and over-laminates of the same thickness as 
the skin laminates. In a superstructure a T joint may be loaded in tension if an internal blast 
occurs in two adjacent compartments or by an underwater explosion if two adjacent rooms have 
no support underneath the separating wall. Improved T-joints have been designed and 
investigated with focus on improved strength (survivability) and limiting delamination progress 
in over-laminates. This paper describes the design and test of a sandwich T-joint with reduced 
weight but with the same or higher strength than the existing design. The lightweight T-joint  
is designed for sandwich panels with 38 mm thick balsa foam core and 4 mm thick glass 
fiber/vinylester skin laminates. The panels are joined by filler forming a smooth transition 
(radius 35 mm) from the T-panel to the base panel, and over-laminated with laminates of 6mm 
thickness. Tensile (pull-out) tests are performed to load the structures in tension and the strength 
and failure mode are compared with results from tests on the existing T-joint base design. For the 
geometries in the present study, an increase of the over-laminate plies resulted in a 13% increase 
in the failure load. 

Keywords: Plane-Strain Compression Test, Yield Stress, Plastic Flow, Amorphous Polymers. 

1. Introduction 

Structures manufactured from advanced composite materials are used extensively 
in many applications, including aerospace, ground transport, civil infrastructure 
and maritime. Composites are commonly used because of their high strength and 
stiffness, low mass, excellent durability and ability to be formed into complex 
shapes. For maritime applications, composites also offer improved corrosion 
resistance, improved fuel efficiency and reduced magnetic signature. However the 
joining of large structural panels always provides complications and inevitable 
compromises in performance. In military applications, composite structures [1] 
also help to minimize electromagnetic radar signature for stealth operation. The 
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mode of failure [2] of GFRP under static or dynamic loadings could be mainly due 
to matrix cracking or delaminations. 

Delamination, being the more severe of the two, causes stiffness reduction and 
often leads to the catastrophic failure of the structure. Even invisible delaminations 
can severely degrade the mechanical properties and the load carrying capability of 
the structure. 

Recently, a European collaborative project (EUCLID), “Survivability, Durability 
and Performance of Naval Composite Structures”, has been carried out to experi-
mentally investigate static and dynamic response of composite T-joints [3]. The 
objective of the project is to strengthen the technological basis for the large-scale 
application of fiber reinforced composite materials for naval vessels and structures, 
so that such vessels (or major parts thereof, e.g. superstructures) can be designed 
with confidence on the basis of modeling and failure predictions [4, 5]. One task is 
to develop improved joints for naval ship super structures manufactured from fiber 
composites. Among the joints in such a super structure we consider a T-joint 
between sandwich panels. 

In the first phase of the project an existing design, called Base Design (BD), of 
a T-joint has been tested and characterized [6]. The Base Design T-joint consists 
of balsa core sandwich panels joined by filler forming a smooth transition (radius 
35 mm) from the T-panel to the base panel, and over-laminated with laminates  
of the same thickness as the skin laminates. In the next phase of the project 
Candidate New Designs (CND) of T-joints were proposed, and some of them were 
selected for further investigation by testing. One of these CND T-joints, proposed 
by the Danish consortium, is inspired by Karlskronavarvet in Sweden [7], and it is 
based on sandwich panels with PVC foam core, which are joined by filler by the 
aid of two triangular PVC foam fillets. Investigations performed on a T-joint with 
triangular fillets and over-laminates loaded in compression state that the efficiency 
of the joint is not so good as for T-joints with over-laminates and filler fillet or a 
foam pad fillet [8]. In the other hand, a number of papers have paid attention to the 
analysis and improvement of single composite skin T-joints [9–15]. 

Hawkins and Shenoi [16] investigated geometry effects, including fillet radius 
and over-laminate thickness, for T-joints under 45° pull-off loading, which simulates 
the worst case scenario of flooding inside one compartment of the ship [9]. 
Phillips and Shenoi [9] found that the curved parts of the T-joint over-laminate, 
where the delamination first occurred, were the critical component under 45° pull-
off loading as well as three point-bending. Similar results have also been reported 
by Rispler et al. [12] and Kumari and Sinha [13]. Read and Shenoi [17] also 
investigated the behavior and failure mechanisms of T-joints under fatigue 
loading. Dharmawan et al. [14] investigated the effect of geometry and disbond 
between the fillet and the over-laminate on the T-joint with a triangular fillet. It 
was found that the presence of an initial disbond altered the distribution of axial 
strain through the thickness of the over-laminate; this caused outward bending of 
the over-laminate when the T-joint is subjected to tension load. This effect 
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indicated that the fillet functioned as an important medium of load transfer in the 
T-joint. 

In contrast to the use of a single composite skin, composite sandwich panel T-
joints has been investigated [18–21]. 

Two kinetic models of fracture were identified: (1) the delamination between 
the leg and base panel, and (2) core shear failure in the base panel. Turaga and Sun 
[21] developed a few designs to improve the strength of T-joints. It was shown 
that using bolts in a circular fillet joint could cause early failure in the core and 
would not increase the ultimate join strength. Theotokoglou and Moan [18] stated 
that there were no significant differences in the ultimate strength of the two failure 
modes; the ultimate failure mode for a specific T-joint depends on the fabrication 
defects, e.g. voids in the fillet area. It is also found that the strength of T-joints is 
slightly influenced by the geometry of the over-laminate. 

Toftegaard and Lystrup [22] proposed a new design of sandwich T-joint with 
reduced weight by use of two triangular PVC foam fillets, rather than the 
traditional circular fillet. It was found that the new T-joint configuration has 20% 
higher strength than that of the existing design and the weight reduced by 60%. To 
ensure the T-joint reliability, the behavior and performance under various loading 
conditions must be known. This paper outlines a study on the fracture behavior of 
a glass fiber reinforced polymer T-joint commonly used in composite marine 
vessels. 

Experimental analysis was conducted to investigate the fracture behavior of the 
structure for the present design. In this paper we present a new T-joint, witch is 
over-laminated as a Base Design T-joint, but with a few ply laminates of base 
panel. This paper focuses on the design and test of the static tensile strength of the 
new T-joint, as one of the tests performed to characterize the Base Design T-joint. 
Also, the observed modes of damage during the tests will be reported here and 
discussed. This paper focuses on the design and test of the static tensile strength of 
the DCNS New Design T-joint, as one of the tests performed to characterize the 
T-joint. 

2. Design of lightweight T-joint named DCNS_1, DCNS_2  
and DCNS_3 

The selected design based on the outcome of the EUCLID RTP3.21 study of the 
BD is called DCNS_X (X = 1, 2, 3). The specification for the design, materials 
and the over-all dimensions of the test specimens for the DCNS_T are 
summarized in Table 1, and the T-joint is illustrated in Fig. 1. 
 
 

133 



L. Hamitouche et al. 

 

Table 1. Materials and basic dimensions of the composite T-joint, DCNS_T 

Item description Materials Item symbol Value (mm) 
 Overall Width 250 
 Overall Length, L 800 
 Height of T-section, H 300 

T-joint 

 Rounding radius, R 35 
Length, L1 & L2 150 
Thickness, T01 6 

Over-laminate E glass fiber: taffetas 500 g/m2

Matrix: vinylester dion 
Thickness, T02 4 
Thickness, Ts1 4 Skin laminate E glass fiber: taffetas 500 g/m2

Matrix: vinylester dion Thickness, Ts2 2 
Thickness, C1 & C2 38 Core Baltek SB100 
R 28.5 

Fillet Crestomer 1152 PA Thickness, Tg 5 

Fig. 1. Sketch of a new T-joint 

3. Inspection of T-joint 

The T-joints are manufactured by DCNS. The T-joint specimens are used for the 
tensile tests. An incoming quality inspection of the dimension, geometry and 
weight of the T-joint is performed, and shown in the quality inspection sheets, 
Table 2. Holes in the filler material are observed at both sides on both specimens. 
The thickness of the filler and the dimensions of the over-laminates deviate from 
the specifications. 

The following is measured: 
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Table 2. Inspection of T-joint 

Thickness of filler Tg = 5–6 mm 

Length of over-laminates L1 & L2 = 150–155 mm 
Thickness of over-laminate T01 = 6.1 mm, T02 = 4.1 mm 
Rounding radius R = 28–29 mm 

4. Manufacturing of test specimens 

The sandwich panels for the T-joints are manufactured by a resin infusion 
technique. All the glass fiber fabrics and the balsa core are laid up on a flat table, 
vacuum bagged, evacuated and vacuum resin infused in one shot. The base panel 
is infused in a size of 1,000 × 1,750 mm, and the T-panel in a size of 420 ×1,750 
mm. The vacuum infusion is done at room temperature under a vacuum pressure 
of about 100 mbar. At the end of the infusion the pressure is raised to about 900 
mbar, and the panel is allowed to cure at room temperature before it is demoulded 
and post cured at 60°C for 24 h. The edges of the infused and cured panels are 
trimmed to the desired geometry. Small grooves are used as spacers to ensure 
correct gaps for the filler. The T-joints are manufactured and completed in widths 
of approximately 1.75 m and subsequently sectioned into the 250 mm wide test 
specimens, Fig. 2. 

 

 
Fig. 2. Manufacturing of T-joint 

5. Test specification 

5.1. Test set-up and test rig 

In the static tensile test of the T-joint, the sample is mounted to the load cell at the 
top of the T-panel, and the load is applied at both ends of the base panel, with a 
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distance of 640 mm. The test rig with a sample mounted in the testing machine is 
shown in Fig. 3. 

The test sample is loaded through pairs of square steel tubes 400 × 80 × 25 mm, 
which are connected by two 20 mm diameter threaded steel rods. The steel rods 
are mounted in spherical bearings to allow for free rotation of the test sample at 
the ends. 

The top of the T-panel is connected to the testing machine through two 10-mm 
thick steel plates of 400 × 140 mm (H × W). The steel plates are bolted to the test 
sample by five M20 bolts positioned at the end of the T-panel, symmetrically 
around the mid-plane and with a distance of 76 mm between each bolt. The top-
end of the steel plates is connected to the load c ell though a spherical bearing, 
Fig. 3. 

 
Fig. 3. Sketch of the principal test set-up for quasi-static testing 

5.2. Instrumentation and test procedure 

Strain gauge data was performed with a SPIDER device. The gauges were mounted 
on specimens at the middle of the width of the sample and at the nine locations as 
shown in Fig. 3. Gauge n° 2 to 8 are 2 mm long with a resistance of 120 Ω 
(KYOWA KFG-2-120-C1-11). 

Gauges 1 and 9 are a 0°/90° couple (KYOWA KFG-2-120-D16-11), where 
each single gauge is 2 mm long with a resistance of 120 Ω. Gauge 2, 3, 4, 5, 8 and 
the 0° gauge of couple 1 and 9 are oriented parallel to x-axis (G1X, G2X, G3X, 
G4X, G5X, G8X and G9X), gauge 6 and 7 parallel to the y-axis (G6Y and G7Y) 
and the 90° gauge of couple 1 and 9 parallel to the z-axis (G1Z, G9Z). Load, 
displacement and strain gauges are computer sampled at a rate of one per second, 
Fig. 4a. The load is recorded by a certified 250 kN load cell. The displacement is 
both recorded as the movement of piston (cross-head) on the tensile machine, and 
by three calibrated LVDT (Linear Variable Differential Transformer, DINEL P 
925 L1 AN S) devices, which detect the displacement of the bottom plate of the 
base panel. One LVDT, with a working range of 40–60 mm, is positioned at the 
centre, and the other two are positioned symmetrically 188 and 198mm away from 
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the centre, respectively. The tests are also recorded on video and still-photos with 
the cameras in a fixed position during the test, showing a side view of the T-joint. 
The tensile test is performed on a 250 kN servo hydraulic testing machine (Instron 
1342), at a constant cross-head speed of 1 mm/min. Load, displacement, strain 
gauges and LVDT gauges are computer sampled at a rate of one data set per 
second, Fig. 4b. 

Fig. 4. Position numbering of strain gauges and the three LVDT devices 

6. Results 

6.1. Load, displacement and strain 

Plots of load versus cross-head displacement and load versus LVDT displacement 
are shown for one of the three specimens in Fig. 5. The initial value of the load is 
around 0.2 kN due to pre-stressing and the weight of the four square steel tubes 
and the four threaded steel rods. The measured cross-head position and measured 
position from each of the three LVDT devices are used to determine the cross-
head displacement and the LVDT displacements. The LVDT’s away from the 
centre show a symmetric deformation, indicating a symmetric load of the sample. 
The load–displacement curve at the centre (for x = 0) is almost linear up to a load  
 

 

Fig. 5. Load versus displacement of specimen 
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of 25 kN (displacement 10mm). Thereafter, the curve becomes slightly non-linear 
until a load of 32 kN (displacement 13 mm). From there on, the test sample 
undergoes heavy deformation for only a slight increase in load until final failure at 
a load and displacement of 42 kN and 20 mm, respectively. 

In Fig. 6 the strain values were arbitrarily set to zero at the start of the test. 
Negative strains were multiplied by “–1” and a minus sign was added in front of 
the strain gauge name (–G1X, –G2X, –G3X and –G9X). A plus sign was added in 
front of the positive strain (+G4X, +G5X, +G6Y, +G7Y, +G8X and +G9Z). 

 
Fig. 6. Load versus strain 

6.2. Failure load and damage kinetic 

The ultimate tensile failure load, corrected for weight of fixtures, for the three 
specimens is 42.8, 42.0, and 41.8 kN, respectively. With a specimen width of approxi-
mately 250 mm it corresponds to a failure load per width (in the z-direction - see 
Fig. 4) of 171.2, 168, and 167.2 kN/m, respectively. This is an increase in failure 
 

Table 3. Failure load of static tensile tested T-joints 

Sample # Elastic strength (kN/mm) Failure load (kN) Failure load per unit length (kN/m) 
DCNS_1 2.8 42.8 171.2 
DCNS_2 2.6 42.0 168.0 
DCNS_3 2.7 41.8 167.2 

New 

Average 2.6 42.2 168.8 
EUCLID – 2.5 36.0 141.4 
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load of about 20% compared to the reference Base Design T-joint, which has a 
failure load per width of 141kN/m, Table 3. Audible cracking started early during 
the tests, and continued to failure. 

 

 

       

 

 

  
Fig. 7. T-joint, specimen DCNS_1 and DCNS_2           Fig. 8. T-joint, specimen DCNS_3 

The relation between cross-head displacement and load (Fig. 5) is seen to be 
linear. The actual fracture appearance was quite different for the three specimens. 
Specimen DCNS_1 and DCNS_2 showed both a shear failure at the base panel, a 
de-bonding between the over-laminates and the skin laminate of the base panel, 
and fracture in the filler material. 

Whereas specimen DCNS_3 showed a shear failure in the base panel, the 
interface failure between the skin and the core of T-panel, and a minor de-bonding 
between the over-laminate and the skin laminate at middle of the over-laminate on 
one side only. Figs. 7 and 8 show a damage history of the T-joint specimens. 

7. Conclusions 

In this paper we present a new T-joint, witch is over-laminated as a Base Design 
T-joint, but with a little geometrical modification of the skins and the over-
laminates. This simple technique provides a higher strength in tension, 169 kN/m. 
This is an increase in failure load of about 20% compared to the reference Base 
Design T-joint, which has a failure load per width of 141 kN/m. 

In a super structure a T-joint may be loaded in tension if an internal blast occurs 
in two adjacent compartments, or by an underwater explosion, where the whole 
ship is moving upward (out of the water), and acceleration forces act on heavy 
equipment placed in two adjacent rooms with no support underneath the separating 
wall. In this study one can introduce these conclusions: 

• Three sandwich T-joints have been tested in static tensile in a special 
designed fixture 

• The average tensile failure load per unit length is 169 kN/m 
 
 

139 



L. Hamitouche et al. 

 

• Two type of damage kinetic for the three specimens 
• A majority of the load/strain signals in the joint region are linear until 

failure 
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Abstract The prediction and the identification of the vibroacoustic sources of the toothed 
gearings remain rather complex in spite of various carried out work. Often, they are experimental 
statements on a significant number of transmissions which finish by councils given to the 
designers in order to limit or to reduce the radiated noise. Our work consists in contributing to 
treat on a hierarchical basis the vibroacoustic sources on a transmission system defined well, and 
this, while being based on the method of principal components analysis (PCA). PCA method is 
based on the statistical analysis, thus partial virtual coherence and multiple virtual coherence are 
used to quantify the coherent shares with the acquired signals autospectres. 

Keywords: Gears, Vibration, Noise, Signal Processing, PCA, Coherence. 

1. Introduction 

The vibratory and acoustic behaviour of gear transmission result from several 
sources and numerous works have been done [1, 2]. It is allowed generally that the 
radiated noise is due mainly to the vibrations of the casing, itself excited by 
internal and external sources which are transmitted to it. We seek to implement a 
methodology who would allow us to make a hierarchisation of the vibroacoustic 
sources. Tests were carried out on a transmission system by gears transmission 
mechanism at the acoustics and vibration laboratory of the INSA of Lyon. We 
used sensors which are accelerometers and microphones in order to raise measure-
ments of acceleration and acoustic pressure for various operation configurations. 
We calculate the interspectral matrix for the 32 ways simultaneously acquired that 
we will be able to define for any engine speed and various positions of the 
accelerometers as well as a sweeping of the antenna comprising the microphones 
around the vibrating mechanism. The principal components analysis method is one 
of the techniques which can contribute to the hierarchisation of the vibroacoustic 
sources of our gears transmission mechanism, by estimating the partial virtual 

143

Materials and Structures, 143–152. 



A. Derouiche et al. 

 

coherences and multiples shares between the virtual sources and the acquired 

2. Principal Components Analysis (PCA) 

The spectral analysis in principal components has the autospectres and the inter-
spectres as data. The principle consists in numerically separating the various signals 
considered in “virtual” incoherent sources. The decomposition in principal 
components formulation results from the autospectres and interspectres matrice 

2.1. Interspectral matrix formulation 

The interspectral matrix of all the signals acquired simultaneously is built as 
follows: 
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With Sii autospectre of i way and Sij interspectre of i and j ways. 

2.2. Interspectral matrix decomposition 

The matrix square shape [ ]XXS  enables us to write the following relation based on 
its decomposition in eigenvalues and eigen vectors: 

[ ] [ ] [ ] [ ] )(* mpS mpppmpmmXX ≤ΦΣΦ=  (2) 

With [ ]ppΣ  diagonal matrix of the p nonzero eigenvalues and p corresponding 
eigen vectors matrix [ ]mpΦ arranged in columns. 

While posing [ ] [ ]pppp Σ=2σ , we can rewrite: 

[ ] [ ] [ ]*mpmpmmXXS χχ= with [ ] [ ] [ ]ppmpmp σχ Φ=  (3) 

signals [3]. 

expression of all the signals acquired simultaneously [5, 6]. 
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The interspectral matrix [ ]XXS can be expressed by the superposition of the 
interspectral matrices: 
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Such a summation of interspectral matrices is characteristic of the superposition 
of uncorrelated vibratory phenomena. Each virtual source contribution in fact is 
characterized by the answer vector { }sviχ , being able to be interpreted like the 
structure deformation induced by the single virtual source n°i. 

2.3. Virtual coherence and multiple virtual coherences 

Coherence is a tool which quantifies the share of the coherent signal autospectre 
with another signal. Virtual coherence will quantify the share of the signal 
coherent autospectre with a virtual source. The autospectre decomposition in 
<contributions> of the virtual sources is simple and robust, being given the virtual 
sources incoherence. Partial virtual coherence of a signal )t(X j compared to the 
virtual source i is: 
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=2
,γ  (5) 

Virtual coherence is a tool possibly making it possible to locate the physical 
sources related to the principal components, by admitting that the strongly 
coherent signals with a particular virtual source are physically close to the real 
source. But it is an expertise tool to be used with precautions. The principal 
interest of virtual coherence is that it easily makes it possible to determine the 
number of uncorrelated phenomena observed on a particular signal. For that, we 
introduce the multiple virtual coherence of a signal )(tX j : 
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When the virtual sources number i make it possible to obtain a multiple virtual 
coherence near to 1, which means that the maximum number of uncorrelated 
phenomena observed on signal )(tX j  is i. The PCA is a tool for pre-processing of 
multi-source results of measurement in environment. 
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The spectral analysis technique in principal components (PCA) was used since 
the article of Price and Bernhard [4]. 

3. Experimental set up 

The experiments were made in acoustics and vibration laboratory (LVA) of the 
INSA of Lyon. The measurements were made in a semi-anechoic room, the ground 
being out of concrete and the covered glass wool walls (Fig. 1). At the beginning 
of each accelerations and acoustic pressures acquisition, the background noise of 
the room is measured. 

 
Fig. 1. Test rig in semi-anechoic room (LVA INSA Lyon) 

3.1. Description of the gear transmission mechanism 

The mechanism to study consists of a cylindrical gear including a couple 45/65 
teeth. The principal characteristics of this gear are given in Table 1. The wheels of 
steel are full and assembled on diameter shaft equal to 0.020 m. The entry shaft is 
connected to the engine by a flexible coupling. 

Table 1. Test gear main parameters (LVA, INSA Lyon) 

 Pinion Driven wheel 
Number of teeth 45 65 
Normal module (m) 0.002 0.002 
Face width (m) 0.020 0.020 
Base radius (m) 45 65 
Normal pression angle (deg) 20 20 
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Fig. 2. Gear mechanism transmission 

The shafts are guided in rotation by bearings. The simple casing form is a 
parallelepiped of dimensions (0.40 × 0.35 × 0.16 m) and the thickness is 0.025 m 
except for face 5 of the top casing, it is of 0.005 m. The casing consists of two 
materials, steel and Perspex. They have as a density of 7,800 kg/m3 and 1,300 
kg/m3, a Young modulus E = 2.1011 N/m2 and 3.3. 109 N/m2 and for Poisson’s 
ratio 0.3 and 0.37, respectively. Faces 3 and 5 (cover) are of Perspex, all others are 
of steel. The mechanism was coupled with an engine at variable speed. 

3.2. Data acquisition 

The measurement accelerometers number is 14 distributed as follows with their 
respective direction: 

• Three accelerometers on the engine (19(y), 20(x), 26(z)) 
• Two accelerometers on face 1 (25(y), 29(z)) 
• Two accelerometers on face 2 (21(y), 30(z)) 
• Three accelerometers on face 3 (22(z), 23(z), 32(x)) 
• Four accelerometers on face 4 (24(x), 27(z), 28(z), 31(z)) 

An antenna microphones placed at the top of the mechanism can move on a 
parallel level (Z constant). It makes it possible to measure in a number of desired 
points the acoustic pressures; the antenna comprises 30 microphones. Several 
configurations were considered for measurements. 

We will treat two cases for our mechanism sources radiation; the first corresponds 
to the case where the mechanism is open (without cover) and the second to the 
case of the closed mechanism (with cover). The position of the 18 microphones 
carried by the antenna and the face number of the carter are shown on the gear 
mechanism transmission (Fig. 2). Measurements were recorded on OROS 32 ways. 

147 



A. Derouiche et al. 

 

The recorder is connected to a portable computer, and we used the software 
NVGate for the recordings, the time being 10 s for each acquisition. Once the 
various ways gauged with the autorange, we carry out measurements. 

The data recorded by OROS are downloaded on NVGate from frontal OROS 
towards the PC, and then exported in mat format of MATLAB in order to be to 
exploit. 

For any operation configuration, the 32 ways are recorded over a time of 10 s, 
sampled at the frequency of 32,768 Hz. We chose a frequential resolution of 1 Hz. 
To find the virtual sources, it is necessary to make a spectral decomposition in 
principal components of the interspectral matrix on the 32 ways. We visualize the 
energy contributions of the 32 virtual sources representing these ways. 

The virtual sources can be classified by order of preponderance, i.e. in the order 
descending of the associated eigenvalues. 

We realize that the first virtual source is rather dominating and that the first two 
virtual sources are enough alone to represent the vibroacoustic mechanism. Their 
sum in energy contribution exceeds the 85%. 

The curves (Figs. 3 and 4) represent the contribution of the 32 virtual sources 
obtained by respectively considering the mechanism closed and open and 
operating at the speed of the engine equal to 2,500 rpm. We notice a similarity 
between them to the surroundings of 10,000 Hz, beyond there is a change in the 
percentage of the first virtual source and it is more significant for the closed 
mechanism. On the other hand, for the second and the third virtual sources, they 
are more significant in high frequencies for the open mechanism. 

 
Fig. 3. Energy contribution of the 32 virtual sources (closed mechanism) 
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Fig. 4. Energy contribution of the 32 virtual sources (open mechanism) 

The averages of multiple virtual coherences are traced on the curves (Figs. 5 
and 6), by taking as reference one, two, three and four dominating sources. The 
average virtual coherences carried out (Figs. 5 and 6) on the first virtual source 
expressed as a percentage shows an energy contribution of about 53% on all  
the ways put besides those of the engine i.e. numbers 19, 20 and 26. For the second 
virtual source, the virtual coherence average is about 20%. The third and fourth 

virtual sources are more marked on the engine ways; their sum reaches the 30% of 
energy contribution. 

The average of virtual coherences on the virtual source 1 (SV1) for the closed 
mechanism (Fig. 5), shows the effect in staircase on the 18 ways measuring the 
acoustic pressures, this is explained by the position of the microphones (Fig. 2). 
The virtual coherences contribute for 55% to ways 1, 7 and 13, decrease slightly 
on ways 2, 8 and 14 and so on for ways 3, 9 and 15 etc. For the other ways (21, 
22, 23, 24, 25, 27, 28, 29, 30, 31 and 32), their virtual coherences resemble each 
other and are about 52%. The SV1 can be assigned to the way of the bearing 
located on face 3 (with Perspex). Concerning the SV2, its average shows a 
contribution of about 20% and it seems homogeneous for the ways. For the SV3 
and SV4, their contributions in virtual coherence are more significant on the levels 
in the engine ways (19, 20 and 26). 

When the mechanism is open (Fig. 6), the virtual coherence of the SV1 is of the 
same order of magnitude 50% on the 18 ways of the antenna, on the other hand it 
decreases to reach the 40% on the ways of the casing, and it is about 20% on the 
level of the engine ways. Concerning the SV2, its virtual coherence is about 20% 
on the microphones, 26% on the casing ways and 13% on the engine ways. The 
average of virtual coherences for SV3 and SV4 are almost parallel with a percentage 
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variation from 10% to 13% for the SV3 and below 8% for the SV4. Their level in 
the engine ways is about 15% for the SV3 and 16% for the SV4. This curve (Fig. 
7) shows the average of multiple virtual coherences with one, two and three virtual 
sources most dominating in the frequency band 0–2,000 Hz. With three virtual 
sources the average of coherence tends towards 1 in interval 0 to 1,300 Hz and 
decreases slightly afterwards. 

 
Fig. 5. Average of virtual coherences for the 32 tracks (closed mechanism) 

 
Fig. 6. Average of virtual coherences for the 32 tracks (open mechanism) 
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Fig. 7. Average of virtual coherences (multiples) with 1(2, 3) dominating virtual source(s) 

4. Conclusions 

The PCA method was applied in order to treat on a hierarchical basis the vibro-
acoustic sources of a transmission system by gears. The decomposition of the 
interspectral matrix enables us to estimate the contribution expressed as percentage 
energy of each virtual source. 

The multiple virtual coherences which represent the share of an autospectre of 
answer caused by all the virtual sources, was also used. This method effectively 
quantifies the number of uncorrelated vibratory phenomena of the vibrating 
mechanism. The total uncorrelation of the phenomena makes it possible to provide 
robust virtual indicators (virtual coherence, virtual transfer function). The relation 
between real physical sources and virtual sources is not obvious, because a 
principal component can characterize several different sources physical according 
to the frequency observed. 

The PCA method was used as a tool for pre-processing of multi-source results of 
measurement in environment. We tried to bind these virtual sources to the reference 
signals where the sensors are situated and to look for a way given to the strongest 
virtual source. 
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Abstract A numerical model for the flexural vibrations of rectangular isotropic and orthotropic 
plates is developed, in order to investigate transient response of impacted plate. The established 
model, referred to a modified Hertzian contact law, has been validated and used to study the 
influence of different impact parameters. The obtained results are in good agreement with those 
given with the finite element simulations. The validated model has been used to study the 
distribution of the stress field and its evolution under the effect of the different impact 
parameters. 

Keywords: Impact Simulation, Impact Simulation, Duration. 

1. Introduction 

There are many practical situations where plate structures are subjected to transient 
impact loading of high intensity. Despite their importance, however, impact effects 
are usually ignored or oversimplified in the dynamic analysis of plate structures. 

One reason is the complexity involved as contact-impact problems. Understanding 
of the impact phenomenon and damage mechanisms is essential for developing 
improved materials and design methods accounting for impact. Many experimental 
works carried out on materials subjected to dynamic loads allowed a satisfactory 
characterisation of these materials and the identification of the damages induced. 
However, such works remain expensive and require very sophisticated equipment. 
This is why, any analytical or numerical study which permit a suitably approach of 
the behaviour of structures subjected dynamic loads would be a great help to the 
scientific and industrial community. 

Mathematical models used for the prediction of the contact force and the 
structural response must adequately represent the global motion of the structure, 
the dynamics of the impactor, and the local deformation in the contact region. In 
order to predict the structures vibration, analytical models are used for simple 
cases, usually using the modal analysis approach. In this case, using the modal 
analysis method, a large number of modes need to be included to determine the 
response, and the wave propagation approach may be more practical. For more 
complex situations, the finite element method is also used. 

Abdelhamid Miloudi and Mahmoud Neder 
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2. Elastic modelling of impact 

Several modelling of the impact have been adopted, we can note those consist in 
representing the impact by an energy balance. The main advantage of this present-
ation type, reside in the fact that parameters of entry are directly the characteristic 
parameters of the impact: incidental speed, geometric and mechanical properties 
of the plate and the impactor. In his works, Greszuk [1] has modelled the impact 
while adding the contact energy to the one of bending. Shivakumar et al. [2] 
improved the previous model while coupling to bending a rigidity of Ks shearing 
and while introducing a rigidity of membrane Km in the case of the thin plates. The 
balance of energy is constituted of the contact energy and the one of bending. 
While using this model, Benmedakhène [3], made predictions of displacements 
values of and the maximal loads according to energies of impact. In this survey it 
showed that values of the model remain near of the experience in the low energies 
where the weak damages don’t change the global behaviour of the plate. 

2.1. Mass-springs model 

The model based on the balance of energy presented permits to calculate the 
ultimate values of displacements and strengths previously, but it doesn’t permit to 
predict the history of the loading, the speed or the displacement. On the other 
hand, the use of the model mass-spring will permit to retrace all the history of the 
different parameters of the impact. Different types of models mass-springs have 
been developed for modelling the impact at low speed. The main characteristic of 
this model type consists in the fact that they don’t take in account any localization 
of the distortion. So the projectile incidental energy is absorbed on all the volume 
of the plate. Among the most important models presented in the literature, the  
one of Caprino et al. [4] are mentioned. These authors present the impact by only 
one degree of freedom. The rigidity of the spring corresponds to the static rigidity 
of the plate. 

A good agreement, between calculated and measured strength, is noted until 2.5 
m/s speed. In this model bending effects, the plate inertia is not taken in 
consideration, from where limits of use for the more important speeds. Sjoblom et 
al. [5] suggested a model of two dof that permits to integrate the non linearity at 
the contact level. With this model it’s possible to uncouple contact and the plate 
rigidity. Nevertheless, the shearing effect is localized around the impact point, 
important for the thick plates or is not taken in account for the very elevated 
speeds. It is why Lal [6] developed a model to three springs Kcs, Kbs and Ks 
representing rigidities of stamping, bending and shearing respectively. This model 
is valid for small displacements, diverges for the big ones. Shivakumar et al. [2] 
took them in consideration membranes effects while using mass-spring models of 
one and two degrees of freedom (Fig. 1) with four springs of rigidity Km, Kbs, Ks 
and Kcs. The indications m, s, b and c represent the membrane, shearing, bending 
and the plate contact respectively with impactor. 
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Fig. 1. Mass-springs models: (a) one degree of freedom, Caprino et al. [4], (b) two degrees of 
freedom model, Shivakumar et al. [2] 

In this model the two masses MI and MP are connected by a spring Hertzian 
representing the law of load-deformation of contact. Properties of transverse 
strength-deformation are represented by the combination of bending, shearing and 
membrane springs. Displacements ( )tx1  and ( )tx2  represent the displacement 
response of the two masses at every instant t. 

The corresponding speeds are represented by ( )tx1&  and ( )tx2& . The transverse 
displacement of the plate is represented by ( )tx2 , and the contact deformation is 
represented by: ( ) ( )txtx 21 −=α . The balance of the projectile and the plate can be 
written: 

[ ]
[ ] [ ] 0)()(

0)(
23

2

23
1

=−++

=+

(t)x-(t)x n txk(t)x ktxM

(t)x-(t)x n txM

21
3

2m2bsP

21I

λ

λ

&&

&&
 (1) 

where: 

2

2

1
1

xx pour       
xx pour          

1

1

<−=
>=

λ
λ

 (2) 

The initial conditions are: 
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These two coupled equations are non linear differential equations which can be 
solved by a numeric integration method [7] until ( ) 02 ≤tx . 

2.2. The numerical model 

The numerical model that we propose is simple, efficient and gives very satisfactory 
results. This model takes into account the higher modes in the impact force and 
the dynamic plate response calculations. It refers also to the Hertz contact law and 
the plate classical theory. 
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At the beginning of the contact, the spherical impactor is animate by an 
incidental speed Vi, knock a thin plate and apply on this one, the force P which 
represents the impact force (Fig. 2). By the action and reaction principle, the plate 
applies on the sphere an equal force to P but in opposite sense. The dynamic 
balance of the spherical striker and the plate is given respectively by 
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The expression for the contact force P developed during elastic impact of a 
spherical impactor or radius R with a rigid plane surface of a semi-infinite solid 
was given by Hunter [8] as a function of the relative advance between impactor 
and the impacted plane surface: 

2/3αnP =  (6) 

where α: is the relative advance between impactor and the impacted plane surface: 
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And kc is the contact stiffness, which depends on the geometrical and rheological 
characteristics, of the two bodies in contact, given by 
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υ1, υ2 and E1, E2 are Poisson’s ratios and elasticity modulus of the sphere and the 
impacted object, respectively. xo and yo are the impact point coordinates. 

The contact force given in Eq. (3) is an extension of the well-known Hertz 
contact theory developed for the static contact of curved bodies. 

Thereafter, we solve the motion equations simultaneously by an iterative 
numerical method using the modal decomposition for the transverse deflexion of 
the plate and a Newmark integration scheme for the contact force [9]. 
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Fig. 2. Scheme of the impact force calculus 

Once, the impact force temporal evolution obtained, we can calculate any 
vibratory characteristics at any plates point, by using the modes superposition. To 
validate the model of excitation by impact, we make simulations of impact 
between a spherical ended impactor and a plate [10]. In one of our articles [11], 
we noted that the influence of the modes number taken into account during the 
calculation of the vibratory response to the point of impact is rather significant, 
contrary to what was advanced by Shivakumar et al. [2]. This is due to the fact 
that in our case, the mass of the plate is not low with that of the impactor as it was 
the case of Shivakumar et al. [2] where the impactor mass is more than four times 
larger than that of the plate (Table 1). 

Table 1. Mechanical characteristic of the plate and impactor 

Plate parameters  Impactor parameters  
Dimensions (m2) 0.2 × 0.2 Mass (kg) 0.0328 
Thickness (m) 0.008 Radius (m) 0.01 
Young’s modulus (N/m2) 2.06 1011 Young’s modulus (N/m2) 2.1 1011 
Shear’s modulus (N/m2) 0.7985 1011 Impact velocity (m/s) 1 
Poisson’s coefficient 0.28   
Density (kg/m3) 7833   
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To this end, we compare our results with those obtained in the bibliography (Lu 
Chun [12]) where we took the first 49 modes contributions of a simply supported 
plate. We propose to compare the forces of interaction calculated by the numerical 
approach suggested and those obtained by Lu Chun [12], in the case of an impact 
applied to the centre of the plate. The results of simulations are represented in Fig. 3, 
with the contribution of 49 modes. The analysis of the results obtained by our 
approach shows that they are almost identical to those obtained by the references 

results obtained by Wu et al. [13] resulted from finite element method calculations. 

(a) Reference (Lu Chun [12])       (b) Our approach 

Fig. 3. Impact force comparison 

3. Numerical example and discussion 

In what follows, we study the effect of different parameters affecting the impacted 
plate’s behaviour. The studied parameters will be: the impact point position, 
impact velocity and the impact energy. For this, two plates of the same surfaces 
and boundary conditions will be an application subject. To treat the most factors 
which influence the impact force, we made some simulations to show their effects 
on the magnitude and the impact duration. 

3.1. Effect of the boundaries conditions on the impact force 

We are now studying the influence of the plate’s boundaries conditions on the 
impact force. To this end, we conduct numerical simulations on the same plate 
that previously with the impact characteristics as follows (Table 2): 
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(Wu et al. [13] and Karas [14]) mentioned on the Fig. 3a. Let us note that the 
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Table 2. Characteristic of the impact 

Impact parameters 
Impactor mass (kg) 1 Impactor Radius (m) 0.0125 
Density (kg/m3) 7800 Incident velocity 2 
Young’s modulus (N/m2) 2.1 1011   

As shown in Table 3, the obtained results prove that the plate’s boundaries 
conditions have a significant influence on the impact force. 

Table 3. Effect of the boundaries conditions on the magnitude and the impact duration 

Impact point (0.5a, 0.5a) Impact point (0.12a, 0.38a) 
Boundaries 
conditions 

Maximum 
magnitude (N) 

Impact 
duration (ms) 

Maximum 
magnitude (N) 

Impact 
duration (ms) 

SFSF 7096 8.20 × 10−2 6901 8.05 × 10−2 
SSSF 6503 7.75 × 10−2 6309 6.60 × 10−2 
SCSF 6404 7.70 × 10−2 6185 7.50 × 10−2 
SSSS 6610 7.85 × 10−2 6096 7.45 × 10−2 
SSSC 6482 7.75 × 10−2 6003 7.35 × 10−2 
SCSC 6396 7.70 × 10−2 5913 7.30 × 10−2 

3.2. Influence of some parameters on the stress temporal evolution 

For this part, two plates of same surfaces and boundaries conditions will be 
studied. The geometrical and mechanical characteristics of the two plates are 
summarised in Table 4. 

Table 4. Geometrical and mechanical characteristics of the plates 

Characteristics Isotropic plate Orthotropic plate 
Length (m) a = 0.5 a = 0.5 
Width (m) b = 0.5 b = 0.5 
Thickness (m) h = 0.002 h = 0.00609 
Mass density (kg/m3) ρ = 7800 ρ = 2094 
Young modulus (N/m2) E = 2.1 1011 Ex = 23.514 109; Ey = 23.514 109; Ez = 7.46 109 
Shear modulus (GPa) G = 8.4 1010 Gxy = 8.4 1010; Gxz = 8.4 1010; Gyz = 8.4 1010 
Poisson’s coefficient υ = 0.3 υxy = 0.1; υxz = 0.29; υyz = 0.29 

In order to validate the used method, it will be preceded to a comparison 
between the evolution of the stress deduced from the proposed analytic method 
and that determined by finite element software (Cosmos [15]). 
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This comparison is illustrated on Fig. 4. The results obtained show a perfect 
agreement between the two methods. 
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Fig. 4. Comparatives studies of σx at the impact position (a) isotropic plate and (b) orthotropic plate 

3.2.1. Influence of the impact point position 

The temporal evolution of the stress σx according to the impact point is illustrated 
on the Fig. 5. It is necessary to note the good similarity of the different impact 
positions behaviors. However the central position (0.5a, 0.5b) remains most 
unfavourable. 
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Fig. 5. Influence of the impact point position on the stress σy evolution at the impact point position, 
(a) isotropic plate and (b) Orthotropic plate 

The distribution of the stress field on the plate surface solicited by impact, is 
illustrated by the equal-contours (Fig. 6). These last was traced for the instant t 
corresponding to the maximum stress affecting the plate. They have already been 
drawn for the three impact positions of already selected. It should be noticed that 
the equal-contours of circular shape around the impact point position tend to be 
deformed far from the impact point position. 
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a) Stress σx, plate impacted at (0.5a, 0.5b) 
 

b) Stress σy, plate impacted at (0.5a, 0.5b) 

c) Stress σx, plate impacted at (0.25a, 0.25b) d) Stress σy, plate impacted at (0.25a, 0.25b) 

e) Stress σx, plate impacted at (0.50a, 0.25b) f) Stress σy, plate impacted at (0.50a, 0.25b)  
Fig. 6. Stress field for an orthotropic plate 

4. Conclusions 

In this study, we developed a numerical approach to determine the impact force 
and dynamic response of a rectangular plate impacted by a spherical projectile. 
The plate’s response is determined by modal decomposition using a Newmark 
integration scheme. The obtained results were validated by those given by the 
literature. Finally, a study of the influence of some parameters on the impact force, 
the plate dynamic response and the stress distribution was made. From this study 
we can highlight the following: 
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 When calculating the impact force, the modes of higher order are not 
negligible, when the mass of the plate is important in front of the impactor. 

 The plate boundaries conditions have a significant influence on the impact 
force. 

 The shock is not perfectly elastic, but we can see that the shock is less 
elastic when the impactor mass becomes important. 

 The equal-contours of circular shape around the impact point position 
tend to be deformed far from the impact point position. 
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Procedure to Nuclear Power Plant Component 
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Abstract Quite few analytical flow assessments methods as specific standard and guidelines 
there have been developed in recent years. Today, as one of a most comprehensive assessment 
procedure is SINTAP- Structural INTegrity Assessment Procedure. The SINTAP introduced the 
basic principles of R6 (rev. 3) and ETM. SINTAP procedure is possible to performed assessment 
for inhomogeneous configurations such as strength mis-matched weldments and an effect of 
residual stresses. Nevertheless, the SINTAP procedure take into account temperature transition 
region from ductile-to-brittle behavior of material. In the contribution the SINTAP procedure 
was applied to the failure analysis of cracked component. Structure integrity assessment is issued 
to failure prediction of cracked structural component regarding to increasing applied load or 
crack size. In order to ensure safe use of cracked structural component the many standards and 
procedures are available (e.g. SINTAP). The results obtained by using of these procedures 
consist always certain portion of conservatism, what leads to underestimation of the real carrying 
capacity of engineering component. In this paper a T-joint of 8 in. RHR nozzle on 29 in. RC hot 
leg as the part of a high pressured pipeline of the nuclear power plant has been considered as 
engineering component subjected to thermal shock. 

Keywords: Integrity Assessment, Steam Pipeline, T-Joint, Finite Element Analysis. 

1. Introduction 

Structure integrity assessment is issued to failure prediction of cracked structural 
component regarding to increasing applied load or crack size. In order to ensure 
safe use of cracked structural component the many standards and procedures are 
available (e.g. BS7910, API 579, SINTAP, R6), cited as Refs. [1–4]. The results 
obtained by using of these procedures consist always certain portion of conservatism, 
what leads to underestimation of the real carrying capacity of engineering 
component. The calculation based on analytical solutions given in such procedures 
defines in the rule a lower value of critical crack size, which causes the failure of 
structure. In the other hand the solutions for component carrying capacity or 
critical crack size determined by numerical model corresponds specific geometry 
of component and crack’s parameters. The main disadvantage of this approach is 
that numerical model demands long term and exhausting modelling, especially in 
the case when the engineering component geometry or crack geometry is complex, 
e.g. semi-elliptical and spherical crack located out of the model symmetry. 
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In this paper a T-joint of 8 in. RHR nozzle on 29 in. RC hot leg as the part of a 
high pressured pipeline of the nuclear power plant has been considered as 
engineering component. The critical part of a T-joint is the transition between two 
pipes of different diameters, because the difference in the pipes’ shell thicknesses 
causes higher stress intensity. Some experiences of operators show that a semi-
elliptical surface crack can occur at this place during exploitation of steam pipelines. 

T-joint of pipes as the part of primary pipeline of the power plant (Fig. 1) is 
subjected to the operating pressure of 17.13 MPa and temperature of +290°C up to 
+350°C according to the technical specification. Weld joint has been made from 
the material with higher strength than base material, what could be the reason for 
crack appearing in the base metal at the vicinity of the joint. Material properties 
are obtained by testing at service temperature +350°C (yield strength Rp0,2 = 270 
MPa, ultimate tensile strength Rm = 575 MPa, elastic modulus E = 185 GPa, 
Poisson’s number ν = 0,3 and fracture toughness CTODmat = 0,75 mm) [5]. This 
crack due to dynamic loading during the service could extend from the outer side 
toward inner surface. The possible location of the surface crack is presented in 
Fig. 1 (in the heat affected zone parallel to the axis of symmetry of the pipe with 
greater diameter). Based on the project documentation a solid model of the T-joint 
of pipes with no crack has been modelled by using of SolidWorks [6] and it is 
presented on Fig. 2. From the theoretical point of view, the highest stresses could 
be expected on the outer side of the pipe with larger diameter. The first step by 
finite element analysis (ANSYS 10.0 [7]) was to prove this assumption defining 
the critical place of the surface crack (position and orientation). In that sense, 3D 
finite element model (Fig. 3) has been performed increasing the internal pressure 
incrementally to the value, which causes the stresses over the yield strength of 
corresponding base material in the region of highest stress concentration. This 
region could be recognised from Fig. 4, where the principal stresses are presented 
as the stress vector. The aim of the structural integrity calculation is to estimate 
the loading conditions of cracked component, where the existed crack or flaw 
could propagate either stable (leak before break – LBB or plastic collapse effect) 
or unstable, what has brittle fracture for the consequence. From the safety side, 
toughness of component material should be high enough, in order to ensure leak-
before-break or plastic collapse. It makes possible stopping of the system 
operation without any extraordinary measures. 

 

R1=370,2mm 
t1=59,18mm  
R2=88,875mm
t2=79,45mm 
a=19mm 
2c=100mm 

 
Fig. 1. Geometry of the T-joint 

164 



Application of Structural INTegrity Assessment Procedure 

 

     
Fig. 2. Solid model of the T-joint  Fig. 3. Finite element model of T-joint 

 
Fig. 4. Vector of principal stresses 

2. SINTAP procedure 

The SINTAP (Structural Integrity Assessment Procedure) is structured in a 
hierarchic manner consisting of various analysis levels constituted by the quality 
and completeness of the required input information. 
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Fig. 5. Schematic illustration of fracture initiation at Failure Assessment Diagram (FAD) 
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Higher levels are more advanced than lower levels: they need more complex 
input information but the user is “rewarded” by less conservative results. An 
important feature of the procedure is that the analyses can alternatively be based 
on a Failure Assessment Diagram (FAD) philosophy (Fig. 5). Applying the FAD 
philosophy a failure line is constructed by normalising the crack tip loading by the 
material’s fracture resistance. The assessment of the component is then based on 
the relative location of a geometry dependent assessment point with respect to this 
failure line. In the simplest application the component is regarded as safe as long 
as the assessment point lies within the area enclosed by the failure line. It is 
potentially unsafe if it is located on or above the failure line. The normalising 
crack tip loading parameter Lr is defined as ratio of the applied load (i.e. service 
pressure p = 17,133 MPa) and the limit load (i.e. pressure pY), or respectively as 
the ratio of an applied net section stress σref and the yield strength of the material, 
σY: 

Y

ref

YY
r σ

σ
===

p
p

F
FL  (1) 

The latter being given as σY = ΡeL for materials with and σY = ΡP0.2 for materials 
without the Lüders plateau. The reference stress of the plate geometry considered 
within this paper can easily be determined as hoop stress σhoop or by profile of 
stress distribution through thickness of cylinder. At the basic level only the 
toughness and both the yield strength and the ultimate tensile strength of the 
material have to be known. Different sets of equations are offered for materials 
with and without Lüders plateau. At basic level failure acceptance curve f(Lr) 
without the Lüders plateau is defined as 
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With max
rL being the limit against plastic collapse. 

3. Determination of the carrying capacity of the T-joint of pipes 

It is necessary to perform structural integrity assessment of T-joint of pipes 
regarding the loading level. The crack geometry is usually determined by non-
destructive inspection of component (e.g. ultrasonic testing). In our paper the 
semi-elliptical surface crack has been considered. The assumed size of crack 
(a = 19 mm, 2c = 100 mm) can be reliably determined by ordinary testing 
equipments. Integrity assessment generally is based on analytical expressions for 
fracture mechanics parameters (stress intensity factor, limit load). 

The solutions are given in literature (e.g. [8]) or in software packages, but 
solutions are constrained to a very small range of pipe thicknesses and diameter 
ratios. Such expressions for stress intensity factors given in literature are used for 
the structural integrity assessment of structures with present cracks. They can later 
significantly differ from real solutions for observed components. Thus the 
confidence level of the obtained result stays unknown. 

Opposite to this, numerical modelling of the joint geometry and moreover of 
the crack geometry requires the time and experience. Numerical solutions for 
stresses obtained by FEM are closest to the real stresses in the joint. This is 
because it takes into account all the geometric details of the joint and shows a 
realistic model of the material behaviour. However, the FEM results are usually 
limited to only one-crack geometry, as for every crack length a new model has to 
be created or algorithms for crack propagation have to be used. 

Alternatively, analytical expressions for the stress intensity factor calculation 
could be based on the stresses distribution obtained by FEA with no crack. 
Therefore, the aim of this paper was to compare these three different approaches 
defining the carrying capacity of one cracked T-joint in steam pipes: 

(a) Engineering approach based on the stress intensity factor (SIF) calculation 
by using equations given in literature and an expression for the hoop stress 

(b) Combined approach based on the analytical SIF calculation by using 
arbitrary stress distribution through the thickness obtained from the 
finite element analysis for the structure with no crack and  
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(c) Numerical calculation of SIF from the finite element model of the joint 
with real crack geometry. 

3.1. Engineering approach 

Expression for the SIF for the semi-elliptical axial surface crack in tube [8]: 

stress hoop is   where,
c
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Ro is outer radius, R1 is inner radius of pipe, t is the wall-thickness and p is 
internal pressure, a is crack depth and Y is the geometry shape function and for the 
interval 3 < 2c/a < 12 is valid as 
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: For earlier defined piping tees geometry and crack parameters (a = 19mm, 
2c/a = 5.263) the value of SIF at the surface of pipe by using Eqs. (7–10) for 
p = 17.133 MPa was calculated as: K = 1779.43 Nmm−3/2. Yield pressure could be 
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Yield pressure calculated by using of Eqs. (13) and (14) is much closer to real 
solutions and is equal to pY = 30 MPa. In that case the normalised crack tip 
loading parameter amounts to Lr = 0.57. 

3.2. Combined approach 

In this approach the stress distribution through the thickness of T joints is 
calculated by using of FEM. This distribution is used for calculation both Stress 
Intensity Factor-SIF and limit load for surface crack, as is described in the Ref. 
[9]. It is known that the tension and bending stresses are usually required as input 
data to calculate the limit load of the component with a crack. 
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Fig. 6. Opening stress distributions over the wall-thickness of the larger pipe at p = 17.133 MPa 
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The SIF-solutions based on the method of weight functions can be used for an 
arbitrary stress distribution over the wall-thickness. Figure 6 shows the stress 
distribution and principles for determination σ1 and σ2 as edges stress values over 
the wall-thickness of the no-cracked pipe with larger diameter. 

By linearization of stress distribution at crack tip position (crack opening stress 
σz in our case at p = 17.133 MPa), the membrane and bending stress can be 
calculated as: 
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Now it is possible to calculate the parameter Lr for FAD diagram from the 
values of the membrane stress σm and bending stress σb by using simplified 
expressions for the semi-elliptical surface crack in the plate under variable stress: 
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Considering the yield strength for the corresponding material as Re = 270 MPa, 
and using Eqs. (16) and (17), the parameter Lr is calculated as Lr = 0.36. 

3.3. Numerical determination of the SIF 

The value of SIF determined by finite element analysis presents most accurate 
solution, but it consumes the time and requires good experience of operator. Its 
main disadvantage is that obtained SIF solution is valid for only specific crack-
geometry. 

Semi-elliptical surface crack has been modelled by ABAQUS [10] combining 
tetrahedral and hexagonal elements in the vicinity of the crack front. Equivalent 
stress distribution in the T-joint at p = 17.133 MPa is presented in the Fig. 7a and 
more detailed in Fig. 7b. 
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SIF solution for the considered surface crack with 2c/a = 5.263 and a = 19 mm 
was determined numerically. Figure 8 shows comparison between numerically 
determined loading paths against failure assessment curve. The crack size is 
constant, only internal pressure was increased up to p = 60 MPa. 

Figure 8 shows that increase of loading causes crack propagation at inside point 
of semi-elliptical crack. Solution based on the hoop stress provides linear loading 
path and higher loading ration. Since, linear hoop-solution cross the failure curve 
at lower internal pressure value than FEM solution, it is possible to recognize that 
hoop solution is most conservative compare to arbitrary stress solution and finite 
element solutions, e.g. critical pressure by hoop stress is p*crit = 45 MPa, 
arbitrary stress solution p**crit = 48 MPa while by FEM analysis, the critical 
stress is pcrit = 53.6 MPa for surface point. 

 

 

(a) 

(b) 
 

Fig. 7. Mises stress distributions in the T-joint of pipes at p = 17.133 MPa 
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Fig. 8. Comparison between hoop stress solution, arbitrary stress solution and FEM solution 
during increasing internal pressure 
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4. Conclusions 

The structural integrity assessment is performed on one cracked T-joint in steam 
pipes, using two different approaches based on fracture mechanics. The obtained 
results show significant differences depending on the expressions used in the 
calculations. The largest deviation from the results obtained by FEM is noted in 
those solutions, where the stress intensity factor was calculated by using the 
expression for hoop stress. It is possible to assume that the solution obtained by 
FEM is closest to the real stress in the joint. This is because it takes into account 
all the geometric details of the joint and shows a realistic model of the material 
behaviour, indicating that for such a solution greater effort is needed, as well as 
time and knowledge. The FEM results are also limited to only one-crack geometry, as 
for every crack length a new model has to be created or algorithms for crack 
propagation have to be used. In a single case an alternative approach can be used, 
where analytical expressions for stress intensity factor calculation are combined 
with the crack geometry and stress state. Thus, geometry of the joint is partially or 
completely simplified, because the crack geometry is almost neglected when 
calculating the stress intensity factor. The analytically or numerically obtained 
distributions of the stress crack opening through the thickness serves as the basis 
for determination of membrane stress and bending stress independent of the crack 
length. The results obtained in such a way can be of acceptable accuracy, they are 
obtained over a shorter time, and enable partially change of crack length and depth 
as opposed to the FEM solutions. 
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Abstract The methodology of the criterion of average stress in the cohesive zone ahead of the 
crack/notch was employed to develop failure assessment diagrams for a solid with a finite 
crack/U-notch under mode I loading. The cohesive stress is treated according to Von Mises yield 
criterion as a property of both the yield stress and the T-stress which was introduced into the 
criterion to quantify constraint in different geometries and type of loading. A brief survey of the 
basic principles of a failure assessment diagram for a body with a crack- or notch-like defect and 
its application in the structural integrity analysis has been presented. To determine an acceptable (safe) 
region of the damaged component, safety factors against fracture and plastic collapse were 
introduced in the fracture criterion and the failure assessment diagram. Basic equations have 
been presented to calculate the safety factor against fracture and to estimate an acceptable (safe) 
region for an engineering component with a crack- or notch-like defect of the acceptable size. It 
was shown that the safety factor against fracture for a notch-like defect is a function of the yield 
stress as well as the elastic stress concentration factor and the safety factor against plastic 
collapse. The methodology of the failure assessment diagram has been employed for the 
structural integrity analysis and assessment of acceptable sizes of surface longitudinal notch-like 
defects in a pressure vessel. The load separation method is recommended to measure the notch 
fracture toughness in terms of the J-integral for non-standard specimens with a notch. 

Keywords: Failure, Integrity, Crack/Notch, Von Mises Yield Criterion, Diagram FAD. 

1. Introduction 

The basic failure curve of the failure assessment diagram (FAD) is written 
as ( )rr LfK = , where Cr KKK 1/=  is the ratio of the applied stress intensity 
factor K  to the material’s fracture toughness CK1  and rL  is equal to the ratio of 
applied load P  to plastic collapse load YP . If the assessment point ( )rr LK ,  is 
situated within the non-critical region enclosed by the line of the FAD, failure of 
the cracked structure does not occur. Details of the FAD approach are given in the 
SINTAP procedure. In engineering, most assessment of component reliability are 
made deterministically so that failure is avoided by including safety factors on 
each of the different equation inputs. In this case, safety factors against fracture 
and plastic collapse have been considered [1, 5]. The safety factors are set to unity 
for the evaluation of critical conditions. 
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The aim of this paper is to give a brief survey of the basic principles of a failure 
assessment diagram for a component with a crack- or notch-like defect and its 
application in the structural integrity analysis. The FAD has been based on the 
criterion of the average stress ahead of the crack/notch tip and considered in terms 
of Cnotch KK 11 /  and YC σσ / . Acceptable state of the damaged component with a 
crack- or notch-like defect will be determined by introducing safety factors against 
fracture and plastic collapse in the fracture criterion describing the failure 
assessment diagram. 

2. Failure assessment diagram for a solid with a crack 

2.1. Failure criterion 

The local failure criterion in the form of the average stress limitation in the 
fracture process zone ahead of the sharp crack tip can be given in the following 
form [3]. 

( ) o

d

y drr
d

σσ =∫
0

1  (1) 

To describe a critical state of a solid with a crack. Here, d  is the fracture 
process zone length, ( )ryσ  is the normal elastic stress distribution ahead of the 

crack/notch tip. The critical stress 0σ  is the material strength which depends on 
the material model and can be assumed to be the yield strength, ultimate strength 
or some effective strength taking into account the constraint effect. An infinite 
plate with a crack length a2  is assumed to be subject to remote uniaxial stress σ . 
The stresses ( )ryσ  on the crack extension line are the principal normal stresses 
described by the exact elastic solution according to Westergaard’s theory. 

( )
22 ax

xxy
−

=
σσ  (2) 

Averaging the local stress (see Eq. 2) over the fracture process (cohesive) zone, 
the failure criterion (Eq. 1) leads to the following equation [3]. 

2

11 1 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

coh

C
CKK

σ
σ  (3) 
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Which describes the failure assessment diagram. Here, KI is the stress intensity 
factor at the crack tip, σC is the applied (critical) stress at failure. 

2.2. The cohesive strength 

To estimate the cohesive strength, the following approach has been suggested. The 
general form of the linear elastic stress fields ahead of the crack tip can be given 
by Williams’s solution. 

( ) jiijij Tf
r

K
112

δδθ
π

σ +=  (4) 

where ijδ  is Kronecker’s delta, functions ( )θijf  define the angular variations of 
in-plane stress components. The T-stress can be used as a constraint parameter 
which has an influence on the cohesive strength ahead of the crack tip. 

The T-stress scales linearly with applied load in infinite geometries, most 
computational studies report T-stress values for various crack configurations as 
follows. 

( )σβ WaT /=  (5) 

where ( )Wa /β  is a dimensionless parameter (so-called biaxiality ratio) which 
depends on geometry and loading mode, σ  is an applied stress, a and W are the 
crack length and width of a body, respectively. Values of ( )Wa /β  can be 
considered as a normalized measure of the crack tip constraint and have been 
tabulated for various geometries in the literature. 

In the present work, the cohesive strength cohσ  ahead of the crack tip is 
determined by von Mises yielding criterion within the fracture process zone 
according to flow law. 

            ( ) ( ) ( ) ( ) 02,,, 22
31

2
32

2
21321 =−−+−+−=Φ YY σσσσσσσσσσσ  (6) 

where Yσ  is the yield strength. 

Moreover, the cohesive strength is treated as the stress which is independent on 
the separation distance because the effect of the shape of the traction-separation 
curves in the fracture process zone can be relatively weak. The stresses 1σ , 2σ  
and 3σ  are the principal normal stresses and assumed to be constant in the 
fracture process zone ahead of the crack tip for certain crack geometries and 
loading conditions. 
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Analogously to Williams’s solution, the stress 2σ  parallel to the crack plane is 
suggested to be given by equation T+= 12 σσ . The stress 3σ  is equal to 

( )2σσν +1  and 0 for plane strain and plane stress, respectively. The cohesive 
strength cohσ  is supposed to be 1σ  and can be expressed from von Mises yield 
condition (Eq. 6) taking into account Eq. (5) as follows. 
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Thus, the cohesive strength for finite geometries can be rewritten as a function 
of the applied failure stress Cσσ = and the crack tip constraint. 

3. Notch failure assessment diagram 

The criterion of the average stress (Eq. 1) has been adopted for a solid with a 
notch as well as a crack. The stress distribution is simplified considerably on the 
continuation of the U-notch [2]. 

( ) ⎟
⎠
⎞

⎜
⎝
⎛ +=

rr
Kr notch

y 2
1

2
1 ρ

π
σ  (9) 

where ρ  is the notch tip radius. The stress intensity factor at the notch tip is 
denoted as notchK1 . It should be pointed out that such stress distribution was 
suggested for blunt cracks when the distance ahead of the crack tip is much 
smaller than the crack length and greater than the crack tip radius. Averaging the 
local stress (Eq. 9) over the fracture process zone ahead of the notch tip, the 
failure criterion (Eq. 1) leads to the notch failure assessment diagram [3, 4]. 
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Here, tK is the elastic stress concentration factor. The cohesive strength cohσ  
ahead of the notch tip in Eq. (10) is given by Eqs. (7) and (8). 
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The failure criterion (Eq. 10), describing the notch failure assessment diagram, 
suggests that the loss of constraint due to a notch is independent on the loss of 
constraint due to the T-stress which was introduced into the cohesive strength to 
quantify constraint in different geometries and type of loading. It should be also 
noted that, in contrast to the SINTAP procedure and the FITNET assessment, this 
simple methodology does not require finite element analysis to obtain the effective 
distance for calculating the notch failure assessment diagram. 

4. Structural integrity assessment of a notch-like defect 

The notch failure assessment diagram (Eq. 10) can be adopted for a component 
with a notch-like defect (or blunt crack with a finite tip radius). To determine an 
acceptable (safe) region, it should be reasonable to introduce safety factors (e.g. 
[1, 5]) in the failure criterion. The following condition should be fulfilled if 
detected or assumed notch-like defect of a certain size should be assessed as 
acceptable. 
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where KSF  is safety factor against fracture. The acceptable applied stress Cσ  is 
suggested to be not more than: YY SF/σ , i.e. 

Y

Y
C SF

σσ ≤  (12) 

where YSF  is safety factor against plastic collapse. 

For the evaluation of critical conditions for the acceptable stress, the safety 
factor KSF  in Eq. (11) is set to unity. Any reliable method to calculate the stress 
intensity factor notchK1  can be employed if these methods are validated. The 
safety factor KSF  can be calculated by making an assumption that the applied 
acceptable stress should be not less than the yield stress (Eq. 12) of material for an 
engineering component with a notch-like defect of the acceptable size [5]. In this 
case, the failure criterion for a notch-like defect of the acceptable size on the 
boundary of fracture and plastic collapse can be given by 
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Here, the stress intensity factor at the notch-like defect tip is assumed to be as 
given by the relationship. 

tnotch KK σπρ
2
1

1 =  (14) 

The safety factor YSF  against plastic collapse corresponding to Eq. (12) is 
introduced in the failure criterion (Eq. 11) to determine the acceptable defect as: 
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Combining Eqs. (13) and (15), the safety factor KSF  against fracture can be 
presented as: 
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Here, the cohesive strength (Eqs. 7 and 8) can be defined taking into account 
Eq. (12). 
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Thus, the right-hand side of Eq. (11) defines the acceptable region in the notch 
failure assessment diagram. If the assessment point falls within this region, the 
component with a notch-like defect is acceptable, i.e. it fulfils the required safety 
demands. For the special case of a crack ( ∞→tK ) the failure assessment 
diagrams (Eqs. 10 and 11) are transferred to the failure assessment diagram for 
component with a sharp crack, and the safety factor (Eq. 16) becomes the safety 
factor against fracture of cracked component. 
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It can be seen from Eq. (16) that the safety factor against fracture is a function 
of the yield stress as well as the elastic stress concentration factor and the safety 
factor against plastic collapse. Calculation of the safety factor against fracture as a 
function of the elastic stress concentration factor leads to the following 
dependence for plane strain and plane stress (Fig. 1). The value Ycoh σσ /  was 
accepted in the form given by Eqs. (17) and (18). A crack-like defect is transferred 
in a sharp crack at →∝tK . In this case, the safety factor against fracture tends to 
its minimum value, i.e. typical value for a sharp crack. 
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Fig. 1. The effect of the elastic stress concentration factor on the safety factor against fracture 
(β = 1, ν  = 0.3, SFY = 1.5) 

To demonstrate the structural integrity assessment procedure, an infinite plate 
with a notch-like defect under uniform remote tensile stress has been considered. 
Equation (15) gives the approximate relation for a notch-like defect of the 
acceptable size [ ]a  as follows: 
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The elastic stress concentration factor is assumed to be equal to the acceptable 
factor [ ]tK , i.e. [ ] ρ/][2 aKK tt ≈= . The following mechanical properties of the 
material and the safety factor against plastic collapse for plane strain were 
used: mMPa 1021 =CK , MPa 340=Yσ , ,1−=β 3.0=ν , 5.1=YSF . Calculation 
of the safety factor against fracture from Eq. (16) at →∝tK  gives 59.1=KSF . It 
is seen that the acceptable size of a notch-like defect decreases with the increase of 
the elastic stress concentration factor tending to its limiting value, i.e. the 
acceptable size of a sharp crack (Fig. 2). 
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An acceptable (safe) region for an engineering component with a notch-like 
defect of the acceptable size can be represented from Eq. (11). 
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Fig. 2. Acceptable defect length in an infinite plate as a function of the elastic stress concentration 
factor 

5. Acceptable surface longitudinal notch-like defects  
in a pressure vessel 

An assessment of the acceptable surface longitudinal notch-like defects in a 
pressure vessel is based on the notch failure assessment diagram described by Eq. 
(15). Substituting Eq. (16) into Eq. (15), the acceptable elastic stress concentration 
factor [ ]tK  can be written as follows: 
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Thus, acceptable state of the damaged pressure vessel has been presented by the 
following criterion ][ tt KK ≤ , where tK  is the elastic stress concentration factor 
for the surface notch-like defect under consideration. 

The pressure vessel/defect geometry is described by the wall thickness t, vessel 
outer diameter D, defect depth l and defect tip radius ρ . In the analysis presented 
below a wall thickness of 30 mm and a diameter of 1,200 mm are applied. The 
notch-like defect length is assumed to be an infinite value. 

⎟
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⎞

⎜
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lYlKt ρ

2  (21) 
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where ( )tlY /  is a geometrical correction factor for the stress intensity factor in the 
case of the SENT specimen. 
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Fig. 3. The results of calculation of the elastic stress concentration factor for surface longitudinal 
notch-like defects by the FEM and Eq. (21) 

To determine the elastic stress concentration factor for the surface external 
defect, the 2D finite element simulations of steel pressure vessels were carried out 
using the ANSYS code. It was shown that the elastic stress concentration factor 
can be given by the following equation (Fig. 3). 

The following mechanical properties of the steel and the safety factor against 
plastic collapse for plane strain were used: mMPa 1001 =CK , MPa 285=Yσ , 

3.0=ν , 5.1=YSF . In this case, the acceptable depth of a surface notch-like 
defect in the pressure vessel amounts to 10.23 mm. 

6. Conclusions 

Structural integrity assessment of the engineering components damaged by crack- 
or notch-like defects is discussed from point view of the failure assessment 
diagram. The methodology of the criterion of average stress in the fracture process 
zone ahead of the crack/notch was employed to develop failure assessment 
diagrams for a solid with a finite crack/U-notch under mode I loading. 

The cohesive strength is treated according to von Mises yield criterion as a 
property of both the yield stress and the T-stress which was introduced into the 
criterion to quantify constraint in different geometries and type of loading. 
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Acceptable state of the damaged component with a crack- or notch-like defect 
was determined by introducing safety factors against fracture and plastic collapse 
in the fracture criterion describing the failure assessment diagram. It was shown 
that the safety factor against fracture is a function of the yield stress as well as the 
elastic stress concentration factor and the safety factor against plastic collapse. 
The methodology of the notch failure assessment diagram has been employed for 
the structural integrity analysis and assessment of acceptable sizes of surface 
longitudinal notch-like defects in a pressure vessel. 
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Abstract The use of polymeric material such as polyethylene (PE) and polyamides (PA) made 
it possible to achieve significant profits in design construction times and installation costs. The 
objective of this study is to highlight the various mechanisms of rupture of polyethylene pipes in 
service and in laboratory conditions under fatigue and creep loadings. It is known is some cases 
that at least two mechanisms control PE pipe failures based on results cumulated in operating 
conditions. They are nominally ductile and brittle mechanisms respectively characterizing short 
and long-term failures. Several laboratory tests are used to extract design data for long-term 
failure-type prediction based on stress and time-to-failure relationship. It remains difficult to 
assess the relation between creep and fatigue loadings on one side. On the other side, the 
manufacturing process of the test specimens influences considerably the obtained performance 
for viscoelastic materials subjected to working conditions and environmental effects. Brittle-to-
ductile transition is studied under fatigue crack propagation mode using an energy criterion. The 
brittle fracture damage zone is characterized by a single craze made up by locally drawn fibers 
and dispersed voids whereas ductile rupture is rather dominated by highly yielded material and 
significantly transformed matter as observed under polarized-light microscopy. The assessment 
of polyethylene pipe and polyamide parts failure mechanisms is to contribute to a better 
understanding of effects of other external chemical agents such as solvents in degrading the pipe 
overall resistance. Recent results from environmental stress cracking of PE pipe and exposed 
polyamide PA66 to detergent will be presented and correlated to mechanical properties 
degradation. 

Keywords: Polyethylene, Polyamide, Failure, Fatigue, Creep; Damage, Wear. 

1. Introduction 

Despite the large acceptance of polymers as an economic alternative, safety and 
reliability remain basic issues, especially for long-term brittle-like failure and 
accelerated stress corrosion cracking for many industrial applications. Many studies 
have been carried out to highlight various behavioral aspects of usual polymers in 
terms of service lifetime, mechanical characterization, failure mechanisms and 
environmental effects [1, 2]. To a certain extent, it is possible to control the 
mechanical properties of semicrystalline polymers by morphology management 
during processing operations. Substantially improved Young’s moduli and tensile 
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strengths have been obtained in shear-controlled orientation in injection-molded 
and high-pressure injection-molded HDPE because of the appearance of highly 
oriented structures. The search for homogeneous geometrical dimensions imposes 
rapid cooling and as a result, residual stresses in the extrusion or injection molding 
processes are generated on external layers, whereas internal layers develop positive 
stresses. The resistance to crack propagation is influenced by the state and magnitude 
of these residual stresses. 

This work is aimed to investigate mechanisms of failure in polyethylene pipes 
and those of wear in polyamide gears under service and laboratory conditions. The 
understanding of those mechanisms needs to study some associated phenomena 
such as damage evolution and the various changes in mechanical properties 
caused the extrusion or injection processes. Also, it is necessary to understand the 
effects of environment on the long-term behavior. 

2. Polyethylene pipe interactions 

In real conditions, plastic pipe is in constant interaction with the other underground 
networks (sewers, drinking water, cables, etc.), which are not necessary made out 
of polymers. So its vulnerability increases as the risks of being deteriorated might 
become significant. The protection measures are re-examined by including different 
means of protections and suitable pipe backfills. It should be emphasized that most 
significant applications of PE pipes remain related to fluid conveyance. HDPE is the 
reference material used for gas transport under pressure. Stress is related to the 
allowable pipe pressure through the following equation shown in French Standard 
NF EN 921 for pressurized plastic pipe: 

2h
h-ODP  hoop ⋅=σ  (1) 

where, σ  is hoop stress, P is gas pressure, OD is average outside diameter and h 
is minimum wall thickness. ASTM D-2837 defines the pressure rating of the pipe 
as the estimated maximum pressure that the medium in the pipe can exert 
continuously with a high degree of certainty that failure of the pipe will not occur. 
Safety factors impose a working pressure in the pipe lower than this upper limit. 
When exposed to hot water, long-term HDPE pipe failure occurs by precipitation 
and diffusion-controlled migration of antioxidants combined to thermal oxidation 
of the polymer. 

For drainage pipes, most gravity water flow systems are constructed using 
corrugated HDPE pipes. They basically comprise mostly sewers, drains, under-
drains and sanitary sewers. In drainage systems, underground pipe diameters may 
be as large as 1,524 mm and they are calculated to support both soil and live loads. 
HDPE pipe flexibility is used to transfer a portion of the overload onto the 
surrounding soil. The risk of pipe buckling exists as a result of excessive deformation. 
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Corrugation is incorporated into the pipe profile to increase the structural 
stiffness of the structure and according to AASHTO M294 standard; three types of 
HDPE pipe profiles are used. They are: (1) Type C: Full circular cross-section with 
an annular corrugated surface both inside and outside, (2) Type S: Full circular dual-
wall cross-section with an outer corrugated pipe and (3) Type D: Circular cross 
section consisting with smooth inner wall joined to an outer wall. 

Observed field problems [3] included: (i) deflection resulting from the lack of 
control of construction procedures and the use of poor backfill materials, (ii) 
erosion at outlet ends which often resulted in significant loss of material and 
longitudinal bending and cracking of the corrugated HDPE pipe and (iii) erosion 
as a result of joint leakage. In this case protection ducts, HDPE pipes are used as 
external shields to isolate cables or pipes from external aggressive environments. 
Usually, the protection is aimed to reduce significantly the presence of both 
moisture and oxygen. 

In the gas industry, HDPE ducts are commonly used to protect steel pipelines 
crossing swampy and marine environments. 

3. Polyethylene pipe testing 

The Plastic Pipe Institute selected stress rupture testing as the most suitable test 
method for rating plastic piping materials. The design of is achieved through  
the “Rate Process Method for Projecting Performance of Polyethylene Piping 
Components” which is standardized in ASTM D-2837, ISO 9080 and D-2513. It 
well established that PE creep rupture curve may be divided into three regions as 
illustrated in Fig. 1 and the same testing procedure allows differentiating between 
various PE resins and manufacturing processes. 
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Fig. 1. Schematic of a creep rupture curve for PE pipes at high temperature and long-term 
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The calculation is based on three coefficients equations [4], which relates 
lifetime, t or the time-to-failure (in hours), hoop stress, σ (in Pa) and testing 
temperature, T (in K) in the following form: 

T
LogB

T
BA  Logt σ⋅

++=  (2) 

where A, B, C are constants. Either ASTM D-2837 based on hydrostatic design 
basis (HDB) or ISO 9080 based on minimum required strength (MRS) use data 
from sustained hydrostatic pressure tests of pipe specimens, but the extrapolation 
protocols are different. 

It is understood that the actual long-term performance under internal pressure 
and temperature will be the same regardless of the method. Normally, HDB and 
MRS are used to obtain allowable pressure ratings considering pipe diameter, 
thickness and a safety factor. Under conditions of constant low stress and room 
temperature, it is established that PE resins fracture by slow crack growth. This 
mode of failure limits pipe lifetime but constant tensile load (CTL) test was 
devised to extract long-term information from accelerated testing [5]. Available 
data from such a test is able to differentiate between similar products coming from 
different manufacturers or using different copolymers in the extrusion process. 
CTL is a good quality assurance test to evaluate new pipe lots and to set a 
minimum required resistance. 
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Fig. 2. Relationship between failure times under creeps and fatigue modes for different resins 

Generally, fatigue can be defined as a phenomenon that takes place in components 
and structures subjected to time-varying external loading and that manifests itself 
in the deterioration of the material ability to carry an applied load that is well 
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below the elastic limit. Testing under fatigue has been used in different studies  
as an accelerating agent to deduce PE lifetime under specific conditions. The 
correlation between creep and fatigue strengths, undertaken by Parsons et al. [6], 
showed that MDPE was much more creep resistant than HDPE, but MDPE pipes 
was much more sensitive to strain rate in fatigue In the same approach, Zhou and 
Brown [7] concluded that a higher resistance to fatigue does not necessarily 
correlate with a higher resistance to failure under creep. Since ASTM tests are 
based on creep data, it is interesting to compare it with fatigue data. Figure 2 
illustrates such relation between failure times from both creep and fatigue modes. 

Mechanisms of 
Polymer Cracking 

Ductile Failure Brittle Failure 

Yielding 

Creep-related 

Creep rupture Impact Stress Cracking 

Fatigue-related 

 

 
Fig. 3. Failure mechanisms occurring during polymer cracking under different loadings 

The data were gathered from literature and a proportional relation is found to 
characterize both modes. This is an important result which states that fatigue tests 
can also be used to draw conclusion on pipe life under acting pressure. Figure 3 
shows the various mechanisms of cracking in polymers. Usually, ductile and 
brittle cracking are in competition and which are aggravated with environmental 
factors such as temperature and stress cracking chemical agents. 

4. Wear measurements in polyamide gears 

In the following example, the wear resistance of gear teeth is measured on 
commercial PA66 polyamide wheel produced by mould injection process. In order 
to assess the effect of water on wears in each flank of wheel teeth, an industrial 
polyethylene-washing machine is used. The testing machine consists in PA66 spur 
gears composed of a 19-teeth pinion and a 132-teeth driven wheel. The pinion 
under investigation is enclosed in an upper box and rotates at a speed of 140 rpm. 
The driven wheel is a crown wheel supporting a 3 kg capacity cylindrical clothes 
drum that is placed in a lower box shaped basin (520 mm high, 460 mm wide and 
570 mm deep). 

The upper box is linked to the lower box through pins that allows closing and 
opening when loading or unloading the lower box. The machine for wear test is 
shown in Fig. 4. 
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Fig. 4. (a) Kinematics diagram of the testing rig, (b) back view of the gears 

Wear measurement of the pinion is carried out every 250,000 wheel revolutions 
in the clockwise direction. Before each measure, the test piece is cleaned in order 
to remove small sticking particles that have been generating from the wear process 
and dried to squeeze out humidity. Three testing conditions have been applied: in 
water, in detergent water solution and under dry driving. The water detergent 
solution has the following composition: 

• Less than 5% of nonionic tension credits soap 
• From 5% to less than 15%: tension anion credits, bleaching agents 
• From 15% to less than 30%: phosphates 

It also contains: enzymes, perfume, activator, carbonate, silicate, optical bluing. 
It is interesting to note that throughout the testing period, all the teeth have been 
subjected to wear resistance only in the addendum zone, between the pitch 
diameter and the outside diameter. This is due to two main reasons. First, when 
gearing, the normal force due to the applied pressure on the contact point at the 
pitch diameter with a pressure angle of 20° generates axial force that is fairly high 
enough to push out the gears as to create a small displacement. Secondly, the 
material is water absorber, since polyamides have a water absorption rate of 1.5% 
at 23°C after 24 h. Regarding the flanks, there is a slight difference between the 
right and left flanks wear. In fact, when operating the testing rig follows a washing 
machine cycle. The distribution of wear around the wheel can be obtained when 
observing its morphology throughout the 19 teeth. In this case, wear measurements 
on the surface (XY-plane) at a distance of 0.5 mm from the external diameter have 
been reported in histogram plots for the three testing conditions. 

5. Failure mechanisms of polyethylene pipes 

Ductile failures are characterized by large-scale material yielding adjacent to the 
failure location. For instance, a flow phenomenon takes place represented by cold 
drawing during in typical tensile tests of semicristalline polymer samples. Ductility 
is more expressed as applied stresses are higher and usually rupture occurs in a 
relatively short time. 
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This mechanism is related to the viscoelastic behaviour of PE materials and 
specifically refers to the creep rupture. Typical brittle and ductile failures in 
HDPE pipes are exhibited in Fig. 5. Less deformation characterizes the fracture 
process, which is a long-term mechanism. 

Temperature [8] is known to accelerate brittleness from sustained pressure 
tests. Brittle failure in semicrystalline polymers has been claimed to originate from 
chain disentanglement in fibrils, and recently other studies have also concluded 
that chain breaking due to applied stress during crack propagation involves fibrillation 
within the damage zone [9]. 

A level of complexity lies in the intramolecular heterogeneity of co-unit distri-
bution that should be as efficient as intermolecular heterogeneity for producing tie 
molecules and random chain folding at the expense of regular chain folding. 
Crystalline domains within semicrystalline polymers strongly influence such low-
strain-rate properties as the elastic modulus, yield stress, SCG, and environmental 
stress cracking, whereas high-strain-rate properties such as impact, tear, and rapid 
crack propagation are basically controlled by amorphous regions. In many cases, 
complementary techniques have been adopted to assess from physical property 
measurements molecular information. 

a b 
 

 
Fig. 5. SEM observation of the inner part of the craze zone at higher magnification; (a) brittle 
crack and (b) ductile crack 

For instance, brittle fracture toughness, crazing, and SCG measurements have 
been used to determine the tie-molecule concentration and to infer valuable 
structural information. In simpler cases, tie-molecule concentrations have been 
evaluated from the modulus of a mechanically oriented material. Post yield 
experiments assume that tie molecules and entangled chains behave like rubbery 
networks in the drawing and strain-hardening regions; these molecules are steadily 
pulled out from fragmented lamellae to become part of an oriented amorphous 
domain. 

6. Brittle to ductile transition 

In the brittle regime, the plastic zone is very small and is associated with a main 
craze. The latter is made of yielded material and structural voids. Under polarized 
light, the extent of damaged material is confined to a narrow zone next to the 
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crack plane. For the ductile regime, the damaged zone is much important and the 
craze are longer compared the brittle stage. The SEM examination illustrates the 
multiple crazes and the highly deformed material at the crack-tip. Around the damage 
zone, another part of the transformed material is highly affected plastically as its 
limits extend many folds until the specimen edge. At higher magnifications, the 
hierarchical events inside the craze zone appear to be constituted of highly yield 
local matter and important voids. In order to study the FBDT, it is interesting to 
use an energetic approach proposed by Klingbeil [10] for ductile solids failed 
under fatigue. This study is concerned with a new theory of fatigue crack growth 
(FCG) in ductile solids based on the total plastic energy dissipation per cycle 
ahead of the crack tip. The FCG is explicitly given in terms of the total plastic 
dissipation par cycle and the plane strain fracture toughness of the material from 
the equation: 

dN
dW

dN
da

t C0 G
1  1

=  (3) 

where Gc is the critical energy release rate. In this instance, typical plots of the  
rate of irreversible plastic work as a function the crack propagation rate are 
constructed. These plots for 20%, 25%, 30% and 35% of yield stress are shown in 
Fig. 6. It is observed that both damage mechanisms are well separated and each 
slope would represent an independent resistance to fatigue crack propagation. It is 
found that the brittle regime critical energy release rate so calculated lays between 
97.7 J/m2 and 264 J/m2 and these values are quite small compared to the measured 
energy rates from potential energy evolution. 
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Fig. 6. Rate of irreversible work spend on deformations as a function of fatigue crack growth rate 
at (a) 20%, (b) 25%, (c) 30% and (d) 35% of applied stress 
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The ductile regime energy is important as it considers a lot of energy spent on 
damage and high deformation. There is a consistent evolution of calculated Gc as 
this value is much higher when ductility becomes important. This approach is 
interesting as it allows separating brittle from ductile contributions in a given FCP 
test. The use of microscopy enables to confirm the extents of each mechanism 
from fracture surface analysis and damage dissemination within PE. Compared to 
long-term hydrostatic strength (LTHS), FCP may be considered as a more efficient 
approach since it helps produce BDT in much shorter times. 

7. Wear evolution on polyamide 66 

Figure 7 is a view of new and used polyamide gears. It is observed that wear 
changes teeth shapes and such result allows measuring wear evolution. In Figs. 8 
and 9, the evolution of wear as a function of number of cycles for the 19 teeth, in 
dry condition, detergent water solution and water is illustrated. It can be clearly 
seen that wear behavior on the right flanks is not the same for all wheel teeth. In 
all conditions, it appears that the most sensitive tooth to wear is the flaw molding 
injection tooth and the less sensitive is the opposite tooth. As far as the teeth are 
away from the injection tooth, as they are more resistant to wear. A conventional 
trend is obtained throughout the three testing conditions for both flanks. The first 
feature to sort out is that wear is faster in wet condition then in dry conditions. 
This is obviously as explained above, due to water absorption that gives more 
volume to the tooth. When adding detergent in water solution, wear drops down. 
In fact, the presence of soap helps the gears to slide easily rather than in water, 
therefore wear phenomenon is reduced. In dry conditions, wear occurs because of 
dry friction but the temperature generated is soon dissipated as the next meshing 
tooth occurs. Three phases characterized by a running in, a youth and a final phase 
are observed. Regarding trends on the right flank, the running in phase for the 
three conditions is reached within the 250,000 cycles where 17.22 mm3 in water, 
13.08 mm3 in detergent and 11.27 mm3 in dry conditions. The youth phase longs 
up to 1,250,000 cycles in water, 1,500,000 cycles in detergent and 1,750,000 
cycles in dry conditions; the corresponding values in volume reduction are 25.23, 
20.22 and 16.86 mm3. 

 a) b) 

 
Fig. 7. Polyamide pinion (PA66): (a) initial shape, new gear; (b) final shape, worn gear 

When the youth phase ends the final phase starts with rapid increase in volume 
lost until the gears stops after 3 106 cycles when significant wear occurs to run out 
the gears; the corresponding values are 46.88, 36.3 and 29.7 mm3. As wear is 
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concerned in polyamide gears, and in order to increase lifetime and reduce energy 
consumption, it is evident to consider the right flank trend for wear assessment. 
The wear trend shows a regular evolution from the beginning of the youth phase to 
the end of the final phase leading to a fitting curve that can be expressed by an 
equation for each testing condition. 
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Fig. 8. Evolution of wear volume in flanks of a polyamide pinion tooth 
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Fig. 9. Comparative wears volume removal between acquisition system simulation (dimensional 
measurements) and weight results 
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8. Environmental stress cracking 

Perhaps this topic is the most complicated when considering mechanisms of 
failure in PE pipes. It is a mixture of aspects in connection with material integrity, 
environment parameters and the stress-strain relationship (Fig. 10). Environmental 
stress cracking (ESC) occurs when PE or PA is subjected to a combination of a 
stress field and an environmental agent (chemical). Although, fundamental 
molecular mechanism of ESC in both PE and PA is still discussed; nevertheless, 
both ESC and SCG share many similarities, such as load and temperature 
dependence of failure time, and brittle-like failure surface. Therefore, it is thought 
that they probably have a common microscopic deformation mechanism that 
governs failure. If so, it would be valuable to use ESC as a tool to evaluate the 
long-term behavior of polyethylene and polyamide materials, since the ESC 
testing times are much shorter compared to other tests [11]. The acceleration 
process is supposed to be due to the pressure of aggressive agents and to diffusion 
and/or absorption within crystallites. 
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o UV 
o Atmospheric 
o Coatings 

Chemical Attack 
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Environment 
Stress Cracking 
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MATERIAL
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o Service stress (P°) 
o Time-to-failure  
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ENVIRONMEN

Fatigue 

 
Fig. 10. Interaction between material, environmental parameters and the stress–strain relationship 
in ESC in polymers 

It is concluded that both solvents (mixture of toluene-benzene and dichloro-
methane solution) are very aggressive to PE pipe materials. On the other hand, 
detergents are also aggressive to polyamide materials [12, 13]. The problem is that 
those solvents could be present in natural gas streams and might degrade irreversibly 
the polymer parts. The evolution of cristallinity should also be studied and how it 
is redistributed after, injection moulding, welding; cutting and machining at high 
speeds [14]. Our studies conclude towards a specific evaluation of ESC of polymers 
that should be governed by reliability approaches. In a recent work, we have 
shown that such an approach is desirable as it answers many questions to the 
uncertainty and probabilistic variable controlling lifetime in polymeric and metallic 
materials [15]. Therefore, many aspects have to be considered such as the 
knowledge of thermal history, the degree of molecular interpenetration from both 
melts and the role of pigments and some additives. 
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9. Conclusions 

Polymers are finding various technical applications in industry due to important 
advantages. Technical developments of PE and PA are found in long-term perform-
ance evaluation and how research is trying to bridge between different approaches 
such as fatigue and creep. Mechanisms of failure of PE pipes are basically driven 
towards the understanding of brittleness, as it is the most dangerous for the integrity 
of a PE underground structure. The study of brittle-to-ductile transition is a potential 
way to establish PE toughness from short-term fatigue tests. Wear analysis of PA 
is possible to approach experimentally and integrating the effect of stress cracking 
environments. 
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Abstract Many modern trends in metal cutting, high speed/feed machining, dry cutting, hard 
cutting and ecological impacts set more demanding characteristics for cutting tool materials. The 
exposed parts of the cutting edges must be protected against the severe mechanical and chemical 
loading conditions resulting in wear of tools and quality of products. The paper deals with three 
modifications of the hard (Ti1-xAlx)N/a nano-crystallites embedded in an x-ray nearly 
amorphous Si3N4 matrix, analyses of the WC carbide-coating interface, its integrity and cohesion 
to the substrate. Advanced cutting tests and wear morphology in the operation of longitudinal 
turning of carbon steel C45 were done. Some technological and economical impacts for an 
application of the coatings are also highlighted that confirms their a very good cutting 
performance, characterized by the very good of chip formation, mean standard deviation of the 
machined surface from Ra = 1.00–1.50 μm to Ra = 6.30–12.50 μm (start and end of testing), 
convenient cutting force composition, tool life 52–56 min (compared to the expected 15–20 min) 
for cutting speed 130 m/min, depth of cut 1.5 mm and feed per revolution 0.18 mm. Two 
mechanism of wear have been watched – sub-layers delaminating and abrasion. 

Keywords: Nano-Composite, Coating, Integrity, Interface, Cutting, Wear. 

1. Introduction 

Hard coatings for cutting tools can be divided by production methods and physical 
properties. The coating protects the tool against abrasion, adhesion, diffusion, 
formation of comb cracks and other wear due to the high strength of their covalent 
inter-atomic bond, small bond distance, high coordination number and its Vickers 

are TiN (the long-term standard from the late 1970s), Ti(C,N), (Ti,Al)N, (Al,Ti)N, 
(Ti,Al,Si)N, (Al,Cr)N and CrN are applicable not only to the carbides, but also on 
HSS tools. In many cases the deposition of the cutting tool with a hard coating 
increases cutting performance and tool life in the range of 100–1,200%. 

The reasons for the outstanding features of the (Ti, Al)-based coatings [9]  
can be seen in a very high hardness (25–38 GPa), with relatively low residual 
compression stresses 3–5 GPa), high hot hardness, resulting in low hardness lost 

hardness HV of 40–60 and >70 GPa [1, 2, 5–9]. The widely used PVD hard coatings 
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(30–40%) up to temperatures of 800°C, high oxidation resistance (the same rate 
for Ti(C,N) at 800°C as for TiN at 400°C) and low heat conductivity (up to 30% 
lower relative heat indention coefficient than for TiN). 

The research of the substrates or the highly protective coating in specific 
machining operations can have serious impact on machining productivity and 
economy. The coating industry is enormously innovative today. There is a lot of 
research and solutions even to improve these outstanding features of coatings, 
especially the (Ti, Al)N for a suitable combination of ARC and sputtering, an 
effective filtering of ARC-droplets, an optimization of process parameters like 
ARC-current, BIAS-voltage, N2-pressure, etc. 

Some research works have been focused on a optimization of the crystalline 
structure to avoid the columnar structure and corrosion, a deposition of the 
multilayers to increase coating toughness and thickness, convenient addition of 
other alloying components, such as chromium and yttrium (to increase oxidation 
resistance), zirconium, vanadium, boron and hafnium (to improve wear resistance) 
or silicon to increase hardness and resistance against chemical reactions coatings [9]. 

Nevertheless, the three most important nano-structures are deposited today: 

• Nanogradients (with continuous changing of the composition from the 
substrate to the top of a cutting tool) 

• Nanolayers (with typical sublayer’s thicknesses of 3–10 nm) and non-
linear relation of hardness depending on precisely specified periods of 
coating) 

• Nanocomposites – nanocrystalline grains nc-AlTiN are embedded into an 
amorphous matrix a-Si3N4 due to the spinodal segregation (silicon is not 
in the metallic phase); the strong interface hinders grain boundary sliding 
at crystallite size less than 10 nm 

Generally, the coatings can be divided into two main categories: 

1. Superhard nanocomposites – ceramic based coatings, e.g. nc-MenN/a-
Si3N4 (Me = Ti, V), nc-TiN/a-BN/a-TiB2, nc-(Ti1-xAlx)N/a-Si3N4. The 
coatings offer superhardness (H ≥ 50 GPa), high resistance to brittle 
fracture, high thermal stability and oxidation resistance. 

2. multi-functional nanostructured coatings – these coatings offer high hardness 
(20–35 GPa) and excellent wear resistance combined with other important 
properties, such as high toughness, impact resistance, dry lubrication or 
biocidal, antibacterial and antifungal properties. 

Nevertheless, some typical problems can arise from the application of the hard 
coatings and structural integrity between coatings and substrate – Figs. 1 and 2, 
stemming from the technological processes or due to the physical and chemical 
bonds and imperfections. 
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Fig. 1. A decohesion on the tool-coating interface (REM) 

 
Fig. 2. Flank wear of the multilayered tool (BSE) 

2. Theory of the cutting tests 

There are many techniques how measure the performance of hard coatings – 
laboratory techniques, case studies in companies, etc. Machining technologies 
seem be very effective methods of the coating resistance testing due to complexity 
of stresses and other impacts on the active surfaces [3, 10]. A precise measurement 
of cutting forces can directly reflect changes in the geometry of chip–tool contact 
without any interruption of testing and a manipulation with cutting tool – see Figs. 
3, 4 and 5 and Eqs. (1, 2 and 3), based on modern method of metrology [4]. The 
time development of feed force Ff is linked to flank and the flank wear land, 
measured normally by the VB parameters [3]. 

Figure 5 shows differences at the wear land for coated tools and distinguishes 
the area of pure wear of coating {ABC} and the period of composed wear 
following (behind the point D) with a substrate share (according to ISO the land 
between points B–D is known as VB parameter) A similar situation is on the 
general face between points {EFG}, where the upper surface is compressed and 
sheared by the chip flow and the point G limits the coating-substrate interface. 
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Fig. 3. A principle of tool force composition when orthogonal cutting [11], force and stress 
composition (in the shear plane) 

Fig. 4. The system of force measurement with dynamometer Kistler 9257B 

Similar calculations can be derived for the rake wear and other force components 
(cutting force Fc, passive force Fp, coefficient of friction μ cutting force Fc and the 
other variables (1–3). However, a lot of variables can affect the final cutting result 
such as technological preparation of the substrate [6, 7], its chemical composition, 
grain size, phase distribution, thermal stability, hardness/toughness, etc. A special 
care should be put in the technology of grinding, lapping, polishing, cutting edge 
chamfering, rounding and pre-preparation of the interface for a coating procedure 
to avoid such typical problems of decohesion and extensive delamination of  
the coatings on the rake of cutting tools. 
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3. Experimental work, results 

Three chemically the same hard nanocomposite coatings (Ti,Al)N in amorphous 

(with purity covering the range from >1000 ppa up to <100 ppa) were used on six 

96001527, producer Pramet Tools Ltd. (Seco). A standard series (A) and two 
R&D PVD technologies (B, C) – from TUM, Germany were tested. To guarantee 

The constructional carbon steel CSN 41 2050.1 (DIN C45), in a blank φ200/ 
1100 mm, chemical composition according to the Table 1, with pearlitic–ferritic 
structure was used as workpiece material. The blank was turned to the starting 
diameter φ189/1070 mm. Standardized centres were drilled in each face and a new 
life centre was used. A universal lathe SU 50A 1500/11kW equipped with a 
continuous regulation of cutting speed and number of rotations was used. No 
releasing, chattering or a failure of the apparatus has been watched during all 
machining tests. 

Table 1. Chemical composition of the machined material 

Weight content of elements Steel DIN 
C45 C (%) Mn (%) Si (%) P (%) S (%) Cr (%) Ni (%) Fe (%) 
ČSN 41 
2050.1 

0.42–0.5 0.5–0.8 0.17–0.37 0.004 0.004 0.25 0.30 rest 

Hardness 270–272 HB (minimal tensile strength Rm = 530 MPa) 

Table 2. Cutting data 

Cutting condition unit Set values 
Cutting speed (vc) (m/min) 130 
Rotations (n) (1/min) According to the real workpiece diameter 
Feed per revolution (f) (mm) 0,18 
Axial depth of cut (ap) (mm) 1.5 
Cooling – Dry longitudinal turning 
Wear criterion (phenomena) – Steep rise of cutting forces (~25 N/min), VB ≈ 0.5–

0.7 mm, deterioration of machined surface, burrs 

All data were worked out with Statgpraphics v.5 software (ANOVA of the time 
series). Analytical electron microscopy (AEM) was done with REM PHILIPS 
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XL30. Cutting conditions were set according to the machine, workpiece, 
machined material and safety regulations – Table 2. 

4. Results 

All coated tools confirmed a very good cutting performance; a safe chip formation 
was watched. Analysis of the cutting forces confirmed a gradual rise of all 
components, so good stability of cutting edge (geometry, substrate, coating) 
measured and checked by means of specific cutting variables was confirmed. 
Some differences in cutting forces were watched at the beginning of cutting, but a 
continuous rise in all force components was watched for all tested tools – Figs. 5 
and 6 (selected results). 

Fig. 5. Cutting performance of the A-tools 

 
Fig. 6. Cutting performance of the C-tools 
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Multiple regression analyses of mean cutting forces for all tested series (μ ± 
2.σ, reliability 95%) confirmed the following relations (4–6) for the cutting forces 
(time series with t in minutes): 

Coatings A: 2314.0080.3012.895 ttFc ⋅+⋅−=  (4) 

Coatings B: 2026.0095.0232.841 ttFc ⋅+⋅−=  (5) 

Coatings C: 2037.0700.0081.844 ttFc ⋅+⋅−=  (6) 

The mode of loading on the rake consisted mainly from thrust normal stresses 
(more then 90%). The samples with standard coatings in the end of testing exhibited 
sharp rise in the feed force reflecting bigger wear land. 

 
Fig. 7a. Wear of a tool from the series A (BSE) 

 
Fig. 7b. Wear of the tool A – (BSE) 

The wear morphology of the cutting tool (Fig. 7a, b) showed prevailing abrasive 
mechanism. No cobalt bleaching on the WC-coating interface has been found. A 
different integrity of the substrate-coating interface can be recognized from Fig. 8a, b. 
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On the photos a thin sub-layer between the coating and substrate was observed 
(containing some impurities and mainly oxides). It was not possibly to quantify 
the properties of the interphase reliably (by the AEM). However, the tool life 
increased dramatically (more then 100%) when a production of the interphase 
layer has been suppressed compared to the standard coating conditions (this 
phenomena is a subject of a new project). 

 
Fig. 8a. Wear of the tool C – SEM 

 
Fig. 8b. Wear of the tool C – BSE 

The values for achieved tool lives can be seen in the Table 3, box and whiskers 
plots (Sheffé 95%) for tested series in the Fig. 9. This analyses denoted a 
statistically significant differences of the group A against B and C, not B against 
C. Surface roughness measured with hand device Talysurf Intra showed a rise of 
mean standard deviation from Ra = 1.00–1.50 μm at the beginning of tests 
compared to Ra = 6.30–12.50 μm in the end of testing (some local deteriorations 
of the machined surface by burrs and unsuitable chip was also observed). 

Table 3. Tool lives for all tested samples 

Samples A1–A4 Average B1–B4 Average C1–C4 
16.25 22.34 41.30 48.69 46.80 
21.25  44.10  50.40 
25.60  53.10  51.60 

Tool lives (min) 

26.25  56.25  56.25 
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Fig. 9. Tool life box and whiskers plots (95%) for the tested series 

5. Discussion 

According to Veprek [2], quasi-binary superhard nanocomposites – such as  
nc-TiN/a-Si3N4 – show oxidation resistance significantly better than (Ti-xAlx)N 
coatings. Moreover, a Si3N4 barrier in the superhard nc-(Ti1-xAlx)N/a-Si3N4 
coatings stabilizes them up to a temperature of 1,200°C and preserve this 
decomposition to a level typical for cemented carbide substrates. Very similar 
results and research conclusions for superhard nanocomposites based on spinodal 
phase segregations suitable for machining purposes were published [11] and wide 
range of research results were published recently. 

6. Conclusions 

All tested coated tools protected with hard (Ti1-xAlx)N in Si3N4 matrix confirmed 
a very good cutting performance in the turning test, overcoming standard nano-
coating and tool life by more than 100%. A very smooth, acceptable machined 
surface was observed. A very slow mean of cutting force rise and good chip 
formation was achieved in the dry cutting conditions for the series C. 

Nevertheless, it has been analysed that the coating-substrate interface (Ti1-xAlx) 
N/Si3N4 matrix to the carbides/Co-binder influences the mechanical properties and 
cutting performance of the extremely loaded cutting edges. The purity of coating 
and interfacial bonding of the nano-crystallites (coherent, semi-coherent bond to 
crystalline/amorphous matrix and other phases) belong to the most important 
factors for coatings protecting cutting tools. Ultra-pure target, pre-cleaning of the 
deposition chamber and fast pumping of residuals can influence the interfacial 
strength and interphase integrity. Interphase de-cohesion and different size of 
phases can result in a weakening of the structural integrity, rapid wear of coating 
and low tool life. 
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Anyway, nano-structured multifunctional coatings prevail in a strong protective 
capability of the cutting edges in general, combined with a very good wear 
resistance. These important functional properties of cutting tools make remarkable 
technological and economical benefits in such specific applications like high 
speed cutting, high feed cutting, hard machining, dry machining, etc. 
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Abstract The paper investigates thermodynamics of the cyclic deformation of the bulk 
nanostructural titanium Grade 2 prepared by the method of intensive plastic deformation. The 
peculiarities of energy balance in nanocrystalline titanium were investigated using IR techniques 
for fast determination of the fatigue limit. The polycrystalline titanium exhibits an ordinary 
behavior. After passing the fatigue limit the temperature rises abruptly due to a sharp change of 
the damage accumulation kinetics. The dependence of temperature kinetics on the stress 
amplitude in the nanocrystalline titanium is linear up to a failure of the specimen. This fact 
allows us to conclude that nanocrystalline titanium, characterized by a specific state of the 
ensemble of grain-boundary defects, has a unique structural mechanism for energy absorption 
and dissipation and can use this mechanism both at small and high stress amplitudes. Based on 
these experimental results and our previous theoretical investigation on collective properties of 
mesodefect ensemble we propose to investigate a poly-nanostructural transition in metals by 
analogy with phase transitions. 

Keywords: Nanocrystalline Titanium, Cyclic Loading, Energy Absorption Mechanisms. 

1. Introduction 

Recent discoveries of the unique properties of bulk submicrocrystalline materials 
(BNM) (unusual mechanisms of deformation, anomalies of conductivity, magnetic 
and optical properties) have given an impetus to a new scientific direction – 
nanotechnology. Physical and mechanical properties of solid nano- and mesostruc-
tural media offer unique possibilities for electronics, medicine, various technical 
applications, for instance in the field of aero-space technologies. 

At present time, two general approaches to the development of BNM are 
considered. The first approach, the so-called “bottom-up approach”, involves 
compaction of the nano-size powders (ultra disperse powders can be obtained by 
gas condensation in the inertial atmosphere or by plasma-chemical method, aerosol 
and chemical synthesis, and also by grinding of powders in a spherical mill, etc.). 
Some of these methods have been successfully used for creation of BNM and 
serve as a basis for studying the structure and properties in the nanocrystalline state. 

205 

Materials and Structures, 205–211. 



O. Plekhov et al. 

 

At the same time, development of these methods represent considerable problems 
related to residual porosity formed at compacting of bulk material, pollution of 
samples during powder preparation or their consolidation. 

The second approach, originally proposed by V.M. Segal and developed by R.Z. 
Valiev [1], is widely known as the “top-down approach”. According to this technique, 
the formation of BNM is by grinding of the initial microstructure up to a nano-size 
scale under intensive plastic deformation (IPD). The IPD methods provide refine-
ment of the grain structure in various metallic materials, however, the character of 
grain structure (size and shape of grains, types of grain size, phase structure, etc.) 
depends on the processing conditions, phase structure and initial microstructure of 
materials. IPD processing leads to the formation of ultra fine grains separated by 
nonequilibrium grain boundaries. This state is characterized by generation of high 
density lattice defects and grain boundary defects with long-range correlation 
properties. 

The BNM prepared by the methods of intensive plastic deformation are 
characterized by specific state of the ensemble of grain-boundary defects with 
long-range spatial correlation that provides a unique mechanical behavior of the 
material. Physical properties of BNM are defined by the length and intensity of the 
grain boundaries, which for the grain sizes of about 10–100 nm contain 10–50% 
of atoms of the material. Hence, the transition to bulk nanocrystalline state is 
characterized by pronounced scaling effects and a change of the material properties 
caused by a decrease of the grain size and increasingly growing role of the grain 
boundary defects. One of the most important questions in studying the BNM 
physics is the existence of a sharp boundary between the bulk polycrystalline and 
nanocrystalline state, i.e. the existence of an area below some characteristic grain 
size, where the properties are characteristic of a nanocrystalline solid. There is 
also a thermodynamic statement of the problem, which considers the analogy of 
the transition from polycrystalline to nanocrystalline state with the first kind phase 
transition. An effective method for studying material properties under transition to 
nanocrystalline state is the analysis of energy absorption mechanisms, which by 
analogy with phase transitions can lead to qualitative changes in materials with 
fine-grain structure related to the specific interaction between the grain boundary 
defects. This paper is concerned with investigation of the energy absorption 
process in coarse grain and fine grain titanium under cyclic loading. It has been 
found that BNM exhibit energy dissipation anomaly, which can be treated as a 
result of specific structural evolution in this material. 

2. Material and experimental conditions 

The samples of titanium Grade 2 in submicrocrystalline state were manufactured 
by the method of intensive plastic deformation [2] and had the grain size of about 
150 nm. The mechanical properties of titanium Grade 2 in polycrystalline and 
submicrocrystalline state are presented in Table 1. 
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The geometry of samples is represented in Fig. 1. The cyclic loading was 
carried out using a resonant electrodynamic testing machine Vibrophore Amsler 
providing uniaxial loading with the prescribed boundary conditions for stress. The 
resonance frequency of the sample was 76 Hz. The temperature field was recorded 
with the infra-red camera CEDIP Jade III. Sensitivity of the camera is higher than 
25 mK at 300°K, a spectral range is 3–5 μm, and the maximal size of the frame is 
320 × 240 points. The experimental procedure corresponded to the express IR 
techniques for determination of the fatigue limit [3]. This technique was based on 
the hypothesis about correlation of the value of the fatigue limit with the stress 
threshold of structural evolution. After passing the fatigue limit (loading with 
stress amplitude higher than the fatigue limit) an intensive structural evolution 
and, as a result, an intensive temperature rise was observed in the specimens. The 
fatigue history of each sample including “cyclic” blocks contained 30,000 cycles, 
with the asymmetry factor of a cycle equaling 0.1. 

Table 1. Mechanical properties of titanium Grade 2 at coarse and fine grain states 

Type of treatment Tensile strength, σв 
(MPA) 

Yield stress, σ0.2 
(MPа) 

Ultimate elongation 
(δ %) 

Initial coarse grain state (grain 
size 25 μm) 

440 370 38 

IPD + hot rolling (grain size 0.3 
μm) 

1090 ± 20 980 ± 20 13 ± 1 

Fig. 1. Geometry of samples used for cyclic tests. The sizes of a gage part of a sample 
15 × 5 × 3.5 mm 

For each subsequent block the average stress was increased by 10 МPа. At each 
step of loading a temperature rise in the sample was measured. Between cycles the 
samples were unloaded and relaxed until they reached thermal equilibrium with 
the environment. 

3. Experimental results 

Figure 2 presents the results of experiments. The polycrystalline titanium shows 
nonlinear two-step growth of heat dissipation. 
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According to the used technique the point of crossing of straight lines in Fig. 2 
determines the value of the fatigue limit for the coarse-grained titanium (the 
average stress is 80 MPa, the maximal stress is 145 MPa). 

Fig. 2. Mean temperature increment of titanium samples in coarse-grained (curve 1) and nano-
crystalline states (curves 2, 3) versus mean stress; dashed lines determine approximately the 
value of fatigue limit (the stress corresponding to the knee point) 

Experiment with the coarse-grained titanium was stopped before failure in the 
case when the sample temperature overran a working range of the camera with 
exposition 1100 µs (75°С). 

The results of infra-red scanning show that cyclic loading of nanocrystaline 
titanium is accompanied by a qualitative change in the mechanisms of dissipation. 
At small stress amplitudes the average temperature of the sample with a fine grain 
structure insignificantly exceeds the temperature of the coarse-grained titanium 
sample. At the stress of about the fatigue limit the picture qualitatively changes. 
For the stress higher than the fatigue limit of the coarse-grained titanium the 
increment of temperature in the nanocrystalline sample is much less than in the 
samples in a polycrystalline state. A linear dependence of the temperature growth 
rate on the average stress was observed for all fatigue histories of nanocrystalline 
samples. 

The temperature of samples is stabilized approximately after 20,000 cycles 
which reflects the ability of the samples with submicrocrystalline structure to form 
an equilibrium defect system (probably grain boundary defects) and qualitatively 
confirms the theoretical result about the formation of defect “lattice”, whose 
characteristic size (density of dislocation) homogeneously increases with increase 
in the average stress. 
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Submicrocrystalline samples during cyclic loading experienced brittle failure, 
which occurred at the stress amplitude 35–40% higher than in titanium samples in 
an ordinary polycrystalline state. 

Fig. 3. The plot of mean temperature growth rate versus mean stress for coarse-grained (curve 1) 
and nanocrystalline titanium (curves 2, 3); dashed line denotes linear approximation of curves 2, 3 

4. Discussion 

Intensive plastic deformation of titanium leads to the formation of ultrafine-grained 
nonequilibrium structures containing high density lattice and grain boundary defects 
with long range elastic stress fields. This circumstance allows us to consider 
nanostructural state of materials as metastable. As a result the plastic and/or cyclic 
deformation of these materials is accompanied by anomalies of energy dissipation 
and absorption. The earlier developed statistical-thermodynamic theory of solids 
with mesodefects allowed us to define a new class of the critical phenomena 
caused by collective behavior of the ensembles of dislocation defects - structural-
scaling transitions, and to suggest an explanation of the laws governing the 
transitions from polycrystalline to bulk nanostructural conditions [4]. 

The main feature of this new class of the critical phenomena, which is characteristic 
of nonequilibrium systems with defects, is the existence of additional order para-
meter – the parameter of structural scaling depending on the scale characteristics 
of materials and the interaction between the defects. The thermodynamics and 
phenomenology developed on the basis of the statistical description is the generaliz-
ation of the Ginsburg-Landau approach. It allowed us to establish qualitatively 
different dynamics of structural-scaling transitions in the corresponding areas of 
structural scaling parameters. These dynamics were defined by the types of 
collective modes of the defect ensembles typical for quasi-brittle, plastic and bulk 
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nanocrystalline conditions. Kinetics of the specified order parameters defines a 
relaxation ability of a material during formation of plastic shifts; the characteristic 
features of transitions from disperse to macroscopical destruction, the law of 
absorption and dissipation of the energy during deformation. 

Qualitative distinctions in the behavior of materials in poly- and nanocrystalline 
states are caused by various types of collective modes in the dislocation substructures 
(ensembles of grain boundary defects) formed under conditions of structural-
scaling transitions. These features are demonstrated most clearly at cyclic loading, 
in particular, at high cyclic loading – the wide-spread type of deformation 
characterized by repeated (more than 106 cycles) periodic changes in the stress 
amplitude. 

The change in the kinetics of the structural-scaling transitions is determined by 
the type of collective modes related to a change of deformation mechanisms and, 
as a consequence, to a change of the system symmetry. It is shown in [4] that a 
transition from polycrystalline to bulk nanocrystalline state is accompanied by a 
replacement of the collective modes described by the solution-like solution by 
spatially located motionless structures formed at some characteristic spatial scales. 
A qualitative change of the collective modes reflects the change of the deformation 
mechanisms defined by the threshold stress (it is characteristic of solution-like 
modes describing localization of plastic deformation) in the case of polycrystalline 
materials and the formation of “lattices” of the grain boundary defects (“dislocation 
crystals”) in the submicrocrystalline state. 

It is well known, that the energy balance at plastic deformation is characterized 
by dissipation and configuration contributions. The former leads to a temperature 
rise in the sample, the latter, configuration, is determined by the quantity of energy 
stored in the elastic stress fields of the structural defect at various scale levels. For 
polycrystalline materials plastic deformation is realized as a consecutive scale 
transition to dislocation substructures of greater and greater scales until it reaches 
the last scale characterized by exhausting shift mobility and formation of the 
failure centers. For materials with nanocrystalline structure the scale transitions 
are implicit and deformation is accompanied by formation of the “lattice” of the 
grain boundary defects and their rather homogeneous growth. A transition to 
failure in this case is accompanied by formation of a cluster of grain boundary 
defects and leads to the development of quasi-brittle fracture scenario. This 
difference in evolution of dislocation substructures for poly- and nanocrystalline 
materials has qualitative analogy to phase transitions. 

The analysis of the data presented in Figs. 2 and 3 confirms the conclusion about 
the qualitative difference in the energy dissipation and failure mechanisms of 
polycrystalline and nanocrystalline titanium. In Fig. 3 the dependence of “intensity” 
of the energy dissipation on the average stress is well approximated by the line for 
different samples of nanocrystalline titanium. This qualitatively differs from a 
behavior of the material in coarse-grained polycrystalline state. In the material 
with a fine grain the fatigue limit cannot be treated as stress value the achievement 
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of which leads to a qualitative change in the mechanisms of structural relaxation 
characterized by multi-scale character of the final stage of deformation. 

The growth of the average temperature of the nanocrystalline sample, and, hence, 
the integrated capacity of heat sources caused by material structure evolution is 
directly proportional to the quantity of energy (a square of the stress amplitude), 
spent on deformation of a sample for all investigated values of the applied stress. 
This fact characterizes the ability of a submicrocrystalline material to use effectively 
the structural (configuration) channel of energy absorption, involving in this process 
all nanocrystalline volume. Our observation revealed much less difference in the 
mechanical properties of coarse-grain and fine grain material under cyclic loading 
than under quasi-static tensile loading. 

This difference can be explained by the difference in the defect kinetics under 
cyclic loading. Actually, the structural relaxation of materials with fine-grained 
structure is less pronounced than in the coarse-grained (plastic) materials owing to 
the effects of localization of deformation. This explains a quasi-brittle character of 
failure of nanostructural materials, which is mainly due to formation of coherent 
clusters of grain boundary defects. It should be noted that in nanostructural materials 
(in contrast to coarse-grained) this transition is typically not accompanied by 
localization of deformation and corresponding structural relaxation. 
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Abstract The stainless steels remain not easily replaceable taking into consideration their high 
mechanical characteristic (capacity resistance, hardness and impact resistance) what their offer to 
be used in significant fields such as the nuclear power, the storage of the chemical products. This 
work presents an experimental study of the behavior of austenitic stainless steel 316L under the 
impact. The various tests with the impact were led to various temperatures. The increase in the 
temperatures shows their effects on energy of fracture and tenacity. The Charpy test specimen 
are used where the influence of the angle and the depth of the notch were studied. The results 
thus presented show the effect of the temperature on the ductile behavior of material. 

Keywords: Impact, Charpy Test, Stainless Steel 316L, Temperature, Tenacity. 

1. Introduction 

Stainless steels are primarily of steel, i.e. metal alloys Fe–C. The addition of 
chromium, the essential element to the corrosion of steel, led to the development 
of various grades of steel, and then stainless qualified. For the phenomenon of 
passivity of a steel can establish and sustain, it is necessary that the alloy has a 
minimum chromium content in the range of 10–11%, chromium is in solution [1]. 
Beyond this concentration, steel form spontaneously in the surface layer and 
protective continues chromite Cr2O3. Austenitic stainless steels at ordinary 
temperature retain CFC austenitic. 

These steels are the group most stainless steels used in practice. Outside of 
chromium which ensures the inoxydabilité, nickel is the largest of the alloying 
materials mainly because of its genre. Austenitic stainless steels are commonly 
called 18–8 or 18–10 of after their respective levels chromium and nickel [2]. 
Different parameters affect the formation of precipitates of stainless steel such as: 
temperature, chemical composition, time of precipitation [3, 4]. This precipitation 
affects the fracture behavior. 

Much empirical evidence had been accumulated by the 1920/1930s which 
showed that high strain rates applied at temperatures close to or somewhat below 
room temperature in the presence of notches were more likely to result in brittle or 
sudden failure [5]. 
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This issue was highlighted in a number of catastrophic failures in steel structures 
and whilst the science of fracture mechanics increasingly allows a rigorous approach 
to designing against brittle fracture in steel structures, the Charpy test remains as a 
well recognized method of specifying steel quality. After the mid 1950s, Charpy 
testing became an essential part of steel specification. 

Empirical correlations have been shown between Charpy value and service 
performance. Temperature is the one parameters effect used and presented in the. 
The temperature effect between 20°C and 600°C was made for an austenitic 

shown the effect of temperature, dimension of notch of the stainless steel 316L 
under impact test (Charpy test). 

2. Material and impact tests 

The Charpy test provides a measure of the energy required to break a material 
under impact loading. It was first standardized some 60 years ago to allow 
comparison between different types of steel made from a variety of manufacturing 
processes. The test consists essentially of a hammer with a given amount of 
energy striking a notched test piece of fixed dimensions and recording the energy 
required to fracture test piece at a specific temperature and recording whether the 
fracture mode was ductile or brittle. 

Test specimens of stainless steel 316L were obtained from 12 mm thickness 
plate, which were produced by rolling. Chemical composition of the studied 
material is shown in Table 1 and mechanical properties are shown is Table 2 

Table 1. Chemical compositions of 316L in wt% 

Fe Cr Ni Mo Mn N S C Si P 
62 ÷ 72 16 ÷ 18 10 ÷ 14 10 ÷ 14 2 ÷ 3 0 ÷ 1 0 ÷ 0.3 0 ÷ 0.3 0.75 0 ÷ 0.45

Table 2. Mechanical properties 

σe (MPa) σ0.2 (MPa) σr (MPa) E (GPa) A% Z% 
3 7 8  3 9 0 . 5 4  7 1 0  1 8 6 . 7 5  5 1 . 5  5 0  

Impact test (Charpy test) was performed on pendulum motion “Charpy 300J” 
shown in Fig. 1. Charpy specimens with U and V notch are obtained in two orient-
ations L-T and T-L. The variation of temperature test is obtained by using an electric 
furnace (Fig. 2). The Charpy specimens are heated to 500°C and maintained at one 
hour before the test. Temperatures are measured before each test once the 
specimen deposited at the sheep pendulum through an electronic thermometer. 

stainless steel 316L under a specified environment [6]. The aim of this work is to 

obtained by tensile tests [7]. 
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 Dial reading 

 
Fig. 1. Charpy pendulum 

 
Fig. 2. Electrical furnace 

3. Experimental results and discussions 

Once the testing, the absorbed energy is determined on the dial reading (see  
Fig. 1). The absorbed energy is used to determine the toughness of the material by 
the relationship: 

S
WK =  (1) 

W is absorbed energy and S the section of the specimen. 

3.1. L-T specimen orientation 

Figure 3 shows the variation of the tenacity as a function of temperature in U-notch 
specimen. The increase in temperature from 25°C to 200°C permits to increase the 
tenacity of the material. Between 25°C and 80°C is the constant tenacity, this 
present the ductile stage. 
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The tests on the V-notch specimen (V60°) (Fig. 4) also show the ability to 
resistance shock by increasing the temperature up to 200°C. Between 100°C and 
150°C, tenacity is almost constant which is reflected the same micro structural 
resistance. 
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Fig. 3. Tenacity vs. Temperature 
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Fig. 4. Tenacity vs. Temperature 

3.2. T-L specimen orientation 

The impact test performed on specimens machined in T-L orientation (Figs. 5, 6 
and 7) shows the same variation of change of tenacity. A slight augmentation of 
the tenacity is noticed between tests at room temperature and tests at temperatures 
above nearby. This increase is due to micro structural changes. The resilience has 
been increased and the material is more ductile. 
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Fig. 7. Tenacity vs. Temperature (V60°) 

3.3. Notch effect 

Experimental results show the variation in the shape of the notch impact on the 
capacity of resistance to shock. Figure 8 shows a higher variation of the tenacity 
for U-notch and V-notch specimen (V60°) with 5 mm of thickness. At high temper-
atures, a difference on the tenacity is important. The increase in the thickness 
affects the variation of tenacity (Fig. 9). 
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The variation of the depth of the notch showed the lower variation of the 
tenacity (Fig. 10). Figure 11 shows the influence of the angle of notch on the 
variation of tenacity where it is noticed that for an angle of 60°, the specimen is 
more resistant to the shock especially at ambient temperature. 
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Fig. 10. Effect of depth in V notch  Fig. 11. Effect of angle notch 

4. Conclusions 

The influence of temperature on impact resistance of stainless steel 316L was 
investigated by performing Charpy tests experiments in the temperature range 20–
300°C. The increase in the latter makes the material 316L ductile. The influence 
of different geometric parameters were highlighted namely the shape of the notch 
(U or V), the angle notches. For the same temperature and thickness, the U-notch 
specimen presents greater resistance comparatively to the V-notch specimen. For 
the same V-notch specimen, the increase of the angle provides superior toughness 
(tenacity). 
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Abstract The experimental study of material responses in a wide range of loading rate reveals 
some insight into dynamic failure and shows the linkage of solid behavior with the evolution of 
mesoscopic defects such as microcracks and microshears. This situation is strongly connected to 
dynamic and shock wave loading, when the time for mesodefect evolution, across different 
length-scales approaches the characteristic loading times. Taking into account the nature of 
plastic deformation and failure the key problems are related to the statistics and thermodynamics 
of the mesoscopic defects. This is revealed in the features of non-equilibrium systems with “slow 
dynamics”. “Slow dynamics” is the consequence of collective interactions between mesodefect 
modes with slow spatial-temporal response in comparison to the acoustic properties of the 
material (elastic wave propagation). The existence of these slow modes dominates the failure in 
dynamically loaded and shocked materials. The original study was conducted to support 
theoretical results and constitutive relations, which describe a different scenario of damage-
failure transition with a self-organized criticality in mesodefect behavior – the structural-scaling 
transition. 

Keywords: Dynamic Fracture, Plate Impact, Spalling, Mesodefect, Self-Similarity. 

1. Collective modes in mesodefect ensembles 

Statistical theory of the collective behavior of mesodefect ensemble [1] allowed us 
to describe the phenomenology of solids with mesodefects and the interpretation 
of failure kinetics as non-equilibrium structural-scaling transition in mesodefect 
ensembles. The non-equilibrium free energy F  represents generalization of the 
Ginzburg-Landau expansion in terms of order parameters - defect density tensor 
(defect induced deformation zzp p=  in uni-axial case) and structural scaling 
parameter ,δ  that depends on characteristic length-scales of mesodefects and 
plays a role similar to the “effective temperature” in non-equilibrium mesoscopic 
systems. 

( ) ( ) ( )2642 ,
6
1

4
1,

2
1 ppDp CBpp AF lc* ∇+⋅−−−= χσδδδδ  (1) 
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where zzσ σ=  is the stress, χ is the non-locality parameter, , , ,A B C D  are the 
material parameters, *δ  and cδ  are characteristic values of structural-scaling 
parameter (bifurcation points) that link the range of nonlinear material response to 
the defect growth. These ranges correspond to the characteristics of the collective 
modes generated in different ranges of ,δ (Fig. 1). 
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Fig. 1. Characteristic responses on the defect growth 

These are responsible for plastic relaxation and the damage-failure transition. 
These collective modes are the self-similar solutions ( , )Sp x t  of the growth 
equations [1]: 

( ( )),p l lp F p x p x

Fδ

χ

δ δ

= −Γ ∂ ∂ − ∂ ∂ ∂ ∂

= −Γ ∂ ∂

&

&
 (2) 

where ,ç δΓ Γ  are the kinetic coefficients, χ is the non-locality parameter. These 
solutions have the form of the quasi-periodic solution for the fine-grain state 1S , 
the auto-solitary waves for plastic strain localization area 2S  and blow-up 
dissipative structures 3S  for damage localization “hotspots”, Fig. 2. The blow-up 
solution reads. 

( ) ( )
( ) (1 ) m

c

p g t f

g t G t

ξ

τ −

=

= −
, Cx Lξ =  (3) 

where cτ  is the so-called “peak time” ( p → ∞ at ct τ→ ), CL  is the scale of 
damage localisation, 0, 0G m> > are the parameters describing the non-linearity, 
which characterise the free energy release rate for cδ δ< . 

The function ( )f ξ determines the distribution of defect density in the damage 
zone. The characteristic stages of damage-failure transition are similar to the 
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kinetics of heat localisation in the theory of combustion [2, 3] and include an 
induction, or nucleation, time and the “peak-time” or growth-rate parameter. 

1S

2 S 3S  

 
Fig. 2. Dissipative structures 

Solution (3) describes the nucleation of simple structure–failure hotspot (localized 
on the scale CL ) and the generation of complex dissipative structures on the scales 

~ , 1,2...D ÑL kL k = , due to the interaction on the spatial scales related to the 
current blow-up localization scales. Depending on the load history (stress amplitude, 
pulse duration) different scenario of damage-failure transitions can be realized: 
generation of simple dissipative structure that is characteristic for high amplitude 
impact load and complex dissipative structures that can be excited by low 
amplitude but temporally long pulse. The failure wave phenomenon in glasses was 
linked in [3, 4] with subsequent excitation of simple blow-up dissipative structures 
with a minimum delay time Cτ  of failure front after the back stress front. Similar 
phenomena were observed in [5] for spall failure as the asymptotic limit of spall 
failure time, the so-called “dynamic branch under the spall”. 

2. Experiment 

Spalling is a specific kind of fracture which is loading history dependent. The 
multiscale nature of failure hotspot nucleation was studied in the recovery plate 
impact test for Armco-iron specimens subject to low amplitude shock. A setup for 
plate impact experiment has been developed at ICMM UB RAS to study dynamic 
fracture at strain rates up to 106 s−1. Setup consists of 125 mm gas gun and 
measurement equipment (VISAR). 

Soft recovery of a specimen allowed us to investigate structure changes caused 
by plate impact. Specimen (target) was 10 mm thick and polished with 1 μm 
diamond powder in order to make sharp wave front. Impactor was made from the 
same material and was 5 mm thick. So spall should be at 5 mm from the rear (free) 
surface of the specimen. 
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Experiments were carried out at a different impactor velocity in order to 
investigate dependency on loading conditions. Pure (so-called “ARMCO”) iron 
specimens were tested (Table 1). 

Table 1. Chemical composition of material under investigation (rest of material – Fe) 

С% Mn% Si% S% P% Cu% Cr% Ni% Mo% W% Al% N% 

0.004 0.04 0.05 0.005 0.005 0.051 0.038 0.057 0.01 0.015 0.07 0.006 

All specimens was annealed at 800°C for 4 h. Optical microscopy and 3D 
profilometer observations was used for investigation of the mechanisms of spall 
fracture at different scales. Cross-section of the specimen was analyzed. Etching 
reveals the residual stresses because different rate of etching caused by residual 
stress leads to formation of corresponding 3D profile (Fig. 3 left image). On Fig. 3 
one can find slip bands inside grains. These slip bands (pointed by arrows) 
corresponds to damage accumulation on the “thermodynamic” brunch (stresses 
from zero to σc on Fig. 1). In the material closer to the spall surface (Fig. 4) one  
 

 

300 μm 

  
Fig. 3. 2 mm from the free surface. Impact velocity is 375 m/s. Left image – optical, right – 3D 
profile 

 

 
Fig. 4. 3.5 mm from the free surface Impact velocity is 375 m/s. Left image – optical, right – 3D 
profile (scale is the same as in previous figure) 
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can find small cracks. The concentration of these cracks increases with approaching 
to the spall surface (Fig. 5). This shows that stress level and defect density is 
approaching to the critical value. On Fig. 6 one can point high level of fragmentation 
of the grains in the layer close to the spall surface (left side of the image) and 
comparative lower residual stress level. 

 

  
Fig. 5. 4 mm from free surface Impact velocity is 375 m/s. Left image – optical, right – 3D profile 
(scale is the same as in previous figure) 

 

 

Spall surface 

 
Fig. 6. 4.9 mm from the free surface. Spall surface is on the left impact velocity is 375 m/s. Left 
image – optical, right – 3D profile (scale is the same as in previous figure) 

 

 
Fig. 7. Microcracks in the bulk of the specimen 3.5 (left) and 1.5 (right image) mm from free 
surface (1.5 and 3.5 mm from the spall surface respectively), impact velocity is 250 m/s 
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300 μm 

 
Fig. 8. Microcracks close to the spall surface (on the right), impact velocity is 250 m/s 

At lower impact velocities type of the failure is different. One can see sets of 
cracks parallel to the main spall situated quite far (comparing to previous case). 
This can be explained as follows: as stress level is low there is not enough initial 
defects generated by the compression pulse. And rate of defect growth prior to 
reach of critical value is low. So spall failure takes longer time (because induction 
time is bigger) and area where stress level is enough to create damage is wider 
(Figs. 7 and 8). 

3. Conclusions 

Damage-failure transition is described as a specific form of self-organized criticality 
in the ensemble of mesoscopic defects – structural-scaling transition. Characteristic 
features of this transition are the generation of collective modes in mesodefect 
ensemble that are responsible for damage localization and transition to failure. 
Collective modes have the nature of self-similar solution and describe the blow-up 
damage localization kinetics with characteristic time (peak-up time) on the set of 
spatial scales. Mechanism of spall failure can be linked with resonance excitation 
of blow-up collective modes and has the nature of delayed failure with the delay 
time corresponding to the peak-time of the self-similar solution. 
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Abstract This paper presents a finite element analysis of dynamic tests on thick filament 
wound glass/epoxy tubes. The overall objective of the current research is to develop progressive 
failure analysis methodology for laminated composite structures under impact loading 
conditions. The first part deals with the identification of damage initiation and its development in 
dynamic tests. Under impact the dynamic responses without damage are well simulated just like 
the loading in biaxial stress of the tubes. The FEA results of the dynamic tests resulting in no 
damage appeared satisfactory. The second part of the paper is concerned with an impact model 
used for damage prediction. Most of the well established failure criteria are included in the 
damage model. A simple post-failure property degradation scheme is proposed for carrying out 
the progressive failure analysis. Simulated damage is compared with that obtained experi-
mentally. The sizes of projected and cumulated surfaces are of the same order of magnitude as 
experimental measurements. 

Keywords: Tubular Structures, Damage, Material Property Degradation. 

1. Introduction 

During their use, it is noted that certain impacted composite cylinders do not 
sustain operating pressures which correspond to the dimensioning values. However, 
the damage introduced by accidental impact can jeopardize the capacity to fulfill 
the designated function. Indeed, taking into account the low speed of the immersed 
objects, it is a question of studying the impact behavior at the time of a low-energy 
impact. The lack of understanding of the tolerance to impact for the tubular 
structures is one of the aspects which prevent greater use. 

In order to improve the safety of the composite structures in marine environment, 
it is important to evaluate and predict the damage resulting from an impact with a 
low incidental speed and to assess the incidence of the damage compared with a 
stress in external hydrostatic pressure. 
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Krishnamurthy et al. [1] made a vast finite element analysis (FEA) study, 
similar to that of Kim et al. [2], on the dynamic response of thin carbon/epoxy 
composite cylinders in, subjected to impact by a falling weight. Tubes, 200 mm in 
diameter, 2.54 mm thick and 420 mm long with 0°, 45° and 90° lay-up are 
studied. The results are compared with those obtained on models of cylindrical 
panels of the same thicknesses, with variable curvature. The projectile is 12 mm in 
diameter with an incident speed of a few meters per second. The Fourier series 
analysis used to determine the shell deflection during impact as proposed by 
Christoforou and Swanson [3] and the Choi and Chang criterion [4] is adopted. 

They produced results of a parametric FEA study whose variables are the mass 
of the projectile, incidental speed, panel curve, layers orientations and boundary 
conditions. They showed that speed had more influence on the contact force than 
the mass of the projectile, both for elastic and plastic impact. From this point of 
view the cylindrical shells behavior is similar to that of the plates at the time of 
impact. As Kim et al. [2] noted, the contact force increases with the curve while 
the deflection of the target and the contact time decrease. 

The damage form and size tend to stabilize towards a peanut shape when the 
curves are low. However, for large curves, the effects on the damage cannot be 
correctly studied due to the fact that this curve significantly changes the size of the 
studied panel and influences its response to the impact. 

After carrying out the static, dynamic and implosion tests on the composite 
cylinders [5–7], the aim of this study is their modeling by using finite element 
method. Initially, certain models are used for validating material characteristics 
and predicting their elastic behavior for static and dynamic loadings. Then, the 
prediction of the damage after impact is studied. For that, analytical models and 
finite element analysis are presented. 

2. Materials, geometry and reference mark 

The materials examined in the study were all manufactured using the filament 
winding process. E-glass fibres were impregnated with a low viscosity epoxy 
resin. These cylinders were cured at 125°C for 7 h and measured fiber volume 
fraction Vf was 62%. Porosity was about 10%. The cylinders used have an 
internal diameter of 55 mm and a wall thickness of 6.5 mm. Samples for impact 
and pressure testing are 110 mm long. Micrographic observations show a [±55]10 
stacking sequence lay-up. Material properties are shown in Table 1. Figure 1 
shows the principal notations and coordinates adopted in this study. 

Table 1. Material properties used for modeling 

Material E11 (GPa) E22 (GPa) G12 (GPa) ν12 
Glass/epoxy ply 0° 49.5  15.9 5.6 0.255 
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(a) Sample 

 

Fig. 1. Materials, geometry and reference mark 

3. Finite element analysis (FEA) 

The studied cylinders are thick (di/t > 10) because of dimensioning to the buckling 
which confers a strong thickness. Furthermore, they are modeled by two types of 
finite elements, solid and shell elements. The models presented were studied using 
ABAQUS version 6.2 [8]. Shell elements with reduced integration S4R with 
Mindlin formulation and hexahedral solid elements, C3D8R, in impact cases 
available in the library were used with geometric nonlinearity. Based on micro-
scopic observations, the tube’s thickness was modeled as shell and solid laminated 
cylindrical elements with transversely isotropic plies. The impactor, of great 
stiffness (quenched steel) compared to the composite cylinder, was modeled as 
rigid body. Modeling as deformable body requires 3D elements which demands 
considerable computing time. Plate and cradle, were considered also as rigid 
bodies and were taken as the “master surface”. The contact algorithm used is based 
on the penalty method. Also, a specific contact law is implemented to reproduce 
local Hertzian contact effects during the quasi-static indentation phase. Meshes 
consist of isometric elements. For these two types of elements, five integration 
points are considered in the thickness of each layer. The integration method uses 
the Simpson rule. The selected elements have linear interpolation. They give better 
results for modeling contact and impact with the possibility of severe distortions 
of the elements. 

4. Impact without damage 

A series of impact tests was performed on 40 cylinders. A new cylinder was 
impacted for each test, using a 1.6 kg, 50 mm diameter hemispherical quenched 
steel impactor. Increasing drop height varied the impact energy. In this part, an 
examination of the prediction of the dynamic responses of the cylinders under 
impact by finite element analysis is proposed. In order to model the dynamic 
phenomena under ABAQUS, it is possible to solve the problems with an Explicit 
or Implicit algorithm. 
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Our choice being carried on a modeling with shell elements, the simulation of 
the elastic impact uses the same geometries as those of Fig. 2a. The impact speed 
is imposed as an initial condition on the projectile at reference point 1.6 kg weight. 
An example of the recorded force and displacement versus time plot for one  
of non-damaging tests is shown in Fig. 2, together with a model prediction. 
Comparatively, the results give a satisfactory prediction to the filtered experimental 
signals. Moreover, the models in implicit dynamics predict the experimental 
results well and are invaluable in order to have short computing times compared 
with those of explicit modeling. Also, regarding the continuation of the numerical 
study, modeling with Abaqus/Standard would seem more judicious. The other 
reason for this choice is of a technical nature. Indeed, the subroutine used in 
Section 5, in order to take into account the damage of the tubes after impact, is 
available only in the implicit dynamics algorithm in this version of ABAQUS. 

Fig. 3. FEA of a quarter and a whole tube, 2J impact (1.55 m/s) 

In order to reduce computing times by the reduction in the element number of 
the models without harming the quality of simulation results, one strategy consists 
in exploiting the geometrical symmetries. Knowing that there are terms of 
membrane/twist coupling related to the [±55]n lay-up, it should be checked that 
their effects do not deteriorate the modeling of a quarter cylinder. The results are 
compared in Fig. 3.The two models give the same responses for the contact load 
and the displacement of the projectile versus time. This satisfactory result led us to 
work on a quarter of cylinder with shell elements. 

Fig. 2. Model (a) and elastic responses with explicit and implicit algorithms (b), 2J impact (1.55 m/s) 
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5. Numerical study of the damage 

All preceding simulations related to tube behavior are compared and validated by 
experimental measurements. The tests showed that beyond 4J incidental energy, 
damage occurs in the wall of the tubes tested. This damage corresponds to through-
the-thickness delamination, which propagates as the incident energy increases. 
The damage mechanism in static punching and impact tests is the same [7, 8]. 
Firstly, a small local indentation at the contact point is noted for low incident 
speeds or energies. At that level only the superficial resin coat layer of about 
0.3mm thickness is damaged and after the threshold energy level is reached, 
delamination occurs through the thickness as noted by Alderson and Evans [9]. 
For energies up to 7 J, transverse intra-layer cracks appear, weakening the already 
delaminated plies. Delamination propagates through the tube thickness in conical 
shape of damaged volume for lower energies. 

5.1. Damage modeling: material property degrdation 

To simulate the evolution of the damage, modeling must take into account the 
various forms of damage occurring at the impact tests. It is not necessary that the 
numerical model take account all the physical phenomena observed if their 
presence does not affect in a relevant way the tubes behavior. It was decided to 
restore only the damage of the matrix and fiber/matrix shear. For that, the Hashin 
criteria [10] were used. 

The expressions (1) and (2) predict the matrix cracking, respectively in traction 
and compression, when me  reaches unity. Equation (3) predicts fiber/matrix shear 
for a value of fe  equal to 1. These criteria are calculated in all the integration 
points of all the layers of the cylinder. 
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Table 2. Dependence of the elastic properties on the field’s variables FV1 and FV2 

State of material Elastic properties FV1 FV2 
Undamaged E1 E2 ν12 G12 0 0 
Matrix cracks E1 0 0 G12 1 0 
Fiber-matrix de-bonding  E1 E2 0 0 0 1 

In progressive failure analysis, once failures are detected in a ply, the 
corresponding material properties are degraded (the corresponding mechanical 
characteristic becomes nil). Since damage initiation was observed along all the 
edges of specimen, a uniform mesh size was used. A standard user subroutine 
USDFLD in ABAQUS was written, which allows the user to define material 
properties as a function of the field variables (FV1, FV2) at a material point. The 
material properties of the laminated tube were defined in order to be dependent 
upon two field variables. The states of material taken into account are the healthy 
case, the damage of the matrix and the decohesion fiber/matrix presented in Table 2. 

5.2. Damage evolution 

The progressive failure analysis methodology uses the C0 four-node shell element 
S4R of the ABAQUS element library based on the first order shear deformation 
theory, due to its better performance in large deformation analysis. Loads and 
displacement versus time are coherent with experimental measurements. The 
damage is initiated and progresses as much as the tube becomes deformed until 
maximum deformation has been reached. When the impactor rebounds, the 
damage does not evolve any more. To validate this modeling method, we measure 
the evolution of the projected and cumulated delamination area as a function of 
incident energy. Figure 4 compares the evolutions of the surfaces predicted by the 
model with experimental measurements [5–6]. 

Fig. 4. Comparison of the measured and calculated surfaces damaged 
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One notices a reasonable coherence between the numerical results obtained and 
those noted in experiments. The model predicts damage for impact energy of 2-3J, 
which is not observed on the tested samples. This can be related to the sensitivity 
of the experimental methods of control for such low amounts of damage. 

6. Influence of damage on residual strength 

This part aims to simulate on ABAQUS/Standard the composite tubes behavior 
subjected to external pressure. The implosion tests are presented by Gning et al. in 
[7]. They are useful for validating the results of modeling for operational tubes. 
Furthermore, this study makes it possible to appreciate finite element prediction of 
the numerical analysis of damage influence on the residual behavior in external 
pressure. The implosion stress is restored in the form of a Pressure-Strain relation. 

6.1. Buckling 

In order to exploit the symmetries in the numerical analysis of the implosion tests, 
it is necessary to make sure that the first buckling mode excited is symmetrical. 
The cylinders buckling calculation reveals the configuration of samples as in Fig. 
5, presenting the first mode for a tube embedded at its ends and subjected to 
circumferential pressure field. 

The corresponding critical pressures are indicated. The cylinder is modeled 
with shell elements. The caps are not taken into account in this analysis. The 
modes observed do not predict axial buckling because the cylinder is short (low 
height as compared with the diameter). 

The critical pressure of instability of the finite element model is identified to be 
110 MPa. The experimental study showed that the implosion pressure of the 
operational tubes lies between 105–120 MPa. These results validate the buckling 
calculation of the tubes under external pressure. 

Fig. 5. Strain and critical pressure of the first buckling mode 
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6.2. Influence of damage on residual strength 

The tube behavior under external hydrostatic pressure loading is well predicted 
numerically. The damage is introduced into the modeling of the impact tests. The 
purpose of this section is to check the damage influence in the simulation of 
implosion tests. The steps consist in modeling the impact on a tube then recovering 
the geometry of the damaged tube for a calculation of loading under external 
pressure. There are two different simulations. In the first case, the modeled tube 
interacts with a rigid cradle and projectile, while in the second it is necessary to 
have the deformable closing caps at the ends of the tube. 

To pass from one to the other, it is necessary to safeguard the state of damage 
(FV1 and FV2) of all the integration points of the tube at the end of the impact 
calculation, then to reallocate this state at the same points of integration of the 
tube at the beginning of the implosion simulation. In this second calculation, the 
initial damage resulting from the impact can evolve with the pressure. 

The material characteristics degradation is included when the criteria (3), (4) 
and (5) are reached. Table 3 shows the external collapse pressure as a function of 
the impact energy. Up to 5 J the impact residual pressure is retained at the same 
level as that of undamaged tubes. Beyond this value the loss of pressure resistance 
is very significant, up to 40% between 5 J and 9 J impacts. Further increase in 
impact energy leads to a small additional loss and for a 9 J impacted tube the loss 
of pressure is about 50%. This indicates a significant loss of pressure resistance 
for quite low impact energies. Simulations of external pressurization are made for 
tubes impacted between 2 and 9J. 

Table 3. Numerical and experimental critical pressures for various energies of impact 

Impact energy (J) FE pressure (MPa) Tests pressure (MPa) 
0 110 113 
2 39 110 
4 39 – 
5 39 111 
9 36 72 

7. Conclusions 

The FEA results of the quasi-static and dynamic tests without damage appear 
satisfactory. The simulation of implosion of the tubes gives results in coherence 
with the experimental values. The impact model, including material property degrade-
ation, predicts a truncated form of the damaged volume. The sizes of projected 
and cumulated surfaces are of the same order of magnitude as experimental 
measurements. 
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The simulation of implosion of previously impacted FE models is complex. 
The study showed an effect of the damage on the residual pressures of implosion 
with a fall more severe than what is observed in experiments. The validity of the 
model depends on the choice of the failure criteria and precision on the materials 
parameters. In our case, Hashin criterion was selected. The identification of the 
data materials to failure is facilitated by the assumption of brittle elastic behavior. 
The study showed that there is a strong coupling between the structure and 
material and it is then important to control the influence of the conditions of 
development on the limiting values of material. Once validated, the modeling 
allows for parametric studies. 
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Fracture Control for Northern Pipelines 
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Abstract Natural gas has been discovered in Canada’s north, and a pipeline is being designed 
to bring it to markets in the south. The line will cross regions of unstable terrain, and may be 
required to withstand substantial deformation from ground movement. Prevention of fracture 
under these conditions is an engineering challenge. The main features of the fracture control plan 
being developed will be discussed, in particular the prevention of girth weld rupture and the 
arrest of running fractures. 

Keywords: Pipeline, Steel, Fracture, Toughness, CTOA. 

1. Introduction 

Canada’s conventional reserves of gas and oil have passed peak production, and 
increasing reliance is being placed on “frontier” resources in the tar sands of Alberta, 
the east coast offshore, and the north. Major reserves of gas have been identified 
in the Mackenzie Delta, and a gas pipeline down the Mackenzie Valley is in an 
advanced stage of planning (line through the Northwest Territories, Fig. 1). 

 
Fig. 1. Planned gas pipelines in Canada’s north 
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These pipelines will pass through environmentally sensitive terrain, and the 
consequences of a leak or rupture would be severe. Also, the unstable terrain can 
cause deformation of the pipe through ground movement in the form of landslides 
or frost heave. These conditions place heavy responsibility on an adequate fracture 
control plan. 

2. Fracture Control 

There are two main approaches to fracture control at the design stage: prevention 
of initiation, and assurance of arrest. In the longer term, environmental degradation 
can lead to corrosion and stress-corrosion cracking, which is outside the scope of 
this paper and will be dealt with elsewhere. 

 
Fig. 2. Incomplete fracture of Charpy sample of high-strength steel 

Regarding crack arrest, the problem is to choose a material that is tough enough 
to stop a crack within a short distance. This has traditionally been done using a 
model developed by Battelle in the 1970s, relying on Charpy absorbed energy to 
characterize toughness and calibrated using steels then available. However, with 
the introduction of clean steelmaking and advanced rolling practices, steel is now 
much tougher and may not be completely fractured in a traditional test (Fig. 2). 
This has led to a need for alternative approaches to characterize the toughness. A 
leading candidate is the crack-tip opening angle (CTOA) (Fig. 3), which can be 
measured [1] by analysis of the load-time trace in a drop-weight tear test (DWTT). 
Methods to measure CTOA are now well advanced, and there is a draft ASTM 
standard for measurement of CTOA in sheet materials. However, consensus on the 
best approach for assuring crack arrest in pipelines using CTOA has not yet been 
established, and it is likely that full-scale burst-test validation of arrest capabilities 
of candidate steels will be required for some time to come. 

Regarding crack initiation, this generally occurs from pre-existing defects. In 
the case of northern pipelines, the concern is about small imperfections in the girth 
welds that may escape detection. If the pipe is subjected to bending deformation or 
tensile loading, and if the toughness is inadequate, these imperfections may grow 
into through-wall cracks and cause leaks or ruptures. There is a well-developed 
technology to estimate the material toughness required to prevent crack growth 
beyond an acceptable amount that began with the introduction of the “COD design 
curve” in the 1960s. 
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Fig. 3. Crack opening profile of a propagating crack; CTOA = 23.5 

This methodology has evolved into the “Failure Acceptance Diagram” approach 
exemplified by the British standard BS 7910 [2]. The toughness measure used in 
the FAD is the crack-tip opening displacement (CTOD) or, equivalently, the J-
integral. The amount of crack growth corresponding to a given CTOD is measured 
to generate the “resistance curve”, or R-curve. This is then related to the crack 
driving force in service which can be calculated using finite element methods, and 
the toughness at an acceptable amount of crack growth or at instability can then be 
deduced. Traditionally, the R-curve has been measured using a pre-cracked bar 
subjected to a bending load (Fig. 4). This gives a conservative measure of the 
resistance and, if the specimen is above a certain minimum size, the R-curve will 
be a material property, i.e., independent of specimen size. 

 
Fig. 4. Test set-up for CTOD measurement 

The FAD approach to defect assessment has served engineering practice well. 
Applied to pipelines, the method enables the selection of materials and welding 
procedures to guard against brittle fracture and excessive ductile crack growth. 
The vast majority of applications have been in a “stress-based design” context, in 
which the applied loads are designed to be below the yield stress of the material. 
In some circumstances the design stress can be as high as 80% of the yield stress, 
but even so the total strains are small, i.e. less than 0.5%. However, for pipelines 
passing through unstable terrain such as Canada’s north, it is necessary to design 
against large-scale ground movement in which the pipe can be subjected to 
deformations large enough to cause plastic strain in the pipe. 
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In particular, the girth welds can be subjected to tensile strains significantly 
larger than 0.5%, and it is necessary to ensure that even in this case any weld 
imperfections do not cause fracture. To achieve this, the approach of “strain-based 
design” has been introduced. 

2.1. Strain-based design (SBD) 

The basic approach to fracture control using SBD is the same as in stress-based 
design, that is, the crack driving force (J or CTOD) is calculated using finite 
element methods for a given material (i.e. stress–strain properties) as a function of 
load and geometry. The results (i.e., critical strain as a function of critical CTOD, 
yield-to-tensile ratio Y/T, and crack geometry 2c/t and a/t) are usually approxi-
mated with an analytical expression for convenience in use. It is then straight-
forward to deduce the required toughness properties for a given applied strain. The 
difficulty, however, is that the toughness requirements can be quite severe – so 
severe, in fact, that the R-curve measured using the conventional bend test may 
give unacceptably low values. Fortunately, however, it is well known that the R-
curve for steels of thickness typical of line pipe is geometry dependent, i.e. that 
the results depend on specimen size and, more importantly, on mode of loading. 
The toughness in tension is significantly higher than in bending, typically by a 
factor of two or so. 

A typical result, calculated using the Gurson model for ductile fracture, is 
shown in Fig. 5. It is important to take this effect into account in order to design 
against fracture in SBD using high-strength steels. For steels of X80 or X100 
grade, the yield-to-tensile ratio Y/T can be high (0.9 or so) and the uniform strain 
small (10% or so), and it can be a challenge to guarantee adequate toughness, 
particularly in the heat-affected zone (HAZ) of circumferential girth welds. To 
take advantage of the full tensile toughness of the material, it is necessary to have 
an established method for performing the test – in other words, a standardized test. 
Unfortunately however, such a test has not been standardized in North America, 
although there is a DNV recommended practice for installation methods involving 
cyclic strain that includes a fracture test in tension. 

Fig. 5. J-resistance curves evaluated by FEA (Gurson model) for 3D SE(B) and SE(T) samples 
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Fig. 6. FEA mesh for SE(T) pin-loaded sample 

A pin-loaded sample is shown in Fig. 6. In addition to the crack depth and 
cross-section width and thickness, the significant variables are the distance 
between the points of load application H and the mode of loading (pin-loaded as in 
the figure, or fixed-grip, i.e. clamped). The reason for the relevance of the loading 
mode is that pin loading allows the specimen to rotate which introduces bending 
into the specimen, while a fixed-grip condition minimizes the amount of rotation. 
As the specimen becomes longer (i.e., as H increases), the difference between pin-
loaded and fixed-grip conditions diminishes. 

2.2. Constraint 

The basic reason for the difference in R-curves in tension and in bending is the 
difference in constraint between the two loading modes. Figure 7 shows a side 
view of a notched sample loaded in tension in the y direction. The contraction in 
the through-thickness direction is evident. This contraction gives rise to a strain 
gradient in the through-thickness direction that generates stresses and causes the 
central region of the crack front to be in a state of near plane strain. This is the so-
called “out-of-plane” constraint, in contrast to the “in-plane” constraint that 
corresponds to stress and strain gradients in the x–y plane. It has been shown 
clearly by Wallin [4] that the fracture toughness is controlled by the in-plane 
dimensions, and especially by the size of the ligament (the distance in the x 
direction between the crack front and the specimen back plane). The reason for 
this is that the majority of the crack front is in a state of nearly plane strain even 
for specimens much thinner than is normally assumed, and it is the constraint 
resulting from the degree of confinement of the plastic deformation in the x–y 
plane that dominates the R-curve. In particular, the much more highly contained 
plasticity in the bend specimen compared to the tensile specimen leads to much 
higher stresses at the crack tip in bending than in tension. This drives the cracking 
processes – in ductile fracture, these are microvoid initiation, growth and 
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coalescence – to completion in the so-called “process zone” at the crack tip more 
rapidly in bending than in tension and lead to more crack growth in bending. 

y

x

 
Fig. 7. Cracked sample loaded in tension 

Figure 8 shows the stress distribution at the crack tip of a part-circumferential 
crack in a pipe calculated using 3-D finite element analysis; the HRR curve gives 
the asymptotic Hutchinson–Rice–Rosengren stress. The crack-tip opening stress 
σθθ has been normalized by the yield stress σ0, and the distance r from the crack tip 
has been normalized by J/σ0. It is helpful to recall that the CTOD = (1/m) (J/σ0) 
where m (= 1 to 4) is a parameter dependent on material and mode of loading. 
Hence, at a distance of one CTOD from the crack tip we have r/(J/σ0) = 1/m. That 
is, the peak stress in the finite element solution occurs at a distance from the crack 
tip of the order of one CTOD. The finite element calculations shown in Fig. 8 
have been carried out for increasing J. Normalization of J by bσ0 (where b is the 
ligament length) enables comparison of the ligament length with the CTOD. Since 
J/(bσ0) = m(CTOD/b), this parameter is of the order of the inverse of the ligament 
divided by the CTOD. In other words, for the range of J/(bσ0) = 0.0047 to 0.0645, 
the CTOD increases from approximately 0.005 to 0.06 of the ligament (for m = 1), 
i.e. from 1/200th to 1/15th of the ligament. The crack-tip stresses are significantly 
below the HRR limit even for small J values, i.e. there is significant loss of 
constraint for this geometry. Note in Fig. 8 that the finite element stresses at a 
given J value lie at approximately a constant amount below the HRR stress within 
the region of r/(J/σ0) = 1 to 5, i.e. within approximately one to five CTODs of the 
crack tip. This region is the fracture “process zone” referred to above, within 
which the micromechanical fracture processes of void growth and coalescence 
take place. It has also been shown that the loss of constraint in the process zone 
can be represented by the superposition of a hydrostatic stress on the HRR field. 
The magnitude of this stress (normalized by the yield stress) has been represented 
by the Q parameter defined as Q = (σθθ − σHRR)/σ0, usually evaluated at r/(J/σ0) = 2. 
The value of Q gives a good measure of the extent of constraint loss; constraint 
loss increases as Q becomes more negative. Since void growth and coalescence 
are very sensitive to hydrostatic stress, it is expected that at a given value of  
the crack driving force (i.e., J) the amount of crack growth would depend on the 
value of Q. That is, Q = 0 represents a highly constrained condition, equivalent to 
small-scale yielding which is modelled by the HRR field and approximated by the 
high-constraint bend test. For the toughness test to give a good simulation of 
service conditions, it is required that the constraint in the test be matched to that in 
service, i.e. that the J–Q relations be similar. 
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Fig. 8. Crack-tip opening stress for an external part-circumferential crack (3D) in a pipe 

Figure 9 compares the J–Q relations for cracks in single-edge-notched tension 
SE(T) specimens with those for circumferential cracks in pipe (i.e., girth weld 
defects). In these calculations, the loading arrangements for the SE(T) tests are 
either fixed-grip (clamped) or pin-loaded, and the spacing H between the load 
points is given by H/W = 10 where W is the specimen width. This value of H/W 
has been chosen by DNV [3] for tension testpiece geometry to match surface 
circumferential cracks in a pipe. Results for crack depths of a/W = 0.2 and 0.5 are 
shown in the figure. As expected, the J-Q curve for the shallow crack lies below 
that of the deep crack, i.e., Q is more negative for the shallow crack, corresponding to 
more constraint loss, at a given value of J. Note also that the mode of loading, i.e. 
clamped or pin-loaded, has negligible effect on the J–Q relation for this condition 
of a rather large “daylight” between the loading points. 
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Fig. 9. J–Q relations for pipe and SE(T) samples [5] 
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It may be concluded from Fig. 9 that a tensile specimen with H/W = 10 loaded 
in either fixed-grip or pin-loaded mode provides reasonable constraint matching to 
long surface circumferential cracks in pipes subjected to large-scale bending or 
tension. 

3. Summary 

Fracture control is critical for pipelines that traverse environmentally sensitive and 
unstable terrain such as that found in Canada’s north. Adequate fracture control 
relies on two components: resistance to initiation, and arrest of running fracture. 
Crack arrest is assured by specifying the impact toughness, traditionally the 
Charpy absorbed energy CVN. However, it has been found for modern high-
strength steels that the CVN may be questioned as a reliable measure of arrest 
capability, and increasing attention is being paid to characterization of toughness 
using full-thickness specimens and drop-weight tear testing, with the toughness 
parameter being the crack-tip opening angle CTOA. Initiation resistance is 
achieved by assuring that girth weld defects are below a critical size that is 
calculated using the toughness of the weld. It is argued here that the toughness 
should be characterized by the CTOD in a tensile test of a pre-cracked sample 
with the geometry chosen to provide constraint matching to girth weld defects in 
pipe subjected to bending or tension load. 
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Abstract The presence of cracks has a major impact on the reliability of advanced materials, 
like fiber or particle reinforced ceramic composites, and laminated ceramics. The understanding 
of the failure mechanisms is very important, as much as the estimation of fracture parameters at 
the tip of the crack approaching an interface. This paper presents the numerical results for 
singularity order, asymptotic stress field and fracture parameters for a crack ending on a bi-
material ceramic interface. The effect of bi-axial loading on asymptotic stress field and stress 
intensity factors was investigated. 

Keywords: Crack, Bi-Material Interface, Singularity Order, Stress Intensity Factor. 

1. Introduction 

The presence of cracks has a major impact on the reliability of advanced materials, 
like fiber or particle reinforced ceramic composites, and laminated ceramics. The 
understanding of the failure mechanisms is very important, as much as the estimation 
of fracture parameters at a tip of the crack approaching an interface and crack 
propagation path. 

Four major classes of interface crack problems could be identified: 

• Crack approaching a bi-material interface, Fig. 1a 
• Crack reaching the interface, Fig. 1b 
• Crack deflection on interface, Fig. 1c 
• Crack penetration the interface, Fig. 1d 

Different researchers have investigated the interaction between an interface and 
a perpendicular or inclined crack. Zak and Williams [1] showed that the stress 
field singularity at the tip of a crack perpendicular to an interface or terminating at 
the interface is of order r−λ, where λ is the real part of the eigenvalue and depends 
on the elastic properties of the bi-material. Cook and Erdogan [2] used the Mellin 
transform method to derive the governing equation of a finite crack perpendicular 
to the interface and obtained the stress intensity factors. Erdogan and Biricikoglu 
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[3] solved the problem of two bounded half planes with a crack going through the 
interface. 

Bogy [4] investigated the stress singularity of an infinite crack terminated at the 
interface with an arbitrary angle. Wang and Chen [5] used photoelasticity to determine 
the stress distribution and the stress intensity factors of a crack perpendicular to 
the interface. Lin and Mar [6], Ahmad [7] and Tan and Meguid [8] used finite 
element to analyze cracks perpendicular to bi-material in finite elastic body. Chen 
[9] used the body force method to determine the stress intensity factors for a 
normal crack terminated at a bi-material interface. Chen et al. [10] used the 
dislocation simulation approach in order to investigate the crack tip parameters for 
a crack perpendicular to an interface of a finite solid. He and Hutchinson [11] also 
considered cracks approaching the interface at oblique angles. Chang and Xu [12] 
presented the singular stress field and the stress intensity factors solution for an 
inclined crack terminating at a bi-material interface. A theoretically description of 
the stress singularity of an inclined crack terminating at an anisotropic bi-material 
interface was proposed by Lin and Sung [13]. Wang and Stahle [14] using a 
dislocation approach presented the complete solution of the stress field ahead of a 
crack approaching a bimaterial interface. They also calculate the stress intensity 
factor solutions and the T-stress. Liu et al. [15] determined the mixed mode stress 
intensity factors for a bi-material interface crack in the infinite strip configuration 
and in the case where both phases are fully anisotropic. Kaddouri et al. [16] and 
Madani et al. [17] used the finite element analysis to investigate the interaction 
between a crack and an interface in a ceramic/metal bi-material. 

They investigated the effects of the elastic properties of the two bonded materials 
and the crack deflection – penetration at the interface using the energy release rate. 
Marsavina and Sadowski [18] highlighted the effect of shielding and anti-shielding 
at a tip of a crack approaching a bi-material interface. A biaxial specimen subjected to 
mixed mode load was studied using finite element analysis. The competition 
between deflection and penetration of a crack ended on a bi-material interface was 
investigated by He et al. [19], Zhang and Suo [20], Marsavina and Sadowski [21] 
among others. This paper presents the asymptotic stress field and the fracture 
parameters at the tip of cracks ended inclined to a bi-material interface. The 
numerical results were obtained by considering the two materials as combinations 
of Al2O3 and ZrO2, often used in ceramic composite materials. 

Fig. 1. Classes of cracks and interfaces 
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2. Singular stress field for an inclined crack terminating  
at a bi-material interface 

Considering the general case of an inclined crack terminating at the interface with 
angle θ0 (Fig. 2) the stress and displacement fields could be described by [12]: 
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where (r, θ) represents the polar coordinates, λ  is the stress singularity (the 
eigenvalue), λ  the complex conjugate of λ , Aj, Bj, Cj and Dj and their conjugates 
are undetermined complex coefficients, j = 1, 2, 3 corresponding with region “j”, 
and 1−=i . The boundary conditions near the crack tip are: 

( ) ( )02,01, ,, θθ ruru rr =  (3a) 

( ) ( )02,01, ,, θθ θθ ruru =  (3b) 

( ) ( )03,01, ,, θπθπ +−=+− ruru rr  (3c) 

( ) ( )03,01, ,, θπθπ θθ +−=+− ruru  (3d) 

( ) ( )02,01, ,, θσθσ θθθθ rr =  (3e) 

( ) ( )02,01, ,, θσθσ θθ rr rr =  (3f) 

( ) ( )03,01, ,, θπσθπσ θθθθ +−=+− rr  (3g) 
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( ) ( )03,01, ,, θπσθπσ θθ +−=+− rr rr  (3h) 

( ) 0,2, =πσθθ r  (3i) 

( ) 0,2, =πσ θ rr  (3j) 

( ) 0,3, =−πσθθ r  (3k) 

( ) 0,3, =−πσ θ rr  (3m) 

Substituting Eqs. (1) and (2) into Eq. (3) leads to a linear equation system with 
twelve undetermined coefficients: Aj, Bj, Cj, Dj and their conjugates. From its 
nontrivial condition it can be obtained the following eigenequation which allows 
the determination of the singularity order: 
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With α and β the Dundur’s bi-material parameters [22]: 
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where μi and νi are the shear modulus and Poisson’s ratio of material i (i = 1, 2), 
ii νκ 43 −=  for plane strain and ( ) ( )iii ννκ +−= 1/3  for plane stress. Equation (4) 

has basically two solutions in the interval 0 to 1 named λ1 and λ2. It can be 
observed that the stress singularity depends on the material parameters and crack 
inclination angle. For 00 =θ  or ±π the considered model from Fig. 1 becomes an 
interface crack model, and Eq. (4) simplifies to: 

ελλπλπβ i±=⇒=+
2
10cossin 2,1

222  (6) 

Known the oscillatory singularity solution for the interface crack, where the 
oscillatory index ε: 
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Here if α=β =ε=0 we obtain the well known singularity for a crack in homo-
genous material λ1 = λ2 = 0.5. 

For 2/0 πθ ±= the case of normal crack to interface Eq. (4) reduces to: 

0cos)1()1)((2 222 =−+−−−+ λπβββαλβα  (8) 

According with [3] and shows two equal real eigenvalues λ1 = λ2. 

An extrapolation method could be applied for the determination of the stress 
intensity factors. For example if the singularity orders λ1 ≠ λ2) are real values the 
stress field could be expresses as: 
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And the stress intensity factors could be found: 
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In order to investigate the stress singularity, combinations between two ceramic 
materials were considered: Al2O3 and ZrO2 and angles between crack and 
interface from 00 to 900 with 50 increments. The results of Eq. (4) are presented in 
Fig. 3 for plane strain. Only the stress singularities λ1 and λ2 values between 0 and 
1 were considered. 

Table 1. Material properties and Dundur’s parameters 

Properties/material Al2O3 ZrO2 

Modulus of elasticity (MPa) 
Poisson’s ratio 
Fracture toughness (MPa m0.5) 

400000 
0.22 
4.5 

200000 
0.25 
12 

Combinations: 
Material 1/Material 2 
Dundur’s parameters 

ZrO2/Al2O3  Al2O3/ZrO2 

E1/E2 (−) 
α (−) 

β (−) 

0.5 
−0.333 
−0.120 

2.0 
0.333 
0.120 
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For both material combinations at small angles θ0 we obtained complex 
oscillatory solutions for λ1 and λ2, than multiple singularities λ1 ≠ λ2 and double 
root singularity λ1 = λ2 for θ0 = 900. It can be observed in Fig. 3 that higher 
singularities than 0.5 were obtained when the crack is in the ZrO2 (E1/E2 = 0.5), 
and lower values when the crack was in the stiffer material for E1/E2 = 2. 

Fig. 2. Crack terminating at a bi-material interface 

Fig. 3. Singularity orders λ1 and λ2 as function of crack angle θ0 

3. The influence of bi-axial loading on the asymptotic stress field 

In order to study the effect of the biaxial load on the asymptotic stress field a quarter 
of a biaxial specimen with an interface was numerically investigated with 
FRANC2DL code [23]. Plane strain conditions were considered and the model 
dimension was w = 50 mm. The materials for the analysis were combinations 
between Al2O3 and ZrO2, Table 1. Quadrilateral isoparametric elements were used 
for the model with a refined mesh near to crack tip. The mesh consists on 11754 
elements connected in 34353 nodes, Fig. 4a. Eight singular elements were placed 
around the crack tip as a common technique to model the stress singularity, Fig. 4b. 
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a. Mesh and boundary conditions b. Crack detail 

Fig. 4. Mesh, boundary conditions and crack detail for the FEM model 

The model was loaded with different combinations of the applied stresses σx 
and σy (k = σx/σy) in order to produce mixed modes from pure Mode I (k = 1) to 
pure Mode II (k = −1). The symmetric boundary conditions were imposed. The polar 
coordinate system (r, θ) was considered with the origin at the crack tip, Fig. 4b. 

The singularity orders λ1 and λ2 were determined numerically from the 
asymptotic stress field on a direction θ = −150 as the slope (1 − λ1,2) of the log 
(σθθ/σy) versus log (r/a), respectively log (σrθσy). The results of singularity orders 
are presented in Table 2. 

Table 2. Singularity orders for different combinations of mixed mode loading 

Material combination k 1.0 0.50 0.0 −0.5 −1.0 
E1/E2 = 0.5 λ1 0.5475 0.5566 0.5730 0.5995 0.6501 
 λ2 0.8342 0.8321 0.6342 0.6457 0.5942 
E1/E2 = 2.0 λ1 0.4587 0.4475 0.4296 0.4086 0.3756 
 λ2 0.1955 0.2250 0.371 0.4039 0.4186 

The results from Table 2 show that the singularity orders vary significantly 
with applied load combination and material properties. Figure 5 presents the radial 
variation of the stresses σθθ and σrθ for the case when material 1 is ZrO2 on a 
radial direction with θ = −150 and for 0 < r/a < 0.028. 

For both material combinations it can be observed that the singularity order is 
changing with the load parameter k. In Table 2 and Fig. 5.a it can be observed that 
the singularity order λ1 increase with the increasing of mode II load (decreasing 
k). The singularity order λ2 which characterize the singularity of σrθ decreases 
with decreasing k. In contrary for the material combination with E1/E2 = 2.0 the 
singularity order λ1 decrease and λ2 increase with decreasing k. 
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The circumferential stress distributions are plotted at a distance r/a = 0.01 from 
the crack tip, in order to be in the singularity zone. For the materials combination 
with E1/E2 = 0.5 in Fig. 6 are plotted the circumferential variations of the 
normalized stresses to the applied stress in y direction. 

Fig. 5. Logarithmic distribution of stresses on a radial direction (θ = −150, E1/E2 = 0.5) 

It can be observed that the distribution of σθθ is changing from symmetric for 
k = 1 to skew-symmetric for k = −1, and vice versa for σrθ distribution. The 
maximum values for the normal stress σθθ on the crack direction (θ = 00) were 
obtained for k = 1 (mode I) and the minimum for k = −1 (mode II) Fig. 6.a as we 
expect. Figure 6b shows that the maximum circumferential stress σrθ on the crack 
line (θ = 00) was obtained for k = -1 (load in pure mode II) and is 0 for k = 1 (load 
in pure Mode I). The maximum values of the circumferential stress σrθ moves 
from θ = 00 for k = −1 to θ = 74.50 for k = 1. The stress results from Fig. 6 confirm 
the stress free boundary conditions on the crack faces (θ = ±1800). 

Fig. 6. Circumferential distribution of normal stresses at distance r/a = 0.01 from the crack tip 
for, E1/E2 = 0.5 

The determination of the stress intensity factors was performed using Eq. (10), 
by extrapolating at the crack tip the asymptotic results of σθθ and σrθ for θ = 00. 
Taking into account the dimensions for the SIF’s (MPa m1−λ) it is hard to make 
comparisons between other published results. The results were normalized: 
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)/( 2,11
2,12,1

λσ −= aKf  (11) 

And are shown in Fig. 7. The computed values of the non-dimensional SIF’s 
cover entire domain from pure mode I (k = 1) to pure mode II (k = −1). Higher 
values for non-dimensional SIF’s were obtained for the case when the crack is in 
the compliant material for all load combinations. 

Fig. 7. Non-dimensional stress intensity factors f1, f2 

4. Conclusions 

For the two material combinations by solving the eigenequation different types of 
singularities were obtained: complex, multiple or double depending on crack angle 
θ0 and on material combinations. The singularity orders 0 < λ1,2 < 0.5 when the 
crack is in the stiffer material and meets the compliant ones, and 0.5 < λ1,2 < 1 
when vice versa. Two material combinations for an inclined crack terminating on 
a bi-material interface were numerically investigated. 

The eigenequation has multiple solutions and the numerical results confirmed 
this. The stress intensity factors are estimated by extrapolation technique, based on 
the numerical results for the asymptotic stress field. The effect of the bi-axial load 
on the asymptotic stress field and on the stress intensity factors for an inclined 
crack terminated on the interface was highlighted for five applied mixed modes 
and for two material combinations. 
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Abstract The objective of the paper is to investigate the direction of a further crack 
propagation from the interface between two elastic materials. The angle of crack propagation 
changes when the crack passes the interface. The suggested procedure based on a generalized 
form of Sih’s strain energy density factor makes it possible to estimate an angle of propagation 
under which the crack will propagate into the second material. The assumptions of linear elastic 
fracture mechanics and the elastic behavior of the body with interfaces are considered. The finite 
element method was used for numerical 2D and 3D calculations. The results obtained might 
contribute to a better understanding of the failure of materials with interfaces (e.g. layered 
composites, materials with protective coatings, etc.). 

Keywords: Bimaterial Interface, Crack Propagation Direction, Layered Composites. 

1. Introduction 

Real structures often contain regions with different material characteristics, which 
are mutually divided by an interface. The presence of the interface, where the 
material characteristics are changed in step, has an important influence on stress 
distribution in the structure as well as on fracture failure resistance. The influence 
of the interface between two materials on crack propagation has been studied in 
many works from various points of view. The existence of a material interface 
changes the local stress distribution in the vicinity of a crack tip. In contrast to a 
crack in a homogeneous body where the stress singularity around the crack tip is 
of type 5.0−r , the stress singularity of a crack touching the interface is of type pr − , 
where r is a radial distance from the crack tip and p is a stress singularity exponent 
that can be complex and its real part resides within the interval 1)Re(0 << p  (e.g. 
[4, 7 ]). This fact complicates the use of classical linear elastic fracture mechanics 
(LEFM) approaches and the establishing of criteria for estimating the behaviour of 
cracks of this type. Due to the different properties of each material(s), the crack 
changes its propagation direction at the interface. Crack behaviour of this kind has 
been described e.g. in experimental work [5]. 
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In the paper presented we report the results of a theoretical study concerning 
the behaviour of a crack with its tip at the interface, see Fig. 1. The aim of the 
paper is to answer the following question: In which direction in the second 
material will the crack propagate after its passing through the interface? The 
problem is studied under the assumptions of linear elastic fracture mechanics, 
small scale yielding conditions and the interface is considered as being of a 
welded type (perfect adhesion). 

 
Fig. 1. Crack terminating at the interface between two materials 

2. Stress field around the crack tip 

The stress distribution around a crack touching the interface (Fig. 1) can be found 
e.g. in [4]. Stress-free crack faces require the following boundary conditions: 

( ) ( ) ( ) ( ) 0,,,, 3131 =−==−= πσπσπσπσ θθθθθθ rrrr rr  (1a) 

where the subscript 1, 3 indicates region 1 and 3, in Fig. 1. Continuity conditions 
at the interface lead to the following eight equations for displacements and stress 
components: 
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Twelve conditions Eqs. (1a,b) lead to the system of 12 linear equations 
( )[ ] { } { }01212 =xB xλ , where ( )[ ]λB  is the matrix of the system and { }x  is the vector 

of 12 unknown coefficients. The system contains 13 unknowns in total. The 
thirteenth unknown is the eigenvalue λ which can be obtained from the condition 
of the existence of a nontrivial solution of the system, i.e. ( )[ ] 0 det =λB . The 
solution of the system (1) has generally two complex roots 1λ  and 2λ . 
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For most of the crack orientations considered the eigenvalues 1λ  and 2λ  have 
only real part that furthermore resides within the interval ( )1;0 , see [2, 4] for 
details. The corresponding stress singularity exponents can be determined from 
eigenvalues as: 

11 1 λ−=p  and 21 1 λ−=p  (2) 

The general expression describing the stress field around the crack tip touching 
the interface between two materials (see Fig. 1) is given by the following 
equations (generally, two stress singularity exponents p1 and p2 exist): 

( ) ( )φβαθ
π

φβαθ
π

σ ,,,,
2

,,,,
2 22

2
11

1 21 pfrHpfrH
ij

p
ij

p
ij

−− +⋅=  (3) 

where H1 ][ 1PmMPa ⋅  and H2 ][ 2PmMPa ⋅  are generalized stress intensity factors, 
( )φβαθ ,,,,11 pf ij  and ( )φβαθ ,,,,22 pf ij  are known functions, (r,θ) are polar 

coordinates with their beginning at the crack tip and p1 and p2 are stress singularity 
exponents. α, β are Dundurs parameters [3] and represent elastic constants of a 
bimaterial body: 
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where the shear modulus ( )mmE υμ += 12/  (Em is Young’s modulus) and 

parameters 
m
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=
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3  for the case of plane stress or mm υκ 43 −=  for plane 

strain (m = 1, 2 corresponds to the number of the material). 

Note that values H1 and H2 do not mark the appurtenance to the normal or the 
shear mode of loading, but the values include both modes of loading. For a crack 
touching the interface the general form of the stress components is given by Eqs. (5). 
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The subscript i = 1, 2 means the number of singularity within the interval (0;1). 
The superscript j = 1, 2, 3 marks the number of region in Fig. 1. The constants 
ai

(j),bi
(j),ci

(j),di
(j) represent the known eigenvector { }x , see e.g. [2, 4] for details. 

3. Estimation of crack propagation direction 

In this section the procedure for an estimation of crack propagation direction is 
formulated for a crack terminating at the interface at an angle φ, see Fig. 2. Note 
that the crack generally propagates under mixed mode loading conditions. The 
strain energy density factor S was originally introduced by Sih (e.g. [12, 13]) for 
cracks in homogeneous materials. In the following the generalized strain energy 
density factor Σ for a crack terminating at the interface is presented. Note that the 
generalized strain energy density factor in the case of the stress singularity 
exponent is different from the ½ used by Sih and Ho [14] or Seweryn [11] for 
cracks growing from sharp V-notches. In the case of a crack touching the interface 
between two materials Σ was used in the author’s works [8, 9]. 

 
Fig. 2. A crack terminating at the interface at the angle φ. The direction of the crack growth in 
the material 2 is given by the angle γ 

3.1. Strain energy density factor 

The strain energy density for plane problems can be written as follows: 

( ) ( )( )222 4
8
1

θθθθθ σσσσσ
μ rrrrrk

dV
dW

+−++⋅=  (6) 

where μ is a shear modulus, σrr, σθθ and σrθ are polar stress components and the 
constant k = (1 − ν)/(1 + ν) for plane stress and k = (1 − 2ν) for plane strain 
conditions. In the vicinity of the crack tip Eq. (6) can be written as: 

258 



Crack Propagation in the Vicinity of the Interface 

 

( )2
2212

2
11 21

IIIIII KaKKaKa
rdV

dW
++⋅=  (7) 

where r is a radial distance from the crack tip, KI and KII are stress intensity 
factors for mode I and II of loading respectively, a11, a12 and a22 are known 
functions of polar angle θ (e.g. [12]). Sih introduced the strain energy density 
factor S which is independent on the radial distance r ahead of the crack tip: 
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It is assumed that the crack starts to grow in the direction γ where S possesses 
the minimum, i.e.: 
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By substituting the stress components Eq. (5) into the Eq. (6) and after some 
arrangement, we can obtain a generalized form of the strain energy density factor 

( )∑ θ r, for bimaterial body, which contrary to S depends on the radial distance 
from the crack tip, ( )∑ ∑= θ r, : 

( ) 2
222

21
2112

12
111

21 2211 2, HArHHArHArr pppp −−−−− ++=∑ θ  (10) 

where H1, H2 are generalized stress intensity factors. Constants A11, A12 a A22 are 
described in details in [10]. 

The function ( )∑ θ r,  generalizes the strain energy density factor for cracks 
terminating at the interface, i.e. for the case of stress singularity different from ½. 

3.2. Choice of radial distance ahead of crack tip 

Due to the dependence of ( )∑ θ,r on radial distance from the crack tip, the 
distance r must be appropriately chosen. The distance r is related to the crack 
propagation mechanism. For a brittle type of fracture, the distance r can be related 
to the ‘fracture ligament’, i.e. the distance ahead of the crack tip, where the 
opening stress θθσ  reaches the value of the failure stress of the material, see e.g. 
[14] for details. A suitable value of distance r is different for a different ratio of 
Young’s modulus (E1/E2), but its dependence on the ratio E1/E2 is not strong and 
does not have a significant effect on the estimated crack propagation direction. It 
is necessary to determine only the order of the distance r. 
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4. Numerical example 

As a numerical example of the procedure suggested, the influence of the interface 
between two dissimilar elastic materials was studied on a bimaterial body loaded 
by a tensile load. The dimensions of the bimaterial body were chosen as 
100 × 20 × 30mm (length × width × thickness), see Fig. 3. The thickness of both 
materials considered (1 and 2) was the same, i.e. t1 = t2 = 15 mm. 

The elastic properties of the bimaterial were: Poisson’s ratio 3.021 == υυ  and 
ratio of Young´s moduli of materials 0.5, 1 and 2. For necessary finite element 
calculations the commercial system Ansys was used. The calculations were made 
under different conditions: for a 2D body under plane stress and plane strain 
conditions and for a 3D body. 

The change of crack propagation direction at the interface was studied under both 
the conditions referred to in the plane models. In the case of the 3D model further 
crack propagation direction was estimated in the center of the body (i.e. for w/2) 
and on the surface. The crack front was touching the interface along all its length. 
The bimaterial body was subjected to the remote tensile load 100=applσ  MPa. 

 
Fig. 3. Scheme of considered bimaterial specimen 

 
Fig. 4. Comparison of estimated crack propagation direction for surface and center of 3D 
specimen for different ratio of Young’s modulus of materials and angle of initiation φ 
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The radial distance r ahead of the crack tip, where the criterion for the 
estimation of crack propagation direction was applied, had been chosen as 0.01 
mm. Results obtained from 2D and 3D numerical calculations are shown in Figs. 4 
and 5. 

 

 

(a) (b) 

(c) 

 
Fig. 5. Estimation of crack propagation direction for different Young’s moduli ratio: a) 
E1/E2 = 0.5; b) E1/E2 = 1 (homogeneous case); E1/E2 = 2 

5. Discussion 

The influence of the interface between two different materials on further crack 
propagation direction in material 2 can be seen in Fig. 5. For ratio E1/E2 < 1 (crack 
propagates from softer material to the stiffer one) the deviation angle γ is smaller 
than in the homogeneous case (i.e. for E1/E2 = 1). In the opposite case (for 
E1/E2 > 1) the deviation γ is bigger than in the homogeneous case. This means that 
the crack will incline in its further propagation to the direction perpendicular to 
the remote load more rapidly. 

This conclusion is valid for all the cases and conditions studied. The results are 
similar for 2D simulations (plane strain and plane stress conditions) as well as for 
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deviation angles obtained from 3D simulations in the center of a bimaterial body 
(conditions in the center of the body are comparable with a 2D solution under 
plane strain condition). The results obtained for an estimation of crack propagation 
direction on the surface of a bimaterial body are different from 2D solution under 
plane stress condition. This difference can be explained by corner (vertex) 
singularity which influences the stress distribution close to the free surface (see 
e.g. [1, 6] for details). Due to the existence of corner stress singularity it is not 
possible to use accurately the procedure suggested for an estimation of crack 
propagation direction in thin bimaterial bodies (the influence of the free surface is 
significant in this case). Figure 4 provides a comparison of results obtained for the 
center and for the surface of a bimaterial body for all the Young’s moduli ratios 
considered. The difference is evident. For a more precise estimation of crack 
propagation direction in the case of thin bodies, corner singularity should be taken 
into account. 

6. Conclusions 

A tentative procedure for an estimation of crack propagation direction was 
introduced for a crack touching the interface between two dissimilar elastic 
materials. Sih’s strain energy density factor S was generalized for a crack with its 
tip at the bimaterial interface and used for the estimation of the crack propagation 
direction for different angles between crack and interface and different material 
properties of a bimaterial body. 

The procedure is based on the extension of linear elastic fracture mechanics to 
general singular stress concentrators. The numerical simulations were performed 
on 2D and 3D models and the results mutually compared. The results show that 
for the ratio of Young’s moduli E1/E2 > 1 the angle γ of further crack propagation 
in material 2 is bigger than for a homogeneous material (i.e. E1 = E2). In the opposite 
case (for E1/E2 < 1) the deviation angle γ is smaller than in the homogeneous case. 
The different crack propagation direction estimated for the center and surface of 
3D specimen was discussed. To prove the validity of the procedure, comparison 
with suitable experimental data is being prepared. 

The results obtained contribute to a better understanding of the failure of 
materials with interfaces (e.g. composites, materials with protective coatings) and 
to a more reliable estimation of the service life of such structures. 
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Abstract The role of microstructural parameters in fracture behaviour of TiAl intermetalics at 
room and increased temperatures will be in focus of interest. Based on experimental findings 
sampled in this field and arising from literature knowledge an overview of typical fracture 
micromechanisms acting in different microstructures of TiAl intermetalics will be presented. 
Where possible semi-quantitative evaluation of toughening effects will be presented. Tensile 
properties, flexural strength and fracture toughness have been evaluated mainly for Ti-40Al-2Cr-
2Nb-1B and Ti-46Al-0.7Cr-0.1Si-7Nb-0.2Ni alloys. For fracture toughness determination 
chevron-notch specimen technique have been applied except for standard pre-cracked samples. 
Positive effect of Nb on fracture resistance has been found; fracture toughness of the high Nb 
alloy increased at contemporary increase of flexural strength. Fracture surfaces have been 
evaluated using scanning electron microscopy showing the key role of mechanical twinning in 
deformation of both alloys followed. As a governing mechanism of crack nucleation microcrack 
formation at boundaries between mechanical twins and γ grains has been confirmed. 

Keywords: TiAl Intermetalics, Crack Nucleation, Behaviour. 

1. Introduction 

TiAl based intermetalics represent structural material with high application potential. 
They are being considered as structural materials in a number of aerospace and 
automotive applications as turbocharger wheels, turbine blades etc. [1, 8, 13]. 

They experienced intensive development during last decade, in particular in 
field of refinements of grain and lamellar microstructure [2, 13], alloying 
modification and microalloying [10, 12], fabrication technologies development [2, 
16], including synergy of these factors and their relationship to high temperature 
properties. Much less effort has been paid to the TiAl intermetalics performance 
and fracture resistance at room and slightly increased temperatures. Just this 
behaviour represents an obstacle for more extensive applications [15, 16]. 

The exceptional properties of TiAl intermetalics are predetermined by strong 
partly covalent bonding between atoms. The alloys containing γ-TiAl and less 
volume fraction of α2-Ti3Al are mostly interesting [18]. The first phase is formed 
by face centered slightly tetragonal lattice, not too much different from the cubic 
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one, the later by hexagonal closed packed structure. From the point of view of 
microcrack nucleation three typical microstructures can be distinguished: 

 Microstructures formed by equiaxed γ-TiAl grains, typical for alloys 
containing higher Al content (about 52 at%) [11]. 

 Duplex microstructures (46 to 50 at% Al) that are formed by heat 
treatment into two-phase α + γ region or by passing through this region 
during cooling [2]. 

 Lamellar microstructures (less than 48 at%) that are formed by γ-TiAl 
and α2-Ti3Al created by α-phase decomposition below 1125°C [4]. 

Low ductility and fracture toughness at room temperature is caused by strong 
interatomic bonds causing crystal ordering and therefore by limited number of slip 
systems. 

Intrinsic and extrinsic mechanisms can be used for the toughness enhancement 
[3]. In the first case, the suitable alloying and heat treatment represent the only 
way. General trend consists of Al content decrease and, at the same time, increase 
of elements affecting the creep resistance (Cr, W, Si) and/or oxidation resistance 

amounts of Cr, Si and B were found as the most effective [10]. In case of extrinsic 
mechanisms, crack tip shielding effects can lead to toughness increase, e.g. crack 
bridging and/or crack trajectory change, the last reflected by increase of crack path 
tortuosity. Fully lamellar structures are more resistant to fracture than those having 

Specification of conditions for microcrack nucleation and fracture initiation 
explaining the role of microstructure in failure micromechanism at the same time 
is important for further optimisation of TiAl intermetalics. Aim of the paper was 
to analyse the acting fracture micromechanisms in investigated TiAl alloys based 
on mechanical characteristics evaluation and fracture surfaces investigation. 

2. Material and experimental methods 

Two experimental alloys, labelled as I and F, were used for investigation. (Table 
1). The alloys were produced by Flowserve Corporation Dayton and were supplied 
in form of round rods (ingots) with diameter of 60 mm. 

The average grain sizes determined using optical micrographs by line intercept 
method were 105 and 182 μm for alloy I and F, respectively [9]. Samples for 
mechanical tests were fabricated in longitudinal direction by electric discharge 
machining and finished by electrochemical polishing. 

Table 1. Alloys used for investigations (in at %) 

Alloy I Ti-40Al-2Cr-2Nb-1B 
Alloy F Ti-46Al-0.7Cr-0.1Si-7Nb-0.2Ni 

near γ and/or duplex microstructures [4, 5].  

(Nb) [14, 16, 17]. For room temperature plastic properties the Nb content and small 
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Flat samples with rectangular cross-section of 3 × 4 mm in gauge length with 
wedge heads were applied for tensile properties determination. Tests were carried 
out at constant cross-head speed of 100 µm/min, specimen elongation was 
measured by means of extensometer with 12 mm initial gauge length. Tensile 
strength (rupture stress) has been determined as the maximum force divided by 
cross-sectional area measured after the test. For fracture toughness determination 
rectangular bars of cross-section 3 × 4 mm were applied. Chevron notch in 
direction of higher dimension was produced by two cuts of thin diamond wheel. 
The tests were carried out in three-point bending using 20 mm distance of rollers 
and loading rate of 100 µm/min. Fracture toughness KIC was determined from 
maximum force and chevron notch depth [6]. For the alloy F also flexural specimens 
with cross-section of 6x9 mm were used for fracture toughness determination. 
Specimens were pre-cracked and tested at room temperature according to corres-
ponding standards [7]. 

3. Results 

3.1. Basic mechanical properties of alloys 

Tensile stress-strain curves are shown in Fig. 1. They reflect main differences in 
deformation behaviour. Very limited plastic deformation in tension leads to earlier 
fracture initiation and premature fracture for alloy I. The fracture load is thus 
affected by the limited deformation ability. 

 
Fig. 1. Tensile stress–strain curves obtained at room temperature and 800°C 

Fracture surface macromorphology in Fig. 2 confirms this higher susceptibility 
of the alloy I to premature fracture. The fracture was triggered from the specimen 
surface (left side of the Fig. 2a). Contrary to this behaviour the alloy F initiated 
from location lying on some distance from the specimen surface (Fig. 2b). Its 
higher plasticity inhibits the susceptibility of the alloy to surface defects and 
premature fracture. 
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  (a)  

500 μm 

(b) 

 
Fig. 2. Fracture surfaces of the tensile samples broken at room temperature for alloy I (a) and 
alloy F (b); specimen surface left 

For both alloys Fig. 3 shows a comparison of tensile strength values obtained at 
room temperature and at 600°C. The stresses are represented here in normalised 
values as a ratio of measured values of rupture stress to supposed lowest limit 
value predetermined by potential applications. Not only the strength but also 
plastic properties are comparably higher for the high Nb alloy. A part of the 
strength enhancement observed in alloy F comparing to alloy I is due to higher 
plasticity lowering the alloy susceptibility to surface flaws effect and to premature 
fracture. 

 
Fig. 3. Normalised tensile rupture stress (ratio of measured rupture stress to optimum design 
stress) for both alloys investigated 

3.2. Fracture behaviour 

Temperature dependence of fracture toughness of alloy I is shown in Fig. 4. This 
alloy possesses very brittle behaviour. Even at 800°C the alloy displayed fracture 
without extensive plastic deformation work. The temperature increase was probably 
not sufficient to activate additional slip systems and dislocation mobility both 
necessary for the alloy plasticity increase. 
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Fig. 4. Temperature dependence of fracture toughness for alloy I 

 
Fig. 5. Temperature dependence of fracture toughness for alloy F 

This is not the case of the alloy F. At room temperature the alloy shows 
evidently higher fracture toughness values comparing to alloy I, as follows from 
Fig. 5. In addition, higher scatter of data is possible to observe. 

By measurement on larger samples with fatigue pre-cracking, tested according 
to standard procedures, validity of the chevron notch values obtained at room 
temperature has been proved. The data are lying in the scatter band of data 
obtained with chevron notch specimens (Fig. 5). 

Nearly twofold increase of fracture toughness level is possible to observe with 
increasing test temperature for alloy F. Change in dislocation mobility can be only 
responsible for such marked toughness increase. Although still valid, the tests at 
400°C and higher temperatures were on the limit of chevron notch functionality. 
These fracture toughness values are shown as informative values only in Fig. 5 
and must be verified. Experiments at higher temperatures are in progress. The 
fracture surfaces investigation revealed dependence of fracture behaviour on 
orientation of lamellar structure in relation to main fracture plane, the last being 
controlled by chevron notch plane. Fracture surface morphology observed for the 
minimum and maximum toughness value of the scatter band is in Fig. 6. 
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When cleavage planes of γ-phase or lamellar phase were parallel to the chevron 
notch plane easier sharp crack initiation occurred (Fig. 6a) and the toughness 
values were lower. However, once the direction of longitudinal axis of lamellar 
colonies was deflected from the chevron notch plane the change of the crack 
trajectory was significant (Fig. 6b). 

 100 μm (a)  (b) 

 
Fig. 6. Fracture surface morphology of chevron notched samples tested at room temperature; 
alloy F 

The fracture toughness data proved good properties of the alloy F. With 
increasing test temperature marked increase of alloy plasticity and fracture 
toughness enhancement was possible to observe. It is important that the toughness 
enhancement was obtained by intrinsic toughening mechanisms. 

4. Discussion 

4.1. Microcrack nucleation 

Detailed fractographic analysis of fracture surfaces and metallographic sections 
perpendicularly to fracture surfaces carried out in both alloys have shown that 
microcrack nucleation occurred in a number of locations in front of the crack tip. 
The microcrack nucleation micromechanism was about the same in both alloys. 
There are typical configurations in Fig. 7. 

(a)  (b) 

10μm
 

Fig. 7. Examples of microcrack nucleation in fracture surfaces of the alloy I (a) and alloy F (b) 
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Usually, it is possible to observe several damage sites on certain distances from 
the crack tip showing the fracture initiation occurred by joining the main crack tip 
with the nearest microcrack/damage site. The separate microcracks are often 
nucleated at boundaries of two lamellas or on boundary of lamellar colony with 
equiaxed γ-TiAl grain. Local influence of deformation twin and/or intensive slip 
band onto this boundary and microcrack nucleation in neighbouring grain in local 
tensile stress field appears to be the most probable mechanism of the microcrack 
formation. For the alloy I, there is a facet formed by fracture of equiaxed grain, a 
step morphology formed by fine lamellar microstructure and river like traces 
typical for fracture of nonlamellar microstructure component (see Fig. 7a). The 
occurrence of facets created by equiaxed grains cleavage is comparably lower in 
alloy F, one of such locations is shown in Fig. 7b. In almost all facets of alloy F 
some curvature due to plastic deformation typical for quasicleavage was possible 
to observe, Fig. 7b. The fracture mechanism of both alloys is nearly the same 
differing only by the extent of plastic deformation proceeding to cleavage facets 
nucleation. Configuration of fracture facets shown in Fig. 7a is the most frequently 
observed phenomena in fracture surfaces once the equiaxed γ-TiAl grains are 
present in microstructure. The presence of the equiaxed γ-TiAl grains is detrimental 
for crack resistance; it affects strongly both the crack initiation toughness and 
crack resistance curve. The equiaxed γ-phase is supposed to degrade the crack 
growth resistance by inhibiting action of shear ligament toughening. 

4.2. Fracture initiation 

For pre-cracked test specimens of both alloys tested at room temperature crack tip 
stress-strain distributions preceding and corresponding to fracture initiation have 
been calculated by finite element modelling. Development of maximum principal 
stress at forces below and at the fracture force has shown that there is no plastic 
deformation nearly up to fracture load. Certain amount of effective plastic 
deformation was developed just before the reaching the critical load (700–770 N). 
This is because of singularity on the stress distribution still at loads corresponding 
to yield stress and zero value of effective plastic deformation at 600 N loads. Only 
after this point a peak on maximum stress distribution is formed and shifted to 
higher distances from the crack tip. Presumably, critical stress for crack nucleation 
and plastic deformations for the joining the microcrack nuclei with the crack tip 
are the necessary condition for the crack initiation. The plastic deformation itself 
is more or less apparent value, because the joining of microcrack nuclei with the 
main crack tip is carried out mainly by microdamage processes rather than 
deformation, in particular in alloy I. In the last the effective plastic deformation 
was comparably lower and no evidences of plastic deformation could be found in 
fracture surfaces. For the alloy F the stress-strain conditions at the moment of 
crack initiation are obvious from Fig. 8. From the micromechanical point of view 
additional analyses will be needed (e.g. determination of critical values of stress 
and of strain), nevertheless coincidence of the peak position on maximum 
principal stress distribution and triaxiality distribution could reflect unfavourable 
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conditions for the crack tip blunting. Inhibiting this blunting process and local 
stress relaxation at the crack tip a stage ready for crack initiation followed by 
immediate crack propagation is reached. 

 
Fig. 8. Distributions of maximum principal stress, stress triaxiality and effective plastic strain 
below the crack tip, alloy F 

50μm
 

Fig. 9. Section perpendicularly to main crack plane in vicinity of the crack tip in unbroken test 
specimen (SEM-BSE) 

The possible source for intrinsic toughening thus can be seen in such changes in 
alloy chemistry and microstructural state that produce different positions of the 
peak on maximum tensile stress distribution and the peak on stress triaxiality 
distribution below the crack tip. 

This can be obtained by increase of plasticity of the alloy, excluding the 
detrimental effect of the γ-TiAl grains in lamellar microstructure and/or by 
forming microstructure with more plastic constituent, e.g. β-γ alloys are the best 
hope for this. When comparing the room temperature fracture properties and 
fracture micromechanism the niobium appears to be one of elements increasing 
effectively the plasticity and toughness of the alloy. It has been already mentioned 
that this is the most effective way of toughness enhancement if titanium aluminides 
when the intrinsic mechanisms are exploited. 
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5. Conclusions 

Mechanical properties and fracture performance of two TiAl alloys with different 
Nb content have been followed in the work. Positive effect of Nb on tensile 
strength and, at the same time, on deformation properties has been shown. 
Enhancement of fracture toughness was observed at the same time. Significant 
dependence of the scatter in fracture characteristics on orientation of lamellas in 
location of fracture initiation origin has been proven. In both alloys, effective 
toughening mechanism, shear ligament toughening, i.e. combination of multiple 
microcrack nucleations in lamellar microstructure and shear bridges between these 
microcracks has been observed. 

Defectiveness of the microstructure paradoxically contributes to significant 
toughening; the higher the interlamellar distance is the higher defectiveness and 
thus toughness increase is possible to detect. Thanks to intrinsic toughening 
exploited in alloy F this alloy possesses very high toughness level and increasing 
crack resistance curve. 
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Abstract Asymmetric four-point-bend (FPB) specimen is an appropriate test configuration for 
investigating mixed mode fracture behaviour in engineering materials like ceramics, rocks, 
polymers and metals. In this paper, a combined numerical, experimental and theoretical study of 
mixed mode I/II fracture behaviour using this specimen is presented. For calculating the stress 
intensity factors, KI and KII, the specimen is analyzed using finite element software, ANSYS. 
Then mixed mode fracture is investigated experimentally for a type of granite by means of the 
FPB specimen for different combinations of mode I and mode II. The obtained test data are then 
compared with some well known two fracture theories. It is shown that the test data are in 
agreement with the theoretical predictions of well known fracture criteria the maximum 
tangential stress theory and the maximum energy release rate theory. 

Keywords: Mixed Mode Fracture, Asymmetric Four-Point-Bend Specimen, Finite Element, 
Granite, Experiment. 

1. Introduction 

It is well established that the crack growth is one of the main reasons for the 
overall failure and brittle fracture in various engineering materials. Cracks and 
inherent discontinuities are frequently found in rock materials and concrete structures. 
In many practical applications, such as concrete dams, tunnelling, mining, 
excavation process and analyses of rock slope stability, the evaluation of crack 
growth is an important task for rock and concrete structures designers. Most of 
previous rock and concrete fracture studies have concentrated only on crack 
opening mode (or mode I loading) which is induced from the tensile stresses. 
However, in practice, the cracked rock structures are usually subjected to complex 
loading and hence the fracture of rock masses may occur under a combination of 
tension-shear (mixed mode I/II) loading. Therefore, it is important to investigate 
the mode I, the mode II and mixed mode fracture in rock structures and geo-
materials. There are some theoretical and experimental methods for evaluating the 
fracture behaviour under mixed mode I/II loading conditions. Fracture toughness 
of cracked materials is generally investigated by means of suitable test samples. 
The cracked rectangular bar subjected to asymmetric four-point-bend loading is 
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one of the favourite test configurations frequently used by researchers investigating 
mixed mode fracture in rocks and concretes (e.g. [1–4]) and also in other brittle 
materials [5–9]. The simple geometry and loading set up, the convenient pre-
cracking of specimen and the ability of introducing full mode mixities (from pure 
mode I to pure mode II) are among the advantages of FPB specimen. Additionally 
the specimen is loaded by a compressive type of load which is more suitable for 
testing brittle materials like rocks. For studying mixed mode fracture in each test 
specimen, the mode I and mode II stress intensity factors (KI and KII) should be 
known. In this paper, a combined numerical and experimental study using the FPB 
specimen is presented for mixed mode loading. In the forthcoming sections, first 
the stress intensity factors of the four-point-bend specimen are determined by 
means of the finite element analysis. Then mixed mode fracture is investigated 
experimentally for a granite sample using the FPB specimen. 

2. Four-point-bend specimen 

Fig. 1 shows a schematic drawing of asymmetric four point bend (FPB) specimen. 
The ratio of mode I and mode II stress intensity factors can be easily changed in 
this specimen by moving the locations of top and bottom supports. This is because 
the shearing force and the bending moment along the crack plane and hence the 
crack opening and the crack sliding are dependent on the locations of loading 
points. Therefore, the FPB specimen can be used for providing pure mode I (crack 
opening), pure mode II (in-plane sliding) and various mode mixities for fracture 
experiments. When the loading points are symmetric with respect to the crack 
plane (L1 = L2 and L3 = L4 < L2), the specimen is subjected to pure mode I loading. 
Pure mode II is also provided by anti-symmetric loading of specimen (i.e. L1 = L4 
and L2 = L3). In this situation unlike the symmetric condition, the crack line in the 
FPB specimen is subjected to a pure shear force. For any other options for the 
locations of top and bottom supports (L1, L2, L3 and L4) the specimen experiences 
mixed mode loading conditions. 

Fig. 1. Cracked rectangular plate subjected to asymmetric four point bending 
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Some analytical [7, 8] and numerical [10] methods are available for obtaining 
the stress intensity factors in the FPB specimen. The finite element method is a 
suitable and powerful technique for calculating KI and KII in cracked specimens. 
In the next section, the finite element method is employed for analyzing the FPB 
specimen under various loading conditions. 

3. Finite element modeling 

Fig. 2 shows a typical mesh pattern generated for simulating the FPB specimen in 
the finite element code ANSYS. In the created model, the following dimensions 
have been considered: crack length a = 20 mm, specimen thickness B = 19 mm, 
width W = 40 mm and length L = 220 mm. Thus the crack length ratio, a/W, was 
equal to 0.5. A total number of 568 plane stress and eight-nodded elements were 
used for simulating the model. The crack tip stress singularity was generated by 
using the singular elements in the first ring of elements surrounding the crack tip. 
The stress intensity factors, KI and KII, for the FPB specimen can be written as: 
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where YI and YII are the mode I and mode II geometry factors, respectively. In the 
analyzed models, pure mode I (symmetric loading), pure mode II (anti-symmetric 
loading) and different mixed mode conditions were considered. All models were 
solved by considering a constant value of F = 5,000 N and fixed values for L1, L2 
and L4 as L1 = 70 mm, L2 = 30 mm, L4 = 70 mm. In order to change mode mixity, 
different values were taken for L3. The Material properties of a typical granite 
(E = 45 GPa and ν = 0.28) were used for the finite element analysis of FPB 
specimen. The mode I and mode II stress intensity factors were directly extracted 
from the ANSYS code. Variations of YI and YII versus L3/L1 for the analyzed FPB 
specimens are presented in Fig. 3. It is seen from this figure that by moving from 
the symmetric loading conditions (pure mode I) toward anti-symmetric loading 
conditions (pure mode II), YI decreases and YII increases. 

 
Fig. 2. Finite element model created for asymmetric four-point-bend specimen 
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4. Fracture experiments 

A series of mixed mode fracture experiments were conducted on a type of granite 
using the four-point-bend specimen. Several test specimens with dimensions of 
220 × 40 × 19 mm were cut from a sheet of Takkab (a region in the north western 
of Iran) granite. 

Then an edge crack having a length of 20 mm was created in the centre line of 
each test specimen using a thin rotary diamond blade. For each desired mode 
mixity, the specimen was placed in a suitable location inside the loading fixture 
and then was loaded until the final fracture. Figure 4 shows the loading set up for 
one of the tests. The servo hydraulic Amsler/Zwick test machine was used for 
fracture tests. 

The loading rate for all tests was 0.25 mm/min. the load–displacement history 
for each test was recorded during the test using a computerized data logger. The 
critical stress intensity factors for each loading condition were calculated using 
Eq. (1) and the fracture load obtained from the tests. 
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Fig. 3.Variations of (a) mode I geometry factor YI and (b) mode II geometry factor YII with L3 /L1 
in the FPB specimen 

Fig. 4. Loading set up for FPB specimen made of Takkab granite 
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5. Results and discussion 

The maximum tangential stress (MTS) criterion [17], the minimum strain energy 
density criterion [18] and the maximum energy release rate criterion [19] are three 
well-known theories for mixed mode fracture. Based on these criteria, fracture in a 
cracked body under mixed mode I/II loading will occur in a specific direction 
when the stress or energy quantities in this direction reaches its critical value. For 
example, the onset of fracture for a cracked body subjected to mixed mode loading 
takes place according to the maximum tangential stress criterion [17] when: 
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where θ0 is the angle of fracture initiation with respect to the original crack line. 
The angleθ0, is predicted by the MTS criterion from: 
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Similar relation can be found in [19] for θ0 when using the G criterion. By 
increasing the load, the stress intensity factors, KI and KII in the right hand side of 
Eqs. (2) and (3) also increase. Mixed mode fracture occurs when the right hand 
side of Eqs. (2) or (3) reaches or exceeds the mode I fracture toughness KIc. The 
theoretical predictions of fracture by these criteria can be presented in a KII/KIC 
versus KI/KIC diagram as shown in Fig. 5. Also shown in this figure is the test data 
obtained from mixed mode fracture experiments conducted on Takkab granite. 
Despite a natural scatter that exists in the experimental results, Fig. 5 shows that 
the obtained test data are generally in agreement with the theoretical predictions of 
the maximum tangential stress and the maximum energy release rate criteria. In 
fact, the mixed mode data lie between the curves related to these two fracture 
criteria. The scatter observed in the test data can be attributed to parameters like 
natural inhomogeneity and anisotropy of tested granite and possible inaccuracies 
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in manufacturing, pre-cracking and loading set up of FPB test samples. The mixed 
mode fracture toughness of engineering materials can be displayed by effective 
stress intensity factor, Keff: 

Ic

III
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=  (5) 

where KI and KII in Eq. (5) are the stress intensity factors corresponding to the 
fracture load. Figure 6 shows the variations of mixed mode fracture toughness 
versus the mode mixity parameter (Me) for Takkab granite. The parameter Me is 
defined by: 
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Fig. 5. Mixed mode fracture toughness data obtained for tested granite using FPB specimens 

A curve fitted to the test results is also shown in Fig. 6. A comparison between 
the results of pure mode I and pure mode II indicates that the mode II fracture 
toughness (KIIc) for the tested granite is less than its mode I fracture toughness 
(KIc). However, previous investigations [20–23] suggest that unlike KIc the value 
of measured KIIc is not merely a material constant and depends also on the 
geometry of test specimen and its loading configuration. For example, the ratio of 
KII/KIC for cracked materials tested with various test samples varies in a wide 
range from 0.45 to 2.3 [7, 20–23]. The experimental results show that Takkab 
granite is weaker against shear loads compared to the tensile loads since KII/KIC is 
about 0.51. 
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The curve presented in Fig. 6 can be used as a design curve for estimating the 
optimum condition for practical applications like rock cutting process to determine 
the minimum required cutting energy and in hydraulic fracturing to calculate the 
fluid pumping power. 

The compressive loading set up used for the cracked beams subjected to 
bending makes the FPB specimens more suitable for fracture testing on brittle 
materials like rocks and concretes which are weak against tensile loads. In 
comparison with the asymmetric three-point-bend loading configuration (which is 
another well known test specimen being used for mixed mode loading [11–13]), 
the FPB configuration requires a more complicated fixture and also more care in 
the experimental set up. However, the three-point-bend test configuration can be 
used only for limited combinations of mode I and mode II. 

In particular, pure mode II cannot be introduced by this specimen. But as 
mentioned earlier, the full combinations of modes I and II can be easily introduced 
in the four-point-bend specimen by changing the locations of loading rollers. The 
mode I fracture toughness obtained for the tested granite is about 1.4 MPa m0.5 
which is in good agreement with the reported values for other types of granite 
materials [14–16]. As shown in Fig. 7, for mode I condition where the applied 
loads are symmetric relative to the crack line, fracture occurs in a self-similar 
manner and along the initial crack line. 

However, for mixed mode conditions where both shear force and bending 
moment are present along the crack line, the path of crack growth deviates from 
the initial crack line. Such deviations can be seen in Fig. 7 that shows the crack 
growth trajectory in some of the granite specimens tested under different mode 
mixities. In all of the experiments it was observed that the crack growth started 
from the crack tip, extended along a curvilinear path, and finally terminated at the 
nearest loading roller. 
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Fig. 6. Variations of mixed mode fracture toughness (Keff) with Me in the tested granite samples 
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6. Conclusions 

Mixed mode I/II fracture toughness of Takkab granite was investigated numerically 
and experimentally by means of the asymmetric four-point-bend (FPB) specimen 
in the full range of mixed mode loading from pure mode I to pure mode II. 

The experimental results obtained for the tested granite falls between the 
theoretical curves predicted by the maximum tangential stress criterion and the 
maximum energy release rate criterion. 

According to the FPB test results, Takkab granite is weaker in mode II fracture 
than in mode I fracture. 

 Mode I Mode II 

KI/KII= 1.988

KI/KII = 0.545

KI/KII= 1.035

KI/KII = 0.204

 
Fig. 7. Crack growth trajectory in some of the FPB specimens broken different mode mixities 
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Abstract The optical method of photoelasticity was used to measure stress field and stress 
intensity factors of crack with the presence of holes in a polycarbonate PSM-1 birefringeant 
plates under tension. Tests were used for variable numbers and dimensions of holes. The present 
study takes into account the several positions of holes and crack in plates. Stress intensity factor 
has been determined from the crack tip fringe pattern by multiple points’ technic. Experimental 
results have been confirmed with a good agreement numerical estimation of stress intensity 
factors obtained with the finite element method (FRANC 2D). 

Keywords: Photoelasticity, Fringe, Crack, Stress Field, Stress Intensity Factor, FRANC 2D. 

1. Introduction 

The lifetime of engineering materials may be associated with the size, the shape 
and the location of flaws or cracks in components. In mechanic applications it is 
often used a perfored or drilled holes. They can be a large number with a regular 
or random distribution. Then, it is important to estimate the stress concentration 
around theses holes and their influence on the mechanic behaviour. The problem 
of calculating the displacement and stress field in an elastic body containing holes 
interested many authors. For infinite plane with multiple circular holes under 
uniaxial tension [4, 6, 7, 9] resolved stress problems on multiply connected 
domains with the boundary integral equation. The application of this theory showed 
an extreme stability of this approach for a higher number of holes and cracks in 
loaded infinite plate. The circumferential stress is determined for different 
configuration and location of circular holes. Knowing the role of stress field near 

orthotropic material an optimization analysis in order to decrease the stress 
intensity factor. It is shown that the stress field at the crack boundary can be 
significantly improved by noncircular shapes. 

the crack tip in fracture mechanics analysis, authors in [12] used for isotropic and 
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Furthermore to adhesive patching, it is well known that drilled stop holes can 
reduce stress intensity factor. In this context, Junping Pu [8] used sub region BEM 
(Boundary Element Method) to study the effect of defective holes on crack. 
Results show that if the location of these drilled holes are chosen unsuitably, they 
can not only decrease the stress intensity factor, but also increase the crack 
expanding even more. It showed that for elliptic defective holes, the effect for the 

 studied 
the effectiveness of the arrangement of a stop-drilled hole and additional holes on 
retarding crack growth and developed an analysis on the stress concentration. In 
the present study, a finite element method and the experimental technique of 
photoelasticity is used to determine the stress field around circular holes in finite 
plate under uniaxial tension. Effect of the number of holes and distance on the 
magnitude of the stress concentration is also analysed. The presence of crack 
emanating from central hole and the location of lateral holes complete our study 
through their interaction and their influence on the stress intensity factors. 

2. Experimental method 

Tension load testing is applied to a drilled holes and crack hole specimens. A 
photoelasticity method (Fig. 1) is applied to measure stress around holes. By 
rotating the circular polariscope, it can be obtained a monochromatic or a white 
light from which an isochromatic or isocline fringe patterns can be recorded. The 
photos are taken with a numerical camera and are treated by image digitalisation 
software. 

Fig. 1. Photo of photoelasticimetry installation 

2.1. Material 

Photoelastic specimens are machined from a polycarbonate sheet with a dimension 
of 254 × 254 mm and a thickness of t = 5 mm. 

stress intensity factor on Mode-I loading is less than those of circular holes of which
the radii are equal to the elliptic length axis. Also, Murdani et al. [2, 3]
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According to the manufacturer, the Young’s modulus and Poisson’s ratio of the 
sheet material are E = 2390 MPa and 0.38, and the material fringe value f is 7.1 
KPa (fringe/m). 

2.2. Test specimens 

Specimens are cut from a polycarbonate sheet, material having height sensitivity 
to the stress. Specimen E-1 (Fig. 2) is a plate with two holes aligned with the x-
axis and separated by a distance δ = 4 a (a is the small hole radius). The geometric 
plate ratio is W/H = 0.25 and the radius ratio is equal to b/a = 5. Figure 3 shows a 
plate with the ratio W/H = 0.2, containing a colineair holes with the same radius a 
and a distance δ = 4a. 

Fig. 2 and 3. Specimen E-1 and E-1 

machined from the central hole. The radius ratio is equal to b/a = 2 and the 
distance between holes is δ = 4a in the load direction (X axis) and η = 2a in the Y 

Fig. 4, 5 and 6. Specimen F-1, F-2 and F-3 

(Figs. 4, 5 and 6). In addition to the holes, a symmetrical crack with a depth l is 
For the stress intensity factor study, the specimens F-1, F-2 and F-3 are used 

axis (for the specimen F-2 and F-3). 
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3. Method of resolution 

During tests, photoelasticity method is applied and the isochromatic fringes have 
been recorded with a numerical camera. The data measures are obtained from the 
fringe by using the image digitalisation software. From the separation of principal 

model, the maximum shear can be written as: 

h
fN

2
.

2
21

max =
−

=
σστ  (1) 

σ1 and σ2 are respectively the principal stress in the first and the second 
direction, N is the fringe pattern order, f is the sensitivity of the material, h is the 
specimen thickness. 

The shear stress τxy can be found from Mohr circle and its formulation is: 

αασστ 2sin
.2
.

2sin.
2

21

h
fN

xy −=
−

−=  (2) 

αis the angle between σx (or σy) and σ1(or σ2). 

In plane stress, [8] used the following equilibrium equations: 
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Integrating on the X direction, stress can be written as: 

( ) ( ) ( ) ( )( )2/1001
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xx +Δ−∫ =

∂

∂
−= τσ

τ
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0x  and 1x  are the corresponding points boundary of meshing line where the 
stress should be determined. 

Applying Matlab 6.5 software, it can be possible to resolve the system of 
equations and to calculate the local stress. For F-1 and F-2 specimens, experimental 
results are obtained from digitalisation of fringe patterns in the vinicity of crack 
and by applying the multipoints method
related to fringe parameters by the relationship: 

fN
h

rKI ⋅⋅=
π2  (5) 

stresses technique [1, 5, 10, 11], local stress can be determined. For any point of the 

 [5, 11]. Therefore, stress intensity factor is 
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4. Results 

The application of separation of principal stress technique and the mutipoints 
method with a MATLAB program allowed the determination of local stress and 
the stress intensity factors. In the other hand, finite element method with Franc 2D 
software is used for all specimens. As most of specimens are symmetrical, just a 
quarter of them are meshed with T6 and Q8 elements. A plane stress resolution is 
applied. 

As example, Fig. 7 shows a superposition of an experimental fringes and 
numerical shear stress for collinear holes. The same concentration of shear stress 
is observed on the experimental and the numerical resolution. 

Fig. 7. Example of experimental and Numerical Shear stress distribution in Specimen E2;  
(a) Experimental results and (b) Numerical results 

4.1. Specimen with two holes (E-1) 

Experimental and numerical results have allowed plotting the normalized stress 
acting on the boundary of the first (central) and the second hole respectively versus 
the angle θ1 and θ2 (Fig. 8). For the central hole, the numerical resolution gives the 
maximum stress concentration at a location θ1 = 89.2°. The same value is found 
by the photoelasticimetry method for the radius ratio b/a = 5. 

The stress concentration decrease when the ratio (b/a) is equal to 3. This 
observation is noted by Jianlin Wang et al. [6] for the same radius ratio and 
distance δ for infinite plate with two holes. We have studied the effect of the ratio 
(δ/a) the stress in the first hole and the second (Fig. 9). We notice that δ/a, has a 
very little influence on the variation of local stress for the central hole whereas it 
is important for the second hole. 
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Fig. 8. Stress distribution in the first (central hole) and second holes of specimen E-1 
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Fig. 9. Stress distribution in the first hole (central hole) and second hole for various ratio δ/a 

4.2. Specimen with collinear holes 

Loaded Plate with equally spacing collinear circular holes along x axis (specimen 
E-2) is considered. A variable number of holes has been studied (1, 3,…15 holes) 
with δ/a = 1, δ/a = 2 and δ/a = 4. Normalized stress for δ/a = 4 and δ/a = 1 are 
plotted in Fig. 10. 

For δ/a = 1 and δ/a = 4 the maximum stress in central hole is located at the 
angle θ1 = 89.2 some either the number of holes in specimen. For a number of 
holes N ≥ 3 and δ/a = 4, the maximum stress values are higher than those obtained 
for δ/a = 4.Taking into account the maximum values from the above graphs, we 
have plotted the stress concentration factor (σmax/σ0) for a number N of colineair 
holes in the specimen E-2 (Fig. 11). Stress concentration curve for δ/a = 4 is more 
important than for δ/a = 2 and δ/a = 1. For δ/a = 4, results approach the asymptotic 
value of 2.80 for N = 3 holes. When this ratio is equal to 2, the asymptotic begins 
from N = 5 holes with a value of 2.55.This value decreases to 2.35 from N = 7 
holes when δ/a = 1. 
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Upon comparing the results obtained for δ/a = 2 by the present method with 
those of [4] we found the same distribution of the stress concentration with an 
asymptotic tendency. Our values are slightly overhead compared to results of 
these authors. It would seem that the finite geometrical size of plate has an effect 
on the concentration values. 
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Fig. 10. Evolution of normalized stress in central hole for δ/a = 1 and δ/a = 4 
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Fig. 11. Stress concentration factor for N holes 

4.3. Specimen with collinear holes and a symmetrical crack 

From the previous case it has been found that the maximum stress is located in the 
central hole for the angle θ1 = 90°. Then, a symmetrical crack emanating from 
central hole has been machined at this position. After loading the F-1 specimen, 
we obtained the fringes from experimental method and shear stress distribution by 
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finite element method. It is noticed in Fig. 12 that the fringes concentration is 
around the crack tip. This is confirmed by the numerical results. 

Fig. 12. Shear stress distribution in collinear holes with symmetrical crack specimen (a) Experimental 
shear stress and (b) Numerical shear stress distribution 
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Fig. 13. Evolution of normalized stress intensity factor 
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Fig. 14. Evolution of normalized stress intensity factor with number of holes 

The stress intensity factor is evaluated by Eq. (5) and numerically with the 
FEM using the fracture post-processor available on Franc 2D software. Results are 
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plotted in Fig. 13. Analyse of experimental and numerical values showed that the 
divergence between them is low, estimated to 3%. The influence of the presence 
of a high number of holes in X direction (collinear) and the radius ratio b/a on  
the stress intensity factors are represented in Fig. 14. For the same distance between 
holes δ/a = 4, either the number of holes, the normalized stress intensity factor 
values decreases appreciably (30%) when b/a = 1. 

4.4. Central hole with symmetrical crack and lateral holes 

Specimen F2 is loaded in tension. Experimental and numerical methods are applied. 
Figure 15 represents the experimental fringes and the numerical shear stress 
distribution around the crack tip. The normalized stress intensity factor is plotted 
for different value of normalized crack depth (Fig. 16). A good agreement is 
observed between the numerical and the experimental results if we take into 
account the effect of fringe interference between lateral holes and crack tip. 

Fig. 15. Shear stress distribution for specimen F-2: (a) experimental shear stress and (b) numerical 
shear stress distribution 
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Fig. 16. Evolution of normalized stress intensity factor for specimen F-2 
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4.5. Collinear holes with symmetrical crack and lateral holes 

It is interesting to study if the effect of drilling holes near the crack can decrease 
the stress intensity factor. We consider a plate with the same geometrical ratio as the 
specimen F-1 but having in more four holes (two on all sides of crack tip) with  
the radius ratio d/b = 0.2 for the first analysis and d/b = 0.4 for the second. The 
lateral hole is located from the crack tip by the coordinate (X0, Y0). 

For the resolution, we used the normalized crack depth (l + b)/W = 0.514 as the 
above case (Fig. 17) and a constant position X0/l = 1. By varying the lateral holes 
position Y0, we found the stress intensity factor for symmetrical crack. Figure 17 
present the twin case resolution corresponding to d/b = 2.5 and d/b = 5.0. 
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Fig. 17. Evolution of normalized stress intensity factor for various lateral hole location 

The presence of lateral holes decreases the stress intensity factor. It is confirmed 
if we compare the results with the above case for the specimen without lateral 
holes. The fall in the value of this parameter is as much more important when the 
lateral holes radius increases. 

The minimum value of the stress intensity factor is noted for the position of lateral 
holes Y0/l included between −0.3 and −0.2. For this position the stress intensity 
factor decreases of about 29% in comparison with the results of the specimen F-1. 
The same constitution have been found by [6] who study the effect of circular or 
elliptic hole position on the stress intensity factor for a plate with a central crack. 

5. Conclusions 

For all specimens tested, stress concentration and stress intensity factors determined 
by the finite element method are in good agreement with results obtained by 
experimental photoelasticimetry technique. For a plate with two holes, the maximum 
stress is observed in the central hole at the angle position θ = 89.2°. 
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The effect of the ratio (b/a) is important since the maximum stress decrease 
when this ratio change from the value 5 to 3. On the other hand the maximum 
stress in the second hole increase when b/a decrease. 

The ratio (δ/a) has a very little influence on the stress for central hole whereas it 
is important for the second hole. These results are noted for the infinite plate study 
by [6]. Results on specimens E-2 with collinear holes showed that for the same 
number of holes, the stress concentration factor increase with the ratio δ/a. 

The evolution of the stress concentration factor (σmax/σ0) has an asymptotic 
tendency. For the crack specimens, a small divergence of results in term of stress 
intensity factors (3%) between numerical and experimental method are obtained in 
spite of the fringe interference in the crack tip. The hole number don’t affect the 
value of stress intensity factors. On the other hand, this parameter is influenced by 
the radius ratio of holes b/a. 

In our study, we have incorporated lateral holes near the crack tip by using the speci-
men F-3. It showed that for the same crack depth, the stress intensity factor decreases 
of about 29% with the lateral holes location in comparison with the result of 
specimen F-1 (without lateral holes). The size of lateral hole and the position by 
report to crack tip has high influence on the stress intensity factor (Fig. 17). This is 
noticed by [8] in their works on the effect of defective holes on a central crack in plate. 
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Abstract Yet and according to our knowledge, the extended finite element method X-FEM has 
not been used in the dynamic response of cracked plates subjected to impact loading, subject of 
this study. From prior knowledge of the impact properties (contact force and central deflection) 
of a virgin plate, one can quantitatively through the present study predicts the eventual presence 
of discontinuities in plates by comparison of impact properties of cracked plate to the virgin 
ones. In the numerical implementation, conventional finite element without any discontinuity is 
first carried out, then enriched functions are added to nodal displacement field for element nodes 
containing cracks. Therefore no remeshing of the domain is required, leading to a great gain in 
time computing. The mathematical model includes both transverse shear deformation and rotatory 
inertia effects. Based on the above, a self contained computer code named “REDYPLAF”, 
written in FORTRAN is hence developed. The effects of Crack length and crack position on 
contact force and on plate deflection are analyzed. The obtained results show that the contact 
force is divided into three zones. The same fact is also observed for the maximum plate deflection. 
Another observed fact is related to crack dissymmetry which has a direct effect on the maximum 
plate deflection. 

Keywords: Dynamic Response, Cracked Plate, Extended FEM, Impact Loading. 

1. Introduction 

The presence of cracks, at least at a microscopically level, always exists in mechanical 
components. After certain hours of services, these micro cracks initiate and propagate 
to become effectively dangerous by decreasing the dynamic-mechanical properties 
of components. 
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The existence of discontinuities in structures generally induces difficulties 
during their numerical implementation. The extended finite element method (X-
FEM) applied to divers fracture mechanic problem has proved its efficiency where 
all numerical difficulties and all shortcomings associated with meshing of the crack 
surfaces encountered with the classical finite element are alleviated. However, the 
finite element method is used as the building block in the extended finite element 
method, and hence much of the theoretical and numerical developments in finite 
elements can be readily extended and applied. For crack modeling, a discontinuous 
function and the two-dimensional asymptotic crack-tip displacement yields are 
added to the displacement-based finite element approximation. Partition of unity 
enrichment methods for discontinuities and near-tip crack yields were introduced 
by Belytschko and Black [1]. Moes et al. [2] proposed the generalized Heaviside 
function as a means to model the crack away from the crack tip, and developed 
simple rules for the introduction of the enrichment function at the crack-tip. 

In the present study, enriched finite element method (X-FEM) is developed for 
the dynamic analysis of cracked plates subjected to impact loading. Plates containing 
through edge crack and central crack are considered. In addition, different configur-
ations in which we vary crack parameters, i.e.; crack length and crack position are 
included. The hypothesis made in the study is to consider the crack parallel to one 
edge of the plate and to stop at the end of each element. Contact force and maxi-
mum deflection of the plate are therefore computed. The paper is structured as 
follow. In the next section, the extended finite element method is presented. We 
first present the mathematical model used followed by the X-FEM formulation 
and ending up with the establishment of mass and stiffness matrices. In Section 3, 
we describe the development in the computation of the contact force and central 
deflection. Numerical applications are presented and discussed in Section 4. We 
finalize the paper by drawing some conclusions. 

2. Mathematical model and X-FEM formulation 

2.1. Displacement field 

The mathematical model is based on Mindlin plates. Let us consider a Cartesian 
co-ordinate system in such a way that the xy plane coincides with the midplane of 
the plate of sides a, b and thickness h (Fig. 1). The displacement field can be 
expressed as [3, 4]: 

y)(x,zw=z)y,w(x,

 y)(x,z= z)y,v(x,
 y)(x,z= z)y,u(x,

0

y

x

θ
θ

 (1) 
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where u, v, w are the displacements in the x, y, z directions, respectively, 0w  
denotes the transverse displacements of the mid surface, xθ  and yθ are the normal 
rotations of the mid surface normal in the xz and yz planes, respectively. 

y 

x 

z

a 

b 

h 

 

2.2. X-FEM formulation 

The X-FEM analysis consists first in the discretization of the plate by conventional 
finite element method without crack consideration [5, 6]. The effects of the 
discontinuity of the nodal displacement of cracked elements are enriched by the 
enrichment functions. Details of the enrichment can be found in [1, 2]. Since in 
the dynamic analysis, we consider that the crack path is parallel to one side of the 
plate and supposed to stop at the end of each element, the X-FEM approximation 
can be written as follows: 

∑ ∑+=
∈ ∈Ii Jj

jjiI uxHNuNu ')(  (2) 

As represented by Eq. (2), the X-FEM can be regarded as the superposition of 
the classical FEM represented by the first right hand side term and a discontinuous 
enrichment represented by the second right hand side term. In Eq. (2), iN  and iu  
are the classical shape function, and the classical nodal displacement at node i, 
respectively. I is the set of all nodal points of the plate, while J represents the set 
of nodes of the elements located on the discontinuity. ( )jju j ∈'  are the nodal 
degrees of freedom to be enriched, and H ( x )  is a discontinuous function defined 
as the Heavyside function: 

H(x) =
⎩
⎨
⎧

−
+

crack  theof surface  top 1
crack  theof surface  top 1

theon
theon  (3) 

Fig. 1. Geometry of cracked rectangular plate  
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In the following, elements of stiffness matrix and mass matrix will be derived 
from the expression of the potential energy and the kinetic energy. The FEM 
formulation based on the Mindlin–Reissner plate theory tacking into account the 
effects of shear deformation and rotatory inertia is used. Each node possesses 
three degrees of freedom iw , xiθ  and yiθ . In conjunction with Eq. (2), the 
displacement field in the X-FEM formulation can be written as: 

0

x i i j j
I J

y

w
N N H

⎧ ⎫
⎪ ⎪ ′θ = δ + δ⎨ ⎬
⎪ ⎪θ⎩ ⎭

∑ ∑  (4) 

The strain fields in curvature and transverse shear derived from Eq. (4) are as: 
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ji
x 0

y 0 0 i
j ji i

xy 0 x 0 i
I

xz y 0 i
i j

iyz j

i j
i j

NN 0 H 00 0 xx
NN 0 0 H0 0
yy
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0 0 H H
y x y x
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∑
 (5) 

The above equations can be written in a compact form: 

'' uBuB ji +=ε     jj HBB ='  (6) 

The stress field in term of moments and transverse shear force is: 

''
jjii CBCB δδσ +=  (7) 

where C is the matrix of elastic rigidities, and σ are the generalized stresses. When 
the plate is discretized with the usual finite element method, the potential energy 
of an element e of the plate can be written as follows: 

{ }
⎭
⎬
⎫

⎩
⎨
⎧

′
′=

u
u

KuuU eTTe

2
1  (8) 

where eK  is the element stiffness matrix, expressed as follows: 
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The kinetic energy of an element e of the plate is: 
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where the dot point indicates the first derivative of the displacement field with 
respect to time and ρ  is the material density of the plate. Where eM  is the 
element mass matrix: 
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3. Contact force 

In the following section, we present the mathematical development for the 
computation of contact force and central deflection. The dynamic equation of plate 
is given by the following [7, 8]: 

[ ]{ } [ ]{ } { }FuKuM =+   &&  (12) 

where [ ]M  and [ ]K are the plate mass matrix and stiffness matrix, respectively. 
{ }u and { }u&&  are respectively the displacement and acceleration vector. { }F  is the 
equivalent of external load, which include the impact force. The dynamic equation 
of a rigid ball is given by the use of the Newton’s second law: 

cii Fwm −=&&  (13) 

where mi is the mass of the ball (impactor) and Fc is the contact force. Consider 
the contact between a spherical ball made of an isotropic material and a target 
laminated composite plate containing N transversely thin layers. The contact is 
located at the center of the plate. Figure 2 describes the impact procedure of the 
two structures (rigid body and the composite plate). 
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Fig. 2. Description of impact procedure 

The contact force between the impactor and the plate is calculated using a 
modified non-linear Hertzian indentation law proposed by Yang and Sun [9]. 
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where q, β  are experimental constants, k is a contact stiffness coefficient, the 
various analytical and experimental techniques for determination of k have been 
proposed in the literature. Coefficient Fm and mα means, respectively, maximum 
impact force reached before unloading, and corresponding maximum indentation 
depth, corresponding to Fm, before the unloading phase. 0α  is the permanent 
indentation depth in the target (plate). The contact deformation ,α  defined as the 
difference between the displacement of the impactor and that of the composite 
laminates (Fig. 2), is given by the following: 

( ) )()( twtwt si −=α  (15) 

  )t(wi and )t(ws  are the displacement of the impactor and the impacted point 
on the mid surface of the plate. The displacement of impactor at the time step 
(n + 1) is determined by applying Newmark’s integration scheme for the 
differential equation: 

( ) ( ) ( ) ( ) ( ) 1
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1 44 ++ ⎟
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⎠

⎞
⎜
⎜
⎝

⎛ Δ
+Δ+= nc

i
niinini F

m
twtwtww &&&  (16) 

Substituting the above expression for wi in the contact laws defined in Eqs. (14) 
and (15) we obtained the following equations for the loading and unloading phase: 
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4. Numerical applications 

In this section, the one through crack model (Fig. 3) parallel to x axis is present 
before the contact force is applied. The crack is of length a and extends along the 
x axis. Non-dimensionalized parameters used in the text are given: 

,/,/ Lbblaa ==  and lcc /= . 

l

L
. 

x

y

z
b c

a

Impact 

 
Fig. 3. Geometry and sign convention 

A parametric study by varying various parameters such as: crack length, 
position of the crack in x and y directions, is performed. Contact force and central 
deflection are thus computed using REDYPLAF computer code. 

• laa /= (Ratio of crack length along x-axis to the plate length) 
• lbb /= (Ratio of crack position along y-axis to the plate length) 
• lcc /= (Ratio of crack position along x-axis to the plate length) 

The properties of the target plate and of the impactor used in the numerical 
applications are: plate proprieties: 3

1267 GPa,   0.33,   2, 800 Kgm−= = =E ν ρ . 

Impactor proprieties: 3
12200 GPa,   0.3,   7, 800 Kgm ,   12.5 mm−= = = =E rν ρ . 

303 



R. Tiberkak et al. 

 

4.1. Effect of the crack length 

An isotropic square plate 20 cm long, 20 cm wide, 8 mm thick, and clamped on its 
four edges is considered. The plate is impacted at its center by a steel ball of 12.7 
mm diameter with an impact velocity equal to 5 m/s. Figures 4 and 5 show the 
maximum contact force and maximum central deflection for various parameters of 
the crack, from which general observations are made. 

One can effectively observe that the maximum contact force decreases with the 
increase of crack length, while the maximum central deflection increases with the 
increase of the crack length. 

From Fig. 4 it can be observed that the variation of the maximum contact force 
versus the ratio a , and for different values of ratio b  passes generally by three 
different zones: Zone 1, Zone 2, and zone 3. Zone 1 is characterized by a constant 
variation of the maximum contact force cF , meaning that the presence of crack 
does not influence the maximum contact force. 

Fig. 4. Maximum contact force for two  Fig. 5. Maximum central deflection for two 
different position of crack   different position of crack 

The maximum contact force remains constant in the interval of the crack 
ratio 1.00 ≤≤ a . Zone 2, is characterized by a brusque variation of the maximum 
contact force cF . The maximum contact force decreases rapidly when the crack 
ratio a  varies between 0.1 and 0.15. 

The plate in this region looses rapidly its strength. Zone 3, is characterized by a 
slow variation of the maximum contact force cF  for values of crack ratios a  
greater than 0.15. Almost, similar physical fact is observed for the case of the 
maximal central deflection. 
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4.2. Effect of the crack position 

The variation of contact force and central deflection versus time is illustrated for 
different values of position of the crack ratio along y-axis b . According to Fig. 6, 
the presence of symmetric crack affects slowly the contact force for crack ratios 
b less than 0.1. When b is greater than 0.1 there is no significant effect on the 
contact force. However, for crack ratios less than 0.3 a significant effect on the 
central deflection is observed (Fig. 7). 

Fig. 6. Contact force history: a = 0.2, c  = 0.4  Fig. 7. Central deflection history for: 

a = 0.2, c = 0.4 

Figure 8 show central deflection with respect to the crack position ratio in the 
x-axis c . It can be seen from this figure that central deflection increases with  
the increase of the crack position ratio c . This can be explained by the fact that the 
central deflection increases when the crack position is close to the impact surface. 

Fig. 8. Central deflection history for a = 0.2, c = 0.1 
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5. Conclusions 

The effects of crack on the dynamic response of impacted crack are studied. A 
model including both transverse shear deformation and rotatory inertia has been 
numerically implemented using the extended finite element method (X-FEM). A 
FORTRAN computer code REDYPLAF has been developed. A parametric study 
in which the effects of crack length and position has been studied. The tendency of 
results show that the contact force decreases with the increase of the crack length, 
while but the central deflection increases with the increase of crack length. It is 
observed that the path of the maximum contact force and central deflection pass 
by three different zones. This study can be extended to the cases of composite 
plates. 
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Abstract The paper deals with estimation of chemical heterogeneity by modelling of diffusion 
of selected substitutive elements across the weld interface of two steels. The work presents 
proprietary approach in obtaining and evaluation of data set. Heat-resistant low-alloyed 
CrNiMoV and silicon steel, both of ferrite structure, form welded joint. The welded pairs were 
isothermally annealed in electric furnace from 500°C to 1,000°C. Concentration profiles in the 
plane perpendicular to the weld were investigated by energy dispersion X-rays microanalysis 
(EDX), along three abscissas. Theoretical fundament for evaluation of data was the solution of 
2nd Fick’s law. Parameters of the diffusion equation were calculated by non-linear regression. 
The new adaptation of Levenberg-Marquart’s algorithm was developed, accompanied by statistic 
quantities. Differences in position of concentration profiles in three segments can be considered 
as a measure of heterogeneity. They prove that the parameters of diffusion equation depend on 
local conditions. The detailed description follows below in the paper. 

Keywords: Diffusion, Mathematical Modelling, Welded Joint of Steels, Distribution of Substitution 
Elements. 

1. Introduction 

Welded joints of steel with increased contents of alloying elements are almost always 
accompanied by higher chemical and structural heterogeneity that is characteristic 
particularly for transition zone of the welded joint. The accompanying redistribution 
of interstitial carbon strengthens the tendency of heterogeneity. Chemical and 
structural heterogeneity in transition zone caused by redistribution of elements can 
also considerably determine strength and other mechanical properties of contacting 
metals. In technical practice adverse effects of chemical and structural hetero-
geneity manifest themselves in welded joints of heat-resistant steels that are 
subjected to long-time loads by increased temperatures statically during operation 
and dynamically during interruption of operation. The margin of safety – or vice 
versa danger – depends certainly on time and temperature of annealing. Cases of 
catastrophic failures of steam piping due to instability of transition zones of welded 
joints exposed to high temperatures were registered in steam piping of both 
conventional and nuclear power plants. 

307 

Materials and Structures, 307–314. 



 

References [1, 2] introduced various models of diffusion with application on 
interstitial elements, particularly carbon. This work follows the above mentioned 
publications as far as the substitution elements are concerned. The aim is to show 
primarily a possibility of assessment of chemical heterogeneity of the weld on the 
basis of difference of positions of calculated concentration profiles of three lines. 
Modelling comprises also determination of diffusivities of investigated elements. 
The paper deals with diffusion of silicon as an example of many other investigated 
elements. 

2. Experimental part 

2.1. Welded joint of steels, its chemical composition  
and temperatures of diffusion annealing 

Measurement of redistribution of silicon was made in the welded joint formed by 
heat-resistant low-alloy CrNiMoV steel (steel marked as P2) and low-alloy silicon 
steel (steel marked as V) in the temperature range 500–1,000°C. Table 1 gives 
chemical composition of the steels. 

Table 1. Chemical composition of steels of welded joint (wt%) 

Steel C Mn Si P S Cr Ni Cu Mo V Al Fe 
P2 0.16 0.48 0.28 0.009 0.010 2.20 1.29 0.06 0.59 0.100 0.01 rest 
V 0.80 0.66 2.34 0.026 0.033 0.09 0.05 0.09 0.004 0.007 0.15 rest 

2.2. Preparation of samples 

Samples in the form of small flat cylinders with diameter of 12 mm and height 
4mm were prepared from the steels of the specified chemical composition. 
Polished metallographic section was prepared on frontal surface of each cylinder. 
Samples were welded on ground and polished surfaces in diffusion pairs by electric 
shock under protective argon stream. Welded diffusion pairs were afterwards sealed 
into quartz tubes with titanium splinters and they were isothermally annealed in 
electric resistance furnace in the temperature range from 500°C to 1,000 C with 
grading of 50 C. The samples were after annealing removed from quartz tubes, cut 
in half perpendicularly to the welded interface. Then as the further processing by 
microanalysis requires planparalel, not incurvate, surface opposite to the metallo-
graphic section – the halfcylinder has been cut by electric spark to the height of 
approximately 4 mm. Finally, the surface of metallographic section has been 
cleaned and polished again. 

308 L. Řeháčková et al. 



On Heterogeneity of Welded Joint by Modelling of Diffusion 

 

2.3. Analysis of selected elements diffusing through the weld 
interface  

Distribution of selected elements perpendicularly on both sides of the weld interface 
were investigated by energy dispersion X-ray micro-analysis with use of the 
instrument JEOL – JXA 8600/KEVEX. This analysis was made in selected points, 
along three straight lines, perpendicularly to the weld interface, long approx. 180 
μm, with step of 3 μm. Concentration set containing 61 values of concentrations 
of silicon and other measured elements – aluminium, nickel, titanium, chromium, 
manganese, iron and molybdenum were obtained from one measured segment. 
Three such sets were obtained from each sample (see Fig. 1). The aim of Fig. 1 is 
to present the mutual position of the three lines, which is the same for all samples. 

 

P2 

V 

25μm 

1 2 3 

 
Fig. 1. Structure of welded joint P2/V with marked lines for microanalysis, sample (650°C/80 h) 

2.3.1. Theoretical basis 
Calculation of concentration profiles is based on solution of one-dimensional 
diffusion according to the 2nd Fick’s law. Basic equations are given in the work 
[3], possibly with respect to analogy between diffusion and conduction of heat 
also in the work [4], then for x > 0: 
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conditions assume concentrations N1, N2 identical with chemical composition in 
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Here Ni (x,t) corresponds to the measured concentrations at the distance x from 
the welded joint in the time t, indexed values N1, N2 correspond to initial 
concentrations in both areas of the welded joint, x0 is correction of the coordinate 
eliminating inaccuracy of measurement of the interface between metals of the 
welded joint. More detailed information about this deduction can be found in the 
works [5, 6]. 

2.3.2. Evaluation of experimental data 

The objective of data evaluation consists in calculation of concentration profiles 
and diffusivities. The tool for achieving this objective is the calculation optimisation 
program, which determines free optimisation parameters for solution of the diffusion 
equation (3) that is D, x0, N1, N2. The values N1 (corresponding to the initial 
concentration in the steel P2), N2 (corresponding to the steel V) were included into 
this group because local chemical microanalysis can differ from the average 
chemical analysis of the whole due to chemical and structural heterogeneity of the 
given area of the sample. Substance of solution lies in non-linear regression. A 
proprietary original method was developed, which uses adaptation of the basic 
Levenberg-Marquardt’s algorithm [7]. 

Calculation with data encumbered with scatter showed that merit function – in 
fact residual sum of squares – is not uni-modal and can contain many minima in 
dependence on starting values. For this reason heuristic adaptation of the mentioned 
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algorithm was chosen, which is based on the following steps: exclusion of physically 
inadmissible negative values of parameters D, N1, N2 and limitation of deviation of 
parameters N1, N2 from the average chemical analysis of the sample. Afterwards 
the most advantageous relative minimum was searched by successive variations. 
Three sets of measured concentrations from all lines enable variant access of 
optimisation processing: 

(A) Complex of all measured concentrations uses all available data from three 
lines as input into computation program 

(B) Optimisation of the mean experimental concentrations from three data 
sets. 

(C) Optimisation of each set separately. 
(D) Determination of an arithmetic mean of parameters N1, N2, D and of their 

errors from method C. 
(E) Optimisation of a median of all experimental concentrations. This procedure 

is a certain form of robust regression; that is it does not exclude boundary 
points, but gives lesser weight to them. 

The following Tables 2, 3 and 4 present the results of evaluation of diffusion 
coefficients according to above mentioned methods. 

Table 2. Comparison of diffusion coefficients values for sample (550°C, 529 h) according to 
different methods 

Method 1015DSi (cm2s−1) Coefficient of determination Adj. coefficient of determination 
A 4.4 ± 1.6 0.987 0.987 
B 4.4 ± 1.9 0.995 0.995 
C – line 1 3.8 ± 2.7 0.989 0.989 
C – line 2 2.4 ± 1.8 0.988 0.988 
C – line 3 7.9 ± 3.1 0.992 0.992 
D 4.7 ± 2.6 0.990 0.990 
E 4.2 ± 2.1 0.995 0.995 

Table 3. Comparison of diffusion coefficients values for sample (600°C, 383 h) according to 
different methods 

Method 1015DSi (cm2s−1) Coefficient of determination Adj. coefficient of determination 
A 10.1 ± 5.8 0.948 0.947 
B 10.1 ± 2.6 0.996 0.996 
C – line 1 8.5 ± 4.3 0.990 0.990 
C – line 2 14.7 ± 5.1 0.991 0.990 
C – line 3 9.3 ± 2.8 0.994 0.994 
D 10.8 ± 4.1 0.992 0.991 
E 10.4 ± 2.8 0.996 0.996 
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Table 4. Comparison of diffusion coefficients values for sample (750°C, 7 h) according to 
different methods 

Method 1013DSi (cm2s−1) Coefficient of determination Adj. coefficient of determination 

A 5.8 ± 0.8 0.990 0.990 
B 5.8 ± 0.7 0.997 0.997 
C – line 1 8.7 ± 1.6 0.993 0.993 
C – line 2 4.9 ± 1.2 0.990 0.990 
C – line 3 3.2 ± 0.8 0.992 0.992 
D 5.6 ± 1.2 0.992 0.992 
E 6.1 ± 0.8 0.997 0.997 

Figure 2 shows distinctly distinguishable three lines at higher concentration of 
silicon, which can manifest heterogeneity of chemical composition. The curves 
correspond to initial and boundary conditions according to Eq. (3). The term 
“calculated concentrations – all dates” is not the mean value of dates, related to 
lines 1, 2, 3, but the result of computation taking into account all measured points. 
Similar situation is given in Fig. 3 in this case the individual curves representing 
the silicon redistribution in 1st, 2nd, 3rd line practically coincide. Figures 2 and 3 
represent two extreme examples of degree of heterogeneity, considered from the 
differences in mutual positions of calculated concentration profiles. 
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Fig. 2. Redistribution of silicon, sample (600°C, 383 h) 
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Fig. 3. Redistribution of silicon sample (750 C, 7 h) 

3. Discussion 

Dozens of calculations of parameters of concentration profiles for the elements Cr 
[5], Si, Mo and Ni were made by methodological approaches described above and 
they were successful even in case of large scatter of experimental data. Less 
favourable side of large scatters are magnitudes of parameters’ errors. 

The model used assumes diffusion in homogenous environment. This condition 
need not be always sufficiently fulfilled. There can occur various rates of diffusion 
in the mass of crystal and along grain boundaries [8] forming of inter-metallic 
compounds [9, 10], segregation in poly-component system, influencing of diffusion 
by phase transformations, by changing activities of diffusing components and by 
other situation of thermo-dynamic disequilibrium. 

These phenomena need not be of random character and may not have Gaussian 
distribution. Until they are sufficiently quantified and implemented by the system 
of physical–chemical laws into calculation program, the statistic assessment of 
scatters remains as indirect quantitative indicator of heterogeneity of the area of 
welded joint. 

The submitted model is based on use of the 2nd Fick’s law individually for each 
element, it neglects influence of inter-diffusion coefficients, considered particularly 
in ternary systems, see e.g. [11]. Systematic error of simplified method reflects 
also in errors of parameters. 
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4. Conclusions 

The paper presents original results of methodology for evaluation of experimental 
concentration data and heterogeneity of structure at redistribution of elements in 
the welded joint. This used methodology is illustrated by examples from re-
distribution of silicon in two types of steels, which are poly-component system of 
elements. 

Adaptation of the Levenberg-Marquardt’s algorithm for solution of optimisation 
of parameters of diffusion equation is also original, as well as its use for evaluation 
of heterogeneity of transition area of the welded joint. 

The obtained results can be potentially used for obtaining of practical information 
about redistribution and heterogeneity of silicon in the given or similar type of the 
welded joint as it is implied in discussion. They serve also as an incentive for next 
theoretical and experimental investigation of this topic. 
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Abstract The integrity and the performance of the welded joint of pipelines depend on the 
microstructure and associated properties. The welded joint of steel pipes produced by two-pass 
double sided submerged arc welding (SAW) consisted of the weld metal (WM), heat affected 
zone (HAZ) and base metal (BM) and as a result the welded joint is characterized by a wide 
range of different microstructures. This microstructural heterogeneity of the welded joint cause 
substantial differences on the toughness behaviour of the welded joint. The object of this 
research work was to investigate these differences in toughness using Charpy V-notch impact 
testing in conjunction with microscopic observations of fractured surfaces of selected Charpy V-
notch specimens. The obtained results using LOM (Light Optical Microscopy), SEM (Scanning 
Electron Microscopy) and Charpy V-notch (CVN) impact testing are presented in this study and 
this is an attempt to clarify a correlation between microstructure and impact toughness of two-
pass double sided submerged-arc welded joint of pipeline steel API 5L grade X65. 

Keywords: As-Deposited Microstructure, As-Reheated Microstructure, Pipeline, Impact Toughness, 
Weld Metal. 

1. Introduction 

The relationship between microstructure and mechanical properties of high strength 
low alloy steels (HSLA) has been the subject of considerable research. Line pipe 
steels fall into the category of HSLA steels and are widely used for oil and natural 
gas transport in the petroleum industry. These steels require combinations of various 
properties such as strength, toughness and weldability. API 5L (American Petroleum 
Institute) grade steels offer the appropriate ranges of desirable properties only by 
careful control of microstructure. It is well known that a steel can have a wide 
range of microstructures depending upon the chemical composition and manufac-
turing conditions (i.e. cast or wrought, any heat treatments, etc.) and that these 
microstructures can have very different mechanical properties. Research on the 
weld metal microstructures has evolved somewhat separately from the mainstream 
of steel research, and there are considerable problem in identifying microstructural 
constituents which differ in transformation mechanism [1, 2]. The interrelation of 
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microstructure and properties is an important factor in any investigation of the 
behavior of metals. Weld metal properties are mainly controlled by the 
microstructure in the low alloy steel welds [4–6]. The relationship between 
microstructures and toughness of weld metals is very complex since a number of 
factors are involved and thus several researchers have attempted to investigate this 
correlation. 

Knowledge about weld pool solidification is very limited. It is mainly comprised 
of an extrapolation of the knowledge of the solidification of castings and related 
processes. However, in such cases the thermal gradient is much higher than in 
casting, and weld pool normally cooled very quickly so that it does not strictly 
obey the Fe-Fe3C equilibrium diagram [1, 3]. 

The microstructure obtained as the weld cools from the liquid phase to ambient 
temperature is called the as-deposited or primary microstructure [7–9]. During 
two-pass or multi-pass welding some of the regions of the primary microstructure 
are reheated to temperatures high enough to cause reverse transformation into 
austenite, which during the cooling part of the thermal cycle retransforms into a 
variety of different microstructures. The microstructure of the reheated regions is 
called the reheated or secondary microstructure [7–9]. 

During two-pass welding of line pipes, underlying weld metal or previous (first-
W1) pass is often reheated to high enough temperatures to cause either partial or 
complete transformation to austenite. The weld metal of first pass adjacent to the 
fusion zone of the second pass (W2) experiences complex thermal and stress 
alterations, giving heat affected zone (HAZ-WM) similar to those found in the 
base metal (HAZ-BM), Fig. 1. Toughness is a very important factor for welded joint 
of pipelines, in particular when they operate under low temperature conditions and 
taking account the microstructural heterogeneity of the welded joint (BM, HAZ, 
W), the object of this study was to investigate toughness properties of these 
distinct regions. 

Fig. 1. Sketch of the welded joint of double sided SAW 
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2. Experimental procedure 

Spiral line pipes Ø 813 × 12 mm were fabricated using high strength steel coils X65 
according to API 5L (American Petroleum Institute) standard, which chemical 
composition and mechanical properties are given in Tables 1 and 2, according to 
the Certificate of Quality. 

Table 1. Chemical composition of microalloyed steel X65 

Steel coils Chemical composition wt% 
 C Mn Si P S V 
API grade X65 0.09 1.31 0.43 0.020 0.005 0.048 

Table 2. Mechanical properties of microalloyed steel X65 

Steel coils Mechanical properties 
 Re, MPa Rm, MPa A, % Kv1, J Kv2, J Kv3, J Kv, J 
    ISO-V-0°C 
API grade X65 549 649 23,6 132 102 143 126 

Spiral line pipes Ø 813 × 12 mm were welded in two-stage process by double 
sided SAW through an “X” groove configuration, according to the BLOHM+ 
VOSS, with welding parameters given in Table 3. 

Table 3. Welding parameters 

Welding parameters 
Welding flux: LWF780 
Welding Wire: S2Mo 
First pass (inside weld): W1 Second pass (outside weld): W2 
I U v E I U V E 

Line pipe 

A V m/min kJ/cm A V m/min  kJ/cm 

The Charpy V-notch (CVN) testing is used to measure the impact energy. The 
Charpy V-notch specimens were cut out from the double sided welded joint, 
perpendicular to the welding direction and from base metal, perpendicular to the 
axis of line pipe Ø 813 × 12 mm, as shown in Fig. 2. 

Impact test of standard Charpy V-notch specimens (10 × 10 × 55 mm), with  
2 mm notch depth and 0.25 mm root radius, Fig. 3, were carried out with the 
instrumented impact machine MOHR-FEDERHAFF-LOSENHAUSEN, at 25°C, 
0°C and −20°C. 
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Fig. 2. Sketch illustrating the orientations of the Charpy V-notch test specimens used 

Fig. 3. Shape and dimensions of the standard Charpy V-notch specimen 

V-notch were located in the base metal (BM), in the center line, i.e. in the 
centre of the solidification front in the weld metal (WM) and in the coarse grained 
heat affected zone (CG HAZ), immediately adjacent to the fusion line, Fig. 4. The 
location of the V-notch positions were determined by light wet metallographic 
grinding and etching in 3% nital solution. 

Fig. 4. Details of extraction of Charpy V-notch specimens from welded joint 

For the observation of macro and microstructure of welded joint, metallographic 
specimen was extracted from the same region (specimen M + M). Metallographic 
specimen was wet ground and polished using standard metallographic techniques 
and etched in 2% nital solution, to develop the macro and microstructure for 
analysis with LOM (Light Optical Microscopy). In order to directly correlate the 
toughness to microstructural features, including the as deposited weld metal and 
reheated weld metal, Charpy V-notch testing were made on the base metal (BM), 
coarse grained heat affected zone (CG HAZ) and weld metal (WM). 

3. Results and discussion 

Macrostructure in Fig. 5 shows a typical cross section of double sided welded joint 
of line pipes at low magnification. 
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Fig. 5. Macrostructure of double sided welded joint of line pipes 

The macrostructure of a double sided line pipe weld is generally non-uniform, 
being composed of areas of as-deposited metal with columnar grains and areas 
that have been reheated by subsequent pass. Light Optical Microscopy (LOM) is 
one of the most commonly used techniques for micro-structural characterization in 
the development of weld metals. 

Figure 6 shows the microstructures of the welded joint. The following characteri-
stic are indicated: BM-the as received microstructure of base metal (API grade X65) 
consisted of banded ferrite and pearlite elongated grains as a result of rolling. 
CGHAZ- coarse grained heat affected zone shows the presence of sideplate or lath 
ferrite with significant grain growth occurred as a result of the high peak temper-
ature experienced during welding. In the inside weld (W1), the microstructure was 
composed predominantly of acicular ferrite with small proportion of grain boundary 
ferrite and polygonal ferrite, whereas in the outside weld (W2), the microstructure 
also consisted of acicular ferrite delineated by grain boundary ferrite and a small 
amount of polygonal ferrite. 

BM CG HAZ

W1 W2

 
Fig. 6. Microstructures of the two pass welds 
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Visual inspection of the Charpy V-notch fracture surfaces shows that exist 
fracture morphology differences between BM, CGHAZ and WM. The fracture 
surfaces of the Charpy V-notch specimens of BM, CGHAZ and WM, with lowest 
impact energy tested at −20°C are illustrated in Fig. 7. The fracture surface of BM 
is fibrous and its color is dull, whereas the fracture surfaces of WM and CGHAZ 
are also fibrous with e little presence of shiny color. There are notable sliplines 
and other evidence of plastic deformation in the fractured surface. The width of 
the end opposite the notch shows large plastic deformation in all Charpy V-notch 
tested specimens. Fracture surface of BM shows some cracks like separations 
perpendicular to the axis of the V-notch. 

(a) (b) (c) 

 
Fig. 7. Typical fracture surfaces of Charpy V-notch specimens 

The SEM (Scanning Electron Microscopy) examinations of the fractured surfaces 
of Charpy V-notch specimens were carried out on SEM Leo 1530, and obtained 
results are shown in Figure 8. The scanning electron microfractographs show the 
fracture morphologies from the centre region of the fracture surfaces for BM and 
CGHAZ with lowest Charpy V-notch values at −20°C. 

The fracture appearance of BM specimen (a) reveals numerous coarse and fine 
deep dimples, characteristic of a ductile fracture with high V-notch toughness. For 
the specimen of CGHAZ (b), the fracture occurs with mixed mode of ductile and 
brittle appearance. 

 

(a) (b) 

 
Fig. 8. SEM microfractographs of Charpy V-notch specimens 
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The toughness data obtained using the Charpy V-notch specimens are illustrated 
in Fig. 9. It can see from the figure that the BM has the highest absorbed energy, 
followed by the WM and CG HAZ. Each data point represents the average values 
of three samples and the test results revealed general decreasing tendency with 
decreasing of the temperature. The lowest toughness of the welded joint was 
measured in the CG HAZ (45.0 J), at −20°C whereas the highest toughness was 
measured in the BM (139 J), at 20°C CG HAZ. The lowest toughness of the CG 
HAZ (45.0 J), at −20°C fulfil the minimum average requirement of 27.0 J 
according to API 5L (American Petroleume Institute) standard. 
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Fig. 9. Charpy V-notch toughness of the welded joint 

4. Conclusions 

From the results presented in this work, it is possible to draw the following 
conclusions: 

The macrostructure of a two pass double sided submerged arc weld of line 
pipes is generally non-uniform, comprised of as-deposited region with columnar 
grains and reheated region with some characteristic sub-regions depending on the 
gradient temperature. Each regions of a two pass weld is characterized by unique 
microstructure and this necessarily lead to variations in mechanical properties, a 
feature which is most obviously reflected in the toughness properties of such welds. 

Toughness properties of the double sided submerged arc welded joint depends 
to the location of the V-notch in the constitutive parts of the welded joint, due to 
the microstructural constituents existing within these parts. Weld metal (WM) 
with acicular ferrite microstructure has high notch toughness. 

The presence of vanadium (V) from base plate dilution effects has contributed 
significantly to the formation of acicular ferrite in the as deposited weld metal, 
which is the most desirable microstructural constituents with high strength and 
good impact toughness. Coarse grained heat affected zone (CGHAZ) has lowest 
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toughness, due to the microstructural changes during submerged arc welding cycles. 
In this zone, presence of vanadium (V) also has contributed to produce some 
modification on the microstructural transformation behaviour. 

The toughness of welded joint of line pipes is mainly determined by that of the 
weakest zone, i.e., coarse grained heat affected zone (CGHAZ). 

Correlation between microstructure and toughness of the welded joint is very 
complex since a number of factors are involved; there is a need for further 
research to obtain more quantitative results between microstructure and toughness 
properties of the welded joint. 
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Static and Toughness Properties 
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Abstract This investigation has been carried out in order to study the influence of the residual 
fatigue damage on the tensile and fracture toughness properties of a 6082-T6 aluminum alloy 
during high cycle fatigue. The results obtained show that the tensile mechanical properties do not 
change with the amount of residual fatigue damage. The mechanical properties remained unchanged 
because in high cycle fatigue, the magnitude of plastic strain was smaller than for low cycle 
fatigue. However, the fracture toughness results have shown that the critical crack opening 
displacement CODc decreases in the range of 10–40% and the critical energetic parameter J1C 
decreases in the range of 20–25% with fractional lifetime n/Nf for the maximum stresses applied 
of 200 and 275 MPa respectively. This decrease of the toughness parameters could be attributed 
to microcracks evolution during high cycle fatigue. 

Keywords: 6082-T6 Aluminum Alloy, Fatigue Damage, Toughness Parameters, Lifetime. 

1. Introduction 

Fatigue damage increases with the application of load cycles in a cumulative manner. 
Cumulative fatigue damage takes a large place in life prediction of components 
and structures. Since the introduction of fatigue damage accumulation concept [1], 
many damage models have enlarged the Miner’s approach by integrating non 
linear rules [2] and by taking into account the loading histories. In another work 
[3], some propositions of these approaches were summarized. Lemaitre, for low 
cycle fatigue (LCF), has proposed a cumulative damage based on the variation of 
the Young’s modulus [4]. Fatigue damage is a process of continuous deterioration 
of material properties under cyclic loading [2]. The damage variable is dependent 
on the number of cycles and the magnitude of the stress and strain applied. It is 
well known, that the static mechanical properties of a material, such as yield strength 
(Sy), ultimate strength (Su), as well as toughness properties, are the most important 
parameters in structural design, particularly in stress calculation and analysis of 
structural components and machine elements in service. For most engineering 
structures and components operating under cyclic loading conditions, a common 
noticeable feature is that their service properties, especially mechanical properties 

323 

Materials and Structures, 323–330. 



P. Cadenas et al. 

 

deteriorate progressively with increasing lifetime [5]. This degradation in material 
mechanical properties due to cyclic loading, also called residual fatigue damage, 
seriously affects the in service safety of structures and/or machines elements and 
thus is an important consideration in safe design against fatigue failure. On the 
other hand, remaining lifetime studies of engineering structures and/or machines 
elements in service generally requires the evaluation of the damage degree of 
fatigued materials [6]. Therefore, the investigation of the change in the static 
mechanical properties of engineering materials subjected to cyclic loading and the 
correlation of such a change with fatigue damage evolution is of practical interest. 
The fatigue behavior of engineering alloys, including cyclic hardening/softening 
properties, cyclic stress–strain, S-N and ε-N curves, etc., have been widely 
investigated. However, only relatively few studies have been focused on the 
behavior and changes in the static mechanical properties of such materials during 
cyclic loading and the vast majority of such studies [7, 9] have been conducted 
under LCF conditions. Lehéricy and Mendez [9], on AISI 304L austenitic stainless 
steel, have observed on the specimen surface, after 15% of the fatigue lifetime 
(damage), very few slip traces and some more intense marks, which can be located 
at slip bands or at grain boundaries. In contrast, surface cracks were clearly identified 
in SEM examinations performed after 30% of the lifetime. Cracks were mainly 
initiated in some intense slip bands but they have also been observed at grain or 
twin boundaries. In the case of 50% damage, SEM examinations indicated that the 
number of slip traces remained very limited and but fatigue cracks were more 
numerous and longer. Thus, this present investigation has been carried out in order 
to study the change in static mechanical properties and fracture toughness parameters 
(critical value of the energetic parameter J (J1c), critical value of critical crack 
opening displacement (CODc) and tearing modulus (T(J)) of 6082-T6 aluminum 
alloy subjected to high cycle fatigue (HCF) and to obtain a better understanding of 
its mechanical behavior, such that it could be used in remnant life analysis. This 
aluminum alloy constitutes a very important engineering material widely employed 
in land transportation applications, for the manufacture of different parts and 
components, due to its high strength-to-density ratio. The variation in both the 
static mechanical properties and in the fracture toughness parameters of this alloy, 
as well as the correlation between such changes and the evolution of fatigue 
damage during HCF, are then discussed on the basis of the experimental results. 

2. Experimental procedures 

2.1. Fatigue test 

The present investigation was carried out with samples of a 6082-T6 aluminum 
alloy of the following chemical composition (wt%): 0.6 Zn, 0.6 Mg, 0.06 Cu, 0.24 
Fe, 0.70 Si, 0.90 Mn, 0.02 Cr and Al, bal. The material was supplied as sheets of 
1 × 1000 × 1500 mm, from which a number of tensile and fatigue specimens were 
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machined in longitudinal orientation relative to the rolling direction following the 
ASTM standard E466-96. A number of specimens were subjected to HCF for 
constant stress ratio R = 0.1 up to failure, at different level of maximum alternating 
stresses, which allowed the determination of the S-N curve applying a number of 
cycles to failure, Nf. The frequency used was 25 Hz while all tests were conducted 
at room temperature. The Eq. (1) represents the S-N curve of 6082-T6 aluminum 
alloy that was obtained for such experimental conditions. This relationship is 
based on a Basquin’s fitting of the experimental results of the S-N curve. 

( ) 0854.0710 −= fNσ  (1) 

In order to induce fatigue damage the specimens were subjected to cyclic loading 
applying a specified percentage of number of cycles, n, equivalent to a given 
lifetime at each maximum stresses applied. The selected maximal stresses were of 
200, 225, 250 and 275 MPa. The corresponding total number of cycles to failure was 
of 2.9 × 106, 5.9 × 105, 2 × 105 and 70 × 103, respectively. The pre-fatigue tests 
were performed until the specimen has reached a predetermined fatigue damage 
degree n/Nf, namely between 20% and 70%. The tensile, fatigue and tearing tests 
were all conducted on a 100 kN conventional INSTRON servo-hydraulic machine. 
In every case, for the evaluation of the static and toughness properties three samples 
were tested. Optical Microscopy (OM) and Scanning Electron Microscopy (SEM) 
examinations were performed using a Nikon Epiphot and a JEOL JSM6480 LV, 
respectively. 

2.2. Tensile test 

Tensile tests using virgin specimens following the ASTM standard E8-04 were 
carried out in order to determine the initial mechanical properties (elastic modulus 
Eo, yield strength Syo, ultimate strength Suo, Ko, and hardening exponent, no). 
Specimens were previously subjected to cyclic loading at specified fractional 
lifetime at each different maximum stresses applied. 

The specimens were tested by tension in order to evaluate their residual mechanical 
properties (E, Sy , Su, K, and n). 

2.3. Fracture toughness test 

In order to determine the fracture toughness properties, not standardized specimen 
geometry were used (Fig. 1a). The machining of the fracture toughness samples 
involved a notch of 9 mm in length and 0.3 mm thick. 
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The notch was realized using a diamond disc (300 μm in thick) at low speed 
saw to avoid residual stresses. This notch was normal to the tensile axis, located in 
the middle section of specimens. The specimens were loaded by the two holes (10 
mm in diameter) where the axis of load was located at the beginning of the notch. 
The samples were not precracked. During fracture toughness test, a video camera 
with scale of 0.05 mm was used to determine the crack opening displacement and 
the crack propagation. Figure 1b, gives an example of the registration to measure 
the COD and the crack propagation. The energetic parameter J was calculated by 

)( aWB
UJ
−

=
η  (2) 

where: elastic–plastic coefficient ŋ = 2; B: thickness (B = 1 mm), W: width of minimal 
section (W = 20 mm), a = (ao + da), (ao) is the the notch size (ao = 9 mm), (da) is the 
crack propagation size and the relation ao/W is equal to 0.45, U: potential energy 
that is equal to the area under load vs load displacement curve. 

daCOD

a) b)

 
Fig. 1. (a) Specimen geometry for fracture toughness test, (b) COD and crack propagation 
measurement, da 

3. Experimental results 

3.1. Static mechanical properties after fatigue damage 

The static mechanical properties for each fractional lifetime n/Nf, and maximum 
stress applied are given in Table 1. 

It can be observed that after fatigue damage the static mechanical properties 
remain almost unchanged. Such results can be interpreted in terms of the small 
plastic strain amplitude achieved in HCF, in comparison with those achieved in 
LCF. Previous investigations [5, 7, 9] have shown that under the latter conditions, 
the static mechanical properties of the material vary with the number of cycles 
applied. 

 

[10] equation: 

326 



Effect of the Residual Fatigue Damage on the Static and Toughness Properties 

 

Table 1. Elastic modulus, E; Yield Strength, Sy; Ultimate Strength, Su; K and hardening exponent, 
n; after fatigue damage for each maximal stresses applied 

σmax (MPa) n/Nf (%) E (GPa) Sy (MPa) Su (MPa) K (MPa) n 
 0 74 305 340 460 0.090 
200 25 73.5 305 337 458 0.089 
 50 72.1 303 339 459 0.089 
 75 71.2 302 338 456 0.088 
225 25 73.1 304 337 461 0.092 
 50 72.6 303 339 458 0.085 
 75 72 303 340 456 0.089 
250 25 73 304 341 454 0.088 
 50 72 302 342 456 0.088 
 75 71 303 338 455 0.087 
275 25 71 298 339 453 0.090 
 50 70.3 300 336 460 0.089 
 75 69.9 302 338 458 0.889 

3.2. Toughness properties after fatigue damage 

Figure 2 shows the evolution of the load versus load displacement obtained for 
each fractional lifetime at the corresponding maximum stress applied of 200 MPa. 
It can be observed in Fig. 2 that the position of load displacement at the maximal 
load (A, B, C, D) decreases with fractional lifetime. It seems that ductility of 
material decreases with fatigue damage, it means that the energy absorbed for the 
material with fatigue damage is less than the energy absorbed for the virgin 
material. Therefore, the ductility of alloy decreases with fatigue damage and this is 
in agreement with the literature concerning LCF [7, 8]. 
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Fig. 2. Load versus load displacement at each fractional lifetime for maximum stresses applied of 
200 MPa 
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Figure 3a shows the evolution of the crack opening displacement (COD) with 
the crack propagation (da) at each fractional lifetime for 200 MPa. The critical crack 
opening displacement (CODc) and the critical energetic parameter (J1c) which 
describes the static toughness at initiation parameters were determined from Fig. 3a, b, 
respectively. The tearing modulus T(J) which describes the static tearing toughness 
parameter was determined from Fig. 3b. These results are given in Table 2. Figure 4a 
shows that CODc decreases in 10% and 40% with fractional lifetime for two 
maximum applied stresses (275 and 200 MPa). Figure 4b on the other hand, shows 
that the critical energetic parameter J1c also decreases in 20% and 25% with 
fatigue damage for the same loading conditions. These results show that fatigue 
damage has an influence on the toughness properties. 
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Fig. 3. (a) Crack opening displacement and (b) energetic parameter versus crack propagation at 
each fractional lifetime for maximum stresses applied of 200 MPa 

Table 2. Critical crack opening displacement, CODc; Critical energetic parameter, J1c and tearing 
modulus, T(J) after fatigue damage 

σmax (MPa) n/Nf % CODC (mm) J1c (kJ/m2) T(J) 
- 0 0.82 104 33 
200 20 0.75 88 36 
 50 0.63 81 36 
 70 0.48 78 38 
275 30 0.69 104 32 
 45 0.80 90 31 
 70 0.75 93 29 
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Fig. 4. (a) Critical crack opening displacement, (b) critical energetic parameter J1c 
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3.3. Micrographic observations 

Figure 5a shows the smooth surface of the virgin material, where only precipitations 
and/or inclusions (not analyzed) are present. Figure 5b, c show the surface of the 
pre-fatigued specimens at 70% of fractional lifetime for 275 and 200 MPa, 
respectively. Intergranular microcracks with an average size of 18 µm due to fatigue 
damage at higher stress applied were observed (Fig. 5b). The microcracks observed 
for lower stress were shorter with an average size of 10 µm (Fig. 5c). It is worth to 
notice that they have initiated on precipitates and propagated rather transgranulary 
and perpendicular to load direction. Figure 6 shows the fracture surface after tearing 
test at the initiation of the tearing crack propagation zone. Effect of coalescence of 
microcavities during tearing of virgin alloy typical for ductile fracture is shown in 
Fig. 6a, b and c show the fracture surface after tearing test for the specimens. With 
70% fractional lifetime and for maximum stresses applied of 275 and 200 MPa, 
respectively. Mixed brittle – ductile fractures were observed for both cases with 
microcracks perpendicular to load direction which are generally longer (100 µm) 
than fatigue microcracks observed in OM (Fig. 5b, c). 

 (a) (b) (c) 

 
Fig. 5. Surface observation of specimens pre-fatigued: (a) virgin; n/Nf = 0; (b) n/Nf = 70%; 
Smax = 275 MPa; (c) n/Nf = 70%; Smax = 200 MPa (scale = 20 µm) 

(a) (b) (c) 

 
Fig. 6. Fracture surfaces of specimens at the initiation of crack propagation zone: (a) virgin; 
n/Nf = 0; (b) and (c) n/Nf = 70%; Smax = 275 MPa and Smax = 200 MPa 

4. Discussions 

The results obtained show that, under the present experimental conditions, the 
tensile mechanical properties almost do not change with the amount of residual 
fatigue damage. 
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It seems that mechanical properties remain unchanged because in high cycle 
fatigue the magnitude of plastic strain is lower than during low cycle fatigue. 
Some works [7, 8] have proved that static mechanical properties decreased with 
increasing number of cycles during LCF. It seems that the microcracks observed 
in our study were long not enough to influence the tensile properties. 

CODc which is the local parameter and J1c which is a global parameter for 
crack initiation in static loading decreased with the fatigue damage and appeared 
sensitive to maximum applied stress in fatigue loading. We attribute the decrease 
of the two parameters to the damage induced by microcracks during fatigue (Figs. 
5 and 6). On the other hand, the tearing modulus T(J), which describe the crack 
propagation by static loading is not sensitive to the damage accumulated and to the 
maximum applied stresses in fatigue loading (Table 2). This decrease of toughness 
properties is in agreement with data reported in the literature, and it is attributed to 
the decrease of the material abilities to absorb energy with the number of applied 
cycles [7]. Moreover, it is possible that the critical energetic parameter J1C has 
decreased due to a loss of ductility because the predominant fracture mechanism 
in tearing test was the brittle (cleavage) one (Fig. 6b, c). 

5. Conclusions 

The static mechanical properties evaluated by means of tensile tests conducted 
after fatigue damage (E, Sy, Su, K and n) were weakly affected by the fractional 
lifetime n/Nf, whereas the global (J1c) and local (CODc) parameters were quite 
sensitive to the residual damage induced by HCF. On the other hand the tearing 
modulus T(J) was not affected by fatigue damage in the HCF. 
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Abstract Usually material properties are determined from damage free materials, but is unknown 
if these properties can vary with respect to previous fatigue damage. In different engineering 
applications such as automobile and train crashes, the high speed impact of debris as well as the 
high speed manufacturing processes, makes it necessary to have deep understanding of the 
dynamic behavior of materials and components. In this work experimental results are presented 
in the static and dynamic behavior of steel with fatigue damage and subject to impact loading. 
Samples subjected to previous high and low cycle fatigue are considered. The material used is 
AISI 4140T steel, this material is used in several engineering applications and they present 
different mechanical behavior. Fatigue damage was introduced on the specimens at levels of 
25%, 50% and 75% of the fatigue life. Once the fatigue damage was generated, the specimens 
were tested on a Hopkinson bar test apparatus modified to tension loading condition. The results 
show how the previous fatigue damage can modify the mechanical properties of the material 
tested, as the yield stress, ultimate stress, elongation percentage and reduction of area percentage. 

Keywords: Fatigue, Damage, Dynamic, AISI 4140T Steel. 

1. Introduction 

The demand for increased vehicle safety has become a matter of considerable 
concern of users. Fatigue is the principal cause of premature failure of engineering 
components. Sometimes these failures can be quite catastrophic. It is well known 
that the mechanical behavior, such as yield stress, ductility and strength of materials, 
change under different strain-rate loadings and temperatures [1]. The consideration 
of rate dependence on material behavior is very important in the design of structures. 
An understanding of the deformation of metals over a wide range of temperatures 
and strain rates is important in metal forming, high speed machining, high velocity 
impact, penetration mechanics, explosive-metal interaction, and other similar dynamic 
conditions. Impact problems have been studied for long time. A complete material 
description involves not only stress–strain response as a function of large strains, 
high strain-rates, high temperatures, stress state and loading history variations, but 
also the damage accumulation and failure mode [2]. 
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2. Experimental procedure 

2.1. Test material and specimen preparation 

The structural material tested was AISI 4140T steel, this chromium molybdenum 
alloy steel is oil hardening steel of relatively high hardening ability and is among 
the most widely used versatile machinery steels, the T condition consists a hardening 
and tempering heat treatment. The specimen geometries are shown in Fig. 1, one 
for the stress control tests (a) and the other by strain control tests (b). 

 

 
Fig. 1. Specimens used in the quasi-static and dynamic tests (dimensions in mm) 

Table 1 gives the chemical composition, it was determined using a spark emission 
spectrometer. Quasi-static mechanical properties material was obtained on a MTS810 
machine applying monotonic load at constant speed of 1 mm/min. The yield 
strength reported in Table 2 was obtained employing the 0.2% offset method, for 
both configurations. Additionally, a 25.4 mm MTS-634.11F-25 extensometer was 
used to measure the strain in the specimens. 

In addition, SEM micrographs shown in Fig. 2 demonstrate the micrographic of 
steel, bands of martensite are observed in the samples, the steel sample was oxidized 
heating it at 850°C during 1 h. On that figure it is observed no grain deformation. 
Grain size is approximately ASTM 9. 

Table 1. Chemical composition of AISI 4140 steel (wt.%) 

Material C Mn Si Cr Mo P S 
AISI 4140T steel 0.38 0.75 0.20 0.80 0.15 0.40 0.04 

Table 2. Quasi-static mechanical properties at different damage levels 

 Stress control Strain control 
 D 0.25 0.50 0.75 D 0.25 0.50 0.75 
E (GPa) 185.7 185.5 185.5 185.5 185.7 178.6 169.9 163.8 
Re 1026 778 789 748 1014.4 944.6 911.6 890.6 
Rm 1265 1037 1014 1005 1265.2 1085.2 1023.8 984.7 
D = Damage Free, Re = Yield Stress (MPa) and Rm = Ultimate Stress (MPa). 
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(a) (b)

 
Fig. 2. Micrographs of the specimen cross-section 

2.2. Stress control fatigue tests 

Fatigue tests with stress and strain control were conducted in an MTS810 testing 
system using senoidal waveform at room temperature. Stress-life curves applying 
uniaxial cyclic loading with stress ratio R = σmin/σmax = 0.2, and 35 Hz were obtained. 
Strain-life curves were obtained as well with strain ratio R = εmin/εmax = 0.75 and  
1 Hz. Knowing the fatigue life, it was possible to induce fatigue damage on the 
tensile specimens at damage levels of D = 0.25, 0.50 and 0.75, according with 
Palmgren-Miner model [3]. 

2.3. Impact test apparatus and dynamic tests 

Hopkinson bar test has been widely accepted to produce strain rates in the order of 
102 to 104 s−1. The apparatus consists mainly of an air gun, a projectile, two 
Hopkinson pressure bars (one incident and one transmitter), a velocity measuring 
device and recording equipment [4]. Three fatigue damage levels were considered: 
D = 0.25, 0.50 and 0.75; and three projectile speeds were used on the Hopkinson 
bar tests v = 18, 25 and 30 m/s. 

3. Results and Discussion 

3.1. Quasi-static tension tests 

To determine the influence of previous fatigue damage, quasi-static tension tests 
were performed on specimens with fatigue damage D = 0.25, 0.50, and 0.75. 
Quasi-static stress–strain curves material were determined and are shown in Fig. 3 
with stress–strain curves of damage-free materials included for comparison. Table 2 
gives the mechanical properties at room temperature of damage free material. 
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Quasi-static mechanical properties were obtained on a MTS810 machine applying 
monotonic load. 
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Fig. 3. Quasi-static stress–strain curves on (a) stress control and (b) strain control for different 
damage levels 

Figure 4 shows micro-hardness profiles over the specimen cross-section, distance 
is measured from the edge. 

The mechanical behavior material was investigated using Vickers microhardness. 
The values of Vickers microhardness on the specimens cross-section are measured 
with D = 0 (damage free) and D = 0.75 during the process of stress and strain 
controlled fatigue. In stress and strain controlled fatigue was observed an increase 
of 8.5% in the microhardness with a parallel trend line also with microhardness 
value in damage free material. 
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3.2. Dynamic tension tests 

Dynamic stress–strain curves obtained by using the Hopkinson bar apparatus for 
AISI 4140T steel are shown in Fig. 5. Quasi-static stress-strain curves for damage-
free materials are included for comparison. Different damage levels and projectile 
velocities (strain rates) were considered. Note that in all cases the yield stress 
decreases as the damage level increases. Different damage levels and projectile 
velocities (strain rates) were considered. Note that in all cases the yield stress 
decreases as the damage level increases. This effect is better appreciated on Fig. 6 
where the influence of strain rate is presented as well [5, 6]. Observe in Fig. 6a, 
stress control case, that σy decreases about 27% and σu about 20% increasing the 
damage level, that decrease is more important at low damage levels, there is a big 
change on the mechanical properties from D = 0 to D = 0.25. After D = 0.25 σy 
and σu remain almost stable. 

 

0

400

800

1200

1600

0 0.02 0.04 0.06 0.08 0.1 0.12

St
re
ss
 (M
Pa
)

Strain

Projectile velocity ν=18 m/s

0

400

800

1200

1600

0 0.02 0.04 0.06 0.08 0.1 0.12

St
re
ss
 (M
Pa
)

Strain

Projectile velocity ν=25 m/s

0

400

800

1200

1600

0 0.02 0.04 0.06 0.08 0.1 0.12

St
re
ss
 (M
Pa
)

Strain

Projectile velocity ν=30 m/s

 
(a)  

 

0

400

800

1200

1600

0 0.01 0.02 0.03 0.04 0.05

S
tre
ss
  (
M
P
a)

Strain

Projectile velocity ν=18m/s

 
0

400

800

1200

1600

0 0.01 0.02 0.03 0.04 0.05

S
tre
ss
  (
M
Pa
)

Strain

Projectile velocity ν=25m/s

0

400

800

1200

1600

0 0.01 0.02 0.03 0.04 0.05

S
tre
ss
  (
M
Pa
)

Strain

Projectile velocity υ=30m/s

(b)  
Damage free D=0.25 D=0.50 D=0.75 Quasi-static  

Fig. 5. Dynamic stress–strain curves for (a) stress control and (b) strain control for different 
damage levels 
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Fig. 6. Effect of fatigue damage on quasi-static and dynamic mechanical properties of AISI 
4140T steel, (a) stress control and (b) strain control 
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Looking at Fig. 6a, it is observed that the yield stress is not affected by the damage 
level at high strain rates (projectile velocity v = 30 m/s), σy is almost constant at 
different values of D. However, at low strain rates (v = 18 m/s) the influence of D on 
σy is important; there is a reduction of about 29% on σy when increasing the 
damage level. Observe in Fig. 6b, strain control case, that σy decreases about 12% 
and σu about 22% increasing the damage level. There is a reduction on σy of about 
23% increasing D. That reduction occurs at an approximately constant rate when 
increasing D. 

3.3. Effect on ductility 

To assess the effect of previous fatigue damage and strain rate on ductility of steel 
samples, two ductility related parameters were evaluated: the percent elongation, 
%εf, and the percent reduction in area, %RA, given by: 

i

fi
A

i

if
f A

AA
R      

L
LL −

=
−

= 100%100%ε  (1) 

These parameters compare the gage section final length, Lf, with the initial Li; 
and the cross-sectional area after fracture, Af, with the original area Ai. The percent 
elongation and the percent reduction in area of steel specimens for stress control 
are shown in Fig. 7a and strain control test in Fig. 7b. Note in Fig. 7a that %εf 
decreases considerably on the dynamic tests as D increases. This loss of ductility 
is more important after D = 0.5. There is a decrease of about 32% when increasing 
damage from D = 0 to 0.75. Also, there is a small effect of the projectile speed on 
this parameter. From the results of the quasi-static tests, %εf does not change 
when increasing D. A similar behavior is observed for %RA shown in Fig. 7b. On 
the dynamic response there is a loss of about 18% when increasing damage from 
D=0.75 to 0 and the projectile speed shows only slight effects. For the quasi static 
tests %RA changes from 8% to 3% increasing D. Hence, previous fatigue damage 
has a detrimental effect on ductility of 4140T steel, mainly on the dynamic tests. 

Note in Fig. 8a, a decrease of about 15% to 9% when increasing damage from 
D = 0 to 0.75. Also, there is a small effect of the projectile speed on this parameter. 
From the results of the quasi-static tests, %εf with damage is included as well and 
it changes from 7% to 4% when D goes from 0 to 0.75. A similar behavior is 
observed for %RA shown in Fig. 8b. On the dynamic response there is a loss of 
about 20% to 10% when increasing damage from D = 0.75 to 0 and the projectile 
speed shows only slight effects. For the quasi static tests %RA changes from 16% 
to 8% increasing D. Hence, previous fatigue damage has a detrimental effect on 
ductility of AISI 4140T steel, mainly on the dynamic tests. This result in steel is a 
consequence mainly of strain hardening due to cyclic plasticity. In addition, SEM 
micrographs shown in Fig. 2 demonstrate bands of martensite in steel samples. 
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Fig. 7. Effect of fatigue damage on ductility parameters of AISI 4140T steel in stress control tests 
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Fig. 8. Effect of fatigue damage on ductility parameters of AISI 4140T steel in strain control tests 

3.4. Failure modes 

Figure 9 shows the effect of fatigue damage and strain rate on the failure modes of 
steel samples on the dynamic experiments. The fracture surface plane is oriented 
about 45o with respect to the specimen axis when v = 18 m/s and approximately 
60o when v = 25 m/s for damage free materials, while that angle is near 90o when 
D = 0.75 for both projectile speeds. In other words, yielding occurs on specimens 
with small values of D presenting fracture surfaces at inclined planes, while 
fracture surfaces become normal at high values of D. This suggests a transition on 
the steel behavior increasing D; a ductile response is observed at small values of D 
while a brittle behavior is exhibited by the material at high damage levels. Figure 
10 presents the specimen surface after the quasi-static tension test. Note that 
specimens without damage exhibit a clean surface after the tension test, while 
specimens with previous fatigue damage present slip steps and surface cracks 
(mainly Fig. 10b). 
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(a) 

(b) 

 
Fig. 9. Fracture modes of (a) stress control tests and (b) strain control tests at different strain 
rates and fatigue damages 

 
Fig. 10. Micro-photographs of the specimen surface without and with previous fatigue damage 
after the quasi-static (a) damage free, (b) D = 0.75 stress control damage, (c) D = 0.75 strain 
control damage, and dynamic tension test, in dynamics cases the projectile speed was v = 25 m/s, 
(d) damage free, (e) D = 0.75 stress control damage, (f) D = 0.75 strain control damage 
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Similarly, shows the specimen surface close to the fracture zone after the 
dynamic tension tests. Note that the steel specimen without damage (Fig. 11a) 
exhibits a typical ductile fracture mechanism, while the specimen with damage, 
D = 0.75 (Fig. 11b) presents a brittle fracture surface with evident cleavage and 
little plastic deformation [7]. This transition from ductile to brittle fracture 
increasing the damage level on steel specimens is in agreement with the loss of 
ductility observed previously. 

 
(b) (a) 

 
Fig. 11. SEM micrographs of specimens fracture surface, (a) no damage, v = 30 m/s, (b) D = 0.75, 
v = 30 m/s 

4. Conclusions 

The influence of previous fatigue damage on the quasi-static and dynamic tensile 
behavior of AISI 4140T steel has been evaluated. Dynamic tension tests were 
performed on a Hopkinson bar apparatus. 

The yield and ultimate stresses are significantly higher for the damage-free material 
and do not change significantly with the damage level, they remain almost constant 
after D = 0.25. The yield stress is not affected by the damage level at high strain 
rates; however, at low strain rates the influence of damage on the yield stress is 
important, it decreases about 40% when increasing the damage level. 

The behavior fracture surface plane was oriented about 45° with respect to the 
specimen axis for damage free specimens, while that angle was near 90° when 
D = 0.75 for all projectile speeds. In other words, yielding occurs on specimens 
with small values of D presenting fracture surfaces at inclined planes, while 
fracture surfaces become normal at high values of D. 

This suggests a transition on the steel behavior increasing D; a ductile response 
is observed at small values of D while a brittle behavior is exhibited by the 
material at high damage levels. This is in agreement with the decrease in %εf and 
%RA when the damage level is increased. 
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Abstract The effect of low-cyclic fatigue on the elastic and microplastic behaviours of 
concentrated solid solutions of Al–Mg alloys was studied using the internal friction method. For 
the porous alloy, it was established that the low-cyclic fatigue doesn’t influence the elasticity 
(Young modulus) but changes the microplasticity (internal friction level). The microplastic 
behaviour doesn’t vary but a variation of the modulus of elasticity for the nonporous solid 
solutions was observed. These behaviours can be associated to the different interactions of 
dislocations with the Mg solute elements in the oversaturated solid solutions of Al–Mg alloys. 

Keywords: Fatigue, Al–Mg, Internal Friction, Microplastic, Elastic, Ageing. 

1. Introduction 

The study of the elastic and microplastic behaviours of materials under cyclic loading 
(fatigue) is of fundamental and practical importance. 

A new revolution in the deformation mechanisms is to understand the basic 
nature of the fatigue at the microstrain level. This revolution is supported by the 
development of new materials and the need to understand the behaviour of 
conventional materials under various environments. 

The internal friction (IF) method is widely used to study the elasticity and the 
microplasticity of solid materials, since the damping capacity (value of IF) caused 
by the microstrain is intimately related to the density and the mobility of 
dislocations [1–4]. The elasticity and the microplasticity of the diluted and 
concentrated solid solutions (SS) of Al–Mg alloys [5–8] were the subject of many 
studies. 

It is very important to notice that when we measure each value of IF, the 
specimen is always maintained under constant cyclic strain amplitude (forced 
oscillations) before its free decay. These unwanted forced oscillations can cause 
the low-cyclic fatigue. This last phenomenon can affect the elastic and the 
microplastic properties of various solid materials. But unfortunately, it is often 
neglected if not completely ignored. The aim of this work is to study, by means of 
IF method, the elastic and microplastic behaviours characterised respectively by 
the resonance frequency of oscillations and the IF level of the concentrated SS of 
Al–Mg alloys taking into account the fatigue phenomenon. 
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2. Experimental procedure 

For our study, the following Al–Mg alloys were used: Al-8 wt% Mg porous solid 
solution (Fig. 1a); Al-(3.8) wt% Mg non porous solid solution (Fig. 1b). The porous 
and non porous alloys were obtained by sand casting and die-casting respectively. 
The average size of the crystalline grains is 150 μm [9]. The metallographic observ-
ation shows that the pores are localised along the grains boundaries (Fig. 1a). The 
dimension of pores varies from 30 to 70 μm and the porosity level is 2%. 

 100 μm 

(a) 

Pores 

(b) 

100 μm 
 

Fig. 1. Microstructure of Al-8 wt% Mg quenched supersaturated solid solutions: (a) – porous, 
(b) – non porous [9] 

The samples for IF measurements have a cylindrical form with a diameter of 
3.5 mm and useful length of 25 mm. They were cut out from the same ingot. The 
obtained specimens were homogenised at 430°C ± 5°C during 17, then quenched 
in heated water at 80°C. The oversaturated solid solutions (OSS) were obtained 
after this operation. 

2.1. Internal friction method 

In this study, the IF measurements were carried out at ambient atmosphere and 
strain amplitude varied within the range from 33 × 10−6 to 3311 × 10−6 while using 
a direct torsion pendulum. The measured data were obtained at ambient temperature 
and resonance frequency around 64 Hz. 

During the measurement, a portion of the applied mechanical energy is transferred 
into heat (dissipation energy) when a sample is submitted to mechanical vibrations 
with small strain amplitude. The IF is not only an intrinsic property of the material; 
it can also be used to study the evolution of physical, elastic and microplastic 
properties of materials. Each domain of resonance frequency corresponds to a 
specific technique of IF measurement. For low frequencies, the direct torsion 
pendulum is the most proper technique. In this method, an individual IF value is 
obtained for each maximal strain deformation γmax when sample is subjected to 
free damped vibrations. The strain amplitude γt, as a function of time, is given by: 
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te t
t ωγγ β sinmax

−⋅=  (1) 

where ω  and β  are the vibration pulsation and damping coefficient respectively. 

Herein, the logarithmic decrementδ of free damped vibrations was used to 
measure the IF value Q−1 by means of the technique of the direct torsion pendulum 
(Fig. 2). For small strain amplitudes, the following relations are obtained: 

1−⋅= Qπδ  (2a) 

E
EΔ

=
π2
1  (2b) 

Tt

tIn
+

=
γ
γ  (2c) 

where ΔE = Et − Et+T is the energy damped during one oscillation, T-oscillation 
period. 

Considering n  cycles of free damped vibration, we obtain: 

n

i

t

tIn
n γ

γ
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=  (3) 

where 
n

i

t

t

γ
γ

 – ratio of the initial strain amplitude 
itγ  divided by the stain amplitude 

after n cycles of vibration 
ntγ . 

In our experiment, 1=
n

i

t

t

γ
γ

was used. Consequently: 

nn
 In 693.02

==δ  (4) 

To measure n , the extremity of the specimen (1) is rigidly mounted on a 
clamped rod (2) made of a non-conducting material. The other end of the sample 
is fixed to a light T-shaped pendulum. A magnet (4) connected to a generator (5) 
is installed at the end of the horizontal rod of the pendulum (3). 
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The maximal strain amplitude is selected by means of an amplitude discriminator 
(7). When the start button of the generator is rapidly released, the specimen begins 
its free damped oscillations. The number of these oscillations n is given by the 
meter (6). The experimental setup can be operated in large ranges of temperatures 
(20–1,000°C) and maximum strain amplitudes (33–3311 × 10−6). Measurements 
can be carried out at ambient atmosphere or in vacuum (up to 10−4 torr). 

Fig. 2. Experimental setup used to measure internal friction 

3. Results and discussion 

In our former works [10, 11], the microplastic behaviour of the Al–Mg alloys in 
the field of the microstrain was studied. We showed that: 

• The ascending and descending curves of strain amplitude-dependent internal 
friction (SADIF) of the Al–Mg nonporous OSS coincide almost perfectly. 

• For the Al–Mg porous OSS, this superposition phenomenon was only 
observed in the high strain amplitudes field, whereas the ascending curve 
is always located below that of the descending one at low and average 
strain amplitudes. 

• The presence of the pores in the material leads to an important damping 
capacity (value of IF). 

• The rise of Mg concentration in the nonporous OSS involves an increase of 
the IF level. 

• The mechanisms of deformation were associated to the reversible and the 
irreversible movements of dislocations in the nonporous and porous Al–Mg 
OSS respectively. 

In [12], the ageing effect at 250°C of the Al–Mg porous OSS on the resonance 
frequency (elastic characteristic) and on the SADIF parameters was investigated. 
It was showed that the ageing leads to the no monotonous variation of the IF level: 
during the ageing, it raises first then decreases. It was established that the mechanism 
of deformation occurs by multiplication of dislocations. In our previous works, we 
never considered the fatigue effect which could occur during IF measurements 
before the beginning of the free decay. It is known that when the IF value is 
measured, the specimen involuntarily undergoes the forced oscillations under each 
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fixed strain amplitude during a short time before its free decay. Thus, it’s probable 
that this holding at fixed amplitude could affect the elastic and/or the microplastic 
behaviours of the tested material. To our knowledge this effect was never studied. 

Figure 3 shows that the IF level of the Al–Mg nonporous OSS remains constant 
for different holding times at fixed strain amplitude under forced oscillations of 
the specimen. This constancy indicates that the mechanism of deformation can be 
linked to the reversible movement of dislocations for these OSS [3, 13]. In another 
hand, the IF level of the porous OSS increases at the beginning then remains 
constant. This variation can be associated to the multiplication of dislocations [3]. 
It is known that the Young modulus and the modulus of rigidity of solid materials 
are proportional to the square frequency f 

2: f is the resonance frequency of 
material subjected the cyclic oscillations [2, 15]. Considering the proportionality 
between the elastic modulus and the f 

2, it is enough to follow the evolution of f 
2 

to study the elastic behaviour of a material. The value of f is easily determined by 
IF measurements. Figure 4 shows that, with the increase of the holding time at 
fixed stain amplitude under forced oscillations, the square of resonance frequency 
doesn’t practically vary for the porous OSS and it deceases for nonporous OSS. In 
[14], Liu et al. studied the damping phenomenon of the pure aluminum with 
various densities of porosity. It was highlighted that the value of IF increases 
considerably with the increase of the density of porosity. 
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Fig. 3. Variation of logarithmic decrement (internal friction) of the Al–Mg oversaturated solid 
solutions as function as the holding time under forced oscillations (low-cyclic fatigue) for 
various strain amplitudes. Curves (1, 2, 3) – 3 wt% Mg nonporous alloy, 4–8 wt% Mg nonporous 
alloy, 5–8 wt% Mg porous alloy 
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This rise was associated to the irreversible movement of dislocations located on 
the surfaces of the pores. Theses surfaces constitute regions with high stresses 
concentrations. For the studied Al–Mg porous OSS, the variation and the non-
variation of the IF level can respectively be attributed to the displacements of the 
mobile dislocations located on the surfaces of the pores and to the pinning of these 
dislocations by the diffused Mg solute elements. In the considered Al–Mg nonporous 
OSS, the mobile dislocations are strongly anchored by the Mg solute elements 
which are numerous in the mother matrix. This can lead to the non-variation of the 
IF level. The small variation of f 

2 can be related to the movements of the Mg 
elements in the cores of dislocations. 

4. Conclusions 

The study of the effect of the low cyclic fatigue on the elastic and microplastic 
behaviours of the Al–Mg oversaturated solid solutions showed that the mechanism 
of deformation occurs differently for porous and nonporous alloys. 

In the case of the nonporous OSS of Al–Mg alloys, this mechanism doesn’t 
occur because the mobile dislocations are anchored solidly by the Mg solute 
elements; but the displacements of the mobiles dislocations present on the pores 
surfaces lead to the microplasticity of the oversaturated solid solution of Al–Mg 
porous alloy. 

For this alloy, the pinning of the mobile dislocations by the diffusion of the Mg 
solute elements causes the non-variation of the IF level from a certain value of 
holding time under forced oscillations. 
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Damage of Glulam Beams Under Cyclic 
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Abstract The aim of this paper is to study the behaviour and the lifetime of glued-laminated 
small scale beams (GL) submitted to cyclic torsion. Experimental programmes have been carried 
out: periodic triangular alternate torques with varying amplitude is applied to GL samples with 
rectangular cross section. Experimental lifetime is presented by semi logarithmic SL-N curves 
(SL is the maximum torque stress level and N is the number of cycles to failure). From angular 
distortion records, we propose a method to obtain the damage evolution versus time. The 
prediction of load duration of GL specimens under cyclic torque is approached by a damage 
theory. The usual wood damage model proposed by Barrett and Foschi has been chosen. This 
model does not take into account the influence neither of the frequency nor of the middle 
moment. Also, to perform the model, we introduce a rheological model in the damage formula 
and the threshold moment is supposed to depend on the middle moment. 

Keywords: Torsion, Damage, Modelling, Glued-Laminated. 

1. Introduction 

In timber constructions, structural elements are subjected to complex state stress 
due to combination of simple loads and also due to structure geometry. Thus, 
torsion stress can appear under the effect of simple torque or under the effect of a 
geometrical instability like lateral-torsion buckling. In addition, loading can be 
constant or varying (for example, loads due to wind or earthquakes). The aim of 
this paper is to study and to model the behaviour and the lifetime of glulam beams 
(GL) under cyclic torsion. Despite the importance of wood production, studies on 
the behaviour under cyclic loading of wood are limited. We can cite the work of 
Okuyama [9, 12]: the authors studied the behaviour of solid wood (spruce) under 
tension or compression cyclic loading. The influence of various parameters has 
been studied: for the same stress level, the number of cycles to failure is greater in 
compression than in tension; lifetime also increases with the frequency of the 
loading (Fig. 1). Regarding the effect of the signal shape, the authors found that 
the square loading is more severe and provides shorter time to failure than 
triangular loading. For a given number of cycles to failure, triangular loading 
produces smaller loss of energy. 
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Fatigue of wood has mainly been studied under bending loadings; thus, Bonfield 
[5, 8, 13] exposed results of tests putting in evidence simultaneous effects of slow 
cyclic fatigue and creep on chipboards. Four points bending test was carried out 
on several types of chipboards. Under the same peak stress, authors concluded that 
deformation rate of samples is greater than under cyclic load. 

The recent application of glued-laminated in the manufacture of wind turbine 
blades has led researchers in the investigation of the fatigue properties of glulam. 
Bond and Ansell [3, 4] have carried out series of fatigue tests on glulam made of 
three different wood species. Tests have been essentially realised under alternating 
loading tension–compression (R = 1) but other R ratios were also explored; R is 
the ratio of minimum load to maximum load. Results suggests that for a given 
peak stress, the number of cycles to failure increases with the absolute value of R. 
There are few papers concerning the behaviour of wood or wood-based products 
in torsion: Ayina [1] presents results of short-term and long-term (creep) tests on 
glulam of Movingui and Bilinga species under torsion. The proposed models are 
linear and parabolic for short-term tests, while they proposed a power law and 
exponential models for creep tests. In another paper, Chen, Gabbitas and Hunt [7] 
study the effect of grain orientation on the torsional fatigue properties of hardwoods 
and softwoods. In both static and cyclic loading tests, failure mode of hardwoods 
is slow and incomplete, whereas, softwoods fail suddenly and completely. The 
crack growth is along the tangential direction in the hardwood cross-section and 
along the radial direction in the cross-section. 

Fig. 1. Influence of the stress level and of frequency on number of cycles to failure (triangular 
loading) [9] 

Through our study, we want to provide answers on the cyclic torsion behaviour 
of GL structural beams. In particular, we seek to understand the effects of the 
amplitude and maximum moment on the lifetime of these elements. Starting from 
cyclical results of tests on specimens, we develop a damage model applicable to 
structural elements subject to various repeated loadings. Although the effects of 
moisture are non-negligible on viscous behaviour of wood, they are not studied 
hereafter. 
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2. Experimental procedures and results 

2.1. Experimental programme 

The specimens were small models of beams used for construction. They were 900 
mm long and were obtained by gluing six spruce lamellas of 40 mm wide and 10 
mm thick (Fig. 2) [10, 11]. The used adhesive was Enocol RLF 185; it is a mixture 
of resorcine, phenol, and formalin. All tests were performed in a room where 
temperature and humidity were constant or varying weekly. The moisture content 
of specimens is about 11%. 
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Fig. 2. Dimensions of specimen and experimental device 

Short term (monotonous) tests were carried out to measure the “static” torsion 
strength moment. Tests were led under controlled displacement with a constant 
gradient of 2°/s. Long term tests were led under controlled moment with a 
constant speed of 110 N.m/s and different frequencies for each amplitude. The 
signal was triangular [10]. To emphasize the effects of the amplitude and of the 
maximum moment (Mmax), three fatigue programs were carried out. For the first 
set, the middle moment was equal to zero with various maximum moment 
(R = Mmax/Mmin = −1). For the second set, the amplitude was constant and the 
maximum moment changed. For the third set, the maximum moment was fixed 
while the amplitude changed. Because of the large number of specimens and in 
order to limit the total time of test execution, a conventional limit of 2,000 cycles 
was fixed. In this study, stress level (SL) is defined as the ratio of maximum 
moment applied to estimated static strength moment Ms of the specimen. Ms is 
the average monotonous failure torque (torsion strength) of the considered beam 
series. 

2.2. Results and discussion 

For different values of amplitude, the evolution of the torsion angle versus torque 
shows stabilization (accommodation) for SL lowers than 0.5 (Fig. 3a). Above this 
value, damage appears; it results in a progressive increase of torsion angle that 
leads to failure (Fig. 3b). 
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Fig. 3. Torsion angle-moment curves: (a) for low stress level SL-accommodation (b) for high 
stress level SL-failure 

The alternating tests (R = −1) showed the existence of a limit value of the stress 
level around 50% above which failures appear. Above this limit, the number of 
cycles to failure decreases exponentially with the increase of amplitude. Under a 
constant maximum moment, the general observation is that maxi-mal distortion 
increases with middle moment. For a given maximum moment, the ruptures do not 
occur first for the highest but for the lowest middle moments. This can be 
explained by the fact that in torsion, there is neither positive nor negative stress as 
in tension-compression. One alternating loading cycle (R = −1) is equivalent to 
two wavy loading cycles (R = 0); alternating loading causes more damages than 
wavy loading (Fig. 8) (more dissipated energy). These results are in agreement 
with other experimental observations [3]. 

2.3. Damage measurement 

The damage or the no-damage can be observed looking at the curve number of 
cycles – angular deformation. For tests at low amplitude (Fig. 4a), specimens are 
not damaged: after a first flow, the angular evolution versus number of cycles 
becomes quite linear (second flow). For higher amplitudes, as soon as a crack 
appears in the beam, the angle-cycles curves become exponential (third flow) and 
failure occurs after a little number of cycles (Fig. 4b). The determination of the 
damage evolution is obtained by considering the flow angular deformation (Fig. 
5). The difference between the tertiary flow and the secondary flow is selected as 
damage index (Fig. 5a). The obtained flow p is normalized to 1 to obtain a damage 
parameter noted D (Fig. 5b). 
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Fig. 4. Evolution of the torsion angle according to number of cycles 
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Fig. 5. Determination of the damage parameter D: (a) maximum angular deformation against 
number of cycles: determination of a damage index p (p = pf at the failure) – (b) damage evolution 
D = p/pf 

3. Modelling 

The prediction of number of cycles to failure is studied using a damage theory. 
The damage is characterized by a parameter D which varies between 0 when the 
material is not damaged and Dc when failure appears. Because of a lack of results, 
we take Dc = 1. 

3.1. Damage model expression 

The experimental results show the influences of stress level, frequency and loading 
amplitude on the time duration. Only non-linear damage evolution and non-linear 
cumulative damage have been held. The usual dam-age models do not take into 
account the influence of frequency, i.e. they do not integrate the viscoelastic 
behaviour of the material. To bridge this gap, Chaplain [6] has proposed to couple 
a rheological model (Fig. 6) with the damage model of Barrett and Foschi [2]. 

 

MD(t)

M(t), θ

k η
τ=η/k

η : viscosity 
k : torsion stiffness -  k=ko.(1-D) 
ko : torsion stiffness of the no-damage material
D : damage parameter 
MD : elastic torque in the spring 
τ=η/k =τo/(1-D) avec τo=η/kο 

 
Fig. 6. Kelvin–Voigt model M: applied torsion torque, θ: angular deformation 

The viscous behaviour of wood is represented by the basic rheological model of 
Kelvin–Voigt. We believe that only the elastic part of the material is damaged; 
thus, stiffness k depends on damage; k follows the law presented in Fig. 6. 

In the damage model formula, we integrate the elastic torque (MD) and not the 
applied torque Eq. (1). This moment MD depends on the parameter τ and on the 
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state of damage D (hence its name). The expression of the new model obtained is 
as follows in Eq. (1): 
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where MD is the part of the moment in the spring. Ms is the static torsion strength 
and Mo is the threshold moment. a, b and λ are parameters. |.| means absolute 
value. As the applied moment can be negative, stresses must be expressed as 
absolute values. The model has not given good predictions for results of tests with 
varying middle moment yet. The model does not take into account the effect of 
middle moment or the effect of R on the failure. A new model is developed from 
the old one; it has the same expression except that the threshold moment is not 
constant anymore but it depends on the middle moment as shown in Eq. (2). 

)1(
s

loo M
MMMM ⋅++= α  (2) 

With: Mo threshold moment, M  middle moment, Mlo threshold moment at R=-1, 
Ms static torsion strength, α  fitting parameter. For a given stress level SL, when 
the amplitude decreases, i.e. when R in-creases, the threshold moment increases, 
which produces an increase of the lifetime predicted by the model. 

3.2. Model predictions 

The model parameters are determined from the results in alternating cyclic loading. 
In this case, the middle torque is equal to zero and the threshold moment Mo is equal 
to Mlo. Looking at the experimental results, the threshold (moment) level (Mlo/Ms) 
is taken equal to 0.47. It corresponds to values of damage threshold level found in 
literature. At the tested frequency (around 0.1 Hz), the viscosity of material is 
quite not solicited; the hysteresis loop observed is not very large (Fig. 3a). 
Viscosity η could not be measured. The value τ = 0.03 s, found by Chaplain [6], 
has been chosen. The numerical values of a, b and λ are determined to obtain the 
best accuracy between predictions of time to failure and predictions of damage 
evolution for alternating loading (R = −1). Their values are obtained by successive 
simulations: simulations are performed for various set of parameters. The predict-
tions are visually compared with experimental results. 

The “best” values of a, b, and λ obtained are: a = 1, E14 s−1, b = 30, λ = 0.05 
s−1. The value of α = 1.26 is also obtained after several simulations to obtained the 
best times to failure for different R values. 
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Fig. 7. Damage evolution under alternating torque (R = −1). Full line: experimental results – 
dotted line: theoretical evolutions 
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Fig. 8. Comparisons of model predictions and experimental results 

Figure 7 shows the theoretical and experimental damage evolution under alter-
nating cyclic loading (R = −1). Figure 8 presents experimental and theoretical 
evolutions of the number of cycles to failure against the stress level for four values 
of R. Considering the uncertainties on the values of the stress level (estimation of 
Ms of the beam tested under cyclic loading) and despite the dispersion of results 
and the lack of experimental points, the model predictions are acceptable. 

4. Conclusions 

Cyclic alternating torsion tests show the influence of the stress level SL on beha-
viour and lifetime of glue-laminated beams. Obviously, a higher stress level leads 
to smaller time to failure. Failures appear before 2,000 cycles (test limit) only for 
SL above 50%. 

Wavy cyclic tests with varying amplitude emphasize the effect of the shape of 
loading on duration of load. For a given stress level SL, alternating loading 
(amplitude level moment = 2SL) leads to smaller lifetime compared to wavy 
cycles load with amplitude level lower than 2SL. The developed damage model is 
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based on the second model of Barrett and Foschi. This model is coupled with the 
rheological model of Kelvin–Voigt to integrate viscoelastic behaviour of wood. 
The influence of the average moment on lifetime is taken into account through a 
threshold damage moment: this moment is not constant but it is function of the 
middle moment. The model has been applied to predict damage evolution and 
lifetime of beams under cyclic triangular torque at different R values. Despite the 
incertitude on determination of stress level, the predictions are in good agreement 
with experimental results. To improve the model, other tests must be realized in 
order to increase the number of fitted points and mitigate the effect of dispersion. 
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Abstract Martensitic stainless steel sheets with 12% Cr are used as protective envelopes for 
hot and vibrating structures such as aircraft engines and gas turbines. Since the envelope shape 
may be complex, butt welding is chosen to assemble the parts which can undergo fatigue failure 
especially in the heat-affected zone (HAZ). The aim of this study is to present experimental 
fatigue life results showing the effect of temperature and to present a reliable statistical approach 
in order to correctly describe a given loading level, in relation to its fatigue life, which has not 
yet been tested using the only available experimental data. This situation is dictated by 
optimizing the costly and lengthy fatigue experiments for modeling. Normal and Weibull 
statistical models are used to predict fatigue lifetime based on S-N curves in welded and 
seamless plates. Both models provide comparable results with experimental data at 293 K and 
690 K for failure probability limits of 5% and 95%. Based on Weibull model, untested levels are 
assessed using a cumulative fatigue life function. Two new dimensionless parameters (X: square 
stress ratio and H: thermal life ratio) are used to calculate, for a given stress level, the 
corresponding fatigue life in accordance to the sought lower and upper confidence limits. The 
proposed modified Weibull approach delivers results within less than 5% error. 

Keywords: AISI 410, Welding, Fatigue, Temperature Effect, Weibul. 

1. Introduction 

Material damage and subsequent fatigue failure are usually led by progressive 
strength deterioration as a result of fluctuating applied stresses and eventually 
hostile service conditions. Several well-known steel structures, such as ferrite/ 
pearlite, bainite, martensite and austenite are considered to manufacture industrial 
components. Each of these structures exhibits considerably different mechanical 
properties that may be up-rated using appropriate tempering and quenching 
treatments according to a given application [1]. 

Martensitic stainless steels obtained for 12% chromium and above are used as 
heat and corrosion resisting parts in the chemical industry, as heat-protecting 
metallic envelopes for aircraft engines, turbo-machinery equipment, propulsion 
motors and as gas turbines casing in the petroleum industry. These steels present 
many advantages; i.e., easily welded by most current procedures, stress corrosion 
resistant and usually harden by precipitation. 
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Commonly, heat treatments improve most of the mechanical characteristics, 
ameliorate corrosion résistance on polished surfaces, and lead to an improved 
fatigue life behaviour for welded joints [2]. 

Practically structural elements, assembled by welding techniques and which 
undergo cyclic loadings for long periods of time are subject of important reduction 
in intrinsic resistance. Some precautions are observed in order to improve both 
quality and resistance of welded joints in terms of surface preparation, welding 
parameters and operation skills which minimize the probability of defects occurrence. 
Common defects range from lack of fusion, incomplete melt penetration, irregularities 
of molten beat radius to geometrical misalignment [3]. The latter defects usually 
generate maximum local stresses at the joint and intensely influence the welded 
zone behaviour under alternating loading. Because of adverse effects of stress 
concentration produced by the geometrical discontinuities and temperature gradients 
in the welded zone, it is necessary to assess design procedures in a more conserv-
ative approach to ensure safety and to allow obtaining statistical strength and 
fatigue life time [4]. 

Many industrial structures such as gas turbine exhaust components used in jet 
planes, low pressure piping elements and rotating parts made out of stainless steels 
are butt welded and are operated at temperatures reaching 700 K [5]. Applied 
working stresses, added to welding residual stresses, act within the material and 
perpendicularly to the butt-welded joints. At this step, to raise hardness level in 
the heat affected zone (HAZ) and to lower residual stress intensity, it is mandatory 
to specify the heat treatment type which guarantees the highest fatigue life and the 
most improved weld reliability [6]. 

Fatigue analysis of welded structures is studied using the S-N curve approach 
(Wöhler curve) which presents the applied mean stress level as a function of 
elapsed number of cycles. Such reference curve once established informs about 
the endurance limit which is a design criterion for structures subjected to alternating 
loads. The statistical investigation concerning cyclic stress amplitude indicated 
that many distributions are fitting correctly the experimental data, meanwhile normal 
and minimum value models were most appropriate for correlations [7]. Because of 
the greatly randomized aspect of the fatigue behaviour in stainless steels, statistical 
characterization of component lifetime becomes an important matter when searching 
for correlations with damage extents, failure rates, reliability indexes and environ-
mental parameters such as aggressiveness and temperature. 

The objective of this work is to present experimental fatigue life results dealing 
with the effect of temperature in thin stainless steel sheets. Subsequently, make 
use of the generated results to propose a statistical approach in order to correctly 
describe a given loading level, in relation to its fatigue life for interpolation 
purposes. That means the studied condition has not yet been tested while reliable 
extracted data are needed to construct the complete evolution using the only 
available experimental ones. This situation is imposed from cost optimization of 
fatigue experiments used for design goals and reliability analyses. 
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2. Experimental approach 

2.1. Material 

The material used in this study is martensitic steel known as AISI 410 (also 
referred to as X15Cr13 for DIN, and CA15 for ASTM) and which was received in 
the form of rolled sheets 1 mm ± 0.1 thick. Basically, it is corrosion resistant 
stainless steel as its chromium content is above 12%. Table 1 summarizes the 
material chemical composition. 

Table 1. Chemical composition of AISI 410 Stainless Steel (wt%) 

C Cr Ni Mo Mn P Cu S Si 
0.15 12.25 0.5 0.5 1.0 0.04 0.5 0.008 1.0 

The tested steel is employed to wrap plane engines which have low horsepower 
as shown in Fig. 1. Usually an important heat flux is delivered from combustion 
chambers making overall temperature to reach approximately 690 K. For this 
reason, the latter temperature is chosen to be the maximum value at which tensile 
and fatigue testing will be carried out. Its fusion temperature Tf is 1758 K. 

Fig. 1. Sectional view of a typical plane engine illustrating external envelope, compressor, 
combustion chambers and propulsion turbine [9] 

2.2. Testing conditions 

The tensile static tests are carried out using a servo-hydraulic MTS machine having 
a maximum loading capacity of 250 kN. A set of specially conceived grips is 
employed to maintain the test specimen aligned within the furnace. The specimen 
geometry for a welded case is shown in Fig. 2 with the various dimensions as 
expected from standard testing conditions. 
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The welded zone width did not exceed 3.5 mm and was obtained using TIG 
procedure to control uniformity in all the welds. Load displacement curves are 
obtained at 293 and 690 K. A constant speed of 2.5 mm/min is adopted for tensile 
tests. For high temperature tests, a furnace with an electrical resistance allows to 
obtain the controlled environment of 690 K. Three electrodes are placed along the 
central line of the sample in order to have a homogenous radiating heat flux within 
the confined volume of the furnace and bi-metallic thermocouples are used to 
monitor the temperature while testing. 

 
Fig. 2. Geometry of the test-specimen 

For fatigue testing, a sinusoidal function with constant amplitude is chosen 
under controlled load mode. A frequency of 10 Hz and a ratio of load R = 0 are 
used to represent the practical working conditions of the envelope. Because of the 
low rigidity of the specimen and it’s relatively low thickness. A reference preload 
is used to avoid the relaxation phenomenon which may occur especially at high 
temperature. Such preload did not exceed 5% of the mean applied load in all tested 
cases. Longitudinal strain is followed through a blade extensometer mounted on the 
central gauge length of the specimen. Each fatigue conditions is tested using six 
specimens for statistical purposes. 

3. Results and discussion 

3.1. Tensile strength 

Tensile tests results for seamless and welded specimens at 293 and 690 K are 
summarized in Fig. 3. Globally, both type of specimens (seamless and welded) 
show the same behaviour for stainless steel testing for true stress strain curves. For 
seamless sheets, it is noted that temperature effect leads to an important reduction 
of the elastic limit and the elasticity modulus by 21.7% and 15.6% respectively. 
The effect is more pronounced for the stress at failure as it drops by 45.6%. 
Meanwhile, the total deformation is relatively high at room temperature but it is 
cut by half as the high limit temperature is reached. 
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This indicates the material hardening takes place with temperature. For the 
welded specimens, the same trend is also observed as there is a decrease in all 
mechanical properties. Elastic limit, Young’s modulus and stress at failure show 
reduction by 19.4, 15.8 and 28.7% respectively; thus, indicating that material 
microstructure changes are occurring at elevated temperature [4]. 

Fig. 3. Stress–strain curve for the samples with and without welding with 293 and 690 K 

3.2. Fatigue 

Fatigue experimental results are obtained at both temperatures for various mean 
loads. Three load levels are considered for each temperature. From S-N curves, it 
is shown that at 293 K. welding effect is negligible on strength at high load levels; 
however as the testing load level is decreased. The welded plates exhibit much 
lower fatigue lifetime. This change may be as low as 50% at 600 MPa. At high 
temperature, welded specimens show lower lifetimes ranging between 30% and 
95% as compared to seamless ones. Consequently, the endurance limit of welded 
specimens falls to much lower values as stress concentration effects usually 
accompany welded areas tied to a redistribution of residual stresses within the 
weld which has not been heat treated. 

4. Statistical analysis 

In order to predict the fatigue lifetime of a material, a statistical analysis is carried 
out according to common distribution models which are the normal and the Weibull 
distributions. The application of these models is limited to estimating lifetime with 
a probability of failure for a given stress level where the experimental data are 
available [8]. As stated earlier, the gaol is to develop correlations between the 
parameters implied in such models and those specified by the testing conditions 
which are presented in S-N diagram. 

The diagrams, thus suggested through such analysis, make it possible to evaluate 
the various parameters associated on an arbitrary stress level and then, to predict 
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the lifetime for this arbitrary condition. The majority of the existing methods for 
fatigue lifetime analysis in the literature are based on deterministic criteria which, 
by nature, cannot provide real failure estimates, for a given loading since total life 
is basically statistical. More, the searched goal is to determine basically a safety 
coefficient and as the number of external factors increases, it becomes delicate to 
use experimental data from tested specimens for design purposes. These factors 
could be temperature gradient effects, size or scale effects, weld joint nature, 
surface quality, heat treatments and environment factors. 

4.1. Weibull distribution function 

The density function of N lifetime in cycles is given by the following equation [9]: 
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where b Shape parameter and often identified as the slope of Weibull plot; N0 
Scale parameter corresponding to a minimum life (N0 ≥ 0); Na Characteristic of the 
fatigue lifetime associated with a failure probability of 63.2%. On the other hand, 
the cumulative Weibull function noted F(N) is obtained by the integration of the 
density function: 
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Such calculation leads to the following result: 
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Consequently, the cumulative function might be put in a linear form, by making 
use of a double logarithm of the previous equation: 
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parameter representing the minimum life is found from the linearity of the right-
hand side using the method of least squares. Subsequently, the slope of the right-
hand side b and Na are calculated. 

The experimental fatigue results at both temperatures for seamless and welded 
specimens were analysed with Weibull and normal statistical models. In both cases, 
failure probabilities of 5% and 95% were used as requested in fatigue analysis. 

The results are shown in Fig. 4, for seamless specimens and in Fig. 5 for the 
welded ones. It is noted that for a 50% probability of failure, both models give the 
same difference, In addition, the normal distribution analysis gives up to 8% more 
conservative lifetime forecasts compared to the Weibull distribution for the lower 
probability limit as indicated in Figs. 4 and 5, whereas for seamless material, the 
prediction is less conservative at 690 K (Fig. 4). 

Fig. 4. S-N curve seamless specimen at 293 and 690 K with lifetime prediction at 5% and 95% 
levels 

Fig. 5. S-N curve for welded specimen at 293 and 690 K with lifetime prediction at 5% and 95% 
levels 

4.2. Correlation of the Weibull parameters 

It is accepted that parameters b and N0 for Weibull distribution can only be given 
at stress levels for which experimental data were obtained. In fact, experiments are 
needed for each of these two parameters as they condition the applicability of the 
Weibull model. For statistical reasons, it is needed to create intermediary positions 
for calculations as experimental data are costly and time consuming to obtain. The 
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idea is to develop correlations between these parameters and the static properties 
of material, including temperature changes. When examining the parameter b as a 
process variable. It is revealed that, for a given temperature, this parameter 
depends mainly on the level of the imposed stress. 

Consequently, a new variable is introduced and defined according to the 
applied stress σ and the corresponding state of the static properties σu and σy. The 
proposed form of the squared stress ratio, X. is as follows: 

2
2

. ⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

σσ
σ

yu
X  (5) 

When plotting the parameter b as a function of the X. Which is a dimensionless 
quantity, it is seen that all data follow a regular curve as indicated in Fig. 6. The 
obtained correlation has a high determination coefficient (0.98) and represents at 
the same time welded and seamless specimens at low and high temperatures. The 
correlation of b is: 

7172.0ln3925.0 +−= Xb  (6) 

Alternatively, the scale parameter, N0, is normalized by Nm (which is the 
experimental median) and associating a temperature ratio limited by fusion 
temperature Tf. The so-called thermal life ratio is defined as follows: 
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The evolution of standardized H parameter according to the dimensionless stress 
ratio is shown in Fig. 6. A logarithmic relation is found describe very well the 
correlation between H and X as illustrated from determination coefficient (0.98). 
Again, all cases studied are (welded and seamless for low and high temperatures). 
The obtained relationship is: 

5557.0ln1765.0 += XH  (8) 

In contrast to what is observed in Fig. 6 for the parameter b. the standardized 
parameter H is increasing with X for the fatigue data considered. Finally it can be 
concluded that by introducing the squared stress ratio X. it is possible to represent 
the Weibull shape parameter (or the slope. b) and the thermal ratio H using a 
linear logarithmic relationship in the forms: 

21 ln αα +−= Xb  (9) 
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21 ln ββ += XH  (10) 

where α1, α2, β1 and β2 are constants depending on the material nature and the 
testing conditions. 

Fig. 6. Correlation of the parameter b and N0 of Weibull with X 

5. Conclusions 

It is shown that welded specimens exhibit much lower resistance at high temper-
ature while the global trend of the stress strain behaviour is very similar to seamless 
ones. 

•  In terms of fatigue lifetime. At 690 K. the reduction is 20% and 70% for 
welded and seamless cases respectively. Such differences may be caused 
by the heating effect within the welded zone (HAZ) and the subsequent 
microstructure changes accompanying applied alternating loads at high 
temperatures. 

•  Both Weibull and normal statistical models show the same difference at 
50% of failure probability when comparing behaviours of both types of 
specimens at both temperatures. It should be noted that the normal model 
is more conservative than the Weibull model for the lower probability 
limit. 

•  Making use of fatigue life data. a modified Weibull model is presented to 
correlate stress level, temperature and fatigue lifetime for interpolation 
purposes. It makes use of the squared stress parameter parameters X and 
thermal fife ratio H. 

• Both the Weibull shape factor b and H are found to be correctly described 
as a function of X with logarithmic equations of the form 21 ln αα +−= Xb and 

21 ln ββ += XH where 121 ,, βαα and 2β  are constants which depend on 
the material nature and the corresponding testing conditions. 
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Abstract The safety of the structures in various fields with knowing aeronautics, the car and 
pipes rests on the study of the fatigue behaviour and the prevention of various scenarios. This 
study relates to the fatigue behaviour of aluminum alloy 2024 T351 SENT specimen with semi-
circular notch where various scenarios are studied. The effect of the load ratio is highlighted, 
where one notices a shift of the curves of crack growth. The presence of the compressive residual 
stresses in structure is the significant scenario of crack growth retardation. The fatigue behavior 
with the presence of residual stresses is studied using the AFGROW code when NASGRO model 
is used. The comparative study between the fatigue behavior without and with residual stress 
shows the variation on the fatigue life. 

Keywords: Fatigue, Crack, Aluminum Alloy, Compressive Residual Stress, Load Ratio. 

1. Introduction 

The behavior of crack propagation is a significant issue in the establishment of 
inspection and maintenance procedures in variety industries such as aerospace, 
automotive, oil industries, rail wheel...etc. In any analysis of crack propagation, 
crack must be based on the calculation and the use of the parameters of the breaking 
process. Such parameters describe the local effect of cracking on a structure. The 
primary parameters of fracture mechanics which can have interest for the crack 
propagation are the stress intensity factors K with and without residual stress. The 
determination of the crack growth rate curves of the materials subjected to the 
cyclic loading presents a major interest. 

The major problem is to take into account the various parameters that affect the 
propagation of fatigue cracks in both the intrinsic and extrinsic parameters as well 
as the estimation of the fatigue life. In this context, we are studying the effect of 
compressive residual stress and the effect of load ratio on fatigue crack growth of 
aluminum alloy 2024 T351 for SENT specimen with semi circular notch. The 
important material used in aerospace applications is aluminum alloy 2024 T351. 
Many author’s are studied the fatigue behavior of this material [1–6] when different 
effects are examined such as effect of load ratio, overload, corrosion, environment, 
residual stress, heat treatment, etc. 
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2. Generation of residual stress field and origin 

The residual stresses are divided into three levels, residual first-order called residual 
macroscopic residual stresses of the second order, called microscopic residual stresses 
homogeneous and residual third-order called microscopic residual heterogeneous. 
The field of residual stress appears to be the superposition of residual stress of the 
three orders. The residual stresses present diver’s origin and several shapes [7–16] 
namely shot-penning, expansion of hole, overloads, under-load, static load without 
cyclic load, welding. The stress field is beneficial if the stress is in compressive state 
[17, 18]. Contrary to this, the fatigue crack is accelerated. On one hand, the stress 
may be introduced in structures before putting into service [19]. On the other 
hand, they can be induced during the service with overload or under-load [20, 21]. 

For residual stresses induced by cold expansion [22], the fatigue life and the 
fatigue crack growth rate for aluminum alloy 2024 T351 are affected by a decline 
in the progress of expansion ratio. O’Dowd et al. [23] have introduced residual 
stress in CT specimen by mechanical compression. The level of compression load 
was determined by the finite element method. Mahmoudi and al. presented various 
methods of generation of residual stress on laboratory specimens [24] namely, the 
mechanical, thermal methods and welding process. To study the effect of residual 
stress on fatigue crack growth, a residual stress fields are adopted at the semi-
circular notch. This field has been generated in a similar manner by cold 
expansion [22] before finishing specimen by machining. Three different levels of 
residual stress field are considered; low, medium and high level (Fig. 1). 
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Fig. 1. Residual stress distribution a long the fatigue crack length 

3. Fatigue crack growth of SENT specimen 

The material used in this study is the aluminium alloy 2024-T351 heated and 
treated. L-T orientation is subjected to numerical fatigue tests. The basic mechanical 
properties for Aluminum alloys 2024-T351 are given in Table 1. 

Numerical fatigue crack growth in mode I used SENT specimen with through 
crack located at the center of semicircular edge notch (Fig. 2). 
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Fig. 2. SENT specimen with semicircular edge notch 

Table 1. Mechanical properties of 2024 T351 (database of AFGROW code) 

σ0.2 (MPa) KIC (MPa. m0.5) KC (MPa. m0.5) E (GPa) ν 
358.53 36.26 72.53 73.10 0.33 

The stress intensity factor for the studied specimen “SENT specimen with semi 
circular edge notch” is developed by Newman [25] and implemented in AFGROW 
code. The equation of this factor depends on several parameters and is written 
bellow: 

ijQaK βπσ ./=  (1) 

When β is the boundary correction factor and Q is the shape factor. 

AFGROW code developed by NASA [26] is used for simulation of fatigue crack 
growth with and without residual stress. Many models for fatigue crack growth are 
implemented. The interest model is NASGRO model when totality of fatigue 
crack growth curves is considered. Skorupa et al. [27] applied the strip-yield model 
from the NASGRO commercial computer software to predict fatigue crack growth 
in two different aircraft aluminium alloys under constant amplitude loading and 
programmed and random variable amplitude load histories. 

The interaction between models such as Elber, NASGRO and Wheeler model is 
presented by Meggiolaro [28] when the modifications to the Wheeler model 
showed an excellent agreement with the experimental data and NASGRO model. 
NASGRO model are expressed bellow: 
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f present the contribution of crack closure and the parameters C, n, p, q were 
determined experimentally and ΔKth is the crack propagation threshold value of 
the stress–intensity factor range. For constant amplitude loading, the function f 
determined by Newman [29] can be written as: 

369 

W = 30 mm

R = W*0.0625

a0 = 0.5 mm

t =
 6 m

m



M. Benachour et al. 

 

( )
⎪
⎩

⎪
⎨

⎧

−<−
<≤−+

≥+++
==

22
02

0,max

10

10

3
3

2
210

max RAA
RRAA

RRARARAAR

K
K

f op  (3) 

where the polynomial coefficients are given by: 
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α is plane stress/strain constraint factor (α = 1 for plane stress and α = 3 for 
plane strain). 

4. Results and discussions 

4.1. Effect of load ratio 

SENT specimens in L-T orientation are subjected to a constant loading with 
various load ratios. The Kmax fracture criteria are adopted for the limit of crack 
growth. Figure 3 showed the effect of load ratio on fatigue crack growth rate and 
illustrates a general increase in da/dN with R for a given ΔK. An important effect 
of R has been observed clearly for this material at high ΔK. Theses results are in 
agreement with the results of Srivastava and Garg [30]. 

4.2. Effect of compressive residual stress at notch 

The residual stress fields presented in Fig. 2 are applied for fatigue crack growth 
simulation. Figure 4 show the variation and comparison of fatigue life with and 
without different residual stress fields for load ratio R = 0.24. The fatigue life 
increase when the level of compressive residual stress at notch increases. 
Retardation in fatigue crack is caused by the variation of compressive residual 
stress levels near the notch. 

The effect of residual stress on fatigue crack growth rates da/dN is shown in 
Fig. 5. An influence of this residual stress has been observed at lower stress intensity 
factor for the variation of level compressive residual stress. In stable fatigue crack 
growth (Paris domain), we notice clearly the increase in crack growth rate in 
absence of the compressive residual stress. At high stress intensity factor, an 
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increasing of crack growth rates is shown for the curves with residual stress. This 
increasing is due for the presence of tensile residual stress at the end of specimen. 
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Fig. 3. Effect of load ratio R on fatigue crack growth rate for 2024 T351 
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Fig. 4. Effect of residual stress on fatigue life for R = 0.24 
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Fig. 5. Crack growth rates versus ΔK for R = 0.24 

5. Conclusions 

Paper presents the results of simulation of fatigue crack growth using AFGROW 
code. The effect of loading ratio and residual stress field are investigated. The 
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results showed that the presence of compressive residual stress affected the fatigue 
crack behavior by delaing crack propagation. 
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Abstract A hybrid weight function technique is presented. It consists of dividing an elliptical 
crack into two zones, then using the appropriate weight function in the area where it is more 
efficient. The proportion between zones is determined by optimizing two crack parameters (axis 
ratio and curvature radius). Stress intensity factors are hence computed by a self developed 
computer code. Static and fatigue loadings are considered. The results found by the present 
approach are in good correlation with the analytical and experimental solutions (when available) 
as well as with those obtained numerically by other researchers. 

Keywords: Hybridization, Weight Function, SIF, Elliptical Crack, Fatigue-Crack-Growth. 

1. Introduction 

The principle of the weight function (called the Green’s function) technique consists 
of employing one or more known solutions (known as reference solutions) of a 
particular case in order to find the solution for the general case. The reference 
solution generally comes from the analytical results (exact). But in some cases, the 
absence of such results obliges researchers to use approximate solutions which 
could be already existing weight functions. In this paper, a method improving the 
calculation of SIF in mode I for elliptical and semi-elliptical cracks is developed 
by means of hybridization of two weight functions and coupling to the Point 
Weight Function Method (PWFM). In the fatigue problems, two crack propagation 
laws have been incorporated. Crack propagation life and crack profile are investig-
ated for various applications. The development of weight functions in fracture 
mechanics started with the work of Bueckner [2], based on the formulation by the 
Green’s function, for a semi-infinite crack in an infinite medium. The investigation 
of the weight functions on the one hand and the evaluation of the energy balance 
formula of Rice [14] on the other hand, allowed the extension of the use of the 
weight functions by several authors such as Oore and Burns [10] and Bortmann 
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and Banks-Sills [1]. In 1986, Gao and Rice [4] introduced the study of the stability 
of the rectilinear form of a semi-infinite crack front during its coplanar propag-
ation from which result the values of stress intensity factor (SIF) along the crack 
front. Recently, Sun and Wang [16] gave in-depth interpretations of the energy 
release rate of the crack front. Other investigations followed related especially to 
the crack shape (ellipse, half of ellipse, quarter of ellipse, rectangle, …) as well as 
to the fracture mode (I, II, III or mixed) and to the application domain (elastoplastic, 
elastodynamic, …). This paper is structured as follow. Detailed presentation of the 
hybridization approach is presented in Section 2. Fatigue crack propagation models 
are then implemented into the hybridization technique, subject of Section 3. In the 
next section, two industrial applications are discussed, one of them is in static and 
the other one is in fatigue loading. We end this paper by drawing some conclusions. 
This work is an extension of already published studies of crack modeling by the 
hybridization technique [5, 6, 8]. 

2. Presentation of the hybridization technique 

The solution of the SIF in mode I using the weight function technique is given by 
the general form [10]: 

∫= ′′
S

QQQI dSQqWK ).(  (1) 

where QIK ′ is the stress intensity factor in mode I at the Q' point of the crack front. 

QQW ′ is the weight function related to the problem and q(Q) symmetrical loading 
applied to the arbitrary Q point of the crack area S.  

This study is based on the hybridization of two weight functions deduced from 
a Green’s function formulation. 

The first one is developed by Oore and Burns [10] to model any closed shape of 
a crack in an infinite body, including elliptical cracks. Its expression is as follows: 

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
∫

Γ
=

Γ
′′ 2

22
Q

QQQQ
dlW
ρ

π  (2) 

The second one is developed by Krasowsky et al. [9] to model elliptical cracks 
in an infinite body. Its expression is as follows: 
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In expressions (2) and (3), r and ϕ are the polar coordinates of an arbitrary 
point Q. QQl ′  is the distance between the Q' point and the arbitrary Q point. Γ is 

the curve of the ellipse (the crack front), and ρQ is the distance between the  
Q point and the elementary segment dΓ, ∏ is a function such  
as )cos(sin)cos(sin)( 222242 θαθθαθθ ++=∏  and α=a/b. 

 
Fig. 1. Subdivision of the elliptical crack in two zones and its geometrical parameters 

The principle of hybridization is to divide, as shown in Fig. 1, the elliptical 
crack into two zones, an internal zone I (ellipse in grey) and an external zone II (in 
white), then to use each of the two weight functions in the area where it is more 
efficient. The two zones are defined by the following relations: 

( ) ( )
( ) ( )⎪⎩
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22

22
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where a′ and b′ are such as β=′=′ bbaa  and [ ]1,0∈β , β being the proportion 
between the two zones and a, b are the axes of ellipse (e.g. Fig. 1). 

The weight function of Eq. (3) is intended exclusively for cracks of elliptical 
form. Nevertheless, it presents an additional singularity (1 − r/R)−1/2 compared to 
Eq. (2). This makes Eq. (3) less efficient in the vicinity of the crack front )( Rr → . 
This argument leads us to make the following choice: 
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It remains to determine the appropriate proportion β between two zones I and 
II. By construction of each weight function (see details in [6, 8]), the function (2) 
is preferable to the function (3) in the two following cases: 
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o When the crack front is close to a circle ( 1→α ) 
o When the crack front is close to a straight line (low values of α with 

value of θ far from zero) 

In fact, these two cases correspond to situations where the variation of the 
curvature radius Rc of the crack front is weak, excluding a very narrow zone 
corresponding of the smallest values of Rc (θ close to zero with low values of α). 
In this case and for a relatively high variation of the curvature radius of ellipse, the 
weight function (3) of Krasowsky et al. is more adapted. This is confirmed by the 
presence via the function Π(θ) of curvature radius )()/( 2/3 θα Π= aRc  in the 
expression of the function (3). 

Consequently, more the radius of curvature is relatively weak or its derivative 
(spatial gradient of the radius of curvature) is high, more the zone I should 
increase with respect to the zone II and vice versa. 

Taking into account all these considerations, we propose the relative parameter 
expressed by: 

( )( ) bbRb c ,min1 −=β  (6) 

For the representation of the influence of the curvature radius compared to the 
large axis of the ellipse b, and the following one: 
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To represent the influence of the gradient of the curvature radius for a given α. 
In this relation θ∂∂ /cR  is the partial derivative with respect to the angular 
position of the point Q′, its maximum and minimum values are calculated by 
“sweeping” completely the contour of the ellipse for a given α. The computation 
of the partial derivative is achieved numerically. 

The proportion parameter β  takes the value: 

( )21,max βββ =  (8) 

Details of the method regarding its numerical implementation, treatment of 
singularities, meshing can be found in references [5, 6, 8]. 

To extend the use of this hybrid approach for the semi-elliptical crack modelling, 
it’s coupling with the point weight function method [11] (PWFM) is considered in 
order to take into account the free edge effect. More details of the coupling 
between the present hybrid technique and the PWFM method can be found in [7]. 
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3. The hybrid method in fatigue 

The fatigue crack growth prediction is classically based on the SIF approach, 
known as the Paris law [12]. This last one is given as follows: 

m
Ic KCdNda )(/ Δ=  (9) 

C and m are material parameters related to Paris law usage. 

 
Fig. 2. Algorithmic schemes of the computing procedure 

As previously mentioned, the fatigue crack growth prediction can also be based 
on the SEDF approach. Its expression has first been given in 1979 by Sih [15], in 
which the strain energy density factor range replaces the stress intensity factor 
range in classical laws (Paris law for example). The Sih’s law (based on SEDF 
approach) has the following form: 

n
c SDdNda )(/ minΔ=  (10) 

D and n are material parameters related to Sih’s law usage. 

In the above equation Smin is the necessary strain energy density factor for a crack 
to propagate, and satisfying the condition dS = 0. This factor may be obtained in 
mode I according to the SIF value [15]. 
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Written for two points A (θ = 90°) and B (θ = 0°) of the ellipse contour (e.g. 
Fig. 1), one can obtain from Eqs. (9) and (10), respectively: 

( )mB
I

A
IBA KKCCdbda ΔΔ= /)/(/  (11) 

And: 

( )nBA
BA SSDDdbda ΔΔ= /)/(/  (12) 

From Eqs. (11) and (12), one can say that for two different values of SIF range 
ΔKA and ΔKB or SEDF range ΔSA and ΔSB, two different values of the crack 
growth segments da and db can be obtained. Consequently, a change in the crack 
profile is expected. On the algorithmic scheme presented in Fig. 2, are illustrated 
the different steps for the computation of the fatigue life and the evolution of the 
crack shape. 

4. Numerical tests, results and discussions 

In this section, practical applications are numerically treated using the computer 
operational software with graphic interface using the C++ object-oriented language 
named HWFun which we develop for this purpose.  

4.1. Internal semi-elliptical surface crack in a pressurized tube 

The theory of thick tubes (Lamé’s theory) shows that longitudinal cracks located 
on an internal face of the tube are the most dangerous ones. For this kind of 
application, the efficiency of hybridization approach coupled with the PWFM [11] 
is evaluated. For values of α = 1.0 and α = 0.4, numerical tests are carried out on 
tubes of t/Rint = 0.1, where t is the thickness of tube and Rint is its internal radius. 
The loading inside the crack has the form p = (y/a)i with { }.3,2,1∈i  

In accordance with the PWFM method ad for the sake of comparison, we 
choose a reference solution in the form p = σ0. The present results are for two 
characteristics angles θ = 0° and θ = 90°, and for linear (i = 1), quadratic (i = 2) 
and cubic (i = 3) loadings. From Fig. 3, the present results are in good agreement 
with those found by Raju and Newman [13] using finite element method and those 
of Krasowsky et al. [9], Vainshtok [17] et Orynyak et al. [11] using weight 
function methods such as ))(()( 4/1

0 θπσ Π= akEKK II , where E(k) is the elliptic 

integral of second kind and 21 α−=k . According to those graphs, loading mode 
has a significant effect on the stress intensity factor (SIF). In fact: 

380 



Analysis of Elliptical Cracks in Static and in Fatigue by Hybridization 

 

 The SIF values increase with the decrease of α  
 The maximum value of SIF is for a uniform loading 
 Only uniform loading induces a more important value of SIF at a surface 

point (θ = 0°) than at a depth point of (θ = 90°) 

Fig. 3. Adimensional SIF of a semi elliptical crack at the internal surface of a tube 

4.2. Out-of-plane gusset welded joint 

To this mechanical component (see Fig. 4) a tensile cyclic load is applied. Due to 
stress concentration, a surface crack can initiate either at the junction between 
portions 2 and 1, or between portions 2 and 3. Two cases have been considered: 
ρ = 0 mm and ρ = 30 mm (ρ is the radius of curvature of the welded joint) as 
shown on Fig. 4. The numerical computations in [3] used a finite element code 
known as “LUSAS”. The mechanical properties of the treated component are those 
of the steel called POSTEN 80. They are given in [3] as μ = 77GPa, and ν = 0.3. 

In the numerical computations, and in order to take into account of the stress 
concentration, the coefficient Fg was given in a format of curves [3]. It is introduced 
by modifying the value of the tensile stress by the term Fgσt at both points A and B 
and at each crack growth da or db. To facilitate the numerical implementation, this 
coefficient Fg has been substituted by a fifth order polynomial obtained by fitting 
the above mentioned curves. 

The values of the crack growth material parameters D, n, C, m are those used by 
[3]. It should be pointed out that the parameter D has been modified by multiplying 
it by a factor (π)n. This difference comes from the fact that in the case of plane 
stress, the SEDF equals to πμν 4/)21(2 −IK . 
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Fig. 4. Configurations and dimensions of the mechanical component 

The first numerical tests deal with those treated in [3], and concern the following 
configurations: 

(a) ρ = 0 mm, and R = 0.1 

• 
0

0.4 mma = , 4.00 =α , 0max 2.0 aa =Δ , 93 MPa
t

σΔ =  

• 
0

0.4 mma = , 4.00 =α , 0max 2.0 aa =Δ , 124 MPa
t

σΔ =  

• 
0

0.4 mma = , 4.00 =α , 0max 2.0 aa =Δ , 155 MPa
t

σΔ =  

(b) ρ = 30 mm, and R = 0.1 

• 
0

0.3 mma = , 1.00 =α , 0max 2.0 aa =Δ , 124 MPa
t

σΔ =  

• 
0

0.3 mma = , 1.00 =α , 0max 2.0 aa =Δ , 155 MPa
t

σΔ =  

• 
0

0.3 mma = , 1.00 =α , 0max 2.0 aa =Δ , 207 MPa
t

σΔ =  

Figure 5a, b shows the fatigue crack growth life numerically estimated via 
different approaches, and experimentally measured as well. At the first stage, one 
can make the following physical observations: 

1. The fatigue life is much affected by the radius of curvature ρ. Indeed, as the 
radius of curvature decreases (ρ = 0), the fatigue life decreases. 

2. The fatigue life is also affected by the stress range Δσ, i.e. as Δσ increases, 
the fatigue life decreases. 

The second observations deal with the numerical comparisons from which one 
can state the following: 

1. The hybrid approach (HWFM) is in correlation with the experimental data, 
for both radius of curvature and for the various values of Δσ. 

2. For the lower value of the radius curvature (ρ = 0), the SEDF approach gives 
better predictions than the SIF one. 

In the following numerical computations, the influence of the physical stress 
ratio parameter R on the fatigue crack growth is discussed. Figure 6 shows in a 
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log-log scale, the number of cycles to failure Nc, versus the stress range Δσ for the 
curvature radius ρ = 0 and ρ = 30, and for various values of the stress ratio R. 

On the same figure, the experimental data given by [3], which are only 
available for R = 0.1 are inserted. One can observe that a good correlation exists 
between the previously mentioned data and the numerical results obtained by the 
HWFM when using the SEDF approach. However, the usage of the SIF approach 
gives less accuracy in the fatigue life prediction. From Fig. 6a, b, it is also 
observed that the fatigue life decreases as the stress ratio increases. Overall, it is 
noticed that the curve relative to the number of cycles versus stress range obtained 
by the usage of the SIF approach lies in between the curves R = 0.1 and R = 0.3, 
obtained when using the SEDF approach. This interval can be considered as the 
interval of validity of the SIF approach for such treated problem. 

(b)(a)  
Fig. 5. Fatigue life prediction with different approaches: (a) ρ = 0, (b) ρ = 30 mm 

(b)(a)  
Fig. 6. Influence of the parameter R on the fatigue crack growth: (a) ρ = 0 mm, (b) ρ = 30 mm 
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5. Conclusions 

In this work, a hybridization weight function approach based on Green’s function 
formulation is developed. The method has been applied to static and fatigue loads. 
The idea of hybridization leads us to an optimization problem of two geometrical 
parameters (the ratio axes and curvature radius of ellipse). A computer code named 
HWFun has been developed and tested on various practical applications under 
static and fatigue loadings. In this modeling, a computation dealing with the stress 
intensity factors in mode I is first performed. The results obtained show a clear 
reduction in the error. The present approach was also tested on fatigue-crack-growth 
problems. The predicted crack shape evolution and the fatigue crack growth life are 
in perfect concordance with the results obtained by other researchers. The idea of 
hybridization undoubtedly opens horizons for the treatment of other complex 
problems in fracture mechanics such as mixed mode and interaction among cracks. 
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Abstract The top piston rings of the internal combustion engines are generally covered with a 
hard chromium coating ensuring a good longevity. However this type of coating is obtained by 
an electrolytic deposition process which uses CrVI, product classified as toxic. Consequently, it 
is necessary to identify other deposit processes or alternate materials of coating. In this work one 
tested a certain number of alternative solutions of coating likely to replace the current coating 
used on the piston rings of engine. One used a tribometer of the type PLINT TE 77 designed for 
the study of friction in lubricated mode and functioning with reciprocating motion. At the end of 
the tests and after the analysis of the results, a hierarchical list of these alternate materials will be 
drawn up, whose performances in friction and wear resistance will be higher or equal to the 
current solution. 

Keywords: Friction, Combustion, Longevity, Performances. 

1. Introduction 

The protection of the environment and the safeguarding of the fossil resources 
constitute a major stake for the decades to come. Many efforts were already carried 
out in this field but it remains still much of possibilities to explore. Automobile 
transport constitutes a considerable source of gas emissions for greenhouse effect 
(CO2). Indeed, the greenhouse effect of the gas emissions is due mainly to the 
incomplete fuel combustion. The most effective ways to reduce these emissions 
resides in the improvement of the effective output of the engine which can be 
obtained for example by the reduction of the friction losses in the piston ring–
piston liner system which accounts for 40% of the friction losses and in the 
reduction of the consumption which involves a reduction of the emissions at the 
source [8]. 

One chose the reduction of frictions at the top piston ring /liner contact. The 
interest of this choice is double since one can implicitly contribute to improve the 
ecological and toxicological impact of the manufacture of these parts of engine. 
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The top piston rings of engine are very often covered with a hard chromium 
coating. However these coatings are obtained by an electrolytic process which 
requires the use of the hexavalent chromium at the time of its realization, product 
classified like toxic [10]. The identification of a solution of replacement to the 
electrolytic hard chromium which would make it possible reduce friction to the 
piston ring liner contact and improve the ecological and toxicological impact of 
manufacture constitutes the essential spot of this study. 

2. Lubrication model 

The control of the piston rings lubrication is based on the calculation of the oil film 
thickness, the oil flow and the friction of the piston rings. In several studies, one 
considers many identical assumptions. 

The piston ring/cylinder liner assembly used for the study of tribological 
performances is generally assimilated, for the mathematical modelling, to a sample 
of cylinder liner in contact with a piston ring (Fig. 1) which has a parabolic profile 
and separated by an oil film [3]. 

 
Fig. 1. Schematic model of the contact piston ring/liner 

3. Importance of the selected parameters 

The losses of power due to the segmentation are function of the oil viscosity and 
the piston ring/liner coefficient of friction. The control of lubrication of piston 
rings is very important for the reduction of power losses and oil consumption. The 
principal parameters of operation affecting the friction force are speed of engine 
and its load [4]. Many studies showed that unit piston ring/piston/liner has various 
modes of lubrication [7]. Increase in the engine speed involves an increase in 
hydrodynamic friction and reduction in mixed friction [4]. The impact of friction 
reductions, following the changes of the operating conditions, is important in fuel 
consumption at weak load, and is less important at full load [4]. 
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4. Influence of coating 

The surface treatments, in particular the unconventional processes developed 
recently, are the largest allies of metals since they contribute to mitigate their 
defects by deposit of a protective material. For many years it has been possible to 
deposit a wide range of hard wear-resistant coatings on to steel substrates using 
different PVD techniques and others [5]. Varieties of coatings were developed and 
employed such as coatings based on MoS2 or the carbon (graphite) [9] or nitriding 
which is extensively used in the automotive industry. However, only some special 
alloys steel showed the best characteristics after being nitrided. To mitigate that, 
the hardness of surface of some slightly allied steels was improved by surface 
alloying with Aluminium following by nitriding [2]. 

Coatings Diamond Like Carbon (DLC) are also used. They are hard and they 
produce a lower friction compared to the nitrided hard coatings. Me-C: H is a type 
of DLC coating which was tested on a great number of automobile parts during 
the 10 last years [6]. The coatings have proved to be very successful and are widely 
used in providing protection against wear for general components, such as gears 
and engine parts [5]. 

5. Experimental conditions 

The tribological interactions met in a contact piston-ring-liner are difficult to 
reproduce in a system of laboratory (chemistries of the lubricants, temperature, 
pressure, combustion gas, etc.). For these reasons, one must use simpler means of 
laboratory which one easily controls the parameters most representative of the 
studied real contact. The tribometer Cameron Plint TE77 which kinematics is 
close to the operating conditions of a piston ring in an engine allows the use of 
samples taken in real parts. Using this machine one can vary the normal load (W) 
between 10 and 500 N, and the rotational frequency (f) of the engine between zero 
and 20 Hz (either the equivalent of 0 and 1 m/s). Also one can measure the 
displacement of the piston ring, the effort of friction (Ft) and the normal effort. 
Their values are posted and/or measured by the system of data acquisition. Thus, 
one can represent the efforts of friction according to the kinematics conditions of 
the contact. 

5.1. Parts of test 

The tests are carried out on samples of cast iron liners taken directly in parts of 
engine. The test-tubes of piston rings are also taken in compression piston rings of 
engine. Table 1 gives the list of the five coatings of piston rings to be tested in 
diesel engine architecture DW10 of PSA. 
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Table 1. Coatings of test for piston rings 

Coatings Specifications 
A cast iron + electrolytic chromium coating reinforced by alumina 
B cast iron + electrolytic chromium coating reinforced by diamond 
C cast iron + HVOF coating (WC-CrC) 
D lamellar cast iron without coating 
E spheroïdal cast iron + chromium nitride PVD coating 
F ion nitrided alloyed steel 

The selected conditions of test are given with an aim of building the curve of 
Stribeck for each pair of piston ring and liner tested. Under these conditions, it is 
necessary to test a certain number of combinations of loads and speeds, in order to 
simulate the conditions met from the boundary regime to the hydrodynamic 
regime. The normal loads W used were fixed at 20, 40 and 80 N. For each one of 
these loads, the frequencies of oscillation f were 0.2; 1; 7 and 9 Hz. The race of 
sliding of the piston ring is 15 mm (±7.5 mm). The lubricant used is a pure mineral 
oil without additives of the type N175 (kinematics viscosity is 5 cST at 100°C). 
This lubricant is regarded as Newtonian. Measurements are taken for each 
condition of test on 10 cycles, with 400 points of measurement per cycle. All the 
couples tested undergo the same number of cycles. As regards the tests of wear, 
the applied load is about 90 N under a boundary functioning mode or regime with 
a frequency of oscillation equal to 0.4 Hz. Each couple is left in friction during 8 h 
where recordings were made at the beginning (just 2 min after the beginning of the 
tests, the process of wear not being started yet) and at the end of the tests (after 8 
hof continuous friction). 

6. Results 

6.1. Lubrication modes of various coatings of piston rings 

First one vary the load W (from 20 to 80 N) and/or speed f (from 0.2 to 9 Hz) 
according to displacement as that is illustrated by the figures (Figs. 2 and 3) for 
the case of the coating C. It clearly appears on these curves that one passes gradually 
from a mixed or boundary mode (Fig. 2) to a hydrodynamic mode (Fig. 3). 

Tests with higher load and lower frequency would give a rectangular pace to 
the curve Ft = f (displacement) and give the same values of the maximum effort. 

One can obtain for each type of coating a series of measurements of friction for 
various configurations (combinations of load W and frequency f) which make it 
possible to plot the corresponding curves of Stribeck (Fig. 4). 
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Fig. 2. Effort of friction according to displacement for boundary regime 

 
Fig. 3. Effort of friction according to displacement for the hydrodynamic regime 

 
Fig. 4. Construction of the Stribeck curve 
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The maximum pressure of contact between the piston ring and the liner is 
calculated using the equation of Hertz (Eq. 1) [1]: 
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where W normal load, L length of the contact, ν1 liner Poisson’s ratio, ν2 piston 
ring Poisson’s ratio, E1 liner Young modulus, E2 piston ring Young modulus, D1 
diameter of the liner and D2 diameter of the piston ring. 

6.2. Comparative study of the coatings performances 

6.2.1. Friction case 
One can simplify the study of the various coatings by observing the levels of the 
efforts of friction translated into coefficients of friction in boundary regime. Under 
these conditions, one retains only the curves translating the tangential effort/ 
displacement relation where the friction efforts are maximum (the curves with 
frequencies of oscillations f equalize to 0.2 and 1 Hz) and then one trace a graph in 
the form of histogram to make the comparison (after the calculation of the friction 
coefficients). Such a graph is represented on figure (Fig. 5) where one notices a 
significant difference between the coefficients of boundary friction, and this in 
spite of uncertainties on the values of the friction coefficient of the various coatings 
tested. One notes that the piston rings with the coating C produces the lowest 
effort of friction in boundary mode. It is slightly lower than the piston ring of 
reference, covered with chromium-ceramics (coating A). 

 
Fig. 5. Values of the friction coefficients in boundary regime for various coatings 
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One finds in fact two families of results, one whose level of the coefficient of 
friction is around 0.15 and the other whose value of the coefficient of friction is 
around 0.2. In the first family one find the coating C, the chromium of reference 
(A) and nitriding steel (F). 

In the second family, one has the naked cast iron, chromium doped diamond 
(B) and the PVD deposit of CrN (E). After this comparison, the classification of 
the various coatings with respect to the coefficient of friction is as follows: C, A, 
F, E, B and naked cast iron D. 

6.2.2. Wear case 
In the study of wear one follows the same steps of analysis applied for the case of 
friction. In the tests of wear, the factor time plays a very significant part (8 h of 
continuous friction). Measurements of Ft were taken at the beginning (after 2 min 
from the beginning of the test for each couple) and at the end of the test. After 8h 
of continuous friction, under 90 N of load W and 0.4 Hz of frequency f for each 
couple, the changes of the friction curves shape were observed. 

The comparison is carried, on this case, on the values of Ft in the middle of the 
race, which enabled to us to trace a histogram of each couple (Fig. 6). Figure 6 
shows a difference in behaviour of the various coatings. As for the case of the 
friction tests, the coating C presents during the 8 h of tests the most stable behaviour 
compared to the other coatings, in spite of uncertainties. 

For the naked Cast iron the situation is practically unchanged. For the other 
coatings, one has CrN PVD (E) which relatively changed. For the case of coatings 
A and F, they have about the same behaviour during 8 h of permanent contact. 
The couple which the form is much changed is the coating B. 

 
Fig. 6. Histogram of the friction efforts in the middle of the race 
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7. Conclusions 

This study shows that it is possible using simple means of laboratory to simulate 
the contact piston ring/liner and to evaluate the performances in friction of a certain 
number of alternate coatings with hard chromium used currently. Interesting alter-
natives could be found by introducing new techniques of development such as 
thermal projection. Indeed, the coating HVOF chromium tungsten present the 
levels of friction much lower than the current reference coating, as well in a boundary 
mode, corresponding to the high and low dead points of a driving operation, as in 
quasi-hydrodynamic mode corresponding to the displacement of the piston in the 
middle of the race of an engine. 

After a test of wear, it preserves its initial characteristics without generating 
wear on the liner. Nitriding steel proves to be also with an interesting level of 
friction but probably not rather low than the reference consisted by hard chromium 
reinforced ceramic (coating A). 

The chromium nitride obtained by PVD deposit is close to the reference and 
presents the advantage of resorting to an alternative manufacturing process at the 
use of chromium VI. The reinforcement of hard chromium by diamond additions 
proves too abrasive a priori, especially during the launching phase of the engine. 
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Abstract The purpose of the study is to evaluate the performances of material of cut CBN 
7020 produced during turning bearing steel 100 Cr6 soaked. The method adopted for the 
realization of these tests is that of the experimental designs. A mathematicals models validated 
by the criterion of Fisher, allowed to predict the lifetime T of the tested tool material, also the 
waited roughness Ra (surface integrity). They are necessary for optimization and the industrial 
exploitation. The experimental results has a better output in terms of lifetime (T = 68.64 min), 
and surfaces roughness (Ra = 0.38 to 1.04 µm) to Vc = 120 m/min (cutting speed) taken at the 
same moment as the comparable wear has for those the grinding (Ra = 0.2 to 1.1 µm). Non linear 
optimization of the life time material (CBN 7020) constrained inequality (surface roughness Ra) 
by the means of Matlab allowed to release an optimum (T = 68.33 min) to Vcop = 120 m/min 
near to the experimental value with 99%. 

Keywords: Constrained optimization, Lifetime, Roughness, CBN 7020. 

1. Introduction 

The technological progress of machining steel is related to the behavior improve-
ment of the cutting materials and the increases in their performances influence 
directly on the production. Manufacturers are in need of optimizing their production 
methods in order to increase the productivity, to reduce the wear of the cutting 
tools, to shape ecologically with a limited quantity of oil machinery, and to take 
the produced surface into consideration. In all of the time, the hard turning produces 
surfaces qualities, reduces the number of operations and the scrap components. 
The turning of steels hardened by soaks (the superior hardness to 50 HRC) needs 
the usage of constituent’s materials which have better proprieties of hardness at 
high temperature, wear resistance (strength), and chemical stability. The advent of 
new tools such as micrograins coated carbides, ceramics, CBN and diamonds 
allows the industrial exploitation of this technology [1]. The latters show relatively 
a good performance when substituting turning for grinding finish operations [2]. 
In this case the choice of cutting material and the components of the mode of the 
cut is a delicate step. In fact it is difficult to cope with the choice of the complete 
factorial design method in order to investigate the effects of the tested variables on 
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the studied phenomenon. Different studies [3, 4] were done on the influence of the 
components that affect the tool’s lifetime and the produced surface state. The 
results show that the components of the mode of cut have a considerable impact. 
Actually many studies are developed to optimize certain cutting parameters (cutting 
speed, feed rate and pass dept) with taking in consideration one or many criterions. 
Koenig et al. [5] presented the advantages of using hard turning over grinding and 
its potential to control surface integrity by optimizing tool geometry and machining 
parameters. Matsumoto et al. [6] addressed the issue of obtaining favorable surface 
integrity in hard turning processes. It is also evident from a large number of other 
experimental works that the tool geometry and selected machining parameters have 
complex relations with cutting forces, tool life, surface roughness and integrity of 
the finished surfaces. Chou et al. [7] showed the influence of using various cubic 
boron nitrite (CBN) contents in the cutting tools on tool wear and surface integrity. 
Thiele et al. [8] have shown that cutting edge geometry has a great influence on 
the residual stresses induced by hard turning. Özel et al. [9] have identified the 
factors influencing cutting forces and surface roughness. This complex nature of 
parameter relations makes it difficult to generate explicit analytical models for 
hard turning processes. On the other hand, according to a review by Dimla et al. 
[10], the relations between the machining parameters including tool geometry and 
the performance measure of interest can be obtained with non-linear models by 
training neural networks using experimental data as reported by many researchers. 
Özel and Nadgir [11] applied neural networks modeling to predict tool wear in 
different edge geometry tools in hard turning. It is also highly complicated to 
predict surface roughness generated by machining processes as claimed by Benardos 
and Vosniakos [12]. Özel and Karpat [13] have also shown that neural network 
modeling is a viable approach for predicting both surface roughness and tool wear 
for honed and chamfered cutting tools. In obtaining optimal solutions for these 
multi-objective problems, a number of heuristic algorithms including genetic 
algorithms (GA), evolutionary algorithms (EA) and simulated annealing (SA), as 
well as a recently developed optimization algorithm called particle swarm optimiz-
ation (PSO) are used. These methods are summarized by Zitzler et al. [14]. The 
PSO is a population based research algorithm, which was inspired by the social 
behavior of bird flocks as originally developed by Eberhart and Kennedy [15]. The 
PSO operates on a population of potential solutions. Conventional optimization 
techniques, such as gradient-based methods, do not function effectively solving 
multiple objective functions without reducing the objectives into a single function 
and handling it accordingly. On the other hand, the PSO algorithms have some 
drawbacks such as exploration and exploitation while searching the solution space 
[16]. Many researchers such as Coello and Lechuga [17] find the PSO as an 
efficient alternative over other research algorithms especially when dealing with 
multi-objective optimization problems. 

The chosen method used at the first time concerns the optimization of the 
function T of wear is based on the maximisation technic developed in Matlab 
software which uses a pre-programmed function (fmincon) [18]. 
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In this case we seek to find a relative optimum of the cutting mode leading to 
better behavior of the tool’s lifetime under a constrained surface state. 

2. Experimental procedure 

Tests have been conducted on a parallel lathe SN40 with a spindle power of 6.6 
kW, a speed range of 45 to 2,000 RPM and feed rates from 0.08 to 6.4 mm/ 
revolution. The workpieces have been quenched at 1,100°C in a 4.5 kW furnace. 
A 3°C precision digital thermometer probe has been used to check the homogeneity 
of the internal furnace temperature while heat treating is carried out. A 5 µm 
precision optical microscope having two cross travelling carriages has been employed 
to follow the wear propagation. The material used in this study is a quenched 
bearing 100 Cr6 (AISI 52100) with the following specifications [(1.41Cr, 0.96C, 
0.22Si, 0.35Mn, 0.013S, 0.013P)%]. The material present a martensitic structure 
with large proportion of carbides M7C3 type of 1 µm size, and small proportion 
secondary carbides M3C type. The heat treatment has followed quenching for 60 
min at 850°C after 45 min temperature stabilization then tempering at 200°C for 
60 min after 30 min stabilization time. This causes the hardness to increase from 
28 to 60 HRC. The former steel is chosen on the basis that in machining applications, 
it presents 47% of the heat treated manufactured parts [19]. Turning tests have 
been conducted on cylindrical heat treated 100 Cr6 specimens of 57 mm diameter 
and 350 mm length. Because of its high wear resistance, it is largely employed for 
making bearing balls, rollers, rings and cages. It is also used in cold forming as in 
forming matrix, cylinders of rolling mill and wear coating. The tool insert material 
nuance CBN 7020 (57% CBN + 35% TiCN + 8% authors) are a mixture of CBN 
and TiCN with ceramic bind leading to combination of wear resistance, and chemical 
stability under high temperatures ideal for the turning of the hardness components. 
This kind of amovible tools inserts material of square shape is advised for continued 
cutting or weakly interrupted. The ISO standard for the tool insert material is 
given according to the following nuance: SNGA 12 04 08 S01020, and the tool bar 
insert holder is PSBNR2525M12 having a geometry as follows: Xr = 75°; α = 6°; 
γ = −6°; λ = −6°. The nozzle radius is Rε = 0.8 mm. 

3. Results and discussion 

3.1. Flank wear (Vb) 

The realised tests had allowed getting an experimental result shown in (Figs. 1 and 2). 
This forms expresses the effect time result on the cutting speed and the different 
combinations of complete factorial design of flank wear Vb of tested tool material 
(N = 23). Each combination has been reproduced twice. The acceptable wear 
recommended by ISO is Vb = 0.3 mm. 
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As a conclusion the effect of the cutting speed on the lifetime is more marqued 
for the spaces of high speeds. That means by the fact when we work with high 
cutting speeds, the shaping system becomes instable duo to high vibrations listed 
during machining, and the temperature in cutting zone increases (specially in 
interfaces “chip-rake face” and “component-principal flank surface”), which 
encourages the manifestations of different wear mechanisms of tool following the 
decrease of its hardness. The micrographies taken by mean of MEB (scanning 
electron microscopy) to the cutting speed Vc = 350 m/min (Fig. 3) with a different 
enlargements shows a flank wear Vb under the shape ladle caused by the friction 
of the principal flank surface with the cutting surface of the component. 
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Fig. 1. Flank wear evolution (Vb) of CBN 7020 as a function of time with a different cutting 
speeds 
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Fig. 2. Effect time on flank wear (Vb) of CBN 7020 for different combinations of complete 
factorial design 
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Fig. 3. Flank wear Vb of CBN 7020 to Vc = 350 m/min, f = 0.08 mm/rev, ap = 0.2 mm 

3.2. Roughness (Ra) 

The results show that the roughness decrease then it stabilize when the cutting 
speed increase (Fig. 4). This improvement of the surface state explains by the fact 
that the machining material is less ductile and the chosen cutting speeds are high, 
which is not in favour of the shaping built-up edge, (then the absence of surface 
degradation by sticking particles or chip fragments on the wear surface). This 
confirms that the tool works in agreeable conditions to very high cutting speeds. 
The CBN 7020 assure a good state of the surfaces (Ra = 0.38 to 1.04 µm) by 
grinding comparison (Ra = 0.2 to 1.1 µm) (Fig. 5) [20]. 
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Fig. 4. The roughness (Ra) evolution of soaked steel 100 Cr6 through the cutting speed function 
obtained on a length of 10 mm 

Fig. 5. Comparison of the getting surface quality with different cutting speed between hard 
turning and grinding for the CBN 7020 (f = 0.08 mm/rev, ap = 0.2mm) 
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3.3. Optimization 

The optimization problem (P) of type Minimization or Maximization of n dimension 
can be written following the Eq (1): 

( )
( )

 MaxXX MinX           
Q    1,2,J    XH          
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r x
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objf : It is a criterion to minimize or to maximize called also objective function; 

maxX  X ,  and minX : They are respectively unknown vectors and the borders of 
the accessible field ; hj(x) et gi(x): present equalities and inequalities constraints. 
The problem’s solution is given by a group of parameters X, for these the 
objective function presents a minimal value with respect to the equalities, 
inequalities and field constraints. 

3.3.1. Mathematical models 
In our case, these functions are polynomials calculated through the experiences 
design techniques (complete factorial design) [21]. The statistic handling of the 
behaviour T and the state surface Ra product through the coefficients trust interval. 
This handling permitted a deduction of mathematical models (Eqs. 2 and 3) that 
expresses a functional relation between cutting mode parameters and the studied 
one: 
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xxxxx
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 (2) 

( ) ( )11.025.12350005434.0433.0 21 −−−−= xxRa  (3) 

where x1, x2 and x3 respectively represent the cutting speed Vc (m/min), the feed 
rate (mm/rev) and the pass depth (mm). 

Statistical analyses have been carried out in order to determine the reliability of 
the results (Table 1) [22] according to Fisher criterion (Eq. 4). 
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rep

res
exp

S²
S²F =  < F Theoretical = 4.46 (4) 

For an adequate model, where S²res and S²rep representing respectively the 
residual variances and reproducibility. 

Table 1. Models statistical exploitation 

Studied parameters  Δβί Coefficients trust interval  Experimental FISHER criterion 
Lifetime T 0.418 4.987.10-6 
Roughness Ra 0.116 0.56 

3.3.2. Optimum research 
The problem is to maximize of the objective function T of the tool behavior under 
constraint inequality Ra (roughness) and it is written as follows (Eq. 5): 
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The proposed system resolution leads us to call to the pre-programmed function 
fmincon. For this effect the following program (flow chart) was established. 

FUNCTION F = OBJECTIF(X). 
% PRINCIPAL PROGRAM:  
% INITIAL SOLUTION BETWEEN LB AND UB: 
X0 = [250 .1 .22]; 
% LOWER BOUNDS: 
LB = [120 .08 .2];  
% UPPER BOUNDS: 
UB = [350 .14 .3]; 
% INEQUALITIES CONSTRAINTS (A*X < B): 
A1 = [-.0003582 .956 0]; 
A2 = [.0003582 -.956 0]; 
A3 = [0 0 0]; 
A   = [A1; A2; A3]; 
B   = [0.06043; 0.2956; 0]; 
OPTIONS = OPTIMSET('LARGESCALE','OFF'); 
X = FMINCON(@MYFUN,X0,A,B,[],[],LB,UB,[], OPTIONS) 
DISP(X) 
THE OBTAINED SOLUTION IS: 
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X = 
    120.0000 
    0.0800 
    0.2000 

The optimal cutting parameter obtained is: Vcop = 120 m/min, fop = 0.08 mm/rev, 
apop = 0.2 mm. 

4. Conclusions 

The leading study on the behaviour of the cutting material (CBN 7020) and on the 
surface state produced during the steel 100 Cr6 machining allowed to get the 
following conclusions: 

• The CBN 7020 allow to obtain surfaces states (Ra = 0.38 to 1.04 µm) 
include in the roughness boarders obtained by grinding (Ra = 0.2 to 1.1 µm).  

• The non linear optimization of the lifetime material (CBN 7020) under the 
surface state taken as inequality constraint to Matlab mean allowed to release 
an optimum (T = 68.33 min) to Vcopt = 120 m/min near to the experimental 
value with 99%. 

• This technical optimization by maximization through Matlab mean had 
allows to obtain a satisfactory results (better lifetime in service of CBN 
7020), which will lead us in the future works to broaden the issue to multi 
objective optimization by introducing other constraint functions, such as, 
the cutting force and the machining cost that are necessary for an industrial 
exploitation. 
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Ultrasonic Fields Radiated in Isotropic Solids 
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Abstract The modelling of pulsed ultrasonic fields radiated by transducers in materials of 
various types is of particular interest in industrial applications of non destructive testing. 
Knowledge of the ultrasonic field allows defining and optimizing the control conditions. For the 
calculation of harmonic and pulsed ultrasonic fields, various methods have been used such as 
exact, semi-analytical, asymptotic and purely numerical methods. In this work, these methods are 
reviewed for the case of a planar and circular ultrasonic source coupled to a semi-infinite 
isotropic solid. In the second part, the solution of a semi-analytical method, which uses particular 
approximations, is compared to that of an exact one. The numerical calculations achieved by 
using the exact method are very tedious but allow the interpretation of physical phenomena 
involved. In contrast to that, the semi-analytic one permits the calculations to be undertaken in a 
more reasonable time. However, Rayleigh waves and head waves are not revealed by this 
method. 

Keywords: Ultrasound, NDT, Pulsed field, Isotropic Solid, Transducer. 

1. Introduction 

The theoretical problem of the calculation of the displacement field generated by a 
point source and normal harmonic force is known in the literature as the problem 

2. Review of field calculation methods 

The exact method of resolution suggested by Eason [1] allows the calculation of 
the field radiated by a contact transducer, considered as a source of normal, 
uniform and transient force. Numerical calculations are tedious but highlight four 
types of waves. Gakenheimer and Miklowitz [2] have solved the transient problem 
for a point source of normal constraint to the surface of the solid. The Green 
function is given in an integral form. The resolution of the problem uses a 

of Lamb, who was the first to propose its solution. The specific solution suggested
is given in integral form. In the following some methods describing the field radia-
ted by a transducer in a solid are reviewed. 
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transformation technique suggested by Cagniard and De Hoop [3, 4]. Djelouah 
and Baboux [5] used integral transformations to express the components of the 
displacement in the form of multiple integrals. Miller and Pursey [6] proposed an 
asymptotic solution of the Lamb problem in the case of a monochromatic source 
of normal constraint. A good far field approximation [7, 8] does not account for 
head waves or Rayleigh waves. Monochromatic approaches allow treating the 
equations of elasticity provide a simple analytical description. The transient 
problem can also be treated by Fourier analysis [9]. Gridin [10] calculated the field 
of a circular or a rectangular transducer a so-called high frequency asymptotic 
solution. By using the Cagniard–De Hoop method, Bresse and Hutchins [11] 
expressed the displacement as a convolution integral. Weight [12] proposed an 
empirical model for solids. Semi-analytical solutions permit, by using some 
approximations, the calculation of the field in a reasonable time. Gendreu [13] 
developed two formulations of the impulse response which have been obtained by 
integrating the Green functions suggested by Gakenheimer et al. [2]. According to 
the first one, the model is valid within the wave-fronts approximation for coupled 
L- and S-waves. In the second formulation the two kinds of waves are decoupled 
and the head waves are neglected. Such calculation, which is valid in the far field, 
has been carried out for the normal or tangential forces by Lhémery [14]. These 
two functions are integrated on the transmitting surface by using the Stepanishen 
method [15]. Purely numerical methods such as finite element method [16] and 
finite differences [17]. 

3. Description and assumptions of the selected models 

We considered the ultrasonic field radiated at point M of an isotropic solid medium 
by a source at point R of the active surface of the transducer. The elastic tensor 
can be expressed versus Lamé coefficients λ  and μ . 

u
r  Being the displacement field, the equation of propagation can be given by: 

( ) ( )udivu
t
u

⋅∇⋅++Δ⋅=
∂
∂

⋅ μλμρ 2

2

0  (1) 

where 0ρ  is the density of the propagation medium. The displacement can be 
decomposed as the sum of a longitudinal and transversal wave displacement: 
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φ  and ψr  are the scalar and vector acoustic potential respectively. This leads to 
the uncoupled equations of propagation: 
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=cT  Lc  and Tc  are the velocities of the 

longitudinal and shear waves respectively. 

3.1. Boundary and initial conditions 

In order to approach real conditions, the following assumptions are made: 

o The surface of the sample in contact with the transducer is planar. 
o The piece is assumed to be sufficiently large to avoid reflection of the 

boundaries. 
o The stress and the displacements are initially null in the solid medium 

and on the boundaries. 

3.2. Description of Lhémery model 

With considering the free field Green function, the integral formulation of the 
displacement created by point force at field point r

r
 can be given by: 
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where iu is the displacement at point r
r

, which is due to the stress Tj applied at 

ξ
r

. iγ  is the cosine director defined by ξξγ
rr

−−= rr iii /)(  and i and j indicate 

the components in the referential (Oxyz). 

The last two terms of (Eq. 6) describe the (1/r) decrease of the amplitude of the 
two longitudinal and shear spherical volume waves. The behaviour of the first 
term of (Eq. 6) in (1/r2) is more complex since it is neither irrotational nor 
solenoidal. It expresses a coupling between the L-waves and the S-waves in the 
near field. This term is neglected by Lhémery (Eq. 6) becomes: 
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This formula allows the numerical evaluation of the displacement in much 
 

The separation of time and space variables allows rewriting (Eq. 7) it in the form 
of a temporal convolution for the two components of the displacement vector. 
That is: 
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where Rrrr −=  and t⊗  represents the temporal convolution operator. The two 
integrals on R are the impulse responses respectively of the radial and axial 
components of the displacement. Each component of the displacement vector 
contains compressional waves and shear waves. By defining ),( trhr

l and ),( trhr
t the 

impulse responses for the radial displacement of the compressional wave and a 
shear wave respectively and, ),( trhz

l and ),( trhz
t  those for the z component. 
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3.3. Description of Djelouah model 

The most methods used to solve the partial derivative in (Eq. 1) are those which 
call for transformation techniques such as Laplace–Hankel or Fourier–Hankel 

simpler way than the integration of the exact solution [1, 5, 9, 11 and 17]. 
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transforms [5]. The application of these integral transformations on φ  and ψ  

respectively (Eqs. 4 and 5), leads to simple equations on their transforms Tφ  and 
Tψ . The solutions φ  and ψ  are then deduced by inverse integral transforms. 

Fourier transforms of displacement components can be written: 

),,()(),,( ωωωξ zrFz Uriu r =  (10) 

),,()(),,( ωωωξ zrFz U ziu z =  (11) 

where ),,( ωzrU ri  and ),,( ωzrU zi  represent the transfer functions for the radial 
and axial components of the displacement respectively. These are given by: 
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With: 

2/1222/1222222 )()(4)2()( TLT KKKG −−−−= ξξξξξ  (13) 

4. Results 

To simulate the displacement provided by the two models, the situation of a 
circular transducer of radius a, transmitting ultrasonic waves in a semi infinite 
block of steel is examined. (Figs. 1 and 2) compare the results predicted by 
Lhémery with the exact solution obtained of Djelouah for the axial and radial 
components of the particle velocity, zυ  and γυ  respectively. The field is calculated 
at the axial distance “ mm15=z ” at various radial distances. In order to interpret 
these results, the following notations in (Figs. 1 and 2) are used. Op indicates the 
compressional direct plane wave which arrives at instant lt0 . OBl (respectively 
OBt) indicates the compressional edge (respectively shear) wave on the axis 
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( 0=r ). OBl1 indicate the contribution of the compressional waves (respectively 
shear waves) resulting from the nearest edge of the source, which arrives at the 
observation point at instant lt1 . 

OBl2 indicates the contribution of the compressional waves (respectively shear 
waves) resulting from the farthest edge of the source arriving at the observation 
point at instant lt2 . In the field region ( )ar ≤≤0 , so-called “region of direct 
radiation”, and on axis ( 0=r ), the axial component of the particle velocity zv  
obtained by the application of the two models is the sum of three components 
(Fig. 1a): the first one, which has the same waveform as the “excitation” arrives at 
instant lt0  and is called “compressional plane wave”. 

 

 

 

II I 

 
Fig. 1. Temporal variation of the axial components of the particle velocity radiated by a circular 
transducer ( a  = 10 mm), at 0z  = 15 mm and (a): 0 mmr = , (b): 5 mmr =  and (c): 

mm 51=r  
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The second component, of low amplitude compared to the plane wave and of 
opposite polarities is called “compressional edge wave”. The third component 
which has the lowest amplitude and the same polarity as the plane wave is called 
“shear edge wave”. Out of axis ( 5=r mm), the velocity field is constituted of three 
edge waves of small amplitudes in addition to the plane wave which interfere with 
the first longitudinal edge wave (Fig. 1b). 

In the region ( ar ≥ ), so-called the “shadow region”, the ultrasonic field is 
constituted of four edge waves (longitudinal and transversal) of small amplitudes 
(Fig. 1c). Note the existence of a wave of small amplitude (encircled) at instant 

ttt 0min =  (Fig. 1a, b) and which corresponds to a “transversal plane wave”, which 
has no physical significance. In Fig. 2 and for the two models, in the region 
( )ar <≤0  and on axis, the radial particle velocity is the sum of two components. 

I II 

 
Fig. 2. The temporal variation of the radial components of the particle velocity by a circular 
transducer ( a =10 mm), at z0 = 15 mm and (a) mm 0=r , (b) mm 5=r  and (c) mm 51=r  

The first one is called “compressional edge wave” and the second one 
“transversal edge wave” (Fig. 2a). Note that the radial component of the particle 
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velocity is null on axis. At 5=r mm, a radial component of the particle velocity 
consists of four visible pulses corresponding to two edge waves (longitudinal and 
transversal) respectively. For the region ( ar > ) and at 15=r mm, one can notice 
an interference between the second edge longitudinal wave and the first edge 
transversal wave resulting from the nearest and farthest edge of the transducer 
respectively. 

5. Discussion and conclusions 

The objective of our work is to model the impulse ultrasonic field radiated in the 
isotropic solids in all points of the solid. In this order, the first step was to recall 
the theoretical bases of the propagation in an elastic medium and to choose the 
model which approaches reality and permits field calculation in a reasonable time. 
The great advantage of the Lhémery method remains the computation time (much 
less than one second on a personal computer for the two axial and radial 
components). Efficient calculation of the ultrasonic field can be included in a more 
general program of calculation to predict radiation, propagation and reception of 
the short pulses resulting from defects in solids. 

Numerical calculations based on exact solutions are very tedious but allow the 
interpretation of physical phenomena and show all four types of waves propagating 
in the solid. The temporal variations of the velocity field predicted by Lhémery 
and those calculated by using the exact theory are overall in good agreement. 
According to the approximations made by Lhémery the ultrasonic field radiated 
close to the solid surface such Rayleigh and head waves are not revealed. This is 
not the case for the “exact” model. Lhémery model predicts the behaviour of the 
longitudinal and transversal volume waves. A small pulse arriving at instant tt0  
corresponding to a time of flight of a “shear plane wave” to the field point is 
observed. This shear wave has no physical explanation. 
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Abstract In this work, we investigate elastic properties of intrinsic Na1.5Co2O4 and Ag-doped 
Na1.5Co2-xAgxO4 with 0 < x ≤ 0.5. Such properties, seldomly investigated, are very importance in 
many device applications and in fundamental understanding of inter-atomic forces and varying 
bonding structures. Hence, we first deduce the values of propagating surface acoustic wave 
velocities as well as bulk and Poisson ratio for intrinsic and doped structures. It was found that  
as Ag doping increases, longitudinal velocities vary form 4057 to 5620 m/s whereas shear 
velocities from 2338 to 3268 m/s. The calculated reflectance functions put into evidence that 
critical angles correspond to the excitation of longitudinal and Rayleigh modes depend on Ag 
doping. Moreover, the deduced acoustic materials signatures exhibited periodic behaviors; they 
were also shown to be very sensitive to the Ag addition that lead to an increase in Rayleigh 
velocities accompanied with an enhancement of the curves amplitude. 

Keywords: Mechanical Properties, Na1.5Co2O4, Acoustic Signatures, SAW Velocities, Doping 
Effects. 

1. Introduction 

Cobalt oxide systems are new materials which have recently attracted increased 
attention due to their superconductivity. The most promising synthesized sodium 
cobalt oxide NaxCo2O4, formed out of oxide sheets (O2 and Co atoms) having Na 
atoms in between, can be doped by the introduction of Ag atoms. The investigation 
of layered cobalt oxides concerns both solid-state physicists and chemists because 
of various unusual physical properties and their technologically important properties, 
such as fast-ion conduction for battery materials and large thermopower in thermo-
electric coolers [1, 2]. In particular, unconventional superconductivity found in 
Na0.35CoO2 1.3H2O much stimulates our intellectual curiosity, because the origin of 
the superconductivity seems to be associated with rather unusual spin-triplet-type 
electron pairing with ferromagnetic spin-fluctuation [3, 4]. Another interesting 
property of NaCo2O4 is the relatively high carrier concentration in spite of being 
an oxide; oxides in general have been regarded as unsuitable for thermoelectric 
application because of their poor mobility. A large thermoelectric power is an 
important factor from the point of view of application of compounds to high-
performance thermoelectric device. The physical properties of such materials have 
been widely studied but their elastic properties are poorly investigated despite 
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their great importance in many device applications and in fundamental under-
standing of inter-atomic forces and varying bonding structures. In this context, we 
investigate intrinsic Na1.5Co2O4 and Ag-doped Na1.5Co2-xAgxO4 with 0 < x ≤ 0.5. 
We first deduce their mechanical properties such as bulk modulus, B, Poisson 
ratio, ν, as well as longitudinal and shear surface acoustic wave, SAW, velocities. 
Then calculate reflection coefficients as well as acoustic materials signatures for 
all intrinsic and doped materials. Finally, Rayleigh velocity on Ag doping is also 
reported. 

2. Materials and methodology 

2.1. Materials 

Thermoelectric materials of Na1.5Co2−xAgxO4 (x = 0, 0.1, 0.2, 0.3, 0.4, 0.5) were 
prepared from the powder precursors obtained from the polymerized complex 
(PC) method [5]. Figure 1 shows the schematic view of the oxygen network of the 
CoO2 block in NaCo2O4. Edge-shared distorted octahedra (and Co in the center of 
them) form a triangular lattice. Na cations and CoO2 blocks alternately stack along 
the c axis to make a layered structure. To study, nondestructively, the mechanical 
properties of these structures, the best method would be scanning acoustic micro-
scopy, SAM, which distinguishes between modulation of the signal by the viscous 
properties of a material and its elastic properties. The first is represented by acoustic 
attenuation, the latter by the acoustic impedance. Deformation by the ultrasound 
waves is extremely small (in the subnanometer range). Hence, elastic properties of 
a variety of materials may be determined, qualitatively and/or quantitatively, via the 
scanning acoustic microscopy technique based on the emission and reflection of 
surface acoustic waves. 

Fig. 1. Schematic representation of oxygen networks of CoO2 block in NaCo2O4 
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2.2. Formulation of elastic parameters 

Elastic properties of isotropic materials of density, ρ, can be expressed in term of 
independent parameters, shear modulus, G, Young’s modulus, E, bulk modulus, B, 
and Poisson ratio, ν. These parameters can be determined by ultrasonic longitudinal 
sound velocity VL and shear sound velocity VS as follows: 
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2.3. Acoustic signatures 

The most important property of quantitative scanning acoustic microscopy is the so-
called V(z) signatures. These acoustic signatures show the variation of the voltage, 
V, generated by an acoustic microscope as the distance, z, between the microscope 
lens and the specimen when the latter is displaced in the z direction towards the 
lens. V(z) curves are used for measuring different properties of materials: evaluation 
of velocity and attenuation of surface waves [6, 7], measurement of coating thickness 
[8], anisotropy investigations [9, 10] crack detections [11] surface hardening 
measurement [12], determination of residual stress patterns in materials [13]. To 
better clarify the SAM instrumentation and principle, we illustrate its schematic 
diagram in Fig. 2 together with the ray trajectories in the system. The acoustic lens 
is located above the specimen while the coupling fluid ensures good SAW 
transmission in between. It is now well established [14, 15] that, after being reflected 
by the object, principally two types of rays can reach the transducer, which is 
mounted at the top of the lens rod. One type of rays is critically reflected rays, 
generally at Rayleigh angles, ray 1 in Fig. 2. This ray undergoes some horizontal 
shift. The second types are centrally reflected rays which strike the object vertically. 
Ray 2 comes back to lens after being reflected by the top surface of the specimen. 
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Then by keeping the lens and the sample at a fixed (x, y) position whereas 
translating the lens towards the object in the z direction; one observes a series of 
oscillations in the transducer output as a function of z. This is because the axial 
and Rayleigh rays that contribute to signal at the transducer will alternate between 
being in phase and out of phase. 

 
Fig. 2. Schematic diagram of the acoustic microscope experimental setup 

The dependence of the variation of the signal output, V, on the defocus z can be 
modeled and expressed as [16]: 

∫ ⋅=
2

0

cos22 cossin)()()(
π

θ θθθθθ dePRzV kzi  (5) 

where θ is the angle between a wave vector (k) and the lens axis (z), P(θ) is the 
pupil function of the lens, and R(θ) is the reflection function of the specimen. 

From the spatial period, ∆z, of the resulting oscillations in V(z), Rayleigh 
velocity, VR, can be deduced [17]: 
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where, VLiq is the velocity in the coupling fluid and f the operating frequency. 

2.4. Reflectance function 

The reflectance function, ( )θR , which is a complex function admitting a modulus 
⏐R⏐ and a phase ϕ , is calculated by solving the acoustic Fresnel law and can be 
written in terms of the angles SL   θθθ ,,  that the incident ray make with the normal 
to the surface [14, 15, 18, 19]; subscripts L and S stand for layer and substrate. It 
depends on the coupling liquids-isotropic solid boundary conditions (impedance 
Z, density, incidence angle θ  and velocity of different wave modes). 
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Moreover, the choice of the coupling liquid is an important point that has to be 
mentioned. Several characteristics are involved in the choice of the liquids studied 
as coupling fluids. The main factors are the velocity of the acoustic waves and 
their attenuation in the liquid, as well as the chemical reactivity of the liquid with 
the materials constituting the lens and the sample. The velocity of the longitudinal 
mode of acoustic waves in liquids increases with the interactions between 
molecules [20]. The choice of fast coupling fluids should be directed towards 
polar liquids. Water is one of the more polar solvents. In the present work, we 
used water as coupling liquid whose VL = 1,500 m/s and ρ = 1,000 kg/m3. 

3. Results and discussions 

3.1. Acoustic parameters 

It should be stressed that only few results were reported on Na1.5Co2O4 elastic 
properties; very recently Seetawan et al. [21] published some measured results of 
E and G of Ag doped material. In this work, making use of such results and 
relations 1 to 4, we first determine the whole set of acoustic parameters (ν, B, VL 
and Vs) of doped Na1.5Co2−xAgxO4 (with x = 0; 0.1; 0.2; 0.3; 0.4; 0.5). Summarised 
in Table 1 are the calculated values of Poisson ratio, bulk modulus, longitudinal 
and shear velocities. The effect of varying the Ag concentration is clearly 
observable due to density changes in the material structures as well as to atomic 
bounding. In fact, the microstructure of the non-doped sample is composed of 
significantly coarse grains about 10–20 μm in size and it leads to low density. On 
the other hand, the microstructure of the Ag-doped sample is composed of 
significantly fine grains and Ag particles around 10 μm in size that precipitate on 
the grain boundary and it leads to high density. 

Table 1. Measured and calculated parameters of Na1.5Co2−xAgxO4 with 0 < x ≤ 0.5 

Experimental [21] Calculated Sample composition 
ρ (kg/m3) E (GPa) G (GPa) ν B (GPa) VL (m/s) VS(m/s) 

Na1.5Co2O4 3640 49.8 19.9 0.251 33.68 4057 2338 
Na1.5Co1.9Ag0.1O4 3870 67.4 27.0 0.248 44.61 4564 2641 
Na1.5Co1.8Ag0.2O4 4030 91.5 36.6 0.250 61.00 5220 3014 
Na1.5Co1.7Ag0.3O4 4040 81.7 32.7 0.249 54.30 4923 2845 
Na1.5Co1.5Ag0.5O4 4250 113 45.4 0.245 73.71 5620 3268 
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3.2. Ag-doping effects on |R(θ)| 

As mentioned above the reflection coefficient is complex-valued function; therefore 
we separately calculate its amplitude (modulus) |R(θ)| and phase from Eq. 7 for 
waves incident on the structure: water half-space/Na1.5Co2−xAgxO4. The results 
obtained for the amplitude are illustrated in Fig. 3 for undoped (x = 0) and other 
different Ag doping (0.1; 0.3; 0.4 and 0.5). It can clearly be noticed that, when the 
incident angle increases, all the curves exhibit similar behaviour: (i) a saturation, 
(ii) a sharp peak, (iii) another saturation, (iv) a smooth increase and (v) a final 
saturation with │R│ = 1 corresponding to the case where no energy can be 
propagated. However, we also notice that as Ag doping increases several features 
can be observed: 

 
Fig. 3. Amplitude of reflection coefficient as function of incident angle, with water coupling, of 
Ag-doped Na1.5Co2−xAgxO4; ( x = 0, 0.1, 0.3, 0.4 and 0.5) 

I. The displacement of all these critical angles is towards lower values (with 
water coupling) when the amount Ag doping increases. 

II. The value for zero angle of incidence θ = 0 varied by small amount from 
undoped compound. This small variation corresponds to the slight change 
in the crystal structure due to adding Ag. 

III. The cusps near (θL = 21°; 19°; 17.9°; 17.5° and 15.2°) where ⏐R⏐ for all 
curves first rises to one, which corresponds to the longitudinal-wave 
critical angle of Na1.5Co2−xAgxO4 ( x = 0; 0.1; 0.3; 0.4 and 0.5) respectively. 

IV. The kink near (θS = 38.5°; 34°; 31.2°; 30° and 27.2°) where the value of 
⏐R⏐ next rises to one, which corresponds to the shear-wave critical angle 
for Na1.5Co2−xAgxO4; (x = 0; 0.1; 0.3; 0.4 and 0.5) respectively. 

V. The constancy near (θR = 40.5°; 35°; 32.3°; 31° and 28°) just past the kink, 
which corresponds to the Rayleigh-wave critical angle for water- 
Na1.5Co2−xAgxO4; (x = 0; 0.1; 0.3; 0.4 and 0.5) respectively. 

3.3. Ag-doping effects on R(θ) phase 

The phase of reflection coefficient is illustrated in Fig. 4 as a function of incident 
angles for water/Na1.5Co2-xAgxO4; at different Ag doping levels (x = 0; 0.1; 0.3; 
0.4 and 0.5). 
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The phase of R(θ), experiences several small fluctuations around the longitudinal 
critical angle (θL = 21° to 15.2°), but its most dramatic behavior (a 2π transition) 
occurs around the Rayleigh-wave critical angle (θR = 40.5 to 28°). The deduced 
variations of critical angles (θL and θR) with Ag doping are regrouped in Table 2 
whose analysis confirms all the above behaviors obtained with amplitude ⏐R⏐. 

Fig. 4. Phase of reflection coefficient as function of incident angle, with water coupling, of  
Ag-doped Na1.5Co2−xAgxO4; (x = 0; 0.1; 0.3; 0.4 and 0.5) 

Table 2. Deduced critical angels and velocities of longitudinal and Rayleigh modes for different 
Ag-doping in Na1.5Co2−xAgxO4 

x 0 0.1 0.3 0.4 0.5

L [deg.]θ 21 19 17.9 17.5 15.2

R [deg.]θ 40.5 35 32.3 31 28
VL [m/s] 4045 4558 5193 4911 5036
VR [m/s] 2217 2402 2633 2698 3009

3.4. Doping effects on V(z) curves 

Acoustic signatures, or V(z), can be either measured experimentally or determined 
theoretically. In the present investigation, we considered the latter case via the 
application of Eq. 5 deduced by the angular spectrum model [16]. 

In Fig. 5, we illustrate the calculated acoustic signatures for a 50° lens opening 
angle, a frequency of 140 MHz and water coupling. It can be seen that there are 
strong oscillations, where a series of periodic maxima and minima occurs, 
characterized by a period ∆(z). 

This region is characteristic of the sample’s acoustic properties. The patterns 
vary with the material doping, as do the depths of the minima and the relative 
magnitude of the maxima which on Ag doping as well. 

421 

20 30
Incident angle [deg.]

40

A
g 

0

A
g 

0.
1

A
g 

0.
3

A
g 

0.
4

A
g 

0.
5

50

0

–π

+π

10

P
ha

se
 o

f r
ef

le
ct

io
n 

co
ef

fic
ie

nt
[r

ad
.]



I. Al-Suraihy et al. 

Fig. 5. V(z) of Ag-doped Na1.5Co2−xAgxO4 (x = 0; 0.1; 0.3; 0.4 and 0.5) 

3.5. Analysis of V(z) curves 

To analyze and quantify acoustic signature of Fig. 5, we first subtract the effect of 
the acoustic lens signal from these curves to obtain the real material signatures as 
shown in Fig 6a. Then, these periodic signals can be quantified through fast 
Fourier transform (FFT), a spectral method used in numerical signal processing. 
Figure 6b displays the obtained spectra; it clearly puts into evidence the evolution 
of the shape of the FFF curves, deduced from the acoustic signature of the Na1.5Co2-x 
AgxO4 with 0 < x ≤ 0.5 and its related attenuation of the propagation mode. 

Fig. 6. Analysis of acoustic signatures plotted in Fig. 5 
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The peak corresponding to the longitudinal mode appears for all Ag doping 
concentration. The magnitude of VL peaks is weakened with increase of the 
doping amount. The Rayleigh mode, VR, merges in a single widened peak. As a 
consequence; the velocity VR of the Rayleigh mode is obtained and moved to the 
lower value of ray number which means that VR increase with increase Ag. 

3.6. Doping effects on velocities 

Since, under the present simulation conditions, Rayleigh mode dominates all other 
types of propagating surface acoustic waves. From Eq. (6) we were able to deduce 
the dependence of Rayleigh velocities, VR, of Na1.5Co2-xAgxO4. After FFT analysis, 
it was found that (see Table 2, last two lines) as the doping amount increases from 
0 to 0.5 the Rayleigh velocities vary form 2,217 m/s to 3,009 m/s; similarly 
longitudinal velocities vary form 4,045 m/s to 5,591 m/s. Hence, all investigated 
acoustic parameters (Young’s and shear moduli as well as longitudinal, shear and 
Rayleigh velocities) exhibit an identical increase with additional Ag doping. 

4. Conclusions 

Elastic properties of intrinsic and Ag doped Na1.5Co2-xAgxO4 with 0 < x ≤ 0.5 were 
deduced. The parameters of the former case were found to be B = 19.9 GPa, 
ν = 0.251, VL = 4057 m/s, VS = 2338 m/s and VR = 2217 m/s. Whereas, it was 
shown that the introduction of Ag doping atoms lead to some variations in the 
above parameters. These variations are the result of the microstructure of the Ag-
doped sample that is composed of significantly fine grains and Ag particles that 
precipitate on the grain boundary. Moreover, these changes were also put into 
evidence via the calculation of reflectance function and acoustic signatures. 
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Abstract In a variety of industrial applications, modelling compressible inelastic free-surface 
flows remains a numerical challenge. This is largely due to the physical phenomena involved and 
the computational cost associated with the simulations of such flows. In particular, the die-swell 
benchmark problem is characterised by specific features. These are related to the presence of a 
sharp separation point at the die-exit, the location and the shape of the free-surface, and 
additionally the consideration of fluid compressibility under various forms of material modelling. 
In this article, a time-marching pressure-correction scheme is considered to solve both 
incompressible and compressible inelastic flows. This is achieved via a pressure-based approach 
within a finite element framework employing efficient high-order time-stepping schemes. A 
Tait-type model is utilised to express the equation of state that links density to pressure, so that 
pressure is retained as a primary variable. Various material models are considered in this 
numerical study for the die-swell problem, where the material rheological characteristics have a 
direct impact upon the location and form of the free-surface. Initially, unyielded material is 
considered through Newtonian and power-law assumptions. Further complication is then 
introduced through the Bingham model, where fluid yield stress is taken into account. More 
general rheological modelling is constructed via the Herschel–Bulkley model, combining 
inelastic behaviour with yield stress presence. This is complimented by relaxing incompressible 
assumptions, allowing the effects of compressibility to enter the problem. Results are presented 
for steady and transient flow scenarios and numerical solutions are validated against published 
data. There is Focus upon on the effect of variation in compressibility parameter setting, inertia 
level, power-law index and yield stress level, with regard to the evolving shape/location of the 
free-surface and the response in extrudate swell. Extrudate swell is observed to decline with 
decrease in power-law index. With increase in Reynolds number, extrudate swell decreases 
before finally reaching a plateau at high Reynolds number, in agreement with experimental 
results. Swelling also decreases with rise in yield stress levels. The combination of these 
parameters within the compressible Herschel–Bulkley model renders it difficult to predict, a 
priori, the outcome in terms of die-swell behaviour. 

Keywords: Die-Swell, Inelastic, Power-Law, Bingham, Herschel–Bulkley Model, Yield Stress. 

1. Introduction 

Nowadays, extruded materials include metals, ceramics, polymers, paints, coatings 
and food products. Much research has focused attention on low-pressure, high-flow 
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extrusion processes in an effort to better understand and prevent interfacial 
instabilities. The die-swell problem naturally introduces free surface modelling, 
provocative transient evolution states, material rheology and influence of com-
pressibility. In spite of a variety of industrial applications, modelling compressible 
free surface flows itself remains a numerical challenge, largely due to the physical 
phenomena involved. For example, the free surface of the jet introduces mixed-
type boundary conditions on the flow. Various slip (velocity) conditions may be 
pertinent on the tube wall, while the jet itself supports traction (or stress) boundary 
conditions. This local and sudden change in the type of boundary conditions will 
generate a singular stress field, accompanied with steep velocity gradients. There 
are many approaches to treat free surface computations, such as the volume of 
fluid technique (VOF), marker and cell method (MAC) and the arbitrary Lagrangian 
Eulerian (ALE) scheme. Most studies have assumed incompressible flow and 
unyielded material through Newtonian or power-law model. A yield stress response 
may be adapted through the Bingham model, or with inelastic effects, through the 
Herschel–Bulkley model. To date, the extrusion problem has attracted much interest 
within the literature. Beverly and Tanner [1] analysed the effects of yield stress on 
extrudate swell in a tube, and found that yield stress inclusion reduced the degree 
of swell. Mitsoulis and co-workers [2] studied entry and exit flows of Bingham 
fluids, observing the presence of unyielded regions within the flow. Compressible 
viscoelastic domain remains relatively uncharted in the literature, Georgiou [3] 
has addressed non-Newtonian inelastic fluid modelling for compressible flows, 
expressing interest in slip effects. In addition, compressible flow computations 
were covered by Webster and co-workers [4, 5]. 

2. Governing equations 

For compressible Newtonian fluid flow under isothermal setting, the governing 
equations may be expressed in non-dimensional form as: 

( ) 0=⋅∇+
∂
∂ u 

t
ρρ  (1) 

p-uu t
t
u

∇∇⋅−⋅∇=
∂
∂ ReRe  (2) 

where field variables are ρ , u, τ , p, for density, velocity, stress and pressure, 
respectively. 00 /Re μρ lU ⋅=  represents the conventional dimensionless Reynolds 
number. 

Stress is related to field kinematics through a constitutive law, which is defined 
for compressible Newtonian fluids as: 
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( )( )ijijij ud δμτ ⋅∇−= 32  (3) 

where μ is the viscosity (constant or function of shear-rate, see on), δij is the 
Kronecker tensor, Tuud ∇+∇=2 is the rate of deformation tensor, and the 2/3 
term vanishes under incompressible assumptions. Further equations are necessary 
(see below), relating to free surface computation, material modelling and 
compressibility considerations. 

2.1. Compressibility considerations 

Under compressible flow settings, the modified two-parameter (B,m) Tait equation 
[6], is considered to relate density to pressure. Thus, 

( ) mBBp ρ=+  (4) 

By differentiating the equation of state, one gathers [4]: 

( )
( )
2

,txcBpmp
=

+⋅
=

∂
∂

ρρ
 (5) 

where ( )txc , is the derived speed of sound. Such dependencies have influence upon 
transient evolution. 

2.2. Free surface considerations 

Under the extrusion flow problem, no-slip boundary conditions are assumed along 
the wall, and free kinematic conditions on the free surface. This generates a singular 
stress field at the die-exit. On the free surface, zero normal velocity, zero shear 
stress and normal stress are set. We appeal to the evolving free surface equation: 

z
hu

t
h

zr ∂
∂

−=
∂
∂ υ  (6) 

where ( ) ( )tz/ trv uu zr ∂∂∂∂== ,/, is the velocity vector and h=h(x,t) is the radial 
height. The die-swell ratio is defined as χ= hf /h0, where hf and h0 are the final 
extrudate radius and die radius, respectively (see Fig. 1). 

An ALE-technique is performed to radially adjust mesh. 
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2.3. Material modelling considerations 

The so-called ‘yield stress τ0’ (first introduced by [7]), governs the transition from 
solid-like to liquid-like response. It is the presence of yielded and unyielded 
regions across the domain, which provides the intrinsic discontinuity within the 
model. To overcome this deficiency, several modifications have been proposed 
(see on). The power-law model allows for a degree of deviation from Newtonian 
behaviour (n = 1). Thus, shear-thinning is observed for n < 1, and n > 1 corresponds 
to shear-thickening. The generalised Herschel–Bulkley (HB) model provides further 
rheological richness, incorporating both power-law type and Bingham type. 

2.4. Flow equations 

For non-Newtonian fluids, the viscosity is considered as a nonlinear function of 
the second invariant (Πd) of the rate-of-strain tensor (dij), which modifies (3) 
accordingly. A Bingham material remains rigid when the shear-stress is below the 
yield stress τ0, but flows like a Newtonian fluid when the shear-stress exceeds τ0: 

γτμτ &⋅
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

Π
+=

2
1

0

2 d

 for 2
0ττ >Π ; and 0=γ&  for 2

0ττ ≤Π  (7) 

Papanastasiou [8] proposed a modified Bingham model, by introducing a 
regularisation stress growth exponent (m) to control the rate-of-rise in stress, in the 
form: 

γτμτ &⋅
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Other rheological derivations to accommodate for shear characteristics, may be 
considered through power-law model: 

( ) γγτ && ⋅⋅= −1nk  (9) 

where k is the consistency parameter. 

It is the Herschel–Bulkley (HB) model that incorporates both a yield stress  
and shear behaviour. To address the shortcoming of infinite apparent viscosity at 
vanishing shear-rates, Mitsoulis [9], Alexandrou et al. [10] introduced the modified 
HB-model, viz: 
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3. Numerical discretisation 

A time fractional-staged Taylor-Galerkin incremental pressure-correction (TGPC) 
framework is considered (see [4, 5] for derivation). The first phase involves a 
predictor-corrector doublet (Lax-Wendroff ) for velocity and stress. The second 
phase is a pressure-correction scheme that ensures second-order accuracy in time. 
A third phase recaptures the velocity field at the end-of-time step loop. Triangular 
tessellation is employed based on a quadratic velocity and linear pressure 
interpolations. For density, a piecewise-constant interpolation is employed, with 
recovered density gradients, over an element. The discrete compressible TGPC 
may be expressed via Eqs. (11–14). Note, the equations for compressible and 
incompressible flows differences appear mainly under the continuity equation (13). 
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4. Numerical results and discussion 

Our approach is to start by analysing an incompressible Newtonian fluid and then 
systematically introduce further complexity through inertia, compressibility, genera-
lised Newtonian and HB representation. The capillary radius is held constant 
(unity) and only half of the die-swell domain is analysed (symmetry). Applied 
boundary conditions and die-swell dimensions are supplied in Fig. 1. 

P =0

Ur=0,  
Vz (p) 

P =0R Ur=Vz =0 

Ur= Vz =0 

Z 

hf lfs lw h0 
Three meshes:  
M2-4  lw=2, lw=4 
M4-6  lw=4, lw=6 
M2-10  lw=2, lw=10
 

 
Fig. 1. Die-swell schema 

4.1. Newtonian case 

4.1.1. Effect of die-swell design and mesh consistency analysis 
Effects of mesh refinement, extrudate length and capillary length on the swelling 
ratio are analysed. During the transient development, one observes a common 
maximum swelling at the same location followed by different swelling ratio steps 
in the jet, being larger with longer jet-lengths. 

Once a steady development is achieved, swelling height reaches the ratio of 
1.13, independent of the level of refinement used. The transient pressure response 
is achieved instantaneously, following a linear development trend in pressure-drop. 

4.1.2. Effect of inertia 
A generally accepted finding is that under incompressible assumptions, the jet 
swelling reduces as inertia (Re) increases, see Georgiou and co-workers [11]. This 
is clearly illustrated in Fig. 2, when based on mesh M2-4, we detect two distinct 
regions: below Re = 7.5, there is expansion through jet swelling, whilst, above this 
Re-level, we observe compression of the jet, reaching a plateau of χ = 0.91 at 
larger levels of Re > 40. There is a clear evidence of pressure-drop reduction as 
Re-increases. 
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4.1.3. Influence of compressibility 
For Newtonian fluids and various compressible settings (Ma =  0.0 to Mamax = 0.55), 
the free surface shape and extrudate swell-ratio are insignificantly affected by the 
three proposed die-swell designs and mesh refinements. This fact was also high-
lighted by Georgiou [12]. This is mainly due to the imposition of no-slip boundary 
conditions on the wall. Detailed analysis of various slip conditions is the subject of 
a future study. 

Re

χ

0 20 40 60 80

0.9

1

1.1

1.2

Jet expansion 

Jet compression 

Re=7.5  
Fig. 2. Inertial effect on jet swelling; incompressible, Newtonian 

4.2. Inelastic power-law representation 

4.2.1. Effect of power-index (n) 
The variation of swelling ratio with power-index is depicted in Fig. 3. , under 
k = 1.0. Here, a longer channel length (M4-6) is selected to allow for the full 
development of the velocity profile from its parabolic inlet state. In agreement 
with Mitsoulis [13] findings, the general trend is that die-swell increases with the 
increase of power-law index n, except in the range 0 < n < 0.2, where a slight 
contraction or negative swell is observed. 
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Fig. 3. Die-swell as a function of power-law index n for the power-law model 
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4.3. Viscoplasticity-Bingham yield stress 

We analyse the effect of yield stress on the flow based on the modified Bingham 
model. The (χ)-response against Bn is shown in Fig. 4. 
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Fig. 4. Swelling ratio as function of yield stress with modified Bingham model 

We observe a substantial decrease of swelling for levels of yield stress above 
0.1, whilst there is a sustained plateau in swelling for Bn below 0.01, as in [13]. 
Similarly, the pressure-drop increase with increased yield stress, as the increase is 
more pronounce for Bn > 0.1, whilst, pressure remains relatively constant over the 
low Bn-range. 

4.4. Herschel–Bulkley modelling 

Swelling under the HB-model is governed by the variation of both power-law 
index n and yield stress τ0. At steady-state, the swelling under n = 0.9 and τ0 = 0.1 
reaches a level of χ = 1.1, as already observed under power-law modelling (Fig. 
3). This position is not affected by the yield stress level over this plateau range of 
Bn-value (see Fig. 4). Steady-state shear-rate and viscosity contour plots for n=0.9 
and two levels of Bn=10−3 and 10−1 are depicted in Fig. 5. The shear-rate contours 
are similar for both levels of yield stress, whilst there is a clear increase in the 
maximum viscosity attained at larger τ0 applied. 

 a) Bn=10-3 b) Bn=10-1 
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Fig. 5. Shear-rate and viscosity contours for a) Bn = 0.001 and b) Bn = 0.1 
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5. Conclusions 

The die-swell benchmark problem naturally introduces free surface modelling, 
sharp separation point at the die-exit, provocative transient evolution states and 
material modelling. Focus is placed on the jet shape dynamic evolution and the 
free surface location. Steady and transient flow situations are presented under 
incompressible and compressible assumptions, with findings validated against 
recent published data. Initially, unyielded material is considered through Newtonian 
and power-law assumptions. Further complication is then introduced through the 
Bingham model, where fluid yield stress is taken into account. Subsequently, a 
more rheological generalisation is built via the Herschel–Bulkley model. 

The study demonstrated that extrudate swell is unaltered by compressibility 
considerations under no-slip wall conditions. However, it is expected that this position 
will be altered under slip-wall settings. The swelling is observed to decline with 
decrease in power-law index. Swelling also decreases with rise in yield stress 
levels. Therefore, predictions remain difficult, a priori, under the parameters 
combination within the Herschel–Bulkley model. Further challenges posed will be 
elevated from its generalised Herschel–Bulkley model, to a novel visco-elasto-
plastic material modelling, permitting a direct comparison across regimes for 
compressible representation, ranging from viscoplastic, to viscoelastic, to visco-
elasto-plastic alternatives. 
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Abstract The study of defected axisymmetric structures is among important industrial applications. 
Detection of such defects, and or the evaluation of intrinsic parameter leads to a better design of 
those mechanical parts. The first part of the conducting research concerns the evaluation of the 
stress intensity factors (SIF) in axisymmetric elastic structures with internal or circumferential 
edge crack using the dual boundary element method (DBEM). Its application to axisymmetric 
problems requires a stress (hypersingular) boundary integral equation together with the displace-
ment (standard) boundary integral equation, one applied to each side of the crack. This process 
requires a great algebraic handling due to the complexity of the axisymmetric kernels. Crack 
surfaces are discretized with discontinuous quadratic boundary elements to satisfy the existence 
of the finite-part integrals and the continuity of the unit outward normal at corners. SIF evaluation 
is done using displacements extrapolation at the crack tip. Examples of axisymmetric geometries 
are analyzed and obtained results are compared to others researchers. 

Keywords: Boundary Element Method, Cauchy Principal Value, Hadamard Finite-Part, Fracture 
Mechanics, Hypersingular Integrals, Linear Elasticity. 

1. Introduction 

The boundary element method has been successfully applied to axisymmetric 
elasticity during several years, starting with the works of Kermanidis [1], Mayr [2] 
and Cruse et al. [3]. Dual integral equations were introduced by Watson [4], in a 
formulation based on the normal derivative of the displacement equation in plain 
strain. Hong and Chen [5] presented a general formulation, which incorporates the 
displacement and the traction boundary integral equations. An effective numerical 
implementation of the two dimensional DBEM for solving general linear elastic 
fracture mechanics problems with finite-parts defined was presented by Portela  
et al. [6]. An axisymmetric hypersingular boundary integral formulation for elasticity 
problems was developed in De Lacerda and Wrobel [7, 8]. Hypersingular boundary 
integral equations (HBIE) are derived from a differentiated version of the standard 
BIE, considering the asymptotic behaviour of their singular and hypersingular 

435 

Materials and Structures, 435–443. 



N. Amoura et al. 

 

kernels with evaluation of stress intensity factors in, and propagation of cracks inside 
cylinder. The strongly singular and hypersingular equations in this formulation are 
regularized by De Lacerda and Wrobel by employing the singularity subtraction 
technique. Mukherjee [9] has revisited the same problem and interpreted the HBIE 
in a finite part sense [10]. The DBEM is a well-established method for the analysis 
of crack problems [11–14]. Its application to axisymmetric geometries requires the 
use of the stress boundary integral equation together with the displacement boundary 
integral equation. 

2. Standard and hypersingular boundary integral equations  
for axisymmetric elastic solid 

Axisymmetric geometry is obtained by a 2п rotation of a two-dimensional body 
about z-axis. Under an axisymmetric loading, displacements and stresses are 
independent of the hoop direction. As consequence of this axisymmetry, a 3-D 
domain is reduced to a 2-D one, and directions r and z are sufficient to define the 
problem. In the absence of body forces, the axisymmetric elasticity equation for an 
internal point of a linear elastic solid Ω with boundary Г has the following form: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) Γ⋅∫−Γ⋅∫=
ΓΓ

d Qu QPT Qd Qt QPU QPu jijjiji ,, αα  (1) 

With i, j= r, z, α(Q)=2пr(Q). 

P is the internal source point where the ring unit load is applied; Q is the 
integrating field point. r(Q): is the radial distance from the field point to the axis of 
symmetry and ur, uz and tr, tz are the radial and axial displacements and tractions 
respectively. Uij and Tij are the axisymmetric displacement and traction kernels, 
which are functions of the complete elliptic integrals of the first and second kind 
K and E [15]. Details on the singular behaviour of U and T are presented in 
reference [7]. When the source point is on Г and out of the axis of symmetry, U is 
a combination of regular and weak-singular (O ln r ) terms, whereas T includes 
regular, weak, and strong singular terms (O 1r − ). The case where P is on the axis 
of symmetry is still discussed in [7], but not reported here, since we consider an 
axial hollow geometry. For a source point P on the boundary Г, the displacement 
boundary integral equation (Eq. 1), in a limiting process, can be written for a 
smooth boundary: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) Γ⋅∫−Γ⋅∫=
ΓΓ

d Qu QPT Qd Qt QPU QPu jijjiji ,,
2
1 αα  (2) 
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The first integral on the right-hand side of Eq. (2) is of Riemman type since the 
integrand has at most a logarithmic singularity, while the second one is evaluated 
as a Cauchy Principal Value integral, (the sign on the second integral indicates 
CPV). An alternative approach to the solution of axisymmetric elasticity problems 
comes from the Somigliana identity for stresses. Differentiating the displacement 
equation (Eq. 2) with respect to directions r and z, substituting into the linear strain-
displacement equations and applying Hook’s law, an integral equation for stresses 
at boundary points can be obtained: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) Γ⋅∫−Γ⋅∫=
ΓΓ

d Qu QP SQd Qt QPD QP kijkkijkij ,,
2
1 αασ  (3) 

With i, j, k = r, z. Kernels Dijk and Sijk, are linear combinations of derivatives of 
Uij and Tij, and consequently, complete elliptic functions K and E. The first 
integral on the right-hand side of Eq. (3) is evaluated in the CPV sense, while the 
second one is also improper and must be evaluated in the Hadamard Finite-Part 
sense, (the sign on the second integral indicates HFP). Multiplying both sides of 
Eq. (3) by the normal components at the source point nj(P) leads to the traction 
equation: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) Γ⋅∫−Γ⋅∫=
ΓΓ

d Qu QP SQnd Qt QPD QnPt kijkjkijkji ,,
2
1 αα  (4) 

3. The dual boundary element method 

The advantage of the DBEM in solving fracture mechanics problems comes from 
the fact that only boundaries are discretized, which considerably reduces the size 
of systems to be solved. Crack propagation analysis is integrated without difficulties 
since only crack increments are added to the mesh. Discontinuous quadratic elements 
are employed for the discretization of both geometries (non-crack boundaries, and 
the crack itself). Discontinuous elements have their edge nodes shifted towards the 
centre of the element in order to satisfy, smoothness at the boundary nodes, 
continuity of the displacement derivatives, and boundary curvature at these points. 
Every crack element has two sides on witch equations (2) and (4) are applied to 
the elements of each side. A discretized system of equations is obtained where 
integrals over each element are evaluated. 
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4. Numerical treatments 

The evaluation of different integrals that arise in Eqs. (2) and (4) depends on their 
singularity. For regular integrals, Gaussian quadrature is straightforward, whereas 
for singular ones, special treatments are required depending on the singularity 
type. For weak singular integrals, a local transformation with Gaussian quadrature 
is employed to improve the accuracy of their evaluation [16]. The singularity 
subtraction method [6] is used for improper integrals (strong singular and hyper-
singular). In the neighborhood of a collocation node, the regular part of the 
integrand is expressed as a Taylor’s expansion of sufficient terms to isolate the 
singularity. The original improper integral is thus transformed into a sum of regular 
integral and an integral of a singular function. Standard Gaussian quadrature is 
then used for numerical evaluation of the regular integral, while the singular 
function is evaluated analytically. Elliptic functions K and E are approximated by 
polynomial expressions [15]. 

4.1. The stress intensity factors evaluation 

Near the crack tip, the elastic field is defined by an infinite series expansion that 
can be decoupled into mode I and II components [17]. Considering only the first 
term of the expansion, the displacement field on the crack surfaces is identical to 
the plane strain one. In a polar coordinate system centred at the crack tip, one can 
write: 

2 1
4(1 )( ) ( )

2I
ru u K

G
νθ π θ π

π
−

= − = − =  (5) 

1 1
4(1 )( ) ( )

2II
ru u K

G
νθ π θ π

π
−

= − = − =  (6) 

where G is the shear modulus, and ν the Poisson’s ratio, KI and KII are the stress 
intensity factors for the deformation modes I and II respectively, they can be 
computed from Eqs. (5) and (6), when the displacements on the crack surfaces are 
known. 

4.2. Crack propagation 

The crack growth direction is determined by the maximum principal stress criterion, 
which stipulates that the crack will grow perpendicularly to the principal stress 
direction at the crack tip. If KI and KII are known, this direction is calculated by the 
following expression: 
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( )1 212 8 /
4 I IItg k k k K Kθ − ⎡ ⎤= ± + =⎢ ⎥⎣ ⎦

 (7) 

where θ is measured from the crack axis in front of the crack tip. 

Once the growth direction is known, an increment of length δa is added to the 
crack at each tip. This procedure constitutes an extremely easy re-meshing approach, 
since the new increments contributes with a few extra rows and columns to the 
global system of equations, quickly assembled. 

5. Numerical applications 

5.1. Evaluation of the convergence of the method 

Different cases of axisymmetric cracks in a thick-walled cylinder are considered, 
using KSP code [19], with implementation of a new module for axisymmetric 
DBEM. The convergence of results using the crack displacement extrapolation is 
apparent from Fig. 1 as the number n of boundary elements increase. Less than 1% 
error was achieved with n = 32 for the two cases (internal and external circumferential 
crack) confirming the possibility to carry out good results using smutty meshes. 

 
Fig. 1. Evaluation of the error according to the full number of elements used to discretize the 
geometry 

5.2. Axially loaded thick-walled cylinder with circumferential crack 

Consider a thick-walled cylinder with internal radius Ri, external radius Re, height 
H and material properties E = 70,000 MPa and ν = 0.3, subjected to a tensile axial 
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stress σ = 1.0. The cylinder contains a circumferential crack (internal or external), 
with radius a perpendicular to the axis of symmetry at mid-height position. 

Normalized KI is computed for three values of the ratio Ri/Re and results are 
compared to those of the reference [18]. 

 
Fig. 2. Comparison of normalized stress intensity factor of an internal circumferential crack in a 
thick-walled cylinder 

 
Fig. 3. Comparison of normalized stress intensity factor of an external circumferential crack in a 
thick-walled cylinder 

A very close agreement can be seen for the two smaller values of the ratio, but 
the difference tends to increase as the thickness of the cylinder decreases for 
internal crack case (Figs. 2 and 3). 
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5.3. Cone crack propagation 

In this example, simulation of the propagation of a centred internal cone crack, in 
a thick-walled cylinder is illustrated under different static loading conditions. Data 
for this example are: Ri/Re = 0.4, H = 4a, initial crack length a/t = 1/12 and the 
cone crack is at 45°, E = 70,000 and ν = 0.3. 

The boundary mesh includes 20 discontinuous quadratic elements at each 
segment. At the crack, 10 equal discontinuous quadratic elements were initially 
located on each side. At each increment, the crack grows by two elements (one at 
each tip) of the same type and size of those used for the initial crack. For each load 
case, a crack trajectory is obtained, for a total of 20 crack increments (Fig. 4a–c). 
Similar previous results could not be found in literature for comparison but the 
present results are regular with each applied load. 

  

Initial Crack 

(b)   Tensile radial load 

(a) Tensile axial load

(c)   Combined tensile axial and  compressive radial load 

Initial Crack 

Initial Crack

Final crack trajectory Amplified deformed shape 

z 

r  
Fig. 4. Crack propagation of a cone crack inside a thick-walled cylinder under three different 
loading conditions 
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6. Conclusions 

Cracked axisymmetric elastic solids have been analyzed using the dual boundary 
element method. The DBEM incorporates two independent boundary integral 
equations with their corresponding fundamental solutions. 

Monomial transformation was applied to weak singular integrals, to improve 
precision with a reduced number of Gauss points. Singularity subtraction technique 
was applied to strong singular and hypersingular kernels, to allow evaluation of 
the Hadamard and Cauchy principal Value integrals.The use of discontinuous 
quadratic boundary element ensure continuity of the strains at the collocation 
nodes and then, the existence of the finite-part integrals. Stress intensity factors for 
circumferential or internal cracks were evaluated using the displacement extrapolation 
technique, and results were compared to analytical solutions. Accurate results 
were obtained for all treated applications. 
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Abstract  The finite element method and fracture mechanics concept were used to study the 
interfacial fracture of bimaterial structure. The effects of mechanical materials properties, 
position and orientation between crack and the bimaterial interface are developed. The numerical 
results show that the energy release rate of the interface crack is influenced considerably by these 
parameters. For the several examples studied, a good agreement is obtained with different 
authors in term of normalised stress intensity factor and the energy release rate. 

Keywords: Bi-material, Interface Crack, Mixed Mode, Stress Intensity Factor, Energy Release 
Rate, Finite Element. 

1. Introduction 

Many authors have studied the cracks in complex media as non-homogeneous 
materials. Recently, some researchers have been interested by the problems of the 
interfacial cracks in bimaterial plates. Marur and Tippur [9] have solved the interfacial 
crack problems in bimaterial plates analytically by the development of the stress 
field formulations into analytical series. Using the boundary element method 
(BEM), Liu and Nan Xu [13] have determined the stress intensity factors for a 
curved interfacial cracks. The same parameters have been expressed analytically 
by J.P. Shi [6] using the variational approach. In their paper, Bjerken and Persson 
[3] have used the crack closure integral method to determine the complex formul-
ation of the stress intensity factors for the cracks at the interface in bimaterial 
plates. For the cracks perpendicular to the interface, Wang and Stahle [12] have 
determined the stress field near the crack tip by using the Muskhelishivili’s 
potentials. Yilan and Hua [7] have calculated the stress intensity factors from the 
displacement equations near the crack tip for an edge crack perpendicular to the 
interface where the position of crack tip is at the interface. Using the photoelasticity 
experimental techniques, Cirello and Zuccarello [1] have studied the effect of 
crack propagation perpendicular to the interface in non homogenous media which 
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contains two dissimilar materials. The aim of this present study is to describe the 
effects of the position and the crack orientation with the presence of interfaces in 
bimaterial plates on the fracture parameters, especially the stress intensity factor 
(K) and the restitution energy rate (G). The influence of the crack length (a) and 
fracture mixed modes have been developed in this paper for the both cases when 
the crack is parallel and perpendicular to the interface. The results obtained 

2. Basic formula 

2.1. Stress field for the crack parallel to the bimaterial interface 

Fig. 1. Geometry of the crack and coordinate system in bimaterial plate 

The complex form of the stress field near the crack tip for a crack at the 
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),( θr  are the polar coordinates system and βα  , are the material indices 1 and 
2.ε  is the parameter that characterized the bimaterial specimen defined by the 
equation: 
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With: Dβ  is the Dundur’s parameter [5]. 

The complex stress intensity factor K  is defined as: 

κieKKiKK ⋅=⋅+= 21  (3) 

numerically have been compared to recent research works.

interface (Fig. 1) can be expressed as follows [8]: 
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where: ,κ  is the phase angle, which depends of the bimaterial constant .ε  

The functions ),( εθαβΣI  and ),( εθαβΣII are equal to unity along the interface 
ahead of the crack tip )0( =θ . For ,)0( ≠θ  the angular functions can be found in 
[10]. For ,0=ε  Eq. (1) reduces to the expression for the stress field close to a 
crack tip in a homogeneous material. For ,0=θ  the stresses 22σ  and 12σ  at the 
interface directly ahead of the tip are given by: 

ε

π
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The associated crack surface displacements, 1δ  and ,2δ  at a distance r behind 
the tip, ( )πθ =  are given by [3] as: 
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When the possibility of crack advance is considered, the energy release rate is 
often used as a measure of the driving force. For an interfacial crack, Malyshev 
and Salganik [2] showed that the energy release rate G, in terms of the complex 
stress intensity factor K is: 

( ) *2

2

cosh E
K

G
πε

=  (7) 

2.2. Stress field for the perpendicular crack to the bimaterial 
interface 

Consider the plane elastic problem as shown in Fig. 2. A finite crack is perpendi-
cular to a bimaterial interface. A Cartesian coordinate system oxy is attached on 
the interface. 
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The x axis is along the interface and the y axis is normal to the interface and 
coincident with the crack elongation direction [12]. Both materials are isotropic 
and homogeneous. The material I is occupied by the upper half plane 1S  and the 
materials II is occupied by the lower half plane 2S . 

Fig. 2. A finite crack perpendicular to a bimaterial interface 

Stress and displacement in an elastic solid can be represented by two 
Muskhelishivili potentials: 
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The complex potentials for an edge dislocation at ,SZ =  in an infinite elastic 
solid can be expressed as follows: 
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where xb  and yb  are the x- and y-components of the dislocation, νκ 43 −=  for 
plane strain, ν  Poisson’s ratio and μ  is the shear modulus. 

If the edge dislocation is embedded in material II and according to [11], the 
complex potentials are: 
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where Dα  and Dβ  are two Dundur’s [5] parameters. 

The crack can be considered as a continuous distribution of dislocations. Hence 
for this problem, we have: 
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,)(Tm ξ  is the first Chebyshev polynomial [12]. 

a and b are the distances from the crack tips A and B to the interface, 
respectively. 

3. Numerical simulations of cracks in bimaterial plates 

3.1. Cracks normal to the interface in bimaterial plates 

In this following application, we consider a bimaterial cracked specimens aluminium/ 
PSM-1 (W = L = 15 mm, t = 5.5 mm) as the ones used in [1] Fig. 3 by Cirello and 
Zuccarello. Different crack lengths have been chosen according to the geometric 
ratio (a/w = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99). 

The specimens are subjected to a global tensile force F = 6,600 N that it yields 
a stress field at the upper and lower edge of the plate as shown in Fig. 4. 
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Due to the symmetry according to the both axis of ),( yx reference, we have 
considered only the quart of the plate in the modelisation of the specimen as 
shown in Fig. 4. 

Fig. 3. Geometry of the cracked specimen subjected to the tensile loading [1] 

Fig. 4. Modelisation of bimaterial plates [1] 

Figure 5 shows the results of the stress intensity factors obtained numerically 
by FEM and those obtained by Cirello and Zuccarello in [1] using experimental 
RGB photoelasticity and a semi analytic relationship defined as: 
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where DD βα ,  are the Dundur parameters and 1λ  is the order of singularity. 

Fig. 5. Numerical FEM evaluation of normalised stress intensity factor vs. crack length 

a
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The values of the normalised stress intensity factor obtained numerically by the 
FEM [4] are in a good agreement with the ones evaluated in [1] by RGB experi-
mental photoelasticity and Eq. (13). In the Fig. 5, the presence of the crack in the 
less stiffened material and the effect of interface materials mismatch, yield a 
“closing” bridging stress intensity factor that decreases the stress intensity factor 
resulting from the external loading with the crack length i.e. when the crack tip is 
close to the interface. 

Fig. 6. Evaluation of the normalised SIF with the crack propagation and material properties 
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The numerical simulation in Fig. 6 shows the decreased tendency of the 
normalised stress intensity factors when the crack propagation is in the domain of 
material 1 (PSM-1, E = 3050 MPa, ν = 0.39). The same evaluation has been 
considered when the crack propagation is in the more stiffened domain of the 
bimaterial plate (Aluminuim, E = 64,300 MPa, ν = 0.33). 

In this case, the normalized stress intensity factor increases with the geometric 
ratio a/w. It is important to note that the ratio of the evolution of the IK  
parameter in Fig. 6 will be more significant when the geometric crack ratio is 
greater than a/w = 0.4; it means that when the crack tip is close to the interface. 

3.2. Cracks parallel to the interface 

In the following simulation, we try to show the effect of lateral position of the 
crack on the restitution energy rate G when the crack is located at a distance h 
from the interface. The evolution of parameter G is plotted in Fig. 7. The obtained 
results in Fig. 7 show that the G parameter increases when the crack is too far 
from the interface. The evolution ratio of this tendency depends on the material 
elastic constants of the domain containing the crack and the geometric factor a/w. 

Fig. 7. Evolution of G with the lateral position h of the crack 

The greater values of G are noted when the crack evolution is in the less 
stiffened domain (E = 206 GPa, ν = 0.30). 

3.3. Interface cracks in mixed mode 

This section concerns the effect of mixed mode and the mechanical properties of 
the bimaterial on the fracture parameters, especially on the restitution energy rate 
G. The specimen used in this application is a bimaterial plate containing an 
inclined edge crack with various geometric ratio (a/w = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6) 
and inclination angles. The cracked plate is subjected to a tensile loading (σg = 1 
MPa), Fig. 8. A finite element method is used for the modelisation of the 
specimen Fig. 9. The problem has been solved in plane stress. 
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   Fig. 8. Inclined edge crack in bimaterial plate Fig. 9. Finite element modelling of the crack 
tip near the interface 

After numerical resolution, the restitution energy rate values are plotted for 
several crack orientations and material positions in Fig. 10 in term of Geq given by 
Eq. (15). 

22
IIIeq GGG +=  (15) 

The graphs of Geq in Fig. 10 show that this parameter increases with the crack 
length. It is important to note that when the crack propagation is located in the 
more stiffened domain of the specimen (E = 304 GPa, ν = 0.27), the values of the 
restitution energy rate Geq decreased Fig. 10 for all studied inclination crack 
angles. 

Fig. 10. Restitution energy rate Geq vs. crack inclination angle and the ratio a/w 

4. Conclusions 

In this paper, the stress field near the crack tip has been studied for several 
orientations and positions of crack by means of numerical analysis. The oscillatory 
singularity of the stress and its complication for cracks along the interface has 
been considered in the evaluation of energy restitution rate G. When the crack is 
perpendicular to the interface, the decreased evolution of the normalised stress 
intensity factor IK  obtained by Cirello and Zuccarello [1] is confirmed for all the 
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geometric ratio a/w (Fig. 5). This decreased tendency is explained in [1] by the 
significant presence of “bridging effect”. The graphs plotted in Fig. 6 show that 
the influence of the “bridging effect” is negligible when the crack propagation is 
in the aluminium domain, i.e., the normalized stress intensity factor increases with 
the crack length. In this present study, the crack eccentricity from the interface and 
its position are considered for both cases i.e when the crack is in the material I 
(E = 304 GPa, ν = 0.27) and in the material II (E = 206 GPa, ν = 0.30). The 
obtained graphs in Fig. 7 show that G increases with the distance h from the 
interface. It is important to note that the values of restitution energy rate are 
significantly higher when the crack is located in the less stiffened domain (E = 206 
GPa, ν = 0.30). It seems that the crack needs more extension force in this weak 
domain. For the inclined edge crack emanating form the interface, the results in 
Fig. 10 shows that G parameter increases with the crack inclination angle, this 
increased tendency is more significant when a/w ≥ 0.4 and (θ = 60°). The elastic 
mismatch effect on the restitution energy rate is more important when the crack tip 
orientation is closed to the interface. As mentioned above, the elastic constants of 
the domain containing the crack has the same effect on the restitution energy rate G. 
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Abstract This work aims at simulating the ductile fracture phenomenon occurring in thin 
cracked structures thanks to the boundary element method. A process based on the dual integral 
formulation of the problem has been developed so as to solve elastoplastic cracked problems. 
Since this method provides accurate mechanical fields at the crack tip, the Rice and Tracey 
criterion for ductile fracture can be evaluated during the post-processing step. The validity of the 
method is at last addressed with the comparison between numerical and experimental results for 
a test on a CCT specimen. 

Keywords: Boundary Element Method (BEM), Non-Linear Fracture Mechanics, Local Approach 
of Ductile Fracture, R-Curve. 

1. Introduction 

Taking into account the resistance to fracture is a mandatory aspect of the design 
process for aeronautical structures. Indeed the mass gain imperatives must conciliate 
efficiently both economical aspects and security requirements. Thus the behaviour 
of a cracked structure under loading has to be predicted with a good accuracy. 
Dealing with thin metallic structures, this issue is handled thanks to the classical 
R-curve notion. This curve links the energy release rate with the progressive crack 
advance. In fact, contrary to thick cracked structure which break down as soon as 
the K-factor reaches a critical value, the thin ones on the opposite may exhibit a 
stable propagation of the defect before the occurrence of the final collapse. This 
stability is due to the competition opposing the irreversible mechanisms of dissip-
ation taking place simultaneously at the crack tip, namely the crack propagation 
and the plastic dissipation. On a micro-mechanical point of view, the ductile 
fracture phenomenon is based on the creation of micro-voids around inclusions or 
flaws in the metallic matrix, their progressive growth and finally their coalescence 
leading to macro-cracks [1]. Two main classes of models have been developed. 
The first one includes models where the damage does not modify the constitutive 
equations [2–4]. This uncoupled strategy has the advantage to be easily imple-
mented into an existing numerical tool since it only requires the update of fracture 
parameters at a post-processing step. 
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On the other hand, coupled models [5–7], incorporate damage parameters into 
the constitutive equations so as to describe the altered behaviour of the damaged 
zones. These more sophisticated models lead to specific numerical developments 
since the elasticity and plasticity are now explicitly dependant on fracture parameters. 
For a given structure, the R-curve has the interesting property to be solely dependant 
on the material and thickness parameters. In this it is possible to extrapolate the 
behaviour of a complete structure from the curve obtained with a simple specimen 
of the same thickness and material. 

2. Context and objectives 

For the moment, the determination of the curve relies on experimental tests made 
on normalized specimens. Previous works carried out by the UTC and EADS IW 
(formerly EADS CCR) has shown that it was nevertheless possible to use the 
finite elements method to predict the answers of specimens and even of full 
structures [8]. The strategy presented in this paper intend to take advantage of  
the qualities of the boundary element method (good representation of the fields at 
the crack tip, liberty toward (re)meshing issues, simplified programming of the 
propagation) so as to determine numerical R-curves with precision. 

The direct industrial application aims at reducing the number of experimental 
tests that may be pretty expensive especially in the case of large structures. The 
first step of the works has consisted into developing an efficient method for the 
solving of plasticity problems in cracked structures. The boundary element 
formulation of the problem is based on dual integral formulation presented in [9]. 
The material non linearity is taken care of by the mean of a classical radial-return 
algorithm enabling the integration of the elastoplastic behaviour [10]. The mechanical 
fields at the crack tip being especially accurate, it is therefore possible to use them 
in order to evaluate the ductile fracture criterion of Rice and Tracey [3] during a 
post-processing step. The final determination of the R-curve then requires only a 
correlation of the fracture parameter critical value with experimental tests. 

3. Solving elastoplastic problems in cracked structures 

3.1. Dual boundary element formulation 

If an elastoplastic problem has to be solved in a cracked structure, the classical 
integral formulation has to be extended. This classical solution is based on two 
equations, the first one in displacement for the points of the boundary (1), the other 
one in stress for points strictly inside the domain (2). In both equation can  
be found the unknown mechanical fields: displacement u and tension t on the 
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boundary, plastic deformations εp in the domain. These fields are multiplied by the 
known kernels U, T, D, S, σ et Σ of the Kelvin fundamental solution [11]. 
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This formulation has proven its efficiency when the structure does not contain 
any defect [12]. Nonetheless, the introduction of the crack, whose lips are geo-
metrically confounded, leads to a singular matrix that cannot be used numerically. 
Among the different methods permitting to get rid of the singularity, it has been 
chosen to use the dual formulation described in [9]. This method has both the 
advantages to be quite close to the classical formulation and to require just a few 
extra numerical developments. It is based on the two previous equations that are 
completed by two new ones for the crack points: another displacement equation 
for the upper lip (3) and a tension equation for the lower lip (4). 
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3.2. Boundary elements and linear systems 

Starting from the integral equations (1) to (4), the obtainment of the discrete form 
of the problem consists into a first step of decomposition of integrals on 
subdomains and a second step of local approximation for the unknown mechanical 
fields [13]. The displacement and tension fields on the boundary are locally 
represented with 1D quadratic non conformal polynomials. 
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The plastic deformations in the domain are approximated with 2D linear non 
conformal polynomials. This choice of non-conformal representation of the fields 
has the advantage to permit the collocation of integral equations on points with a 
suitable level of continuity. 

These steps of discretisation of the geometry and the fields lead to two different 
linear systems (5) and (6) of discrete unknowns {u}, {t}, {εp}, respectively the 
displacement vector, the tension vector and the plastic deformations vector. 

[ ] { } [ ] { } [ ] { }pDtBuA ε⋅+⋅=⋅  (5) 

{ } [ ] { } [ ] { } [ ] { }pEtBuA εσ ⋅+⋅+⋅−= ''  (6) 

3.3. Algorithm for the integration of the elastoplastic behavior 

The effective solving of the problem relies on an implicit elastoplastic algorithm 
which involves the systems (5) and (6). The local integration of the behaviour is 
made by the mean of the classical Simo and Taylor radial return technique [10] for 
each plastified domain point. In this the algorithm shows at the same time an 
incremental aspect linked with the gradual increase of the load (either displacement 
or stress driven) and an iterative aspect due to a convergence process on each load 
step. 

3.4. Numerical results 

The validation of the method will be achieved with the comparison, for a given 
problem, of the numerical results obtained by the BEM code with those given by 
the commercial FEM code ABAQUS. Here the problem considered is the thin 
cracked plate depicted on Fig. 1. 

The meaningful parameters retained for the comparison are the displacement 
components on the crack lips. The quantities have the double interest to be a pertinent 
proof of the precise representation of the plastic field and to be immediately 
accessible in both BEM and FEM results. Concretely the FEM model is composed 
of 4350 CPS6 elements (quadratic plane stress) (Fig. 2). The BEM model on its 
side has 60 boundary elements and 492 2D cells. 

The comparison between the BEM solver and ABAQUS is done for different 
level of stress: 100, 120, 140 and 160 MPa. It has to be noticed that for this last 
load the plastic zone is definitely not confined to the crack tip, it has almost 
propagated to the whole BEM discretisation of the surface (Fig. 3). On Fig. 4 are 
summarized the deformed cracks obtained by both codes for the different levels of 
loading. The predictions given by the two codes are in very good agreement. 
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           Fig. 1. Problem            Fig. 2. FEM mesh      Fig. 3. BEM discretisations 

 

 

Fig. 4. Comparison of deformed cracks between BEM and FEM 

4. Numerical simulation of the ductile fracture 

Since the BEM solver for elastoplastic cracked problem has proven its efficiency 
to predict the fields at the crack tips, it is now possible to add a post-processing 
step dealing with the evaluation of the Rice and Tracey fracture parameter. This 
fracture criterion (7) depends on the stress and plastic deformations fields and 
describes the growth of micro-cavities leading to the propagation of the crack. 

p
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3exp 

R
R

VM

h &
&

⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅=
σ
σ283.0  (7) 

This fracture parameter is incremented at the end of each load step and compared 
to its critical value so as to determine a potential crack advance. The evaluation of 
this numerical critical value is based on a comparison with experimental curves 
(resulting load versus crack length and crack opening measures obtained by 
optical captors). 
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In this it is now possible to simulate simultaneously the irreversible processes 
of plasticity and crack propagation. Considering a CCT160 specimen under a 
progressive displacement load, a stable propagation phase can be observed before 
the breakdown occurs (Fig. 4). Finally the desired R-curve can be obtained (Fig. 5). 

Fig. 5. Total load versus crack opening curves – comparison between experimental and 
numerical results for different values of the fracture parameter 

Fig. 6. Effective K-factor versus effective crack-length curves – comparison between experimental 
and numerical results for different values of the fracture parameter 

5. Conclusions 

The boundary element method has proven its efficiency in simulating elastoplastic 
crack problems. The stress and plastic strains fields are described with a very good 
accuracy. 
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Numerical Simulation of the Ductile Fracture Growth Using the Boundary Element 

 

The local fracture criterion of Rice and Tracey, function of these two fields, can 
therefore be evaluated precisely near the crack-tip. The ductile fracture pheno-
menon is hence modelled numerically with a BEM solver for elastoplatic cracked 
structures combined with a post-processor based on the uncoupled damage model. 
An appropriate fitting of the fracture parameter with experimental results leads to 
numerical R-curves overlapping the experimental ones (Fig. 6). The efficiency of 
the strategy is thus proven. The next step will deal with the determination of the 
numerical parameters conditioning the extrapolation of specimens’ results to real 
aeronautical structures. 
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Abstract In this Paper, the extended finite element method (X-FEM) is adopted then numerically 
implemented for the analysis of the vibratory behaviour of isotropic homogeneous plates having 
a through crack located at various positions. The mathematical model includes the effects of 
rotary inertia and transverse shear deformation. Various applications including plates with 
central crack and edge crack are considered. The results obtained in terms of Eigen frequencies 
with respect to the crack length show a net decrease in the frequency with an increase in the 
crack length. This physical effect is more pronounced for particular vibratory modes as it also 
depends on the nature of the crack. Overall, the present results compare well with the 
experimental, analytical, and numerical results consulted in the literature. 

Keywords: Vibratory Behavior, Natural Frequencies, X-FEM, Cracked Plates. 

1. Introduction 

The development of numerical techniques for the analysis of cracked structures 
still attracts many researchers. The presence of discontinuities in these structures 
poses the problem in their numerical representation. The vibratory phenomenon of 
cracked rectangular plates was first reported by Lynn and Kumbasar [1]. In their 
work, a Fredholm integral equation is obtained using a Green’s function approach. 
Stahl and Keer [2] reported the vibration and stability of cracked rectangular 
plates. Their development is based on a dual series equation to reach the solution 
in terms of a Fredholm integral equation of the second kind. Liew et al. [3] used 
domain decomposition in determining frequencies of cracked plates. Khadem 
et al. [13] introduced a modified comparisons functions (MCFs) to analyze vibration 
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of a rectangular cracked plate. Those MCFs are derived using the Rayleigh–Ritz 
method. 

The finite element method has been employed to analyze vibration problems of 
cracked plates [5–7]. Krawczuk and Ostachowicz [5] calculated the flexibility 
matrix of a plate with the crack as a sum of the noncracked plate and an additional 
flexibility matrix caused by the crack. The extended finite element method (X-
FEM) applied to various fracture mechanics problems shows to be a promising 
alternative, and thus all discrepancies on the standard finite element method are 
alleviated. In the X-FEM, the crack is independently represented of the mesh by 
adding functions on discontinuity nodes to the standard finite element. Those 
added functions take into account of the singularities due to the crack. The main 
objective of the present work is to analyze the vibratory behavior of cracked plates 
and demonstrate as well the efficiency of the X-FEM in the analysis of such 
physical problem. This paper continues previous work conducted by the authors 
[11]. Up to our knowledge, the usage of the X-FEM in the modal analysis of 
cracked plates has not yet been reported in the literature. The methodology 
presented by Moës et al. [9] is followed in the development of the numerical 
model. Cases of plates with through central cracks and side cracks, and under 
various boundary conditions, are considered. 

2. X-FEM formulation 

The extended finite element method analysis consists at a first stage to mesh the 
domain (2D or 3D) regardless of the crack. The effect of the crack is then introduced 
into the expression of the displacement field for nodes in the neighborhood of the 
crack. Those nodes are thus enriched by functions taking into account of dis-
continuities and peculiarities due to the crack. Let us consider a through cracked 
rectangular plate of sides a, b and thickness h. A Cartesian coordinate system (x, y, 
z) is taken in such way that the (x, y) plane coincide with plate’s midsurface. In the 
X-FEM approximation, the displacement field of an arbitrary point x within the 
plate can be expressed as: 

∑∑
∈∈

δ′+δ=
Jj

jj
Ii

ii xfxNxNx )()()()(Δ  (1) 

where iN  and iδ  are the classical shape function, and the classical nodal 
displacement at node i, respectively. I is the set of all nodal points of the plate, 
while J represents the set of nodes of the elements located on the discontinuity. 

jδ ′  Jj ∈  are the nodal degrees of freedom to be enriched, and f is the enrichment 
function. However, with regard to Fig. 1, two kinds of discontinuities can be 
presented: (i) the element is completely cut by the crack, in this case the Heaviside 
function H(x) is used to enrich the nodes of element; (ii) the second case of 
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discontinuity is when the element contains the crack tip, in this case the asymptotic 
function is used. More details of the enrichment can be found in [9, 10]. 

 
Fig. 1. Plate with an arbitrary crack nodes in square are enriched with an asymptotic function 

In the present study, we impose in the finite element discretization that the 
crack stops at the edge of elements, i.e. there are no elements containing crack tip, 
and therefore only the Heaviside function is used for enrichment. Equation (1) can 
thus be rewritten as: 

∑∑
∈∈

δ′+δ=
Jj

jj
Ii

ii xHxNxNx )()()()(Δ  (2) 

The Heaviside function H(x) takes the value +1 above the crack and −1 
otherwise. 

3. Elements of stiffness and mass matrices 

In this section, elements of stiffness matrix and mass matrix will be derived from 
the expression of potential energy and kinetic energy. The FEM formulation is 
based on the Mindlin–Reissner plate theory in which the effects of shear deformation 
and rotatory inertia are taken into account. Each node possesses three degrees of 
freedom w , xθ and yθ . In conjunction with Eq. (2), the displacement field in the 
X-FEM formulation can be written as: 

∑ ∑ δ′+δ=
⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

θ
θ

I J
jjii

y

x xHxNxN
w

)()()(
0

 (3) 

where { }T
yixiii w θθ=δ 0   and  { }T

yjxjjj w θ′θ′′=δ′ 0  

The strain fields in term of curvature and transverse shear is derived from  
Eq. (3) and can be expressed as: 

jj
I

ii BB δ′′+δ=ε ∑  (4) 
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Where     
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    and   jj HBB =′  

The x and y subscript denotes the first derivative about the x and y directions 
respectively. Equation (4) can be rewritten in a compact form as: 

δ′′+δ=ε BB  (5) 

The stress field in term of moments and transverse shear force is: 

δ′′+δ=σ BCCB  (6) 

where C is the matrix of elastic rigidities, and σ is the generalized stresses. When 
the plate is discretized with the usual finite element method, the potential energy 
for an element e of the plate can be written as follows: 

{ }
⎭
⎬
⎫

⎩
⎨
⎧
δ′
δ

δ′δ=εσ= ∫ eTT

A

Te KdAU
e

2
1

2
1  (7) 

eA is the element area and eK  is the element stiffness matrix, expressed as 

follows: dA
BCBCBB
BCBCBB

K
eA

TT

TT
e ∫ ⎥

⎦

⎤
⎢
⎣

⎡
′′′
′

=  

The kinetic energy for an element e of the plate is: 
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&

&
&&&&

2
1

2
1 ΔΔ  (8) 

The dot point indicates the first derivative of the displacement field with 
respect to time and ρ  is the material density of the plate, eM  is the element mass 
matrix: 

∫ ρ⎥
⎦

⎤
⎢
⎣

⎡
=

eA jjij

jiiie hdA
HNHNHNN

HNNNN
M

))(()(
)(

 (9) 

The free vibration problem can then be formulated as follows: 
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0=− δλM)(K  (10) 

where K is the global stiffness matrix, M is the global mass matrix, λ  are 
eigenvalues and δ are eigenvectors. 

4. Numerical studies and results 

The numerical computations are carried out via a self FORTRAN computer code 
developed for this purpose. In order to check the validity of results, a comparative 
study is made on the first fundamental frequencies, where the actual results are 
compared to those obtained by analytical solutions. The subspace iteration method 
[12] is used when calculating eigenvalues and eigenvectors. 

In all cases, we present the non-dimensioned natural frequencies as 
2/12 )/( Dha ρω=ϖ , where D is the bending rigidity of the plate. 

4.1. Simply supported rectangular plate with an edge crack 

The first application deals with an isotropic simply supported rectangular plate 
possessing an edge crack. The dimensions of the plate are such that, the ratio of 
the lengths a/b = 2.0, the aspect ratio h/a = 0.001, and its Poisson’s ratio ν = 0.3. 
The crack is at the middle of side b, and parallel to the x-axis (Fig. 2). A nine node 
isoparametric element is used in the discretization and the plate is subdivided into 
400 elements i.e.; 20 × 20 elements. We impose that the crack path is aligned with 
the boundary of the element (Fig. 3). 

  x 

y 

c 

a 

b 

    
Fig. 2. Square plate with a side crack Fig. 3. Crack position with respect to the 

meshing (only nodes in square are enriched) 

This hypothesis permits the usage of the classical numerical scheme without 
any numerical locking problem. Nevertheless, in the present paper reduced 
integration technic is used for its efficiency for the case of thin Mindlin’s plate’s 
theory including transverse shear deformation and rotatory inertia effects. Table 1 
shows adimensional fundamental frequency as a function of the crack length. 
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On the same table are also presented the results given by Stahl and Keer [2], 
and Liew et al. [3]. The values in parenthesis are the percent errors with respect to 
Stahl’s and Keer’s solution. One can observe a severe drop in the fundamental 
frequency of about 44%, demonstrating the effect of an edge crack. We will see in 
the next section that a central crack has less effect than the edge crack does. The 
accuracy of the present method is very high as compared to the analytical solution 
given in reference [2]. The maximum percentage error is about 0.11%. One can 
conclude that the X-FEM is efficient in the dynamic analysis of cracked plates. 

Table 1. Dimensionless fundamental frequencies ϖ of a simply supported isotropic rectangular 
plate with a side crack (a/b = 2.0, ν = 0.3 and h/a = 0.001) 

c/a Present Analytical solution in Ref. 
[2] 

Stahl and Keer 
[2] 

Liew et al. [3] 

0.0 49.348 (0.00) 49.348 49.35 
0.2 48.971 (0.03) 48.953 49.05 
0.4 44.486 (0.06) 44.512 45.40 
0.6 36.158 (0.04) 36.172 37.44 
0.8 29.874 (0.11) 29.905 30.50 
1.0 27.508 (0.10) 27.536 27.52 

4.2. Simply supported square plate with a central crack 

for the first three adimensional natural frequencies for a simply supported square 
plate centrally cracked for various values of the crack ratio c/a (crack length/plate 
length). For sake of comparison, we present on the same table, the analytical 
results given by Stahl and Keer [2], and the numerical results given by Liew, 
Hung and Lim [3]. As far as the accuracy is concerned, one can say that the 
present numerical results compare very well with those of [2, 3]. 

One can observe that the frequency of all modes decreases as the crack length 
increases. This physical fact is more pronounced for the antisymetrical mode in  
y-axis. In fact, the drop in the adimensional frequency of this mode is about 60%. 
However, the drop in the adimensional fundamental frequency is 44% meaning 
that the central crack has less effect on the fundamental frequency than the edge 
crack does. For example, with reference to Stahl’s and Keer’s results, the 
maximum errors when omitting the case of c/a = 1.0, are 0.06%, 0.07%, and 

The second application is the one of an isotropic simply supported square plate and 

ratio (thickness to the plate length) is equal to 0.001. Table 2 shows numerical results 
possessing a through central crack (Fig. 4). It’s Poisson’s ν = 0.3, and its aspect 

0.13% for mode1, mode2, and mode3, respectively.
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x

y

c 
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b 

 
Fig. 4. Square plate with a centrally located crack 

Table 2. Dimensionless fundamental frequencies ϖ of a simply supported isotropic square plate 
with an internal crack 

c/a  0.0 0.2 0.4 0.6 0.8 1.0 
Mode 1 Present 19.74 19.31 18.28 17.18 16.41 16.13 
 Ref. [2] 19.74 19.30 18.28 17.19 16.40 16.13 
 Ref. [3] 19.74 19.38 18.44 17.33 16.47 16.13 
 Present 49.35 49.18 46.64 37.99 27.75 17.83 
Mode 2 Ref. [2] 49.35 49.17 46.62 37.98 27.77 16.13 
 Ref. [3] 49.35 49.16 46.44 37.75 27.43 16.13 
 Present 49.35 49.32 49.03 48.21 47.20 46.73 
Mode 3 Ref. [2] 49.35 49.33 49.03 48.22 47.26 46.74 
 Ref. [3] 49.35 49.31 49.04 48.26 47.27 46.74 

4.3. Clamped-free-clamped-free rectangular plate centrally cracked 

The third application is a rectangular plate (a, b) containing a central crack parallel 
to the x-axis. The sides parallel to x-axis are fixed while the two others are free 
(Fig. 5). The plate configurations as given in [3] are: 

• Plate sides ratio a/b = 0.5 
• Aspect ratio (plate thickness to plate length) h/a = 0.001 
• Ratio (crack length to plate length) c/a = 0.4  
• And a Poisson’s ratio ν = 0.31 

Table 3 shows adimensional frequencies of the five modes of vibration. Along 
with the present results and for sake of comparison, results given by Liew, Hung 
and Lim [3], and Fujimoto and Sumi [8] are also presented on the same table. 
Compared to the experimental results [8], the present once are satisfactory with a 
maximum percentage error of 2%. 

Figure 6 shows the first five eigenfunctions obtained for the cases c/a = 0.4 and 
c/a = 1.0, where the crack is visible for mode 1 and mode 5 (symmetric about x, 
symmetric about y). 
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For the ratio c/a = 0.4, the frequency drops up to 21% and 14% for mode 1 and 
mode 5, respectively. On the other hand the crack has no big effect on the other 
three eigenfunctions. 

Table 3. Comparison of Non-dimensional fundamental frequencies ϖ for a FCFC rectangular 
plate with a centrally located crack a/b = 0.5, c/a = 0.4 and ν = 0.31 

N° Mode Present Experiment [8] Liew [3] 
1 5.31 5.3 5.26 
2 8.98 9.0 8.98 
3 15.15 15.6 15.11 
4 20.58 20.6 20.50 
5 26.75 26.3 26.56 

 

x 

y

c 

a 

b 

 
Fig. 5. FCFC square plate with a centrally located crack 

Mode Number c/a 1 2 3 4 5 

 
0.4 

ϖ=5.31 ϖ=8.98 ϖ=15.15 ϖ=20.58 ϖ=26.75 

1.0 

ϖ=4.22 ϖ=8.72 ϖ=15.05 ϖ=20.37 ϖ=23.11 

Fig. 6. Eigenfunctions for the first five modes of a FCFC rectangular plate with a centrally 
located crack a/b = 0.5, c/a = 0.4 and ν = 0.31 

5. Conclusions 

The effects of crack on the dynamic response of plates have been considered using 
the extended finite element method (X-FEM). The mathematical model includes 
transverse shear deformation and rotatory inertia. Based on this model a self 
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contained computer code written in FORTRAN has been developed and validated 
through applications reported by previous researchers. It is shown that the crack 
has significant effects on frequencies of vibration. In fact, results show a net 
decrease in all the frequency modes while the crack increases. These physical 
facts more pronounced for typical modes of vibration, as it depends on the crack 
peculiarities. Overall, the X-FEM is suitable in the dynamic analysis of cracked 
plates. 
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Abstract The advent of a new generation of materials composite, known as three-dimensional 
composite, raises as many hopes as new scientific challenges. Indeed, the reinforcement in the 
third direction allows the reduction of the interlaminar stresses, the improvement of the impacts 
behavior and the increase of the performances in the third direction. However, the complexity of 
architectures imposes a modification of the experimental and theoretical approaches used until 
now for traditional composite materials. This article proposes a summary of the work carried out 
within the Roberval laboratory of the University of Technologie of Compiègne on this type of 
material. It aims to highlight the advantages and the disadvantages of this new generation of 
composite materials as well as the weaknesses of the experimental and theoretical used 
approaches. 

Keywords: 3D Composite Materials, Impact, Behaviour, Mode I. 

1. Introduction 

The development of the techniques of weaving allowed, these ten last years, the 
development of new architectures of three-dimensional reinforcements. Thus was 
born a new generation of composite materials whose elastic and rupture performances 
in the third direction are not any more to show (Dransfield et al., 1994). Moreover 
the reinforcement in the third direction allows a clear improvement of the inter-
laminar resistance which remains one of main concerns with respect to laminated 
composite materials [1, 2]. However this reinforcement presents certain disadvant-
ages. Indeed, in the case of the stitched reinforcements for example, the passageway 
of the seam in the basic 2D fabric involves a bursting of the yarn and generates 
areas rich in resin [3]. Moreover the ringlet of weaving at the foot of the seam is a 
zone of weakness (yarn strongly twisted). Thus the tensile properties can be faded 
during the introduction of a stitch [4]. With regard to bending behaviour, the 
works listed in the literature is rather contradictory. 

Laboratoire ROBERVAL UMR - CNRS 6263, Université de Technologie de Compiègne, 
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Indeed certain authors [5] find that the stitch introduction allows the enhancement 
of the elastic modulus and the stress failure in the case of 4 points bending tests. 
On the contrary, other authors, such as Mouritz [6], indicate that the bending 
properties can be degraded with the introduction of a seam. In fact the properties 
are strongly related to the density and the nature of the seam. The experimental 
analysis of these new materials requires a sophistication of the means due to the 
complexity of their architectures. Thus, recent work [7] showed that it was 
essential to crosschecking several investigation techniques (acoustic emission, 
strain fields analysis, in-situ and post mortem microscopic observations) in order 
to understand the ruin process of interlock composite material. Concerning the 
behaviour modelling approaches of these materials, some attempts are proposed 
but remain limited to the elastic behaviour and in the case of simple solicitation [8, 
9]. It is obvious that this aspect of the problem remains very complex more 
especially as it is far from being solved in the case of composite materials with 2D 
reinforcement. It comes out from this short introduction that these new materials 
raise as many hopes as new scientific challenges. Through this article, we will 
present two cases of figures. The first relates to the behaviour of these materials 
under Mode I solicitation where we will reveal the great advantage of these 
materials. The second case relates to the impact and post-impact behaviour where 
the contribution of reinforcement in the third direction is mitigated and remains 
dependant on the architecture of the reinforcement. 

2. Materials presentation 

The study concerns seven families of materials made up of the same RTM 6 epoxy 
resin. Two groups will be distinguished. First is consisted of the 3 mm thickness 
materials whose basic reinforcement is a carbon T300 5-satin weave. This reinforce-
ment is then stitched either with T900 and 5 mm step (A2) or with the same stitch 
and 7 mm step (B2) or with a 5 mm step and a T300 stitch (C2). The not stitched 
material (2D) will be used as reference. Second consists of materials which differ 
by nature of the reinforcements. It concern a stitched (A3) an orthogonal 3D fabric 
(G3) and an interlock (H3), Table 1. 

Table 1. Presentation of materials 

Reference Type of reinforcement 
2D 5-weave satin 
A2 Stitch T900, 5 mm step, 3 mm thickness 
B2 Stitch T900, 7 mm step, 3 mm thickness 
C2 Stitch T300, 5 mm step, 3 mm thickness 
A3 Stitch T900, 5 mm step, 6 mm thickness 
G3 Orthogonal 3D fabric T300, 8 mm thickness  
H3 Interlock fabric T300, 8 mm thickness  
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3. Mode I interlaminar fracture of stitched textile composite 
materials 

Few works have been done on interlaminar fracture of stitched composites and no 
specific methodology is proposed. We will thus base on the compliance method. 
The data reduction will be refined by observations carried out during the tests 
followed by microscopic analyzes. Let start by studying the load/displacement 
curves of materials A2, A3, B2 and B3 (Figs. 1 and 2). 

Fig. 1. Curves load/displacement respectively of materials A2 and A3 

Fig. 2. Curves load/displacement respectively of materials B2 and B3 

Table 2 summarizes the main behaviour observed during the tests. 

Table 2. Behaviours observed during tests 

Ref. Behaviours observed during the tests. 
A2 Few samples present seams debonding. For the majority of samples there is rupture of 

the sample upper arm by bending around the first row of seam. 
B2 Delamination and washing away of the seams. 
A3 Delamination and washing away of the seams. 
B3 Delamination and washing away of the seams. 

Another important fact is noted. It relates to the position of the pre defect 
compared to the first seam. Thus for the materials A2, A3, and B3 the crack front 
is to 15 mm of the first stitch row whereas it is only to 5 mm for material B2. 
Thus, the firsts parts of the load/displacement curves of the materials A2, A3 and 
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B3 correspond to the delamination of 5-weave satin produced on the first 15 mm 
(between the first row of the stitches and the crack front of the pre defect) who is 
characterized by a load fall. This phase is followed by a load increases which 
corresponds to a stitches solicitation. As regards the load / displacement curve of 
the B2 material, it does not present a first load fall because the stitches are directly 
requested. The following diagram summarizes these remarks (Fig. 3). As regards 
the determination of the strain energy release rate for the basic 2D material, the 
problem is simple. It is enough to use the compliance method introduced by 
Benzeggagh [10] on the first part of the load/displacement curve. Concerning the 
of the strain energy release in the presence of the seams two possibilities exist 
(Fig. 3): 

o To measure the compliance on area 2–3, thus we will consider that the 
crack is directly in the presence of the stitches and we will disregard all 
initial damage. 

o To measure the compliance from the first point (point 0) up to point 3. This 
compliance must be including the whole of the phenomena produced at the 
beginning of the loading. 

The second method should be more representative of the behaviour of materials, 
nevertheless the two methods will be used and a comparison of the results will be 
carried out. 

  

Displacement 

Load

1
2

3
Compliance considering 
simply the stitch effect

Compliance including the whole 
of the phenomena from the 
beginning of loading 

Displacement 

Load 

Initiation in 2D area  

Stitches failure  

Stitches failure 

Propagation phase in 2D area  

Beginning of the stitch solicitation

1 
2 

3 

 
Fig. 3. Fracture scenery for specimens A2, A3 and B3 and compliance selection 

The histogram of Fig. 4 presents the main results. They indicate a considerable 
difference between the energy values issue from the two methods for the materials 
B3 and C3. In fact the first method which does not take account of the damages 
establish by the cracking of the 2D, over-estimates the energy of delamination of 
stitched composite. The second method which includes the whole of damages 
phenomena must be more reliable, more especially as between the material B2 and 
C3 the value of energy is practically the same one. With regard to the performances 
of various materials, it appears that A3 material with a T900 seam and a 5 mm 
stitch step, offers the best performances. Thus the stitch step has an influence on 
the Mode I energy value. A difference of 20% is observed between average GImax 
A3 material (5 mm stitch step) and B3 material (7 mm stitch step). The influence 
of the nature of the stitch is even stronger. Indeed for the same step, the seam in 
T900 offers performances definitely higher (56%) than those of the T300. 
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This first part shows the unquestionable interest of the reinforcement in the third 
direction for mode I solicitation. On the other hand the data reduction techniques 
seem to be insufficient. Thus the determination the crack energy propagation 
remains impossible in the current state of knowledge. Much remains to be made in 
order to control the behaviour of these materials. In the second part, we will show 
that the 3D composite materials do not have only advantages. In the case of the 
impact behaviour, for example, the introduction of reinforcement into the third 
direction can prove, in certain cases, harmful. 
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Fig. 4. Strain energy release rate obtained by the two methods 

4. Analysis of post-impact bending behavior 

The experimental protocol adopted for this study is declined in four stages: 

• Carry out impact Charpy tests until failure in order to analyze the influence 
of the geometrical and mechanical parameters of the reinforcement. 

• Introduce, by the means of various levels of impacts, the damages within 
materials. 

• Identify the nature of the damages by microscopic observations. 

Post impact three points bending test and follow-up of the damage by the 
technique of acoustic emission. The results of the first stage are shown on Fig. 5. 
Two main parameters are measured: the failure energy Er (at maximum load) and 
the maximum energy Emax (area under load / displacement curve). The introduction 
of reinforcement into the third direction is not inevitably synonymous with 
performance enhancement. Indeed, with regard to the maximum energy absorptive, 
the material not strengthened 2D offers the best performances. It preserves this 
capacity to dissipate energy by delamination which is abolished in other materials 
by the effect of the introduction of the seam. It also presents the failure energy 
higher of 10% than stitched material A2. On the other hand the B2 material, 
whose stitch step is 7 mm, makes it possible to improve of 16% the energy of 
failure compared to 2D material not stitched. 
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The C3 material presents the weakest performances due to a stitch step of 5 mm 
and a less powerful stitch (T300 compared with T900). As regards the second 
group, we will compare the performances due to different architectures of weaving. 
The comparison of material A3 to the materials G3 and H3 cannot be made 
because of the difference the thicknesses. Concerning the materials G3 and H3, we 
note that generally, the G3 material with 3D orthogonal reinforcement presents the 
higher energy absorption. The gap between energies of failure is about 40%. 
However this difference is reduced to 8% if maximum energies are compared. 
Thus, it appears that the difference between the energy of failure and the energy 
maximum of the G3 material is very reduced whereas this gap is very important 
for the material with interlock reinforcement (H3). The G3 material probably 
dissipates practically the whole energy during the first fall of load, whereas the H3 
material continues to dissipate energy, probably by delamination, beyond the first 
damages. 
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Fig. 5. Results of impact until failure 

4.1. Bending and post-impact bending tests 

The three points bending tests were carried out in accordance with the ISO standard 
179NF-035. The distance between supports is 40 mm (conditions identical to 
those of Charpy). In the case of the materials of the first group, the state of stress 
generated by these conditions would be combined: bending + shearing. On the 
other hand the materials of the second group will be subject to a pure shearing 
because of their thickness.A comparison criterion, independent of the geometry of 
the specimens, was retained: the parameter R which is the ratio between the slope 
P of the curve charge–displacement (rigidity) and the specimen section (R = P/A). 
Table 3 presents the value of this parameter for the study materials. It appears that 
the not stitched material (5-weave satin) is the most rigid material among materials 
of the first group. This material has a higher rigidity R of 10%. Rigidities of the 
materials A2 B2 and C3 are almost identical. 

It is clear that, neither the density nor nature of the stitches affect the value of 
R. As regards materials of the second group, architecture H3 and G3 offer similar 
performances. 
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Three points bending tests were conducted following the introduction of damage 
into materials by the means of impacts to energy levels ranging between 25% and 
75% of failure energy. Figure 6 shows an example of the load / time curve superposed 
to energy/time curves. The load diagrams are presented in the form of typical bell 
of a resilient contact. 

Table 3. R values for the different materials 

Materials C2 

( )3mmNR  
2D 
32.46 

A2 
28.41 

B2 
29.07 29.08 

Materials 

( )3mmNR  

A3 
77.25 

G3 
86.58 

H3 
85.59 

Fig. 6. Impact at different energies levels 

If we analyze the results of Table 4, relating to materials of the first group, it is 
noted that for the same energy level of impact, the materials stitched with a T900 
seam (A2 and B2) present the less important stiffness loosing. They are followed 
by the materials 2D and C3. This maximal loss of 10% of rigidity remains 
acceptable. The thickening of the specimens and the change of the nature of the 
stress (shearing) increase this stiffness loosing as it showing by material A3 
(compared to A2). This loss reaches 14% for a level of impact of 62% of failure 
energy. This phenomenon is accentuated by changing the nature of the architecture 
of the reinforcement. Indeed, in the case of the orthogonal material G3, a loss 
being able to reach the 70% for a level of impact of 75% of failure energy. The 
loss of rigidity in the case of the H3 material is a little less but reaches neverthe-
less 41% for a level of impact of 75%. The explanation of such phenomena will be 
provides by the microscopic analysis correlated to acoustic emission technique. 
During the bending tests all specimens were instrumented by an acoustic emission 
(AE) sensor. Previous works [2] allotted the ranges of amplitudes recorded to 
physical phenomena occurring during the damage process. In this paper, the case 
of the G3 materials will be discussed (Table 5). The Fig. 7a, b illustrate the 
distributions of amplitudes recorded to the beginning and at the end of the loading, 
on the H3 material not impacted. A superposition with the load diagram makes 
possible to have an outline on the level of loading. 

479 

1200

1000

800

600

400

200

0

Lo
ad

 (
N

)

86420

Time (µs)

3.0

2.5

2.0

1.5

1.0

0.5

0.0

E
nergie (J)

Matériau B2

 25%
 0.5 J
 50%
 1 J
 70%
 1.5 J
 100%
 2.215 J

10x103



Z. Aboura et al. 

 

The beginning of damage is related to the cracking of the matrix corresponding 
to the range of amplitude between 40 and 55 dB. This phenomenon is classical 
because of the architecture of orthogonal materials present important areas rich in 
resin. This phenomenon continues with the emergence of damage at the interfaces 
for a loading level close to the 2100 N. The fibres failure occurs at the end of the 
loading when the whole of the interfaces is damaged. This phenomenon is 
showing on the Fig. 4b where signals of AE amplitudes higher than 80 dB appear. 
The stiffness of material is 8726 N/mm. The impact of material with 25% of the 
failure energy introduces damages mainly localized into the areas rich in resin. 
Thus, as the Photo 1a shows it, these damages appear in the form of 45° inclined 
crack synonymous of a shear stress state. Moreover interfaces around the vertical 
reinforcement are also strongly degraded. An impact with a stronger energy. The 
layers in the stratification plane are crossed by a tilted crack beginning on a 
vertical reinforcement and reaching the following (Photo 1b). 

Table 4. Stiffness loosing in the case of materials of the first group 

Materials Thickness (mm) Impact energy in % of failure energy Percentage of stifness 
loosing 

2D 3.04 26 4.4 
  52 8 
  79 9 
A2 3.07 29 <1 
  58 2 
B2 3.10 23 <1 
  47 2 
  70 8 
C3 2.98 32 8 
  64 10 

Table 5. Stiffness loosing in the case of materials of the second group 

Materials Thickness (mm) Impact energy in % of failure energyPercentage of stifness 
loosing 

16 7 
31 13 A3 6.08 
62 14 
25 36 
50 50 G3 (3D) 8.14 
75 70 
30 6 
50 13 H3 (Interlock) 8.17 
75 41 
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The introduction of these damages completely amends the failure process after 
takeover the sample on three points bending. The Fig. 8a, b present the distri-
butions of AE amplitudes. They were recorded at the beginning and the end of 
loading for a material impacted at 75% of rupture energy. The appearance of the 
first acoustic events is much earlier and rich in phenomena compared to the 
material which does not have undergoes impact. 

The main phenomena relate to the resin but also to the fibers. The resin and the 
interfaces having been damaged by the impact the fibers support directly the 
efforts. The shape of the load curve presents an important nonlinearity (Fig. 8b). 
Compared to Fig. 7b, the falls of brutal load are replaced by a more stable 
propagation of the damages. Rigidity passes to 2645 N/mm and the maximum 
load to 4465 N against 6346 N in the case of the material not impacted. 

The impact involved a dissociation of the vertical reinforcements of those 
existing in the plan. The residual behavior is strongly affected. We can summarize 
the performances of the two groups of materials, according to the nature of 
reinforcement, by Table 6. It appears that the reinforcement in the third direction 
is not necessary synonym of increasing properties. Here again the composite is 
synonym to compromise. 

Fig. 7(a) and (b). Amplitudes distributions at the beginning and the end of the test 

 

 
Photos 1(a) and (b). Material G3 impacted at 25% and 75% of failure energy 
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Fig. 8(a) and (b). Amplitudes distributions in the case of impacted specimen 

Table 6. Summary of performances 

Ref. Er Emax Rigidity (R) Percentage of rigidity loosing 
after impact 

2D ++ +++ ++ ++ 
A2 ++ + + +++ 
B2 +++ ++ + +++ 
C2 + + + + 
A3 + ++ ++ ++ 
G3 +++ +++ +++ + 
H3 ++ +++ +++ + 

5. Conclusions 

This work made it possible to give an outline on the mechanical behaviour of 3D 
composites material. This reveals that the reinforcement in the third direction is 
not synonymous with enhancement of mechanical properties. Thus in the case of 
the Mode I behaviour, the reinforcement in the third direction takes all its interest. 
Energy is multiplied by factor 10 compared to the 2 D conventional composite 
materials. Whereas in the case of bending and impact behaviour, the composite 
material not strengthened in the third direction presents the best performances. In 
this case of figure we note well that the presence of reinforcement in the third 
direction is regarded as a disadvantage. On the other hand as regards to post 
impact behavior, the contribution of the reinforcement in the thickness makes it 
possible to improve rigidity and to delay the ruin of the specimen. These two cases 
illustrate well the broad field of investigation which this new generation of 
materials requires. Moreover, as we saw, the data reduction methods of these 
materials remain, in certain cases, insufficient. Many works remain to make in this 
field. More than ever, composite materials with three-dimensional reinforcements 
remain synonymous with a compromise between the performances in the third 
direction and the performances in the plan. 
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Abstract The present paper deals with the use of optical fibers with Bragg gratings for the 
identification of process-properties relations for composite structures. This study relates a 7 year-
experience in the field of process and mechanical characterization of composite parts. It highlights 
some major topics in terms of technological issues such as sensor integration, information dis-
crimination and measurement accessibility. Results of process monitoring concerning autoclave 
cure and filament winding are shown through which initial states are identified. Finally, structural 
tests of instrumented parts are presented, showing the efficiency of the embedded sensors to 
allow test-calculation dialogues and thus properties identification. 

Keywords: Composites, Optical Fibers, Process and Mechanical Characterization, Properties 
Identification. 

1. Introduction 

This paper concerns themes associated to the processing of composite materials 
using the main industrial manufacturing means such as an autoclave, a resin 
transfer molding unit (RTM) and a filament winding machine. Diverse and 
numerous research programs are undertaken around topics concerned with the 
influence of process parameters over material properties variability. Physico-
chemical and mechanical studies of cured parts and structures may bring an 
important knowledge on the influence of the manufacturing conditions but they 
won’t be able to precisely trace the material elaboration history. Indeed, the 
specific operating modes of these manufacturing means (high pressures, high 
temperature, rotation…) present technological difficulties to undertake in situ 
measurement acquisitions during the fabrication phase. This research activity has 
been involved for many years in the use of optical fibre technologies to take on 
this challenge [1–3]. Advantage is taken of the composite material integration 
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potential so that composite parts are instrumented with embedded optical fiber 
Bragg gratings (OFBG). 

The present paper starts by relating our finding and positioning over some of 
the major issues concerning OFBG embedment and measurement understanding. 
It is then shown how technological issues related to each manufacturing means are 
solved in order that OFBGs deliver exploitable information. Some curves of strain 
assessment during manufacturing process are presented. Finally, themes concerned 
with material properties identification taking into account the influence of process 
parameters [4–6] are approached. They are based on experiments which are carried 
out over elementary coupons and also on representative industrial composite speci-
mens. Instrumenting this kind of specimen is obviously more difficult because 
they present geometrical singularities and complex staking sequences but the 
knowledge of the material properties within these structures is the final target. 

2. Preliminary issues 

A first preliminary aspect concerns the sensor integration in the host material.  
The interface OFBG/matrix quality and the effective load transfer were estimated 
experimentally through a series of SEM observations (Fig. 1), and standard 
elementary tests including Interlaminar Shear Stress (ILSS) tests (Fig. 2, left) 
which are most revealing to detect any defect or weakness. 

Numerical simulations (Fig. 2, right) are also undertaken in order to estimate the 
thermo mechanical influence of the OFBG on its environment. Results show that 
the invasive character of the sensor is negligible and that the structural integrity of 
the instrumented part is not altered if the optical fibers are deployed parallel to the 
reinforcement fibers [7]. 

Fig. 1. SEM observations of an optical embedded with OF parallel to the reinforcements (left) 
and OF transverse to reinforcements (right) 

The second major point of interrogation concerns the understanding of 
information delivered by the fiber Bragg grating (FBG) sensor. Indeed, during 

486 

125 µm 05 X053 X 250 µm125 µm 05 X053 X 250 µm



Benefit from Embedded Sensors to Study Polymeric Composite Structures 

 

manufacturing processes or mechanical tests, several quantities (mainly strain and 
temperature) may be acting on the embedded sensor at the same time. 

Fig. 2. Standard ILSS tests for carbon-epoxy coupons with and without optical fiber (left) and 
thermo mechanical numerical 3D simulations about effect of OF embedded parallel to rein-
forcements of UD carbon epoxy laminate with transverse stress cartography (right) 

The Bragg wavelength-shift λΒ, in response to a strain change ε, and a temper-
ature change ΔT, is given in a simplified way by equation 1: 

ελ εKTKTB +Δ=Δ  (1) 

where, KT and Kε are the temperature and strain sensitivities of the FBG respectively 
[6]. 

Various discrimination methods have thus been used and analyzed. Our work 
has focused on two different techniques. The first one is an association of a bare 
FBG with an encapsulated FBG (Fig. 3, left). The second technique is an 
association of an FBG with a thermocouple. In both cases the second sensor 
delivers the thermal component of the total information. The first technique gives 
very accurate results in condition of varying temperature but the tube is to 
invasive to envisage mechanical studies. In case both thermal and mechanical 
studies are envisaged then, the second technique is more appropriated. 

Fig. 3. Bare FBG associated to “encapsulated” FBG in order to discriminate strain and temperature 
(left) and scheme of the experimental set-up for the FBG calibration (right) 
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However, it requires a very precise calibration procedure of the temperature 
and strain sensitivities characterizing the FBG employed. This is undertaken in an 
oven equipped with an upper and bottom hole through which may go the OF, as 
described in Fig. 3 (right). 

There is a third point of interrogation. Indeed, prior to any exploitation of FBG 
results, it was found necessary to validate the embedded optical sensor information. 
This phase was carried out through a series of comparisons with other techniques 
of analysis. Thermal expansion measurements are considered with Thermo 
Mechanical Analysis (TMA) or high temperature resistive strain gages. Mechanical 
measurements are also considered with traditional strain gages and with digital 
image correlation techniques (DIC). Finally, both thermal and mechanical situations 
are simulated with numerical models. Results show overall good match, however 
some slight discrepancies are observed between surface measurements (strain 
gages and DIC) and in-core measurements [6] whereas the latter present an 
excellent correlation with numerical results. This emphasizes the importance to 
capture the experimental information inside the material [7, 8]. The structural 
specimen in Fig. 4 is respectively made of 36 plies in the current part (9 mm thick) 
with a stacking sequence of [0/45/0/−45/0/90/ 0/45/0/−45/0/90/0/45/0/−45/0/0]s 
and 72 plies in the reinforced zone (18 mm thick); the complementary stacking 
sequence is the same as above. This leads to the following reinforcement 
distribution: 55.6% at 0°, 33.3% at +/−45° and 11.1% at 90° [8]. 

 
Fig. 4. Multi-instrumented structural specimen submitted to a three-point bending test with 
surface instrumentation (3D-DIC, strain gages and FBGs) and embedded FBGs 

3. Process monitoring 

3.1. Autoclave cure 

Many stages of this manufacturing process present situations that are a risk for the 
integrity of FO. Compacting, vacuuming, pressurizing is likely to subject OFs to 
more or less important folding. Some may attenuate the reflected signal in some 
critical extend, but they may even be responsible of fiber ruptures. The OF 
curvatures must be reduced as much as possible. Figure 5 (left) shows a solution 
to minimize them by using beveled silicone foam. For similar reasons a specific 
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device was especially conceived to allow the passage of optical fibers through the 
wall of the autoclave (Fig. 5, right). 

The major difficulty is to ensure a perfect sealing without breaking the optical 
fibers. 

  

 
Fig. 5. Optical fibre ingress protection in prepreg before the autoclave curing process (left) and 
OF gate device of the autoclave (right) 

The adopted solution is a silicone stopper placed in a tube crossing the wall of 
the autoclave. The stopper may be finely squeezed by means of a hollow screw. 
The autoclave manufacturing process is particularly effective for high performance 
structures. This elaboration mode is largely used in the aeronautical and aerospace 
fields. The quality of the parts is obtained thanks to the association of three process 
parameters: pressure, vacuum and temperature. Each one of them has an important 
influence on the initial properties of the structure, such as the fiber content ratio, 
presence of porosity, degree of advance or level of cure residual stresses (CRS) 
which may have a considerable influence on the damage sensitivity of composite 
structure under loading and Rupture. CRSs are closely related to the strain evolution 
within the material throughout the process. Thus, the capacities of FBGs are 
exploited to undertake the cure monitoring of various specimens and to analyze 
the various phases of the autoclave curing process. The assessment of process 
induced strains in two structural specimens is shown in Fig. 6 (bottom). The FBG 
is positioned in the middle of the third ply of the thin zone of the structural 
specimen which counts a total of 20 plies stacked in a typical aeronautical way 
(50/40/10) (Fig. 6, top). Looking at Fig. 6 (bottom), it may be observed that, at the 
beginning of the cycle, the setting under pressure and vacuum phase is clearly 
marked by a strong positive deformation. At this stage prepregs are relatively rigid 
and the stress fields which are exerted on the FBGs are not easily identifiable if 
one sticks to the optical answer. During the rise in temperature, the tensions on 
OFs seem to be released. Then strains stabilize until the beginning of the 180°C 
isothermal shelf. There, an increase in the strain appears and corresponds to the 
beginning of gelation. During the isothermal shelf, the strains are stabilized again 
even if one distinguishes a light reduction (contraction) which could be associated 
to chemical contraction. The evolution of strain during the cooling phase is not 
made in a linear way. The material seems to contract with variable progressions. 
The mould expansion, on which the specimens are placed, is certainly not foreign 
to this irregular change. A brutal change of orientation of the strain curves appears 
towards the end of cooling, at the moment when the pressure and the vacuum are 

489 



F. Collombet et al. 

 

released. This is explained by the relaxation of the interfacial constraints between 
mould and specimen. 

At the end of the curing process, residual strain is estimated for both specimens 
(respectively −80 and −50 µm/m). This example highlights how FBGs are able to 
translate specific manufacturing phases such as temperature change, pressurization, 
vacuum setting up, gelation, mould-part interaction and build up of residual strains 
[3, 4, 6]. 

 
Fig. 6. Geometry of the structural specimen and FBG positioning (top) and strain changes vs. 
cure cycle for two structural specimens (bottom) 

3.2. Filament winding and cure 

It deals with the technological challenge and the development of specimens 
instrumented with embedded FBGs and thermocouples. The aim is to monitor the 
temperature and strain changes during the cylinder manufacturing process. Specimens 
are filament wound glass reinforced epoxy composites. Two technological problems 
have to be solved: the first question is to collect data during fabrication and the 
second is to withdrawn the specimen from the mandrel without damaging sensors. 
This first issue is solved through the development of a rotating interface between 
the filament winding machine and the composite cylinder in fabrication (Fig. 7, 
left). The second issue is solved thanks to a specially designed split mandrel (Fig. 
7, right). The filament winding machine rotary-static cable interface design leads 
signal transmission from rotary sensors (embedded sensors in the rotary specimen) 
to the static reading instruments (Fig. 7, centre). Cylinders are thin walled having 
a 4.42 mm thick, the reinforcement fiber is continuous glass roving (1200 tex), 
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with a 3.5 mm width. The matrix system is a mixture of araldite LY 5052 and 
hardener HY 5052. 

Combined rotational and axial movements produce double helical trajectories 
and a rhomboid shape pattern. The winding has a pattern of 5 rhomboids in the 
circumferential direction. The 350 mm long is obtained with a machining 
operation. The number of layers is 7. At both ends of the cylinder, there are zones 
of reinforcing fibers with an angle of 90°. Fiber orientation has an angle of ±55°, 
which is a classical winding angle used for pressure vessels. Layer patterns are 
placed to be stacked coincident in order to have the same material pattern through 
the thickness direction. Winding angles are strictly maintained for all layers, this 
produces a slight increase in cell size with thickness. Mean measured thicknesses 
are 4.4 ± 0.16 mm. The specimens are wound and cured, at 50 °C for 15 h to save 
rotating connectors. Fiber content ratios were obtained by burn off method giving 
a mean of 51% ± 2.1%. Detailed information can be found in [4]. 

 

 
Fig. 7. Connector system on winding machine (left), mandrel-connector system (centre) and 
cable passage of the split mandrel (right) 

In such cylinders, FBGs are aligned in axial and circumferential directions, 
with a thermocouple placed next to each Bragg grating. Once the conditioned 
mandrel with the rotary interface and sensors is installed in the filament winding 
machine, the placement of the first layer is carried out. Next, sensors are placed 
over the first layer, one Bragg grating and one thermocouple in the circumferential 
direction and in the axial direction respectively. The second layer is carefully 
wound over the first layer covering sensors, and then the rest of the layers are 
wound like any other non instrumented specimen. As indicated on Fig. 8 (left), the 
circumferential strain evolution during winding is a historical file of the winding 
process, where the most important events occurring during winding are recorded. 
The number of the waves and the period of them correspond to the number of 
layers and the time spent for winding layers. Tests are performed to measure in 
situ strain and temperature during cure (here for six nominally identical filament 
wound cylinders). Several points and events of the curing process are identified; 
these points can be grouped in two classes, one group is formed by points limiting 
the different phases, the second group is formed by points where material transfor-
mations occur. The characteristic points and event explanations are shown in Tables 
1 and 2. Axial and circumferential mean strains of all specimens from optical 
sensors are plotted on Fig. 8 (right). Strain values at the end of winding segment 
are almost zero, this situation is expected because during winding resin is still 
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liquid and no bound is present between resin and the optical fiber, so Bragg 
grating is only exposed to thermal excitation. At the beginning of the curing cycle 
(in oven), both strains climb as the temperature rise during curing cycle warm up. 

It corroborates the fact that during the test, incipient polymerization is observed 
at the end of the winding phase. A characteristic point is noticed before the end of 
the warm up segment (point a), where axial strain changes from a positive slope to 
negative, even if the warm up segment is not finished yet. 

 

 
Fig. 8. Event detections during winding phase (left) and mean strains delivered by FBGs and 
characteristic points during curing phase (right) 

Table 1. Process characteristic phase identification 

Process phase identification Phase description 
1–2 Winding 
3–4 Waiting between winding and curing cycle 
4–5 Heating 
5–6 Curing constant temperature phase 
6–7 Cooling 

Table 2. Phenomena and transformation identification 

Characteristic point 
identification 

Point description and occurring transformation 

A Point from which elastic response and thermo-elastic behavior begin to 
appear during heating 

B 
Point where axial strain shows a fast decrease, and may indicate a 
transformation. From this point there is no elastic response nor thermo-
elastic behavior 

C Point at which a transformation occurs from semi liquid or liquid state in to 
a solid state. Material shows again an elastic and thermo-elastic behaviors 

This means that in axial strain the beginning of a material transformation is 
detected. This point is coincident with the gelation temperature of the resin system 
(58°C). On the contrary, in circumferential strain this characteristic point is not 
detected, and circumferential strain follows temperature tendency to climb. It can 
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be noted here, that the composite cylinder over the cylindrical mandrel is free of 
constrain in axial direction, but in circumferential direction the composite cylinder 
has to follow mandrel expansion during warm up, this may be the reason why the 
characteristic point a is not detected by circumferential strain response. During 
constant temperature segment, in the curing cycle (5–6), axial strain decreases 
until zero, while circumferential strain remains almost constant, this response 
indicates a transformation within the material (axial strain releasing), which is 
supposed to be related with the polymerization process. During cooling down 
segment (6–7) both strains follow temperature evolution and one can suppose that 
polymerization has finished and strain evolution is due to thermo elastic behavior. 

After the curing cycle, strain values are different from zero, which reveals the 
presence of residual strains within the material. In axial direction specimens 
follow a contraction (negative strain mean value: −995 με) and in circumferential 
direction positive values indicate an expansion (mean value: 134 με), which is 
related to mandrel expansion because composite elongation in circumference is 
imposed by mandrel expansion (Fig. 8, right). 

4. Property identifications 

As it has been shown the initial state of a structure may be approached thanks to 
FBG. Once the composite part is cured, the embedded sensors may be used to 
identify experimental values. It may be a basis to elaborate test-calculation dialogues 
in order to identify material properties. 

4.1. Thermo-mechanical testing of autoclave cured structures 

In an economical way [5], a test-calculation dialogue can be undertaken successfully 
using as few FBGs as possible. However, for a deeper and more precise investing-
ation on the material properties it is possible to increase the number of sensors. 
Such study was undertaken using a similar structural specimen than that described 
in Section 5.2. Four OFBGs were embedded and superimposed in the reinforced 
zone of the specimen in order to estimate the through-thickness strain distribution 
during thermo mechanical tests. FBGs are disposed as shown in Fig. 9. This zone 
is composed of 28 plies, stacked in a typical aeronautical way (50/40/10) and 
FBGs are one on top of each other in plies 3, 10, 19 and 26. 

 
Fig. 9. Distributed instrumentation in the reinforced zone of the structural specimen in plies 3, 10, 
19 and 26 

493 



F. Collombet et al. 

 

Once embedded in composite parts, FBGs may be used to study the thermal 
behavior of the material. This has been done for the above mentioned structural 
specimen, thanks to the 4 FBGs embedded in the reinforced zone (Fig. 10, left). 
Through reheating procedures in oven, expansion coefficients have been identified 
though the thickness of the reinforced zone. Surprisingly, a variability of thermal 
elastic properties values is determined [6]. The specimen was submitted to a four-
point bending and a numerical FEM simulation was carried out. A test-calculation 
dialogue enabled to identify a set of properties that correlates much better than the 
given manufacturer’s data (Fig. 10, right). 

 

Thermal strains 
for ΔT = -155°C 

 
Fig. 10. Thermally induced strain distribution vs. heating cycle in the structural specimen (left) 
and strain distribution in the reinforced zone of a structural specimen during a four-point bending 
test (comparison between FBG measurements and numerical FEM results, right) 

4.2. Filament wound cylinders under external pressure until rupture 

Specimen was tested under external pressure to validate embedded instrumentation 
during service and to continue the monitoring of a composite filament wound 
structure until failure. The test was performed in the IFREMER facilities at 
Plouzané (France), using the hyperbaric testing chamber. For this test, one closure 
is provided with a sealed passage tube to connect the optical fibers in the specimen 
interior to the chamber cover (Fig. 11). 

Specimen Sealed passage 
conduit 

Metallic closure  
Fig. 11. Bragg grating and strain gage multi instrumented specimen conditioned for external 
pressure testing 
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This device was designed by IFREMER. Additionally specimen was instrumented 
with strain gages to compare with the Bragg grating results. These are bonded on 
the inner surface, three of them in the circumferential direction and one in the 
axial direction. Test is carried out by applying loading and unloading pressure 
cycles, having increments in pressure of 10 bar, starting at 10 bar. Results from 
this test show that specimen implosion pressure is 6.7 MPa, a 3 lobe buckling 
circumferential failure mode is observed, which is coincident with values obtained 
in previous tests of non-instrumented specimens [4] from which a mean value of a 
6.5 MPa was determined with a standard deviation of 0.4 MPa. 

This result indicates that the embedded instrumentation has no significant 
influence on mechanical strength at implosion. Bragg grating strain responses and 
strain gage responses show similar evolution. Bragg grating strain during the last 
three cycles presents a deviation compared with strain gages. As far as pressure-
strain diagrams are concerned (Fig. 12), critical pressure can be observed around 
5.5 MPa (the pressure at which the pressure versus strain plot becomes non-
linear). Beyond this point a Bragg grating hysteresis response is noted which is not 
detected by strain gages. 

A particular aspect of this phenomenon is that both gratings recorded it, and 
reacted in the same way, even though both are embedded in different places, both 
in the central section (half length of the cylinder), but at different circumferential 
positions. If this phenomenon is a local event (for instance optical fiber and resin 
interface debonding), each grating would react independently. 

 

 
Fig. 12. Pressure - axial strain (left) and pressure – circumferential strain (right) diagrams during 
external pressure testing 

5. Conclusions 

Although the recognized capacities of FBGs are expected to be employed for 
Structural Health Monitoring (SHM), we show in this paper that the optical 
sensors represent a precious advanced tool for the identification of composite 
material properties. Furthermore, FBGs give the possibility to identify the material 
properties within the structure itself. 
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Our studies are undertaken on structural specimens that present singular zones 
(reinforced zone, ply drop off) or filament wound cylinders. FBGs are extremely 
useful and reliable sensors for process monitoring and further cured part analysis 
as long as optical fibers are deployed and tested in the appropriate direction and in 
non significant transverse and/or non uniform stress fields. FBGs give the 
possibility to estimate initial state, in terms of residual stresses and strains. They 
may be exploited to investigate thermal elastic behaviours and determine expansion 
coefficients. Moreover, when mechanical tests are carried out, the gathered experi-
mental information turn out to be very precious in a test-simulation dialogue. 
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Abstract The influence of temperature (20–60°C) and initiator ratio (1–3%) on the cross-
linking and mechanical properties of the matrix resin and of glass fibre/unsaturated polyester 
composite; prepared by hand lay-up process and used in marine structures, is studied. Reactivity 
tests have shown that the effect of temperature increase is similar to that of initiator ratio. They 
increase reaction rate and reduce the gelation time and exothermic peak. Conversely, the Fourier 
transform infrared spectroscopy analyses have shown that the final conversions of styrene and 
polyester vinyl groups are almost complete, and that whatever the chosen operating conditions. 
Tensile and bending tests have shown that the mechanical properties (Elastic modulus, tensile 
strength…) are optimal for the samples operated at 40°C with 1% of initiator and those operated 
at 20°C with 2% of initiator. 

Keywords: Glass Fibre/Unsaturated Polyester Composite, Temperature, Initiator, Cross-Linking, 
Mechanical Properties. 

1. Introduction 

The composites based on polyester reinforced with glass fibers are widely used in 
naval construction due to their light weight, their resilience and their ease of 
implementation. Generally, the manufacturing process more used is the hand lay-
up process which consists in posing glass fiber coupons (mat and woven) on a 
mould then to soak them with resin until obtaining desired thickness of the 
laminated part. However, the non mastery of operating conditions of this kind of 
materials such as the temperature and the concentration of initiator will cause 
certainly falls of the general properties of the finished product. 

In the literature treating of the behaviour of the resin polyester, it is largely 
established that when the concentration of initiator increases, the reaction rate 
increases and the time of gelation decreases [1]. It is established, also, that when 
the operating temperature increases, the reaction rate and the final conversion 
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increase and time to reach this final conversion decrease [2, 3]. Adami [4] noted 
the same thing, but from a certain critical temperature estimated at 32°C, the final 
conversion decreases. As regards the mechanical properties, it is established that 
they depend primarily on the chemical structure of the resin [5, 6], of the type of 
the three-dimensional network which is formed after hardening as well as nature 
of the reinforcements used and their distribution in the material [7]. 

This article is part of a work by which we want to help our manufacturers to 
better understand their products, establish technical data sheets and define the 
development process to follow. We will study the influence of the operating 
temperature and the concentration of initiator on the cross-linking and on the 
mechanical properties of the polyester resin and the composite glass/polyester 
used in the construction of fishing vessels. 

2. Experimental 

2.1. Materials 

The composites materials glass/polyester are moulded in the form of laminated 
plates (300 × 300 × 3.4 mm3) of sequence [mat300/mat450/mat600/woven500]. 
The plates are prepared by hand lay-up process with considering the operating 
conditions summarised in Table 1. The average porosity is of 2.3% with diameters 
varying mainly between 1 µm and 50.88 µm. 

Table 1. Operating conditions of resins and laminates 

Samples n° 1 2 3 4 5 6 7 
Initiator ratio (%) 1 2 3 1 1 1 1 
Temperature (°C) 20 20 20 30 40 50 60 

The resin used in this work is pre-accelerated unsaturated polyester (RESIMER 
55 E-1323) supplied by EUROMERE with a content styrene of 32wt%. A methyl 
ethyl ketone peroxide solution (PMEC 50) is used to initiate the hardening 
reaction. The analysis by x-ray fluorescence of the resin reveals the presence of 
several additives based of Si, Mg, Na…, and who are added by the producer with 
an aim of making improvements specific to its product. The Cobalt (Co) which is, 
in theory, the accelerator of the reaction of cross-linking, is detected with a rate of 
0.06%. The viscosity of the resin is of 764 cps at 20°C and it decreases with the 
increase in the temperature. The fibres are E-glass with a textile/plastic finish 
compatible with polyester resins supplied by AHLSTROM. The reinforcement is 
mat of 300, 450 and 600 g/m2 surface weight and taffeta woven of 500 g/m2 surface 
weight. 
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The composite specimens are cut from the plates described above, according to 
the size recommended by the standards ISO 527 for the tensile test and standards 
NF T 51-001 for the bending test (Fig. 1). 

Fig. 1. Specimen dimensions for: (a) tensile tests, (b) bending tests 

Some virgin resin specimens are also prepared by casting in glass moulds, 
under the same conditions given in Table 1. The shape and dimensions of 
specimens are recommended by ASTM D 638-77a for tensile tests and standard 
NF T 51-001 for the bending tests (Fig. 2). 

Fig. 2. Specimen dimensions for: (a) tensile tests (h = 3 mm), (b) bending tests (h = 4 mm) 

2.2. Techniques 

2.2.1. Reactivity measurement 
The tests of the reactivity are carried out according to the standard ISO 2535 under 
the same conditions of temperatures and concentration of initiator previously 
chosen. 

The procedure consists in immersing a thermometer in a beaker containing 50 g 
of resin, catalyzed and carried at the chosen temperature with using a Marie bath. 
The stopwatch is launched immediately after addition of the initiator, and that, to 
follow the change of the temperature of the reaction according to time. 
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2.2.2. Fourier transform infrared spectroscopy (FT-IR) 

Identification of various chemical transformations occurred during the curing of 
the resin is realized by an FT-IR analysis with a resolution of 8 cm−1 in absorbance 
at room temperature. This analysis is done on a drop of resin with no additional 
initiator and tough in the form of films elaborated in the conditions of temperature 
and concentration of initiator such as defined in Table 1. 

2.2.3. Mechanical tests 

Tensile and bending tests are performed on a series of five samples (Zwick/Roell 
Z050 machine) at controlled displacement mode with a speed of 2 mm/min. For 
tensile tests, the displacement is measured by using an extensometer placed on the 
calibrated portion of the specimen. For the bending test, the distance between 
support ensures a twinge l/h = 15 (length between support/thickness values). The 
examination of the results enabled us to determine the elastic modulus, strength 
and elongation at fracture. 

3. Results and discussion 

3.1. Reactivity measurement 

The addition of the PMEC to the pre accelerated resin leads to an exothermic 
reaction. Since the gel initiation, the resin temperature starts to increase gradually 
to a maximum afterwards; it decreases slowly until the room temperature. 

The determination of the gelation time and the exothermic peak is very important 
for the construction of a composite because they correspond respectively to the 
maximum processing time of the resin and that one necessary to remove from the 
mould of the part. We established thermograms showing the behaviour of the resin 
mixtures for various temperatures and various initiator concentrations (Fig. 3). 

The gel of mixtures prepared in ambient temperature starts at 36°C according to 
Adami [4]. For resins prepared at temperatures above 30°C we have considered 
that the gel starts at the beginning of the temperature increase. We note that the 
point of gelation and the exothermic peak are reached more quickly during hot 
hardening and for important concentrations of initiator. This phenomenon leads to 
an increase of the reaction rate of cross-linking. These results agree well with 
those of the literature [1–3]. 
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3.2. Fourier transform infrared spectroscopy 

The polyester and styrene vinyl groups, responsible for the resin hardening, are 
detected respectively at 982 and 915 cm–1 (Fig. 4). The spectra of the polyester 
films obtained by FT-IR analysis are presented in Figs. 5 and 6. All the spectra 
reveal the almost total disappearance of the characteristic peaks corresponding to 
the reactive polyester and styrene vinyl groups detected before the hardening of 
the resin (Fig. 4). It is therefore deduced that the cross-linking is obtained with 
high conversions into polyester and styrene. The increase of the curing temperature 
and initiator concentrations has little effect on the final conversion rate. However, 
this analysis did not inform us about the mode of combination between polyester 
and styrene knowing that one can have copolymerization UPS and homo-
polymerisation UPUP and SS. 

Fig. 4. IR spectra of the RESIMER 55 E-1323 resins without initiator 

Fig. 3. Effect of temperature (a) and initiator ratio (b) on the gelation time and exothermic peak:  
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Fig. 5. Spectra comparisons of resin films elaborated in various temperatures 

Fig. 6. Spectra comparisons of resin films elaborated in various initiator concentrations 

3.3. Mechanical tests 

Tensile and bending tests showed that the resin and the laminate of the study have 
a linear elastic behaviour with an almost fragile fracture. The results for the optimal 
mechanical properties are represented in Table 2 (the results of tests conducted on 
bending resin without reinforcements were not considered due to their dispersal). 
In order to better illustrate the effect of the increase in temperature and initiator 
concentrations on the mechanical behaviour of the resin and the laminate, the results 
obtained (for the elastic modulus) are represented in the form of diagrams (Fig. 7). 
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Table 2. The results for the optimal mechanical properties vs. resins and laminates 

Samples Elastic modulus (GPa) Fracture strength (MPa) Fracture elongation (%) 

(a)Resin 1 4.12 ± 0.15 39.41 ± 9.87 1.52 ± 0.18 
(a)Resin 2 4.08 ± 0.19 41.10 ± 2.73 1.42 ± 0.08 
(a)Laminate 1 17.20 ± 0.82 172.18 ± 15.52 5.40 ± 0.00 
(a)Laminate 3 17.65 ± 0.76 171.13 ± 0.70 4.69 ± 0.05 
(b)Laminate 2 12.59 ± 0.30 345.38 ± 27.38 3.82 ± 0.12 
(b)Laminate 3 11.95 ± 0.23 344.61 ± 25.15 4.17 ± 0.06 

            (a)Tensile test, (b)Bending test. 
            (1) (2%–20°C), (2) (1%–30°C), (3) (1%–40°C) 
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Fig. 7. Evolution of elastic modulus vs. temperature and initiator, 1 Resins (traction), 2 Laminates 
(Flexion), 3 Laminates (Flexion) 

Figure 7 shows that the increase in the curing temperature and the initiator 
concentrations generate an optimal value of the tensile elastic modulus corres-
ponding respectively to a temperature of 30°C for the resin and 40°C for the 
laminate and a rate 2% of initiator for the resin and the laminate (see Table 2). 
These results are confirmed by the bending test in the case of the laminate. The 
same evolution is recorded for the diagrams of strength at fracture according to the 
temperature and for this of the initiator concentration. 

While referring to the results of FT-IR analysis, we can deduce that we have a 
three-dimensional network which offers better mechanical properties corresponding 
to the optima obtained by the mechanical tests. We can say that the increasing of 
curing temperature and the initiator concentrations influence directly the combin-
ation mode between polyester and styrene. It should be also noticed that there is a 
difference between the optimal temperature of the resin and the laminate. This 
difference is due probably to the presence of the reinforcement in the composite 
because, it was established that the glass fibers slightly influences the progression 
of the cross-linking reaction by delaying it [8]. 
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The whole results analysis leads us to conclude in the existence of equivalence 
between the effect of the curing temperature increase and that of the initiator 
concentration. Moreover, it should be noticed that the laminate elaborated at 20°C 
with 2% of initiator has the same behaviour as that elaborated at 40°C with 1% of 
initiator. 

4. Conclusions 

The aim of this work was the study of the influence of the curing temperature and 
the concentration of peroxide initiator on the cross-linking and the mechanical 
properties of the resin and the composite materials glass/polyester elaborated by 
hand lay-up process. 

The reactivity measurement of the polyester resin showed that the increase in 
the curing temperature and the initiator concentrations have a similar effect on the 
chemical and rheological characteristics (faster reaction, shorter gelation time of 
and exothermic peak). The FT-IR analysis showed that the cross-linking occurred 
with high enough conversions for all the samples. This is deduced from an almost 
total disappearance of the peaks characteristic of polyester and styrene. 

The results of the mechanical characterization revealed that the mechanical 
properties are optimal for samples prepared at 40°C with 1% of catalyst and for 
those prepared at 20°C with 2% catalyst. 

References 

[1] J.L. Vilas, J.M.Laza, M.T. Garay, M. Rodriguez, L.M. Leon (2001) J. Appl. Polym. Sci., 
Vol 79, pp. 447–457. 

[2] K. De La Caba, P. Guerero, A. Eceiza, I. Mondragon (1997) Eur. Polym. J., Vol 33, No 1, 
pp. 19–23. 

[3] H. Yang, L.J. Lee (2001) J. Appl. Polym. Sci., Vol 79, pp. 1230–1242. 
[4] Julien Adami (2004) Thèse, Lyon, 189 p. 
[5] E.Bureau, k. Chebli, C. Cabot, J.M. Saiter, F. Dreux, S. Marais, M. Metayer (2001) Eur. 

Polym. J., Vol 37, pp. 2169–2176. 
[6] Jean-Claude Jannel (1992) Technique de l’ingénieur, traité Plastique et Composites, AM 

3445, pp. 1–19. 
[7] M. Hildebrand (1992) Ifremer, Actes de colloques n° 15, communication n° 21, pp. 214–223. 
[8] H. Ng, I. Manas- Zloczower (1989) Polym. Eng. Sci, Vol 29, pp. 302–307. 

504 



T. Boukharouba et al. (eds.), Damage and Fracture Mechanics: Failure Analysis of Engineering 

© Springer Science + Business Media B.V. 2009 

Theoretical and Experimental Investigations  
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Polymers in the form of a Flat Plate 
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Abstract This paper studies a test method which overcomes some of the disadvantages of the 
tensile test. It is based on the plane-strain compression test, initially developed by Green, and is 
suitable for large strains. The experimental investigation of plane-strain compression test is 
carried out on Polymethylmethacrylate (PMMA) in the form of a flat plate, over a wide range of 
experimental conditions which cannot be reached in tensile tests owing to the brittle nature of the 
material. Over the whole range investigated, load-compression curves exhibit a well-defined 
maximum followed by a part where the load is minimum. The maximum is taken as the yield 
point and the minimum corresponds to the stationary plastic flow mode. The Stress analysis is 
made on the basis of plasticity theory, taking into account the influences of geometry and friction 
at the interfaces dies-sample. The equivalent yield stress is shown equal to the one obtained with 
other stress systems (uniaxial compression, uniaxial extension, simple shear). The plot of the 
stationary value of equivalent plastic flow stress normalized to the shear modulus versus the 
temperature normalized to Tg, formally illustrates the existence of two deformation regimes. 
After plane-Strain compression test, the grid dug by scanning electron microscope into the 
sample on the surface normal to the longitudinal axis of the dies allows visualization of the 
deformation state under optical microscope. 

Keywords: Plane-Strain Compression Test, Yield Stress, Plastic Flow, Amorphous Polymers, 
PMMA. 

1. Introduction 

The majority of former work on the plastic deformation of vitreous polymers used 
modes of stress in uniaxial stresses (traction, compression) or in any case rather 
simple (shearing). If the materials studied are presented in the form of flat plate 
the uniaxial compression test is not applicable to the latter (the analysis of the state 
of deformation is very complex: triaxial deformation). The tensile test does not 
offer a solution of replacement since the amorphous polymers, at a temperature 
lower than Tg-20, under this stress presents a rupture at weak deformation (before 
reaching the plastic range). The plane-strain compression test is compatible with 
the condition related to the sample geometry in the shape of flat plate. 
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2. Plane strain compression test and material 

The schematic representation of the plane-strain compression test is shown in 
Figs. 1 and 2. The specimen in the form of a flat plate is placed between two 
parallel dies (Fig. 2), which are forced the plate from either side. The two parallel 
faces are highly polished in order to minimize interfacial friction between the 
sample and the dies. The specimen suffers no constraint to elongation in the 
direction normal to the dies. The deformed material under the tools is restrained 
from moving in a parallel direction to the dies by the friction at the interfaces dies-
sample and by the constraint of the undeformed material on either side of the 
deformed section and resulting in zero strain in this direction. This test has the 
advantage that the area under load remains constant and no instability due to 
reduction in area can occur. In order to apply a plane-strain compression, flat 
plates of PMMA 1.90 mm thick, 14 mm width, 25 mm length were selected. 

 
Fig. 1. Principle of the plane-strain Fig. 2. Experimental setup for plane-strain compression 
compression test   test 

3. Theoretical considerations 

Two principal noted to help theoretical analysis: 

o If the length of the specimen L is larger than the dies width 2a, the deformation 
along axis 0Z is negligible compared to those which occur in plan X0Y 
(friction prevent deformation of the material along Z axis): conditions of a 
plane-strain, which notably simplifies the mechanical analysis of problem; 

o This deformation has two symmetry planes: planes X0Z and Y0Z. In 
experimental study, the application of the load on the mobile dies results 
reducing in the thickness of plate. At any time, during plane-strain compression 
test, there exists a relationship between the specific conditions of the test 
(load and speed of plane-strain compression, the geometry contact of the dies 
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(width 2a) and specimen (length L and thickness 2h) and two unknown 
parameters related to material under plane strain compression: its equivalent 
stress σ and the friction force τ at the interface dies-specimen. 

That is relationship which the various methods for mechanics of continuous 
mediums and, in our case, the plasticity mechanics make it possible to establish. In 
order to adapt the theory of plasticity to the stress analysis of polymers a number 
of assumptions will be considered. These assumptions are: 

o The deformation occur at the constant volume. 
o The deformation occur at the constant strain rate. 
o The material is assumed to be isotropic. Anisotropy only becomes apparent 

after considerable deformation has occurred. 

With these assumptions, the problem to be solved is that of large strains 
deformation with a non-linear relationship between stress and strain for constant 
conditions of loading, strain rate and temperature. Yielding is assumed to occur 
according to the Maxwell–Von Misses criterion [1]: 

( ) ( ) ( ) 2222 2kzyzxxy =−+−+− σσσσσσ  (1) 

where k, is a parameter depending on the amount of prior strain. The variation of k 
with strain can be described by means of a curve relating σ* an equivalent stress 
and ε* an equivalent strain defined in terms of principal stress as: 

( ) ( ) ( )222*

2
1

zyzxxy σσσσσσσ −+−+−=  (2) 

And: 

( ) ( ) ( )222*

3
2

zyzxxy εεεεεεε −+−+−=  (3) 

The Prandtl–Reuss relationship between these functions and the stress–strain 
components is expressed in the follows form: 

( )⎥⎦
⎤

⎢⎣
⎡ +−= zxyx σσσ

σ
εε

2
1

*

*
 (4) 

Let σy be the stress applied to the dies being forced into the material. The stress 
along the dies axis may be assumed to be zero [1, 2] and σx = 0. The material 
undergoing deformation is restricted from moving along the dies axis and there is, 
therefore, zero strain in this direction and σz = 0. 
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Substitution in Eq. (3) gives: σx = −σy. From Eq. (6): σx = 0.5 σy. Substituting 

in Eqs. (2) and (3) gives: ( )xy σσσ −=
2
3* . The analysis of strain is carried out 

in terms of contraction ratios defined in logarithmic terms, and: 
h
h0* ln

3
2

=ε . h0 

is the half thickness of simple before testing, and h is the half thickness of the 
simple during the test. The geometry of the specimens verifies a ratio h/a <1, 
consequently, the analysis will be carried by the method of the vertical sections 
[3]: for this purpose, we cut fictitiously our material into vertical slices infinitely 
thin along the X axis (Fig. 3). 

y 

2h
 

X
dX 

L 

2a τ

τ

yσ

yσ

)X(xσ )dXX(x +σ

 
Fig. 3. Analysis by the method of the vertical sections 

The friction dies – specimen results only in one friction force τ  at the interface 
dies – sample. Computation can be carried out by using the follows Tresca friction 
law: 

3

*στ fC=  (5) 

With Cf is the Tresca friction coefficient, which in the case of a perfectly plastic 
material leads to a constant friction force on the entire interface. Let us consider 
half of the plate where x >0 (Fig. 3). The force balance for one vertical slice along 
the X axis is written with τ > 0. 

At the second order: ( ) ( ) dX
dX
dXdXX x

xx
σσσ −=+  

The force balance is: ( ) ( ) dX LXhLdX
dX
dXhL x

x
x τσσσ ⋅−⋅+⎟

⎠
⎞

⎜
⎝
⎛ +⋅− 222  

From where, 
hdX

d x τσ
−= . Since τ  does not depend on X, the integration of 

equation gives: ( ) ( )Xa
h

axx −+=
τσσ . At aX = , normal surface to the X axis is 
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free (no longer in contact with the dies) and therefore: ( ) 0=axσ and 

( )Xa
hx −=
τσ . We deduce the values of The maximum stress, 

τσσ
h
a

+= *
max 3

2 . 

The plane-strain compression force: 

( )∫ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+⋅=⋅=

a

y h
aLadXXLF

0

*

23
222 τσσ . 

The average plane-strain compression stress: 

323
2

2

*
* σσσ ⋅+== fapp C

h
a

La
F . 

From above equation the equivalent stress *σ can be written: 

⎟
⎠
⎞

⎜
⎝
⎛ +

=

h
aC f

appl

4
1

2
3

*
σ

σ  

4. Results and discussion 

The plane-strain compression force developed Figure 4a shows the equivalent 
stress-equivalent strain curves during plane-strain compression tests at a constant 
deformation rate, ε& , of 7.10−4 s−1, measured at several temperatures, T, between 
292 and 363 K. Figure 4b also present the equivalent stress-equivalent strain curve 
during plane-strain compression test measured at T = 233 K, but by using a 
constant deformation rate lower than that before used and ε& = 9.10−5 s−1; because 
at low temperatures under deformation rate ε&  = 7.10−4 s−1, the specimen fractured 
before arriving the yield zone. These curves results resemble to those usually 
found in the literature for glassy polymers [4] and can be divided into four parts: 

• An initially linear part corresponding to the elasti response 
• A part where the curve reaches a maximum in stress, indicating a softening 

of material with an accompanying drop in stress 
• A minimum stress part, corresponding to the stationary plastic flow mode; 
• A final part where the stress increases, corresponding to homogeneous 

deformation with increasing work hardening 

The σ  value corresponding to stationary conditions is referred as statσ . It is 
instructive to compare results of the plane-strain compression test with those 
obtained at the same conditions of temperature and deformation rate in uniaxial 
compression and simple shear tests. 
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The yield equivalent plane-strain compression stress (Fig. 5a), in the same 
conditions of temperature and deformation rate, is shown equal to the yield 
compression stress (Fig. 5b) [5]. Furthermore, and as shows it the Figs. 6a and b, 
the yield compression stress is equal to the double of the yield shear stress. 

 
Fig. 4. Effect of the temperature on the plastic behavior of the PMMA 

Figure 7 where the stationary value of plane-strain compression plastic flow 
stress statσ  normalized to the shear modulus G (G = 2,500 MPa) is plotted as a 
function of temperature T normalized to the glass transition Tg (Tg = 380 K). The 
data points are obtained from Fig. 4a, b and the hatched area represents the area 
that contains experimental points from the literature [2, 6–11]. The stress 
corresponding to published experimental points that were obtained using a 
different deformation rate was extrapolated in order to allow its comparison with 
our own data corresponding to a deformation rate of 7 10−4 s−1. 

Fig. 5a. Plane strain compression stress–strain curve             Fig. 5b. Compression stress–strain curve 
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Figure 7 shows that Log ( )Gstat /σ  initially linearly decreases with increasing 
temperature and then decreases increasingly more rapidly as temperature 
approaches Tg and the temperature separation formally separates the low from the 
high temperature behavior. 

Fig. 6a. Compression stress–strain curve            Fig. 6b. Shear stress–shearing strain curve [6] 

Fig. 7. Experimental ratio of the plastic flow plane-strain compression stress over the unrelaxed 
modulus plotted against normalized temperature [2, 6–11] 

It is instructive to see the state of deformation of a sample after plane-strain 
compression test at room temperature: Photography of Fig. 8 taken under optical 
microscope shows the grid dug by scanning electron microscope into the sample 
on the surface normal to the longitudinal axis of the dies (surface perpendicular to 
the axis OZ, see Fig. 1) before the test. The irradiated path is depolymerised, then 
dissolved using an appropriate solvent: Propanol 70–30% Methyl ethyl ketone. 
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The line pitch of the grid is 50 μm. After deformation (to *ε true = 0.2), the 
photography of Fig. 9 makes it possible to evaluate the deformation locally and to 
thus distinguish the zones presenting strong deformation ratio of those remaining 
neutral or slightly distorted. Thus, we can clearly distinguish five deformation 
zones: (i) zones A and E: where the grid does not distort (neutral zones), in 
agreement with the analysis of this type of test [1]; (ii) zone B, where the 
deformation is mainly of shear; (iii) zone C, where the deformation is of tensile; 
(iv) finally, the zone D, revealing at the same time tensile and shearing strains. 

  
Fig. 8. Grid dug on the PMMA  Fig. 9. Grid after plane-strain compression test; the in with 

a serted figure corresponds to the plasticine (Green [1]) 

5. Conclusions 

In this work we adapted the plane–strain compression test to the study of the 
mechanical behavior of sub-Tg PMMA under varying conditions of temperature 
and deformation rate. The equivalent yield stress is shown equal to those obtained 
in uniaxial compression and uniaxial tensile stresses systems. The temperature 
which separates the two deformations regimes, the low from the high temperature 
behavior, is formally identified. The grid dug into the sample allows, after plane-
Strain compression test, visualisation of the deformation state under optical 
microscope. 
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Abstract Because fracture phenomena are highly nonlinear and non-stationary, the classical 
analyzis of fracture lines development is not adapted for their characterization. Multifractal 
analysis is now increasingly used to characterize these irregular patterns. In this investigation, 
multifractal analyzis based on the continuous Wavelet Transform Modulus Maxima method 
(WTMM) is proposed to give a multifractal discrimination of the profile lines development at 
different fracture stages: fracture initiation, fracture propagation and final rupture. This multifractal 
analyzis makes it possible to take into account the local regularity of fracture profiles. The degree 
of these fluctuations is quantified by Hölder exponent α, computed from WTMM coefficients of 
the signal. The proposed wavelet-based multifractal approach is mainly compared to standard 
multifractal one based on the box-counting method (BCM). We noted that WTMM describes 
reasonably well the scaling properties of fracture patterns distributions at three distinct fracture 
stages. The results suggest that parameters of the multifractal spectrum such as the capacity 
dimension D0, the average singularity strength α0, the aperture of the left side α0 − αq and the 
total width (αmax − αmin) of the f(α) spectra may be useful as parameters characterizing the 
different fracture stages and mechanisms of elastomeric material. 

Keywords: Fracture, Profile, Roughness, Wavelet, Singularity, Multifractal Spectrum. 

1. Introduction 

The concept of fractal XE “fractal” geometry has been proved to be very useful in 
describing fracture XE “fractal” morphology of materials [1]. Much greater abilities 
of a multifractal XE “fractal” description of simulated and real fracture lines 
development are shown by Stach’s works [2–4], essentially based on the box-
counting method (BCM). That consists to vary the square box sizes to give multi-
scale analysis. Except that, an oscillate box gives the best multi-scale analysis and 
the best singularity detection of fluctuate signals. This oscillate box called wavelet 
was introduced by Morlet and Grossmann for seismic signals study [5]. The 
wavelet transform (WT) is a mathematical used for the decomposition of a signal 
(or surface) into a set of functions characterized by position and scale parameters 
[6]. Arneodo and his team [7] present the continuous WT as a mathematical 
microscope which is well suited for characterizing the local regularity of rough 
surfaces. However, a new approach of multifractal XE “miltifractal” analysis of 
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irregular XE “irregular”signals was born [8]. It is based on the Wavelet XE 
“Wavelet”. Transform Modulus Maxima (WTMM). Indeed, the WTMM represent-
ation is emphasized as a very efficient and accurate numerical tool for scanning 
the singularities of mathematics or physical signals. The principle of this novel 
approach is to determine the singularity spectrum XE “singularity spectrum” (or 
multifractal XE “miltifractal” spectrum) of the studied signal. That consists of 
associating to each Hölder exponent XE “Hölder exponent” α  (local regularity 
exponent) the dimension of the sets of points which exhibit the same value of α . 
The Hölder exponent estimation is given by the local maxima modulus of 
continuous wavelet transform WTMM of the signal [9]. We refer the reader to 
references [10, 11] for rigorous mathematical description. Created by The purpose 
of the present work is to generalize the canonical WTMM method from 1D 
fracture XE “fracture” profiles XE “fracture profiles” of an elastomeric XE 
“elastomeric” material in order to give best characterization of three different 
fracture stages: fracture initiation, fracture propagation and final rupture. 

2. Materials and methods 

In this study, crack propagation tests using a Dynamic Mechanical Analyzer 
system (a TA instrument DMA 2980) have been carried out under following 
fatigue mechanical conditions: frequency f = 5 Hz and strain ε = ±20%. 

Fig. 1. Examples of digitized fracture surface; (a) 3D roughness profile, (b) three different fracture 
profiles extracted at (1) crack initiation zone, (2) crack propagation one and (3) final rupture 
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For the crack propagation study, we used an edge cracked simple tension 
specimen. The elastomeric XE “elastomeric” sample dimensions are: 13 mm of 
length × 9 mm of width × 2 mm of thickness. In order to make a global study of 
the fracture XE “fracture” surface roughness, we have digitized the obtained 
fracture surfaces with a white light optical profiling using vertical scanning 
interferometer (Wyko NT 1100 profilometer). The time of the entire surface scan 
(with the given above dimensions) is about 5 to 6 h. The obtained image covers 
more than 2,000 different profiles. An example of 3D and 1D fracture profiles XE 
“fracture profiles” is given by Fig. 1. The extraction process of the 1D profile is 
carried out in the direction of the crack propagation. 

2.1. Fourier spectra analysis of the fracture XE “fracture” profiles 

Spectral analysis provides an essential tool for understanding the frequency 
components of a surface roughness. It has been used to study different topics such 
as the upper and lower limits of fractal XE “fractal” dimensions of a fracture XE 
“fracture” surface and the selection of a proper sampling bandwidth for 3D surface 
topography measurement. The power spectral method can simply be realized by 
means of the fast Fourier transformation and it leads to useful results. As demon-
strated in Fig. 2, an example of fracture XE “fracture” surface displays a 3/8−f  
power-law shape over a range of frequencies (f = spatial frequency (mm−1)). This 
decrease of power-law corresponds to a scale-invariance by anisotropic transfor-
mation. This phenomenon is observed for all the fracture surfaces obtained from 
the same fracture condition (20%–5Hz). The average Hurst exponent XE “Hurst 
exponent” (roughness exponent) obtained from the fracture surfaces of ten samples 
equals to H = 0.7955 ± 0.0103. This result is close to the universal exponent of the 
self-affine fracture surface, H = 0.8. This parameter confirms the self-affine nature 
of the fracture XE “fracture” surfaces of the studied material. 
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Fig. 2. Log–log plot of the power spectral density of the fracture profiles resulting from: (a) 
20%–5Hz fracture conditions 
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Unfortunately, it presents global quantity that do not account for the possible 
local fluctuations of the fracture surface morphology. So, we propose a multifractal 
XE “multifractal” description of the acquired profiles, to give a locale description. 

2.2. Multifractal spectrum calculation 

Fractals are rough or fragmented geometric shape that can be subdivided in parts, 
each of which is a reduced copy of the whole. These fragmented patterns can be 
characterized using the increase of a measure μ(Bx(r)) at different scales, where 

)(rBx  is the volume element of size r and centered at x, this element is square box 

in the case of box-counting method. If +→ 0r , the measure μ(Bx(r)) is defined as: 

)(~))(( x
x rrB αμ  (1) 

)(xα is the local singularity strength of the measure μ  at a given x. 

The singular spectrum (or multifractal XE “multifractal” spectrum ‘MS’) 
)(αf describes the statistical distribution of the singularityα , it is defined with 

the Legendre transform as: 

))((inf)( qqf
Rq

ταα −=
∈

 (2) 

Multifractal measures given by the formula (2) describe the behavior of the 
objects not only at different scales r, but also for different statistical moments q. 
Thus, the idea of covering the support μ  is also applied in different moments, 
which leads to the definition of partition function: 

( )∑=
=

)(

1
))((),(

rN

i

q
i rBrqz μ  (3) 

And the partition function behaves: 

)(~),( qrrqz τ  (4) 

One of the powerful properties of the continuous wavelet transform CWT is 
that we can detect and measure the strength of the singularities points in the signal 
at multiple scales through the local maxima coefficients (WTMM) [12]. The other 
fundamental advantage of using CWT is that the skeleton defined by the WTMM, 
provides an adaptative space-scale partitioning from which we can extract the 

)(αf singular spectrum. This specification of the WTMM is related to the partition 
function given by the formula (3), replaced by: 
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sslsu
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where )(XWψ  is the wavelet transform of the signal X, using mother wavelet of 
type ψ  at a location u and a scale s: 

∫ ⎟
⎠
⎞

⎜
⎝
⎛ −

=>∀∈∀
R

dx
s

uxX
s

suXWsRu ψψ
1),)((,0,  (6) 

The major implementation steps of the MS computation based WTMM can be 
formulated as follows: 

i. Calculate the continuous wavelet transform (CWT) of the signal at 
multiple scales. 

ii. Find the local maxima of the absolute values of wavelet transforms in 
each scales. 

iii. Chain the wavelet maxima points from the coarse scales to fine scales. 
iv. Compute the partition functions. 
v. Compute )(),(, qandf ταα . 

This procedure is illustrated by Fig. 3. That relates to the fracture XE “fracture” 
profile analysis given by Fig. 3a. We notice that the WTMM chains which are 
prolonged almost on all scales (see Fig. 3c) are pointed towards the strong 
singularities (or the strong fluctuations) of the profile. The applied wavelet can be 
any wavelet with the number of vanishing moments defined by the formula (7) 
that are one degree higher than highest vanishing moment of the signal. The best 
wavelet examples are the derivatives of the Gaussian, such as the first derivative 
of Gaussian. 

1,,1,0 −=∀ Nk L    ∫ =
R

k dxxx 0)(ψ  (7) 

2.3. Multifractal Analysis of fracture XE “fracture” profiles 

In this section, we present an illustration of multifractal XE “multifractal” analysis 
applied on fractographic study of elastomeric XE “elastomeric” material. It is 
reasonable to assume that different fracture XE “fracture” stages on the material 
should affect both the morphology and the scaling of the fracture surface [13]. 
Therefore, a special interest is to achieve multifractal XE “multifractal” discrimination 
of different fracture stages on the material: fracture initiation, fracture propagation 
and final rupture. To ensure a good reproducibility on the average multifractal XE 
“multifractal” spectrum parameters, it was necessary to extract at least ten profiles 
per zone (crack initiation zone, crack propagation zone and final rupture zone, see 
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Fig. 1), from ten digitized fracture XE “fracture” surfaces obtained from the same 
fracture conditions. The range of q in our work was selected by taking into 
account coefficients of determination, R2, of the fitted straight line equal to or 
greater than 0.90. Thus, )(αf  spectra were computed in the range −10 < q < 10 
for successive 0.2 steps. The selected parameters values obtained for the two 
methods are the average of 100 spectra per zone (one spectrum by fracture XE 
“fracture” profile). 

2.4. Based box-counting method 

The average multifractal XE “multifractal” spectra estimated on the three crack 
zones with the BCM are shown in Fig. 4. All plots are characterized by a typical 
concave parabolic shape, but exhibit very different symmetry features. 
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Fig. 3. The different steps of the MS computation based WTMM of the fracture profile given by 
graph (a). (b) continuous wavelet transform (CWT) of the profile, (c) local maxima of CWT, 
(d) τ(q) graph and (e) multifractal spectrum 
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order zero, 0α , and order q, qα , are parameters that can be used to distinguish 
between fracture XE “fracture” patterns distribution at the three crack zones. 

Average values of the minmax , αα   and 0α  computed respectively with the most 
positive, negative and the zero order moments are listed in Table 1. The value of 

0α  quantifies the average scale or mass density (or probability); in other terms; it 
is the average of the singularity strength of the fracture XE “fracture” patterns 
distribution. The crack zone with the maximum 0α  exhibited on average the 
lowest degree of mass concentration, and the opposite, such that the crack zone 
with minimum 0α  presented on average the highest degree of local density. 
Starting from this description, the values of this parameter obtained with BCM are 
not appropriate for an efficient characterization of the three crack zones seen that 
they are very close (see Table 1). 

The total width minmax ααα −=Δ  and the left side one +− qαα0  of the )(αf  
spectra are also evaluated and may be useful as predictive parameters that capture 
some of the inner details of the whole singularity of the fracture XE “fracture” 
lines development. These parameters showed significant differences between 
crack zones (Table 1). The range of the left side +− qαα0  of the )(αf  spectra 

was highest for crack propagation profiles zone, 4989.00 =− +qαα , and lowest 
for final rupture profiles zone, 3325.00 =− +qαα . The same characterization is 
given by the total width αΔ  estimated on the crack path direction, 

{ }4764.0,6364.0,5877.0=Δα  at crack initiation, crack propagation and final 
rupture zone, respectively. Values of the capacity dimension D0 were not 
significantly different for the three spectra. 

Table 1. Main parameters from multifractal XE “multifractal” analysis based BCM of fracture 
XE “fracture” profile line development 

Multifractal features Crack initiation Crack propagation Final rupture 

αmax 1.2027 ± 0.015 1.1703 ± 0.011 1.1791 ± 0.017
αmin 0.6150 ± 0.013 0.5339 ± 0.019 0.7027 ± 0.008
α0 1.0335 ± 0.008 1.0328 ± 0.012 1.0352 ± 0.005
α0-αmin 0.4185 ± 0.010 0.4989 ± 0.015 0.3325 ± 0.009
∆α=αmax-αmin 0.5877 ± 0.011 0.6364 ± 0.016 0.4764 ± 0.010
D0 0.9998 ± 0.002 0.9999 ± 0.001 0.9998 ± 0.001
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At first sight, we note that the discrimination of the three crack zones through 
the spectra position is difficult. Especially, the spectra estimated at the crack 
propagation and final rupture zones tend to be superimposed. Hölder exponents of 
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2.5. Based wavelet modulus maxima method 

We notice on the Fig. 4 that the positions of the spectra corresponding to the three 
crack zones are definitely separable, both the maxα  and the minα exhibit a trend to 
increase on the crack path direction. This finding of the multifractal XE “multifractal” 
spectra based WTMM allows a better characterization and differentiation of these 
zones (Fig. 5). 

Crack propagation
Crack initiation 

Finale rupture 

 
Fig. 4. Average multifractal spectra (MS) estimated with BCM of different profiles extracted at 
three zones: crack initiation, crack propagation and final rupture zones 

 

Crack propagation
Crack initiation 

Finale rupture 

 
Fig. 5. Average multifractal spectra (MS) estimated with WTMM of different profiles extracted 
at three zones: crack initiation, crack propagation and final rupture zones 
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Now, if we analyze the features extracted from these spectra listed in Table 2, 
we observe that the determination coefficients in estimating 0α  allow 
discrimination between crack initiation zone with 0967.1=α , crack propagation 
with 0608.10 =α  and final rupture profiles with 1309.10 =α . We can also say 
that the profiles extracted upon crack propagation zone develop a strong 
singularity than other profiles. Concerning the left side +− qαα0  and total width 

αΔ  of the spectra, crack propagation zone profiles exhibit a higher width or 
aperture than those of the crack initiation and final rupture one. Heterogeneity can 
also be assessed by the magnitude of changes around D0, seen that this parameter 
presents an important difference between the three zones (Table 2). The whole of 
the features estimated with multifractal XE “multifractal” analysis based WTMM 
shows significant difference between fracture XE “fracture” profiles complexity 
on the three crack zones. 

Table 2. Main parameters from multifractal XE “multifractal” analysis based WTMM of fracture 
XE “fracture” profile line development 

Multifractal features Crack initiation Crack propagation Final rupture 
αmax 1.3540 ± 0.023 1.3173 ± 0.019 1.3987 ± 0.028
αmin 0.6811 ± 0.017 0.5805 ± 0.045 0.7305 ± 0.025
α0 1.0967 ± 0.021 1.0608 ± 0.033 1.1309 ± 0.012
α0–αmin 0.4156 ± 0.019 0.4803 ± 0.027 0.4004 ± 0.020
∆α = αmax–αmin 0.6729 ± 0.015 0.7368 ± 0.030 0.6682 ± 0.019
D0 0.9642 ± 0.006 0.9771 ± 0.005 0.9376 ± 0.002

3. Conclusions 

The degree of the profile line development depends on the mechanical resistance 
of the material and on its physico-chemical properties. However, the study of the 
fracture XE “fracture” morphology complexity allows a better understanding of 
the material behaviour at the fatigue state. The self-affinity of the fracture XE 
“fracture” surfaces of the elastomeric XE “elastomeric” studied material is 
revealed. The global roughness exponents H are found to be similar values close 
to the Hurst universal exponent of the self-affine fracture surfaces, H = 0.8. 

Several multifractal XE “multifractal” attributes such as capacity dimension, 
D0, the width of the left side +− qαα0  of the )(αf  spectra, and the width of the 

)(αf  spectra itself minmax αα −  showed significant differences between fracture 
XE “fracture” surface morphology at different fracture stages. Notably, with the 
multifractal analysis based WTMM, the whole of the estimated features 
{ }0minmax0min0max ,,,,, D    q ααααααα −− +  can be very useful to characterize and 
to describe the irregularity evolution on the crack path direction. 
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Through theses results we can easily isolate and identify the crack initiation on 
the studied material. With the multifractal XE “multifractal” analysis based BCM, 
we noted that the results of the estimated parameters evolve according to the same 
tendency as those obtained with WTMM method, except that some parameters 
such as 0α  and D0 are not exploitable for an apparent discrimination. These two 
parameters are very close in the case of the three crack zones. We conclude that 
the choice of multi-scale tool is very important for the multifractal XE “multifractal” 
features estimation. 
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Abstract Interlaminar fracture is the dominant failure mechanism in most advanced composite 
materials. The delamination behaviour of materials is quantified in terms of the strain energy 
release rate G. In this paper, the measured growth rates, da/dN, were correlated with the corres-
ponding strain energy release rates, ΔGI, ΔGII and ΔGT. The strain energy release rate thresholds 
ΔGTth, below which no delamination would occur, were also measured. Three specimen types 
were tested: Double cantilever beam (DCB), end-loaded split (ELS), and mixed-mode bending 
(MMB), for mode I, mode II, and mixed-mode (I+II) loading, respectively. A large number of 
mode ratios have been used in order to cover the maximum number of cases in the range from 0 
to 100%. 

Keywords: Composite, Fatigue, Mixed mode Fracture, Crack Growth Rate Threshold. 

1. Introduction 

A considerable amount of current research activity is devoted to the study of 
failure mechanisms in laminated composite materials. The most common failure 
mechanism in laminated composites is the interlaminar damage. It results generally 
from mode I, mode II, or mixed-mode (I+II). Double cantilever beam (DCB), end-
loaded split (ELS), and mixed-mode bending (MMB) specimens are used in this 
experiments. In this study of cyclic tests, experimental results are used to predict 

delamination growth rate through the Paris’ power law: d
T )GB(

dN
da

Δ= . Thus 

for each value of the mode ratio 
T

II

G
G  there are corresponding values of d and B. 

However, it was assumed that if the delamination had not begun to grow after 1 
million cycles, the applied load and, hence, the corresponding TGΔ  could be 
considered below a threshold value. Then, no delamination growth behaviour was 
investigated for mode I, mode II, and mixed-mode (I+II) loadings in terms of the 
total strain energy release rate threshold TthGΔ . 
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2. Experimental procedure 

2.1. Material 

The laminates used in this study were an M10 epoxy resin (Vicotex) reinforced 
with 52% by volume of E-glass fibres, 5% of which are woven perpendicularly to 
hold the parallel fibres together and they could set a limit to the crack shifting. 
This material was made by compression of 16 quasi-unidirectional plies of prepeg, 
which were stacked in a sheet 6mm thick. The starter crack was formed by 
inserting a 0.06 mm thick Teflon film at mid-thickness. 

The elastic constants obtained experimentally [1] were (Table 1): 

Table 1. Elastic constants for E-glass/M10-epoxy composite 

E11 = 36.2 GPa G12 = 5.6 GPa ν12 = 0.26 
E22 = 10.6 GPa G13 = 3.7 GPa ν13 = 0.33 

E33 = 7.2 GPa G23 = 3.2 GPa ν23 = 0.48 

2.2. Specimen 

The configuration of double cantilever beam (DCB) specimen was used to 
determine the mode I interlaminar fracture toughness GI. 

Fig. 1. MMB test configuration 

The metallic hinges were attached to both sides of the DCB specimen at the end 
adjacent to the starter notch to allow for unconstrained rotation at the end during 
load introduction. 
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The end-loaded split (ELS) specimen was used for characterizing mode II 
fracture toughness GII. The toughness for mixed-mode was evaluated using the 
mixed-mode bending (MMB) configuration developed by Reeder and Crews [2, 3]. 
This test is a simple combination of the DCB (mode I) specimen and the ENF (mode 
II) specimen (Fig. 1). Actually, the MMB is included in the ASTM standards [4]. 

2.3. Test conditions 

The experiments were carried out in a 1 kN, computer-controlled, servo-hydraulic 
testing machine (Instron 1341). They were conducted under constant-amplitude 
fatigue tests at a minimum to maximum cyclic load ratio (R) of 0.1 and a 
frequency of 4 Hz. During tests, the maximum and the minimum strain-energy 

release rates, Gmax, Gmin and delamination growth rate
dN
da , were monitored. 

The threshold was found by reducing the applied load with level of 10–15% 
until the crack growth arrests, and when the delamination had not begun to grow 
after 106 cycles. Then, the applied load and, hence, the corresponding ΔGth could 
be considered below a threshold value. 

2.4. Energy release rates 

The delamination strain energy release rate can be expressed as: 

da
dC

b
PG
2

2
=  (1) 

where b is the width of the specimen (mm), P is the applied load (N) and C is the 
compliance (N mm−1). The compliance of the DCB can be shown to be equal to a 
power law function of the delamination length of the form: 

h
a

P
C

n
==

δ  (2) 

where n and h are determined experimentally (n = 1.89, h = 24.78 × 105). 

An analysis similar to that for mode I was adopted for mode II and mixed-mode 
(I+II), for which the compliance can be expressed as 3βα +=C . 

The constants α and β can be found by plotting experimental values of C versus 

a3 the 
T

II

G
G modal ratio considered (Table 2). 
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Table 2. Constants for compliance fits 

GII/GI (%) 28 53 82 ModeII
α (10−3 mm.N−1) 33.86 15.38 11.48 1.85 
β (10−7 N−1.mm−2)3.52 1.11 1.05 1.06 

The critical strain–energy release rates, ICG  and IICG , from mode I and mode 
II tests, respectively, and the total critical strain-energy rate, TCG , from mixed mode 
considered in this work can be calculated [5] and results are given in Table 3. 

Table 3. Total strain energy release rate values 

GII/GI (%) 0 28 53 82 100 
GTC(J/m2) 118.02 (2.72) 340 (37.26) 579.62 (58.66) 1822 (84.47) 2906 (224.55) 

3. Results 

3.1. Delamination growth rate determination 

As a delamination grows at a constant cyclic load, the cyclic TGΔ  changes; hence, 

the delamination growth rate changes. A plot of 
dN
da  versus TGΔ  may be obtained 

for each over 
T

II

G
G  mode ratio, pure mode I and pure mode II, as shown in Figs. 2, 

3, and 4 and the results may be fitted by Eq. (3). The coefficients B and d, 
obtained by least-squares fitting of the fatigue-crack growth rate curve, are 
presented in the Table 4. 

Table 4. Experimental values of d and B parameters 

GII/GI (%) 0 28 53 82 100 
d 1.9 2.13 2.62 3.33 4.2 
B 21.6 10−12 1.02 10−12 0.29 10−12 1.04 10−16 1.73 10−23

The results published in the literature show that the d exponent for graphite/ 
epoxy composites is generally much higher than that for glass/epoxy composites 
[6–8]. For glass/epoxy composite, the d value found by Prel et al. [8] is closer to 
what we have obtained. However Bathias and Laksimi [9] have studied glass-
cloth-reinforced epoxy under similar loading conditions, and obtained a high d 
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values for mode I (d = 3.71) and mode II (d = 7). In this case a crack can be 
confronted locally with several rigidities, unlike in unidirectional composites 
where the crack propagates in the plane in which the rigidity is relatively homo-
geneous. However, contrarily to graphite/epoxy composite, results obtained for 

glass /epoxy in this study show that the d exponent increases with 
T

II

G
G . 

 
Fig. 2. da/dN versus the strain-energy release rate, ΔGT, for GII/GI = 28% 

 
Fig. 3. da/dN versus the strain-energy release rate, ΔGT, for GII/GI = 53% 
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Fig. 4. da/dN versus the strain-energy release rate, ΔGT, for GII/GI = 82% 

3.2. Threshold total strain energy release rate 

The total strain energy release rate threshold TthGΔ  is characterized by a very 

weak delamination growth rates 
dN
da  (<10−6 mm/cycle). Therefore, a crack can’t 

propagate during a test which can last during many thousands of cycles. The 
TthGΔ  values are obtained by the decreasing load method. Three to five 

specimens were tested for each TII GG /  mode ratio considered. In this study, the 

TthGΔ  values correspond to (10−6 <
dN
da <10−7). 

As shown in Figs. 2, 3, and 4, the threshold value is progressively reached after 
having described a curve representing the transition between the curve linear part 
(Paris’ law) and the threshold value. This is a characteristic of the glass–fibre 
composites. However, for the carbon–fibre composites, the threshold value is 
suddenly reached just after the curve linear part. 

Table 5 summarises the results of the TthGΔ  values as function of TII GG /  
mode ratio. The obtained results show a logical development. The higher the 

TII GG / mode ratio, the greater the value of TthGΔ . 

Table 5. Threshold total strain energy release rate results 

GII/GI (%) 0 28 53 82 100 
ΔGTth (J/m2) 56.17 (5.65) 78.90 (4.81) 115.52 (12.11) 243.88 (10.37) 281.11 (18.05) 
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Studies presenting the measured delamination growth 
dN
da  as function of the 

strain release rate TGΔ  (Paris law), have proposed by numerous investigators. 
But, few studies including the threshold for no delamination growth are presented 
in the literature. 

However, for unidirectional carbon-fibre reinforced epoxy composites, many 
authors Mall et al. [6], Russell and Street [10], Gustafson and Hojo [11] have 

shown that the total strain energy release rate TthGΔ  decreases when 
T

II

G
G  mode 

ratio increases. In the case of unidirectional glass-fibre reinforced epoxy composites, 
the opposite phenomenon is noted. 

Numerous fatigue studies Mall et al. [6], Russell and Street [10] have shown 
that the total strain energy release rate threshold increases when the matrix 
toughness decreases in mode I, mode II, and mixed mode (I+II). 

4. Conclusions 

The present investigation has examined the delamination mode I, mode II and 
mixed-modes (I+II) delamination growth and threshold in unidirectional laminates 
of E-glass/epoxy composite under fatigue conditions. This entailed the use of 
DCB, ELS, and MMB fracture mechanics coupons. The conclusions of this study 
may be summarised as follows: 

For each TII GG /  mode ratio considered in this study, results are presented in 

the form of TGΔ versus 
dN
da  plots which fit the Paris law. Threshold values of the 

total strain energy release rate below which no initiation of delamination growth 
occurs were determined for both mode I, mode II, and mixed mode (I+II). In order 
to propose a semi-empirical threshold fatigue criterion, the study of a large 
number of TII GG /  mode ratios is necessary. 
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Abstract Today’s dramatic shortage of water resources and alarming pollution has recently 
triggered a lot of research for alternative water resources. This study consists in modifying 
cellulose by grafting of the amidoxime groups for its use in the adsorption of the Cu2+, Cr3+ and 
sulphide ions present in industrial waste waters. Cellulose is an abundant biodegradable polymer. 
The amidoxime groups are strong complexants of metal ions. The grafting is achieved in two 
steps: cyanoethylation and amidoximation, confirmed by FT-IR. The optimum conditions and 
the parameters influencing the two reactions are determined by the kjeldahl’s method and by FT-
IR. The amidoxime quantity is determined by measuring the quantity of the amine functions by 
HCl proportioning. The implementation of the modified cellulose is intended for the adsorption 
of the metal ions Cu2+ and Cr3+ and sulphide ions S2− in a double adsorption. The FT-IR analysis 
reveals that the fixing of metal cations is based on the complexation of the latter with the ligands 
of the adsorbent. The optimum adsorption was recorded at pH = 6 for a contact time of 5 h and 
an initial concentration of 10−1M in metals. The desorption of fixed metals is possible by the 
EDTA, and the re-use of the adsorbent confirms the effectiveness of recycling. 

Keywords: Cellulose, Modification, Sorption, Heavy Metals, Waste Water Treatment. 

1. Introduction 

The fast changes of polymeric materials due to technological and industrial practices 
have made their use more effective and less expensive. Thus, new implementations 
are regularly carried out with chemically modified polymers such as in the waste 
water treatments. However, the biopolymers and particularly cellulosics was the 
subject of these modifications. Indeed, during these last years, works of research 
were about the possibility of finishing controlled changes in the properties of the 
cellulosic materials [4] as cotton and cellulose [1, 5, 6] and bagasse [2, 3]. 

These last are very often chemically modified by amino groups. This alternative 
has the advantage of increasing the value of some natural products and sub-products 
[7]. In addition, the re-use of used waters represents a solution to the problem of 
water shortage, and takes part in the reduction of the pollution generated by the 
industrial effluents. The economic limits of the traditional techniques of metal 
processing liquid waste resulted in developing new processes implementing 
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properties of adsorption and complexation of biomaterials, particularly those 
based on the cellulose [4]. Indeed, in this field, the lignocellulosic materials seem 
promising by the adsorption of toxic heavy metals [8]. 

The objective of our work thus consists of the introduction of the amidoxime 
groups, complexants, into cellulose for an application in the field of the waste 
water treatments by the adsorption of heavy metals and with sulphide ions. The 
latter are eliminated by fixing in the second adsorption on the metals already 
trapped on amidoximated cellulose. 

2. Material and methods 

Pure cellulose powders some (60–65% crystalline) (Sigma-Aldrich Chemistry 
limited liability company, France), Acrylonitrile (Aldrich), hydroxylamine (Fluka 
Chimie, France). The heavy metal ions (Cu2+ and Cr3+) were obtained starting 
from the metal salts (CuCl2, 2H2O) and (CrCl3, 6H2O) adjusted with pH between 3 
and 6 using the solutions of Clarck-Lubs [6], by using the potassium hydro-
genophthalate (Table 1). 

Table 1. Clarck-Labs buffer solutions [6] 

pH Metals Solution 
(ml) 

Potassium 
Hydrogeno-
Phthalate 0.2 M 
(ml) 

HCl 0.2 M (ml) NaOH 0.2 M, (ml) Deionized water 

3 250 250 101.6 2 Dilute for 1,000 ml 
4 250 250 / 119.25 Dilute for 1,000 ml 
5 250 250 / 227.25 Dilute for 1,000 ml 
6 250 250 / / Dilute for 1,000 ml 

The products are characterized by a spectrometer FT-IR of Thermo-Nicolet 
Nexus series at ambient temperature. After drying under 40°C during 48 h, 3 mg 
of the sample is crushed with 150 mg of KBr then pressed. The pastille of Ø = 6 
mm is analyzed. 

The influence of the various parameters on the reactions was expressed by the 
degree of substitution (DS) determined by the Kjeldahl’s method (Eq. 1) and by 
FT-IR. The proportioning of the metal ions in solution is carried out by an atomic 
adsorption spectrometer, SOLAAR M6, after acidification, dilution and filtration 
of the solutions. 

The spectrometer UV, JASCO 3200, is used to highlight the effectiveness of 
the regeneration of Amidoxime Cellulose (Am-Cel). The solutions are introduced 
into a basin of optical way of 1cm. The quantity of the sulphide ions fixed is 
determined by iodic proportioning. 
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2.1. Modification of cellulose 

Obtaining the amidoxime cellulose (Am-Cel) passes by the preparation of the 
cyanoethyl cellulose (CE-Cel) like first stage. The latter is obtained by the action 
of the acrylonitrile (AN) on the cellulose (Cel) in alkaline medium, NaOH with 
36% in weight, in the presence of tetramethylammonium chloride (TMAC) [3, 6]. 
The Degree of substitution (DS) of the CE-Cel is obtained from the ultimate 
analysis of nitrogen rate N (%) using the following relation [6]: 

(%)100
(%)

NMM
NM

DS
ANN

Cel

−
=  (1) 

The CE-Cel prepared is then treated by an aqueous hydroxylamine hydrochloride 
solution [6] at constant temperature (60–80°C) for variant time (90–180 min). The 
modified cellulose obtained is washed with deionized H2O and filtered under 
vacuum. The results are expressed by the quantity of amidoxime QA, obtained by 
the absorption of HCl by the amidoxime groups [6]. 

2.2. Adsorption and desorption of the heavy metal ions 

The experiments of adsorption were carried out in a batch for a ratio of mass of 
adsorbent/volume of solution of 1/100 (g/ml), with the variation successively of 
the pH of the solution between 3 and 6, the contact time from 0 to 48 h and the 
initial heavy metal (Cu2+ and Cr3+) concentrations from 0 to 10−1 M. For the same 
ratio of mass of adsorbent/volume of solution, a well defined mass of Am-Cel was 
immersed in an adequate volume of solution containing Cu2+ and Cr3+ ions for  
24 h at ambient temperature under continuous agitation. The suspension is then 
filtered. The quantities of the Cu2+ and Cr3+ ions were determined by atomic 
absorption spectroscopy. The Am-Cel was regenerated by desorption of the metal 
ions adsorbed by a solution of EDTA at 0.1 N. A quantity of 0.1 g of Am-Cel is 
immersed in this last solution at ambient temperature during 24 h. The suspension 
is then washed by deionized H2O, filtered and finally analyzed by UV 
spectroscopy. After the adsorption of the metal ions on the Am-Cel, the sulphide 
ions are eliminated in the second adsorption by immersing 0.005 g of the powder 
not regenerated in a sulphide solution with various concentrations: 2·10−2, 4·10−2 
and 8·10−2 M in closed bottles with continuous agitation. 

3. Results and discussions 

The CE-Cel and the Am-Cel are characterized by FT-IR. The comparison of the 
respective spectra (Fig. 1) shows the appearance of a peak characteristic of the C ≡ N 
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groups to 2254 cm−1 on the spectrum of the CE-Cel, while on that of the Am-Cel, 
we observe a considerable reduction in the peak characteristic of the C≡N groups 
and the appearance of a peak characteristic of double bond C = N to 1,666 cm−1, 
thus indicating the formation of the CE-Cel and the Am-Cel respectively. Tables 2 
and 3 indicate the influence of the conditions of cyanoethylation and amidoxi-
mation reactions respectively on DS and quantity of amidoxime (QA). 

Fig. 1. Cellulose (1), CE-Cel (2) and Am-Cel (3) infrared spectrum 

Table 2. Parameters influencing the cyanoethylation reaction 

TMAC Time (min) (NaOH) (%) DS 
Without 90 36 1,510 
With 90 36 2,297 
With 45 36 0,847 
With 150 36 2,385 
With 90 10 0,391 
With 90 20 0,739 

Table 3. Parameters influencing the amidoximation reaction 

Temp (°C) Time (min) (NH2OH) (%) DS of CE-Cel QA (mmol/g) 
80 90 5 2.297 3.80 
80 90 10 2.297 4.27 
80 60 10 3.385 3.73 
80 90 10 3.385 4.10 
80 150 10 3.385 4.40 
80 180 10 3.385 5.00 
60 90 10 3.385 3.37 
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Fig. 2. Am-Cel (1) and Cu2+-Am-Cel (2) infrared spectrum 

We note an increase in the DS of the CE-Cel with the presence of tetramethylam-
monium chloride (TMAC), time and the NaOH concentration up to an optimal 
value of 20% of the later. QA contained in the Am-Cel, increases with the temper-

privileged by a concentration in NH2OH of 10%. These results agree with 
literature works [2, 3, 5, 6]. Contrary to the Cel and the CE-Cel, the Am-Cel 
showed a great affinity for heavy metals (Cu2+ and Cr3+). An octahedral complex 
which is characterized by the FT-IR analysis (Fig. 3) tends to be formed between 
the latter and the Am-Cel in the presence of the phthalates anions [8] at ambient 
temperature. The results (Fig. 3) show that the quantity of (Cu2+ and Cr3+) ions 
adsorbed increases with their initial concentration. 

Fig. 3. Variation of the quantity of Cu2+ (1) and Cr3+ (2) ions adsorbed with their initial concentration 

stage beyond 180min indicates a maximum of conversion. The amidoximation is 
ature and time until 180 min (Fig. 2). According to authors [2, 5, 6], obtaining a 
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Figure 4 shows that the quantity of (Cu2+ and Cr3+) ions increases with the time 
of contact, the equilibrium time is 5 h; the curves tend then towards a stage in 
accordance with the theory, indicating the saturation of the adsorption sites. The 
reduction recorded after 24 h can be explained by a light desorption due to the 
molecular collisions. 

Fig. 4. Variation of the quantity of Cu2+ and Cr3+ ions adsorbed with the contact time 

The results represented on Fig. 5 show in the case of chromium, that the 
quantity of the Cr3+ ions adsorbed increases with the solution pH. A small quantity 
was recorded towards pH = 3, this is due to the inhibiting effect. On another side, 
with pH = 6, we observe the precipitation of the metal ions with the OH− ions. 

Fig. 5. Variation of the quantity of Cr3+ ions adsorbed with solution’s pH 

Figure 6 shows an increase in the quantity of Cu2+ ions adsorbed with QA 
contained in the adsorbent. This is foreseeable because the amidoxime groups 
represent the sites of adsorption. 
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Fig. 6. Variation of the quantity of Cu2+ ions adsorbed with the quantity of the amidoxime 

The results deferred on Table 4, show that the Cu2+ ions is selectively adsorbed 
on the amidoxime cellulose. This result agrees with works of Gauthier and al. [6] 
and EL-Wakil et al. [2]. 

Table 4. Determination of the quantity of Cu2+ and Cr3+ ions adsorbed for evaluation of their 
selectivity 

Sample Initial Concentration 
(mol/l) 

Metal ion non 
adsorbed content 
(mol/l) 

Metal ion adsorbed 
content 
(mol/l) = metal ion 
adsorbed quantity 
(mmol/0.01 g) 

Metal ion adsorbed 
quantity (mmol/g) 

Cu2+ 7 10−2 0.885 10−2 6.114 10−2 6.11(4) 
Cr3+ 7 10−2 3.782 10−2 3.218 10−2 3.21(8) 

It is carried out by desorption of the Cu2+ and Cr3+ ions by a solution of EDTA 
0.1 N. In the presence of the latter, the Am-Cel doesn’t show any affinity towards 
the metal ions. The effectiveness of regeneration is proven by the re-use of the 
treated powder. It is highlighted by the change of color yellowgreen →  obtained 
by immersion of the powder in a sulphide solution during t = 30–60 min. Figure 7 
shows that the quantity of the sulphide ions fixed increases with their initial 
concentration. 

Fig. 7. Variation of the quantity of S2- ions fixed with their initial concentrations 
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4. Conclusions 

The cellulose was modified into Am-Cel while passing by the CE-Cel. The 
amidoxime groups can be chelated with heavy metals by formation of an octahedral 
complex metal-Am-Cel, which make them useful in the waste waters treatment. 
The operating conditions of preparation are simple. The adsorption of heavy 
metals is influenced by several parameters. It increases with their initial concent-
ration, the time of contact and the pH of the solution. The sulphide ions are fixed 
on the heavy metals adsorbed beforehand on the Am-Cel. The regeneration of the 
Am-Cel is possible using a solution of EDTA at 0,1N. 
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Abstract A full 3D contact approach is proposed for simulating forming processes of plastic 
bodies. It uses a new local searching procedure which is based on the product of the geometrical 
positions of the “Slave” node before and after having crossed a plan “master”. Coupling with the 
finite element method is achieved by using a classical 8-node hexahedral element. The use of a 
Mooney-Rivlin constitutive model allows getting a final simulation tool in order to optimise the 
mechanical behaviour of plastic bodies during their forming processes. Applications are 
essentially focused on 3D problems involving contact between solids, with a particular attention 
to the thermoforming process. 

Keywords: Finite Element, 3D Contact, Hyperelastic, Plastic Forming Process. 

1. Introduction 

The contact problems are very frequently encountered in industry. The codes of 
market such as ABAQUS, LS-DYNA, MARC, PAM-CRACH etc., take into 
account the problem of contact with or without friction. That made it possible to 
solve a rather vast number of industrial problems considered difficult. The main 
difficulties of a contact problem come owing to the fact that the boundary 
conditions related to the contact are not known in advance and they depend on the 
solution (boundary conditions evolutionary). Thus, the real contact surface and the 
contact reactions belong to the unknown factors of the problem. In case of great 
transformations, nonlinearities coming from the contact are added to the geometrical 
and material nonlinearities, making the forming problem quite difficult to solve. 
The general problem of the balance of a linear elastic solid in contact without 
friction with a rigid foundation, it was necessary to wait the Sixties so that Duvaut 

the Seventies many numerical methods to be born. The first algorithm allowing 
making leave the nodes “Master” and “slave”, in the case of the problems 2D and 

(sorting of limp). 

the existence and the unicity of the solution. This obviously made it possible during 
and Lions [1] proposed the variational inequations making it possible to establish 

3D, was established by Hallquist [2]. It is based on the concept of Bucket-sorting 
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bringing back the search for three dimensions to only one dimension, thanks to  
an approach called “position codes” making it possible to codify all the nodes 
according to the positions of the nodes and of the numbers of limp circumscribed. 

This technique allows to simplify the search of the areas of contact by examining 
the “position codes” (codified position of the nodes) of each node, after a binary 
sort as a preliminary. By using this algorithm, the cost of total search is thus 
reduced to (NLog2N) operations of permutations. It does not remain about it less 

proposed the algorithm unified by combining the technique of “position codes” 
with a labellized approach “HITA” (Hierarchy Territories and Contact Territories). 
Although these methods and/or algorithms, proposed and developed for total 
search, remain in their globality rather effective, it does not remain about it less 
than effective algorithms for the local research of contact remain rather little 

not a node slave is in contact. The algorithms of local contact available in the 
literature are based on the algorithm known as “of node to segment” or “node on 

distances from penetration of the “Slave” node through the segment “master”. In 
the majority of the problems with contact, the iteration count can strongly increase 
for small values of tolerance (lower than 10−3 test of stop), or if the geometry of 
the segment “master” presents sharp angles. Moreover it is unstable in certain case 
when the nodes candidates are opposite several segments. To improve the 

algorithm. The aforementioned is based on the orientation of the normal vectors 
carried by the element “master” and the trajectory of the “Slave” node between 
iteration I and i + 1. This method is considered to be fast because no iteration is 
added. However, from the problems can emerge at the edge between two segments 
or two or several bilinear surfaces called “areas of dead angle”, because there is no 
more continuity of the normal between two segments. The areas of dead angles are 
the weak points of the local algorithms of search. To overcome these difficulties 

develop an algorithm of search for total contact able to treat the contact impact 
(Crash landing of car). It was implemented on Software PRONTO 3D. The afore-
mentioned belonged to the algorithms of search for contact based on the technique 
“bucket sorting”. A formula thus makes it possible to calculate the code of limp 
unbounded, which distinguishes the algorithm from that Zhong (position codes). 
The algorithm of search for contact developed in our work rests on this technique 
with a new algorithm of search local which is based on the product of the 
geometrical positions of the “Slave” node before and after having crossed a plan 
“master”. 

In 1994, Oldenbourg and Nilsson [3] simplified the preceding algorithm while 

than the process of total search is not very effective. To improve it, Zhong [4] 

developed [5]. The local research is employed to determine with precision so yes or 

algorithm of “node slave/segment master”, Wang [5] proposed the “Inside–outside” 

by making a smoothing from the points of the cubic segments using splines. 
Ju [7], an algorithm of local research proposed which eliminates the sharp angles 
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2. Basis 8 node hexahedral element in total lagrangian 
formulation (FLT) 

We present the main equations used for the implementation of a behavior law in a 
classical three-dimensional solid element (8-node hexahedral element H8). A 
Total Lagrangian displacement Formulation is used. 

2.1. Geometrical approximation and displacement formulation 

The position vector of a point in the meridian plan, expressed in the Cartesian co-
ordinate system, is given by: 

∑ ∑∑
= ==

===++=
Nodes

i

Nodes

i
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Nodes
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The 3D displacement field of point p is defined by the following classical tri-
linear approximation: 
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The shape functions and their derivatives are those of a conventional 8-node 
hexahedral element (H8) (Fig. 1). 2 × 2 × 2 gauss points are sufficient to get an 
exact integration of the stiffness tangent matrix. 

Fig. 1. 3D 8-node hexahedral element 
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2.2. Green–Lagrange deformation tensor 

The displacement gradient tensor [F] and the Cauchy Green Right stress tensor [C] 
are written in the Cartesian co-ordinate system as: 

[ ] [ ] [ ][ ]
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I1, I2 and I3 are the invariants of tensor [C]: 

2
1233

2
1322

2
23111323123322113

2
13

2
23

2
121133332222112

3322111

2 CCCCCCCCCCCCI

CCCCCCCCCI

CCCI

−−−+=

−−−++=

++=
 (6) 

The Green-Lagrange tensor is written as: 

[ ] [ ] [ ]( )ICE −=
2
1  (7) 

2.3. Minimum total potential energy principle 

The total potential energy is defined by: 

( )∑ Π−Π=Π
k

k
ext

k
int  (8) 

k
intΠ  is the elementary internal potential energy which can be written as: 

( ) 0
212int 0 ,, dvJIIWv

k ∫=Π  (9) 

W represents the deformation energy per unit of no-deformed volume, 
accumulated in the structure during the deformation: 
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( )JWIIWJIIW sd += ),(),,( 2121  (10) 

( ) ( ) ( ) ( )2
2121 1

2
13231,, −+−+−= JICICJIIW κ  (11) 

1I  and 2I are modified invariants. The first variation of the external potential 
energy k

extΠ  is given by: 

{ } 0
S

k
ext dS pu∫∫=Π 0 δδ  (12) 

uδ  is the displacement vector in the local base ntt
rrr

,, 21  and { }p  the 
compressive distributed forces. Residual vector: 

{ } 0
S

k dS pu∫∫=Π 0int δδ  (13) 

where k
intΠδ  represents the first variation of the internal elementary energy. 

( )∫=Π 0
0

21int ,,V
k VdJIIWδδ  (14) 

We obtain the vector of the internal forces: 

{ } 8881int 11
det WVUWVUUwithdddJrU nn

k δδδδδδδζηξδδ ξ η ζ K=∫ ∫ ∫=Π  (15) 

{ }kk fU intint δδ =Π  (16) 

Introducing a Mooney-Rivlin law leads to: 

( )∫ ++=Π 0
0

332211int V
k dVIAIAIA δδδδ  (17) 

With: 

( )
3

3
5

322
3
4

3113
3
2

322
3
1

311
1

2
1

3
2

3
1,, Ij; 

J
JIICIICA ICA ICA =

−
+−−===

−−−− κ  (18) 

For a Mooney-Rivlin law [9], W is given by Crisfield [10]: 
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321 , IandII δδδ The variations of the invariants of the right tensor represent. 
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These theoretical developments allows getting the following expression of 
k
intΠδ : 

( )∫ ∑ ++=Π
=

0

1
321int V
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0k dV WfVfUf δδδδ  (20) 
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And: 
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 (22) 

The final internal force vector { }kfint is written as: 

ζηξδδδδδδδ
ξ η ζ

dddJffffffWVUWVU Tk det321321888111int ∫ ∫ ∫=Π LL  (23) 
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{ }kk fU intint δδ =Π  (24) 

3. Tangent matrix 

The calculation of the elementary tangent matrix can be explicitly defined by 
expressing the second variation of the elementary virtual work or by a perturbation 
technique. We have adopted the last technique which usually used. It is based on a 
finite difference scheme: 

{ } { } { }( ){ } { } { }( ){ }
j

jj
T U

UURUUR
K

j δ
δδ

2
−−+

−=  (25) 

We present a searching algorithm for the analysis of 3D contact. It’s based, on 

searching algorithm with a penalty method that we’ve developed in this work. 
There are other searching techniques of contact areas, which make it possible to 

containing nodes in each zone are updated at each new introduction of object. The 
simplest structure is the regular mesh covering the field. Each box of mesh is 

In order to cure the need for locating the nodes candidates in contact with an 
arbitrary manner, a total strategy is adopted which consists in the following: 

 Initialize the vector (nbox) which contains the numbers of the nodes in 

 Find the code Bi for each node. 
 Store the codes of all nodes i in a vector (lbox): lbox (I) = Bi. 
 Increment the storyteller for the codes of such kind: nbox (Bi) = nbox 

(Bi) +1. 

avoid a systematic sweeping of the whole of the nodes to each step of time. The prin- 

indexed by an entirety. This structure is described on the Figs. 2 and 3. 

Fig. 2. Virtual mesh                         Fig. 3. The position code buckets 

each bucket of a virtual mesh (Figs. 2 and 3). 
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the one hand, on the work of Heinstein et al. [8], and, on the other hand, on a local 

ciple rests on a space division using a virtual mesh (Figs. 2 and 3). The lists of objects 
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 Calculate the pointer of each code j in a list of nodes. 
 Npoint (1) = 1, npoint (j) = npoint (j-1) + nbox (j-1). 
 Initialize nbox with zero. 
 Find the nodes slaves in agreement with the numbers of code in a list 

(ndsort). 
 Ndsort (nbox (lbox (I))+npoint (lbox (I)))=Inbox (lbox (I))=nbox(lbox 

(I))+1. 

The code of each bucket is determined by the expression below: 

( ) ( ) i
XX

i
YYX

i
Zi SSSSSSB +−+−= 11  (26) 

[ ]
[ ]
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 (27) 

The cutting which contains any node is calculated as follows: 

( )( )( )
( )( )( )
( )( )( )
( )( )( )
( )( )( )
( )( )( )1/int,min
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byycSjbox
bxxcSibox

 (28) 

min,CX , max,CX , min,CY , max,CY  and min,CZ , max,CZ  are the ends of buckets 
widened in the direction of X, Y and Z. 

Identification of the code of each bucket widened while determining arranged 
in three directions X Y and Z: 

( ) ( )

LoopEnd
LoopEnd

LoopEnd

iboxSjboxSSkboxB
kboxtokboxkboxfromLoop

jboxtojboxjboxfromLoop
iboxtoiboxiboxfromLoop

xyxi +−+−=
=

=
=

. 11
maxmin

maxmin

maxmin

 (29) 

All the codes of the nodes calculated are able potentially to interact with the 
main segment. On the level of the search for local contact, an algorithm is worked 
out to detect the Slave nodes which can crossed the segment master by checking 
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the product the positions before and after if it is negative indeed node A crosses if 
the product is positive two cases can the this presented either node does not have 
crosses the segment or the node has cross-piece the segment before and after this last 
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(a) case 2D (b) case 3D  

4. Discretization 

( )nt
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That is to sayξ the standardized curvilinear coordinate of p (the projection of S 
on the segment (1-2)) for the case two dimensional: 

( ) { }tXXL S 1/1 −=ξ  with 10 ≤≤ ξ  (31) 

Fig. 4. Detection of the passage of the node compared to the line 

Fig. 5. Local State 3D 

case can generates some concern (Fig. 4), before curing it one needs an additional 
checking of the product the position of the node in its initial position and its final 
position. 

The local reference mark is defined on the element (1-2) by the base
tangent vector and t he normal vector whose components in the total  reference
 mark with two dimensions such as: 

547 



T. Ghomari et al. 

 

The normal gap is the distance from penetration of the node S through the 

tangential gap is defined by: 

{ } { } { } { }tXXxandnXXx s
tSn

*
1 −=−=  (32) 

The reactions are calculate by Coulomb law and are given by the following 
expressions: 
Tangential reaction 

               0≥nx If  no contact ;0=⇒ nr 0<nx If  contact nnn xkr =⇒  (33) 

Tangential reaction 

reactiontangentialxkrandreactioncriticalrr tttntcri
== μ  (34) 

where µ represents the friction coefficient: 

t

t
ttttttttt x

x
rrcontact slippingrrifxkrcontact adheringrrif

cricricri
=⇒≥=⇒< ;  (35) 

The contribution of the reactions of a node of contact in the residue of total 
balance is written: 

{ } [ ]
⎭
⎬
⎫

⎩
⎨
⎧=

t

nTn
cnt r

rQF  (36) 

The tangent matrices of contact are evaluated in the following: 
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 adhering contact (37a) 

[ ] [ ] [ ]⇒
⎥
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⎦

⎤

⎢
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⎢

⎣

⎡
= Q

k
QK

n

Tn
cnt

00
000
000

 contact (37b) 

With [Q] is the matrix of passage of the local at total reference. 

The algorithm search for contact must be able to manage ambiguous situations 

element (1-2) or a surface is expressed in the local reference (Fig. 5) mark like; the 

which can occur at the time of the procedure of search for contact (see Fig. 6): 

548 



Simulation of Plastic Forming Using a Heuristic Generalised Contact Algorithm 

 The free node, or in contact, is opposite a dead angle, and does not have 
any projection on the close main elements; in that case two situations 

 The node active slave free, in contact or penetrating, is opposite a valley 
and thus has several projected on main elements in this case, we associate 
one of the main elements to him nearest from which the distance from the 
point candidate and its projection on this element is smallest. 
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4.1. Numerical experiments 

All our geometry and results have been drawn and visualized using the educational 
version of GID software (www.gidhome.com). 

4.2. Circular plate under uniform pressure 

present themselves (see Fig. 6) case 2D. 

Fig. 6. Ambiguous cases 2D and 3D trajectories met 

We consider a circular plate treated by Hughes et al. [11], Radius L and thickness h 
are respectively 190.5 and 12.7 mm. The plate is fixed on its circumference and 
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subjected to a pressure on one of its faces (Fig. 7).

z
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z
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h

z
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z
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h
m

We use a quasi-incompressible hyperelastic material represented by the Mooney-
1 2

factor κ  used to penalize the internal energy is taken equal to K = 68.9 MPa. The 
curve of loading of the pressure is obtained by controlling the extreme node of the 

Rivlin’s model [9] with the constants C  = 0.55 MPa and C  = 0.14 MPa. The penalty 

plate (Figs. 8 and 9). 

Fig. 7. Geometry of plate under pressure 



T. Ghomari et al. 

 

0 2 4 6 8
0

5

10

15

20

25

30

35

Pr
es

si
on

 (P
si

)

Déplacement  vertical(in)

 H8
 Hughes

 

4.3. Thermoforming of a cup 

A second example treats the thermoforming of a cup. In this problem we consider 
a plastic paraison thickness 2.54 mm simply pressed on a cup cylindrical and 

(type Mooney Rivlin): with the constants MPa  0.142  C1= , MPa 4-e 2.2  C2 =  and 
MPa  68.94=k  (Bulk Modulus). The resolution is carried out using an implicit 

scheme of type Newton Raphson. The contact of paraision is supposed sticking 
and the coefficient of penalty taken equal to 107. The objective of this test, famous 
to be severe, is to study the thicknesses distribution of the cup at during time 

attenuating the strong numerical oscillations observed. A comparison with the 
element SFR-Axi is made for a better examination of the performances and 

of thicknesses distribution along the generator of the cup. 

The results provided by the two models are in agreement with the experimental 
tests. A pressure of 0.0716 MPa proved to be necessary to completely plate the 
preform against the mould. It should be noted that calculation in round back-
ground areas (bottom of the cup) requires a considerable CPU time. To cure it, it 
is completely possible that a mending of meshes localized of the areas with round 

Fig. 8. Courbe de charge Pression déplacement 

subjected to a uniform pressure. The geometry is illustrated on Fig. 10. This example  
was treated by DeLorenzi [12]. Calculation is made on a material hyper-elastic 

forming (Fig. 11). The pitches of loading will have to be very small for better 

precision on the distribution thicknesses. Figure 12 shows the shape of the curve 
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Fig. 9. Circular plate under pressure 
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cavities is carried out. Another solution consists in applying load factors of strong 
value for implicit calculation. 
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Fig. 10. Thermoforming of a cup 

Fig. 11. Distribution thickness according to the curvilinear coordinate 

Fig. 12. Plastic forming process 
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Abstract The aim of the present study is to predict the functional adaptation of bone in 
response to changes in mechanical loading using a new biothermodynamic model for bone 
remodeling. In our approach, which fits into the framework of open systems, changes in the 
density are governed by balance of mass and balance of entropy supplemented by additional 
mass and entropy sources. The governing equations of bone remodeling process are based on 
irreversible thermodynamics and kinetics of chemical reactions. The key feature of this model is 
its ability to simulate the coupling between the mechanical and biochemical parameters that 
control bone remodeling, in particular the effect of dynamical loading, frequency of load and 
nutrition. Besides, the model can be used to predict some skeletal diseases such as bone fractures 
and osteoporosis. In the present paper, a biothermodynamic model was applied to the design of 
prosthetic implants. Numerical computations of bone density distributions after Total Hip 
Replacement (THR) using 3D finite element analysis showed that the biomimetic composite 
stem exhibit a better density patterns compared to the conventional titanium stem, indicating that 
the biomimetic prosthesis promotes higher remodeling rate and consequently less stress 
shielding. Furthermore, the model showed that the concentration of a new bone strongly depends 
on the history and intensity of loading and also on nutrition. 

Keywords: Bone Remodeling, Dynamical Loading, FEM, Stem Cells, Composite Hip Stem. 

1. Introduction 

The process of bone remodeling has attracted the attention of researchers for many 

that bone structure could adapt in response to ever changing mechanical environ-
ment. This change is related to the mechanical stimulus history and the underlying 
physiologic mechanisms. Early 1970s, several mathematical theories of bone 
adaptation were developed to predict changes in bone shape and density based on 

decades. Theories of bone adaptation begin in the XIXth century. Wolff [1] stated 
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strain, stress and damage [2–9]. Generally, these models derive the rate of change 
of bone structure in response to stress, strain or damage. Despite the success 
achieved with these biomechanical models to predict normal bone architecture, 
they involve three major limitations, as Huiskes [5] pointed out. First, they have 
their empirical nature in common, by relating stress or strain in bone to adaptive 
remodeling behavior, without considering the relationship between the mechanical 
and biological mechanisms. Second, they considered bone as a continuum 
material, for which the theories of linear elasticity are valid. Third, these models 
are (quasi) static ones, effects of loading rates, visco-elastic effects and inertial 
effects are not considered. Therefore, the biomechanical models don’t correspond 
to reality. Over the past decade the interest has shifted from biomechanics to 
mechanobiology. There have been several attempts to investigate bone remodeling 
process using mechanostat theory introduced by Frost [10]. This theory relates 
cellular activity in bone modeling and remodeling to external forces and explains 
adaptive behavior of bone at a microscopic level. Osteocytes were assumed to be 
mechanosensitive and capable of translating signals to the bone surface to attract 
the called basic multicellular units BMU’s, which control the net apposition or 
removal of bone tissue [11–14]. While, mechanobiological models are suitable to 
investigate the morphological consequences of alternative loading conditions, 
metabolic disorders, as well as their pharmaceutical interventions, they involve 
two main limitations. Obviously, the metabolic effects of mechanical loading on 
bone are expressed through biochemical signals. However, bone physiology is not 
included in such theories. Second, theses models can provide valuable information 
on the morphological phenomena of bone at a microscopic level, unluckily, all of 
them consider a unique governing equation for the whole process of bone 
remodeling. Furthermore, they are characterized by single phase continuum model 
of bone. Currently, new theories based on the activities of osteoclasts and 
osteoblasts were developed to obtain some insight in bone remodeling processes. 
There are a few papers published that define, from a mathematical point of view, 
the dynamics of bone remodeling at the cellular level. Two of them propose a 
mathematical model accounting for the differential activity of PTH administration 
on bone accumulation [15, 16]. The third one suggests a mathematical model of 
autocrine and paracrine interactions among osteoblasts and osteoclasts [17]. The 
last model incorporates the RANK-RANKL-OPG pathway [18]. According to the 
latter model, it is possible to simulate skeletal diseases by inserting dysfunctional 
connections in the coupling network to explore different disease hypotheses. 
Although these new models give some insights into bone remodeling at the 
molecular level, none of them considered the bone as an open system. Limitations 
with these models are related to the formulation of the remodeling theory itself. 
Many simplifications and assumptions were made including the reduction of cell 
interaction equations, model’s variables and parameters. For instance, in Lemaire 
model, cell interaction for the whole bone remodeling process were only described 
by the set of three differential equations [19], while it should be, at least, described 
by five equations as mentioned in the work of Petrtýl and Danešová [20]. In 
addition the dynamical loading, which is crucial for bone remodeling was not 
included. Thus, further work is clearly needed in this area. 
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The objectives of the study are twofold. The first is to predict the functional 
adaptation of bone around total hip stems made of Ti and HA-coated composite, 
using a new thermodynamic algorithm combined with the finite element analysis 
method. The second is to investigate the influence of the model parameters on 
bone remodeling. 

2. Materials and methods 

2.1. Biochemical description of bone remodeling processes 

Bone resorption and formation involves the activity of two types of cells: 
osteoclasts and osteoblasts. Osteoclasts are coupled to multinuclear cells according 
to the following correlation: 

1

1
1 4

k

k
D MCELL MNOC D+

−

⎯⎯→+ +←⎯⎯ ( ρ = 1) (1) 

where D1 is mixture of substances that are initiating the reaction with mononuclear 
cells (MCELL). MNOC referrers to multinucleated osteoclasts and D4 is a 
remaining product from the ρth reaction. The osteoclasts cells break down bone by 
acting on trabecular bone surface to erode minerals and matrix. This action is 
described by the following chemical reaction: 

2

2
6 7_ k

k
MNOC Old B D D+

−

⎯⎯→+ +←⎯⎯  ( ρ = 2) (2) 

where Old_B is the abbreviation for old bone, and D6 and D7 are products made 
during bone decomposition. The product D7 participates in the activation of 
osteoblasts. 

Before osteoblasts (OB) repair and fill the eroded cavities, they need to be 
activated by the activator (Activ OB), which is produced after bone resorption. The 
action of osteoblasts can be described as follows: 

3

3
7 9_ _

k

k
D Old B Activ OB D+

−

⎯⎯→+ +←⎯⎯  ( ρ = 3) (3) 

4

4
12_ k

k
Activ OB OB Osteoid D+

−

⎯⎯→+ +←⎯⎯ ( ρ = 4) (4) 

where 12D  is a remaining substratum. 
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The final stage of remodeling is bone calcification. The bone surface is restored 
and covered by a layer of lining cells according to: 

5

5
13 15_+

−

⎯⎯→+ +←⎯⎯
k

k
D Osteoid New B D  ( ρ = 5) (5) 

where D13 is is the substratum, that initializes mineralization of osteoid, New_B is 
the abbreviation of new bone formed by remodeling process and D15 is the residue 
of bone formation reaction. The above chemicals equations ( ρ = 1) − ( ρ = 5) 
have a common form (i.e., Menten–Michaelis reaction) and describe the two most 
important stages in bone remodeling formation and resorption. 

2.2. Thermodynamical description of bone remodeling process 
(BRT) 

Bone remodeling, a coupled process, can be viewed as an irreversible thermodynamic 
system that operates far away from equilibrium. In this way, non-equilibrium 
thermodynamics [21] can be applied to describe interactions between the 
mechanical loading and chemical reactions (see Fig. 1). According to the second 
law of thermodynamics, the entropy production of bone remodeling process is 
always positive. 

( )(1)( ) A . , , 0,T S pd w n pρ ρ α α α
α

σ μ ϕ= + + ∇ ≥∑ j  (6) 

where 
1 2 3

1 2 3(1) v v vd
x x x

ρ
ρ

∂ ∂ ∂
= + + = −

∂ ∂ ∂
&

 is the trace of deformation rate tensor, p is a 

mechanical energy concentration or pressure, wρ  and Aρ
 are the chemical reaction 

rate and affinity of ρ -the reaction respectively. The sum ( ). , ,n pα α α
α

μ ϕ∇∑ j  is the 

rate of entropy production and ( ), ,D c eαα ≡j j j j  represents the fluxes of chemical 
component α which include the diffusion fluxes, 

Dα
j , mass flux cj  and 

bioelectrical current ej . Cowin et al. (1995), showed that all fluxes are driven by 
the gradients of concentrations nα, pressure p  and bioelectrical potential ϕ  
according to the following relation: 

( ) ( ), , , , ,
T

D c e n p
α α ϕ= ∇ ∇ ∇j j j L  (7) 

where L is the matrix of phenomenological coefficients. 
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These coefficients have to be determined experimentally or estimated on the 
base of corresponding biophysical models using Onsager symmetrical rules. 

The cross coupling effects between the pressure (p) and chemical reactions 
rates (wp) are expressed by Onsager’s relations: 

(1)vv vp l d l Aρ ρ= +  (8) 

(1) ,vw l d l Aρ ρ ρρ ρ= +  (9) 

Here vvl  represent the viscosity and lρρ  is the constant of chemical reaction 
rate. Onsager has shown that for fluxes and affinities, the cross effects in Eqs. (8) 
and (9) must satisfy the Osanger’s reciprocal relation 

v vl lρ ρ= . 

These cross effects must also satisfy the second law of thermodynamics. By 
substituting Eqs. (8) and (9) into Eq. (6), the following conditions must be 
considered: 

0  & 0vvl lρρ> >  (10) 

and: 

( )1,1v

vv

l
q

l l
ρ

ρρ

= ∈ −  (11) 

where q  denote the coupling parameter. 

2.3. The role of coupling between mechanical loading and chemical 
reaction 

To illustrate the importance of the mechanical loading, let us define the efficiency 
of interaction H, which represent the ratio of the mechanical loading to the 
chemical reaction: 

(1)

w A
H

pd w A
ρ ρ

ρ ρ

=
+

 (12) 

The relationship between the efficiency H and the coupling parameter q is thus: 
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2

21 2
qH

q
δ δ

δ δ
+

=
+ +

 (13) 

With: 

(1)

vv

dl
l A
ρρ

ρ

δ =  (14) 

In nature, all systems including living tissues are optimized [22]. Accordingly, 
we can assume that the efficiency described by Eq. (12) should have the absolute 
highest value. This value is reached when: 21 1 1 q

q q
δ = − ± − . The most effective 

interaction corresponds to: 

( )
2

max 2 2

11
2 1 1 1

qH
q q

= ±
− ± −

 (15) 

The physical meaning of the above Eqs. (6–15) can be interpreted as follows: 

o In the case of coupling (q ≠ 0), the chemical reactions are driven by 
mechanical loading if the chemical reaction rate is positive and the affinity 
is negative. 

o If both parameters the chemical reaction rate the affinity are positive the 
chemical reactions are running spontaneously. 

o Without coupling (q = 0), the efficiency Hmax = 1, the mechanical loading 
has a stimulatory effect on bone remodeling even when the affinity is 
negative. 

2.4. Mathematical formulation of the host tissue biochemistry 

The host tissue (i.e. bone) is a considered as a self organizing system (open 
system) that exchanges matter energy and entropy with its surroundings. Time 
evolution of the concentrations of all biochemical components of the bone is 
described by the set of differential equations, which are formulated, on the bases 
of chemical kinetics theory and non-equilibrium thermodynamics. The change of 
the concentration of chemical substances in the point 1 2 3( , , )x x x x≡  and time t 
can be expressed by the following differential equations: 

( )
5

1

,i i in wρ ρ ρ
ρ

ν ν
=

′= −∑&  (16) 
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where i = 1,2,…,15 and refers to the chemical substances. MCELL,MNOC…, 
D7…, D15, iρν  is the stoichiometrical coefficient of thi chemical component for 

substrates and iρν ′  is the stoichiometrical coefficient of thi chemical component of 
products. The differential equation (16) can be expressed in dimensionless by 
scaling variables according to: 

2 0 0 2 0

2 2
(1) 2 0 2 0

  ,  ,  ,  ,  

, j
B i i B i i B

v B j B

tk n N n n k k B n

l d k n J k n
ρ ρ

ρ ρ

τ δ β+ + +

+ +

= = = =

= =D
 (17) 

where τ is time, Ni is the rate of concentration of the thi  substance, δρ is the ratio 
of rate of  ρth reaction to second reaction, Dρ is the parameter that describes the 
influence of dynamical loading on rate of ρth chemical reaction, βi is the 
concentration of the thi  substance and 0Bn  is the sum of initial molar concent-
ration of relevant substances, one gets the set of equations. All parameters involved 
in equations (ρ = 1,...5) can be calculated by solving the kinetic chemical 
equations and the time evolution of concentrations of substances (Eq. 18). 
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 (18) 

2.5. Simulation of thermodynamic bone remodeling (BRT)  
after total hip replacement (THR) 

To conduct the finite element analysis the commercially available software (ANSYS 
10; Ansys, Inc., Montreal, CA) is used with the implantation of Runge-Kutta 4 
program to solve the system of differential equations (Eq. 18). The bone remodeling 
algorithm is tested first in a standard proximal femur. The idea is to qualitatively 
observe the results from the remodeling model due to a rather realistic environment. 

559 



H. Bougherara et al. 

 

3D geometry of a proximal femur was reconstructed from CT scan slices of a 
composite femur [23]. For structural analysis, cortical and cancellous bones were 
both simplified as homogeneous linear-elastic materials with transversely isotropic 
behavior. The second model of application is the proximal femur implanted with 
conventional stem made of Ti-base alloy (E = 110 GPa, ν = 0.3), whereas, in the 
third model, a biomimetic composite stem is used. The latter (composite stem) is 
extensively described in previous work [24, 25]. It is composed of a 3 mm-thick 
sub-structure made of several layers of a carbon fiber/polyamide 12 (CF/PA12) 
polymer composite laminate with pre-determined fiber orientation, an internal 
polymeric core and a 100 microns thick bioactive HA coating in the proximal 
section to enhance bone ingrowth and increase the fixation strength. 

The first and the second FE models are meshed with eight-nodded brick type 
element (SOLID45) with three degrees of freedom attributed to each node. For the 
third model, the sub-structure is meshed with eight nodded shell type element 
(SHELL 99). The bone-implant interface (HA coating) was modeled using 
surface-to-surface contact elements (CONTA174 and TARGE170). The three FE 
models are loaded with the most critical load case of gait of a body weight of 88 
kg (a single limb stance phase). It consisted of a 1.9 kN force applied to the 
femoral head and a 1.24 kN abductor muscle force [26, 27]. This load is 
distributed over several nodes to avoid stress concentration and the displacement 
of all nodes at the distal end of the femoral bone is rigidly constrained. 

3. Results and discussion 

3.1. Validation of the FE model 

The system of differential equations (Eq. 18) is solved using both MATLAB and 
ANSYS software. The iterative process for the thermodynamic model of (BR) 
outlined on figure is obtained when no changes in the time evolution of bone 
density occur. 

Figure 1 represents the variation of the time evolution of the elastic modulus in 
the z direction (EZZ) in two different zones of the bone versus the number of 
iterations (N). As can be seen, with the increase of (N), values of (EZZ) decrease 
and the steady state is reached after approximately 35 iterations. To validate the 
FE model, the bone configuration obtained using the BRT model is compared to 
the frontal longitudinal midsection of upper femur (Fig. 2a), as well as the 
diagram of the lines of stress from Henry Gray Anatomy [28]. Prediction of bone 
remodeling in normal healthy bone (Fig. 2b) shows similar bone density patterns 
to those the inner structure of proximal femur (Fig. 3b). This result is also 
supported by numerous clinical investigations (Fig. 3a). 
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Fig. 1. Elastic modulus in z direction (EZZ) in two different zones of the bone vs 

The thermodynamic model is also compared to the classical adaptive bone 
remodeling model developed previously by Huiskes et al. [29] and Weinans et al. 
[6]. This model uses the strain energy density (SED) as the mechanical stimuli that 
lunches and controls bone remodeling process. By comparing bone density distri-
butions in the two models (Fig. 4), it can be said that the structure of the femur are 
comparable. We can notice the clear formation of cortical and cancellous bone in 
both models. However, difference in the range values of bone density can be 
observed. This is due, on one hand, to the boundary conditions used in the model. 
In the classical model, values of starting and end points for the predicted apparent 
density are constant (i.e., the apparent density varies between 00.1 and 1.74 g/cm3) 
while, in the thermodynamic model, these limits are calculated and depend 
strongly on the model parameters (see Fig. 3a). 

On the other hand, it can also be attributed to the fact that the classical model 
considers only the mechanical loading as the driving force for remodeling process 
and neglects the effect the chemical reactions which, however, is included in the 
thermodynamic model. 

Fig. 2. Cuts of a proximal femur (a) isovalues of Von Mises stress (b) bone density evolution 
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(b) (a) 
 

Fig. 4. Predicted bone density in the femur using 

3.2. Time evolution of bone density after total hip replacement 

As initial state an isotropic homogenous density was used for the whole femoral 
bone. The impact of bone remodeling in each part of the bone was then calculated 
at each step. Figures 5 and 6 illustrated the time evolution of bone density under a 
physiological load using both Ti and biomimetic composite stems. 

     
Fig. 5. Bone density distribution using        Fig. 6. Bone density distribution using Ti 
CF/PA12 stem after 46 iterations        stem after 46 iterations 

Fig. 3. Frontal longitudinal midsection of the upper adapted from (a) grey anatomy atlas [28] and 
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The time evolution of bone density distributions using Ti stem (Fig. 5) were 
lower and ranged between 0.32 and 1.29 g/cm3, with a peak density of 1.29 g/cm3 
than those obtained when the biomimetic composite was used (Fig. 6) (bone 
density ranged between 0.32 and 1.34 g/cm3 and a peak density of 1.34 g/cm3), 
demonstrating that the biomimetic prosthesis promotes higher remodeling rate and 
consequently less stress shielding. 

3.3. Influence of the locomotion (dynamical loading) 

Locomotion or dynamical loading is crucial for proper bone development and 
remodeling. To illustrate the effect of dynamic loading we varied the parameters 
Dρ of the model. If no stimulus is present, the bone resorbs (i.e., concentration of 
both old bone and new bone is decreasing) and after some period of time reaches 
equilibrium where almost no new bone is being produced (Fig. 7a, blue line). 

On the other hand if proper exercise is applied (yet not possible to determine 
what type of exercise it represents) we may observe a moderate decrease in 
density at first. This decrease is soon shifted into significant rise where formation 
predominates resorption. When the activity is increased furthermore (by higher 
frequency or higher load) the stationary solution may become unreal (negative 
value of the concentration of the old bone black line in Fig. 7a). According to 
model, there is a threshold for dynamic loading. Exceeding this threshold leads to 
breaking of bone. 

Fig. 7. Influence of locomotion on bone density 
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4. Conclusions 

The thermodynamic bone remodeling model (BRT) proposed combine both – the 
mechanical stimulus and also the biological background. Using FEM software we 
were able to calculate the density distribution throughout the whole bone which is 
great agreement with knowledge of bone anatomy. Using this approach we may 
simulate different loading cases (exercise, patients) as well as nutrition or other 
biological features (e.g., the influence of several hormones involved in bone 
remodeling). These simulations and possible predictions for skeletal diseases are 
currently being studied. 
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Abstract 

present investigation, a hybrid composite-metal resurfacing implant is proposed. The cup is made 
of carbon fibre/polyamide 12 (CF/PA12) covered with a thin layer of (Co-Cr). Finite element 
(FE) method was applied to analyze and compare the biomechanical performances of both 
composite and Co-Cr implants. Results of the finite element analysis showed that the composite 
implant leads to stresses in the cancellous bone16% higher than Co-Cr, indicating a lower 
potential for stress shielding and higher potential for bone apposition with the hybrid resurfacing 
implant. 

Keywords: Hip Resurfacing, Modelling, Stress shielding, Finite Element Method, Biomimetic 
composite, Neck fracture. 

1. Introduction 

The successful reintroduction of the improved Metal-On-Metal (MOM) bearings 
has led to a resurgence of interest for hip resurfacing procedure as a viable 
alternative to conventional arthroplasty for younger, active patients [1, 2]. The 
reported benefits of hip resurfacing (HR) include reduced dislocation rate and 
increased function compared to total hip arthroplasty (THA) [3–5]. Other 
advantages of HR compared with THA include minimal bone resection, easier 
revision, and reduction in the stress shielding in the proximal femur [2]. Femoral 
neck fracture and stress shielding remain a concern with resurfacing hip 
prostheses [6, 7]. Most implants for hip joint replacements including resurfacing 
implants are manufactured from stiff materials (i.e., stainless steel, Co-Cr etc.). 
These materials undergo stress shielding that may lead to implant failure, including 
implant loosening and femoral neck fracture [8]. A new hybrid composite-Co-Cr 
resurfacing implant is proposed to prevent stress shielding and bone fracture. 

in which the femoral head is reshaped to accept metal cap with small guide stem. In the 
Hip resurfacing technique is a conservative arthroplasty used in the young patient 
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The aim of this article is thus to present the concept design for the hybrid 
resurfacing implant and secondly, to compare its performance with conventional 
hip resurfacing (Fig. 1). 

 
Fig. 1. Birmingham Metal-on-Metal hip resurfacing implant 

2. Material and methods 

2.1. 3D geometries and concept design 

Computerized tomography (CT) scan sections were performed every 0.5 mm 
along the length of the composite femur (Sawbones 3rd generation composite 
bone models) and used to generate the 3-D solid model of the proximal femur [9] 
(Fig. 2a). The original density and the elastic modulus of the simulated cortical 
(short fibre filled epoxy) and cancellous (rigid polyurethane foam) based on CT 
scan and ASTM D-638, D-695, D-1621 tests were equal to 1.64 g/cm3, 16.7 (GPa) 
and 0.32 g/cm3, 137 (MPa). 

(b)(a)  
Fig. 2. 3D geometry of the femur: (a) reamed bone and (b) bone with hybrid HR implant 

The concept and geometry of the hybrid resurfacing component are shown in 
Fig. 3. The femoral cup with a diameter of 46 mm (Birmingham) is composed of  
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2 mm-thick shell structure made of several layers of a continuous Carbon Fibre/ 
Polyamide 12 (CF/PA12) composite fabric, onto which a 1 mm layer of Co-Cr is 
overlaid in order to avoid wear debris formation. The guide stem is composed of 
the same material as the cup (i.e. CF/PA12-Co-Cr). 

 

CF/PA12 

CF/PA12-Co-Cr 

Co-Cr surface 

 
Fig. 3. Concept design of the hybrid composite-metal HR implant 

2.2. Details of the FE models and loading conditions 

3D FE-Models of a composite femur were meshed and analyzed using ANSYS 
11.0 software. The femoral head was reamed and embedded with two types of hip 
resurfacing implants. The first was a model of the femoral bone in which the 
implanted stem was made of a Cr-Co-base alloy (E = 200 GPa, ν = 0.3) (Fig. 4), 
while the second was the hybrid composite (CF/PA12) – metal (Co-Cr) stem. The 
properties of the composite are shown in Table 1. 

Table 1. Mechanical properties of the composite prosthesis 

Material Modulus of elasticity (MPa) Shear modulus (MPa) Poisson’s ratio 
Ex = 15,400 Gxy = 3,000 νxy = 0.3 
Ey = 15,400 Gxz = 3,500 νxz = 0.25 

CF/PA12 composit (±45°) 

Ez = 3,500 Gyz = 3,200 νyz = 0.2 

Bonded conditions were assumed at bone-femoral head component interface, 
while bone-femoral stem interface was left unbonded (frictionless contact was 
used) (Fig. 4). For each FE model, the load corresponded to 8 running and 
consisted of a 3704 kN load applied to the femoral head and a 1085 kN great 
trochanter muscles load [10]. 

The loads were distributed over several nodes to avoid stress concentration, and 
for all FE analyses, the displacement of all nodes at the distal end of the femoral 
bone was rigidly constrained (Fig. 5). 
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(a) (b)
 

Fig. 4. (a) Finite element model and types of contact used, (b) Load conditions 

3. Results 

3.1. Stresses in the trabecular bone 

The Von Mises stresses in the trabecular bone with the Cr-Co and CF/ PA12 
resurfacing implants are shown in Fig. 6. The stress inside the trabecular bone was 
higher for the conventional Co-Cr resurfacing implant (Von Mises stress of 
between 0 and 4.7 MPa, than the one using the hybrid CF/PA12-Co-Cr, Von 
Mises stress level ranged between 0 and 4.1 MPa). The highest stress patterns 
were noted in the posteroinferior region near the rim of the implant. Peak stresses 
were 6.13 MPa for the Co-Cr prosthesis and 5.26 MPa for the hybrid HR. 

 
Fig. 5. Von Mises stress in the cancellous bone using the metallic HR implant 

 
Fig. 6. Von Mises stress in the trabecular bone using the hybrid composite HR implant 
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3.2. Stresses in the implant 

The values of stresses in the conventional Co-Cr implant were ranged between 0 
and 77 compared to 0 and 68 MPa when the hybrid implant is used. The peak 
stress in the conventional implant was higher (173.2 MPa) than that found in the 
hybrid implant (152.9) (Figs. 7a and 7b). 

Fig. 7a. Von Mises stress in the metallic Co-Cr implant 

Fig. 7b. Von Mises stress in the trabecular bone using the hybrid composite-Co-Cr HR implant 

4. Discussion 

The new concept design for hip resurfacing using a hybrid composite-metal was 
described. Finite element analysis has been performed to evaluate and analyse the 
potential of the proposed design concept. 

In the case of the hybrid implant, numerical results have shown that the von 
Mises stresses were more uniform and higher by more than 15% in the cancellous 
bone. This indicates the potential of the hybrid composite implant to reduce stress 
shielding, especially in the great trochanter region. Also higher peak stress in the 
cancellous bone was found when the Co-Cr is used, which may lead to one 
fracture. Again the use of the hybrid implant reduced considerably the peak bone 
stress in the cancellous bone and thus prevent from bone fracture. 

Results of simulation indicate also that the hybrid implant reduced the stress in 
the femoral cup by approximately 10–20%. Therefore more loads are transferred 
to the bone with the hybrid composite-Co-Cr resurfacing implant than the 
conventional ones. 
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5. Conclusions 

The outcome of this study shows that the hybrid composite-metal hip resurfacing 
has the potential to reduce stress shielding, preserve bone stock and prevent from 
bone fracture compared to conventional metallic hip resurfacing implants. 
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Abstract The effect of the nucleation and growth of microvoids and/or microcracks (damage) 
on the overall response behavior of a wide class of materials is now clearly understood. The 
damage of materials occurs when atomic bonds break at the microstructural level. These 
microscopic alterations react upon the macroscopic thermomechanical materials properties, 
elastic softening, decreased conductictivity, plastic yield surface alteration, etc. For concrete, the 
experimental behavior analysis (concrete is assumed initially isotropic) let us say the principal 
following phenomena: 

 A loss of stiffness beyond a certain stress point due to damage which is strongly 
anisotropic due the directionality of the defects (induced anisotropy) 

 A permanent or irreversible strains with the loss of material stiffness (which are due to 
growth of damage) 

 A stiffness recovery with the change from the damaging loading in traction to a 
compression loading called “unilateral bahavior” (the damage can be active or 
inactive, when the microcracks are respectively open or closed) 

 A dissymetric behavior between traction and compression and a softening behavior 
during traction and compression. 

In many engineering situations, concrete can be considered as an elastic material susceptible 
of damage. Continuum Damage Mechanics (CDM) is intended to interpret and describe the 
phenomena connected with the deterioration of materials before the macroscopic rupture. 
However, the behaviour of this material is of most complexes and its modelling can generate 
numerous variables. In this survey we present a local simple model of anisotropic damage, to 
traduce phenomena of deterioration of the concrete. We endeavored to describe the damage by 
one alone variable, making call that restricts intrinsic parameters of the material easily accessible 

Keywords: Elasticity, Damage, Non Linear Behaviour, Concrete, Numerical Aspects. 

1. Introduction 

It is well known that the deformation of most engineering materials is often 
accompanied by irreversible changes in their internal structures. The nucleation 
and the growth of distributed microscopic cavities and cracks do not only induce 

by the experimentation. The final objective being to drive calculations of structures, the implan-
tation being returned of this comfortable fact. 
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the occurrence of macro-cracks, but also lead to the deterioration of material 
properties due to internal microstructural changes. Therefore, understanding and 
knowledge of the damaging process and its effects on the macroscopic behaviour 
of materials are very important prerequisites for accurate analysis of structural 
integrity of practical problems. An approach to these problems can be provided by 
the recently developed theory of continuum damage mechanics (CDM), which 
involves irreversible micro structural changes implicitly. Several CDM models 
have been proposed for brittle materials. For example, the Chow and Yang model 
1991 [1], is based on the hypothesis of damage surface that is similar to the yield 
function in plasticity theory and uses one scalar valued internal variable to represent 
the damage state. The Chaboche model [2] assumes anisotropic damage basically 

have been proposed. But these theories show either a discontinuous stress–strain 
response when the unilateral condition takes place or an unacceptable non-symmetric 

Strength and stiffness degradation can be effectively modelled in the framework 
of CDM: isotropic damage models with a single damage variable [8] or a tension 
damage variable and a compression damage variable [3, 9], anisotropic damage 
models [6, 10, 11], to cite a few. The aim of the paper is to propose a thermo-
dynamically consistent model, which accounts for some anisotropy induced by 
damage, and which includes unilateral effects related to crack closure. Attention is 
paid to limiting the complexity of the model, and especially the number of parameters, 
in order to make the model a viable candidate for practical engineering computations. 

2. The damage model 

2.1. Generality 

Introduced in 1958 by Kachanov [12] for creep failure of materials under uniaxial 
loads, and proposed a creep damage evolution model. Later Rabotnov (1969) [13] 
improved Kachanov’s creep model by introducing an extra coefficient to show 
that the damage rate is influenced more strongly by the degree of damage than by 
the global mechanical behavior. Continuum damage mechanics has been applied 
in the 1980 for simulating the non linear behaviour of concrete [8, 14, 15]. 

and introduces tensorial damage variables. Therefore, it can be considered that there
exists a relationship between small cracks (damage) and strain direction. However,
a detailed method to apply this model to anisotropic damage in any direction
is still under development. Moreover CDM theories, which incorporate vectors 
[3], scalars [4], second-order tensors [5, 6, 19, 20], and fourth-order tensors [7] 

elastic behaviour for some loading conditions [21]. In this paper, we attempt to
describe the non-linear elastic constitutive equation using CDM and evaluate the
structural integrity of brittle material components by the damage parameter intro-
duced in this type of theory. 
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Thermodynamics of irreversible processes gave the framework to formulate the 
adapted constitutive laws (e.g., [16]). Considering the material as a system described 
by a set of variables and a thermodynamic potential, constitutive laws are 
systematically derived along with conditions on the kinematics of damage. 
However, an adequate choice of the potential and of the damage variable (scalar, 
tensor, etc.) remains to be made. Several anisotropic damage models have already 
been proposed by Dragon and Mroz [17] and Mazars and Pijaudier-Cabot [18]. 
Possible applications cover also dynamic problems [11, 12], porous materials 

2.2. Elasticity modelling 

The model is formulated within a strain space framework. In order to make the 
subsequent implementation in finite element code easier, Helmotz’s strain based 
free energy has been chosen. The Cauchy strain tensor, ε , will be split into a 
volumetric part, vε , and a deviator part e , so that: 

ev += 1.εε  (1) 

The stress-strain relation: 

[ ]1...2 εσ TrKeG +=  (2) 

where K and G, are the bulk and shear modulus of the undamaged material. 

2.3. Elasticity coupled with anisotropic damage 

To traduce the damage, two independent variables are chosen: 

 A scalar variable δ representing the volumetric damage of material, i.e., 
the reduction, in effective volume of a damaged unit element volume 
compared with a virgin one. The material behaviour is due to the effect of 
a strong hydrostatic pressure applied to the micro porous structure of the 
concrete. 

 A second order symmetric damage tensor D . This tensor is meant to be 
representative of ‘surface damage’, i.e., the reduction in effective area of 
surface elements with different orientations from the undamaged to the 
damaged state. 

[22] and chemical damage [23]. A recent literature review on damage mechanics 
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The damage and the inelastic strains evolve simultaneously. These micro voids 
are the cause of the inelastic strains. The thermodynamic forces associated to e , 
D and δ have as expressions: 

( ) ( )[ ] [ ] ( )( )12
2
11)1.(1..1.2 22/12/1 δγβεδσ KDDGTrKDeDTrG +⋅+−+−−=  (3) 

[ ]DeeDGeeGY D ⋅+⋅−= β2.  (4) 

[ ] [ ]εδγεδ TrKKTrY −= 2

2
1  (5) 

From Relation [3] one deduces the inelastic stress which is written: 

( )( )12
2
1 2δγβσ KDDGan +⋅=  (6) 

We can observe that the total stress is divided into two parts: 

 An isotropic contribution, relating to the volumetric damage variable δ : 
12δγK  

 An anisotropic contribution, relating to the surface damage variable D  : 
( )DDG ⋅β2  

2.4. Unilateral damage modelling 

This unilateral damage effect usually leads to complex models when damage 
anisotropy is considered, One writes. 

ct eee +=  (7) 

In the same way one postulates the existence of two independent internal 
variables, tD and cD  for traction and compression respectively. Allowing for 
unilaterality, the following expression is proposed for the Helmotz’s the stress-
strain relationship of the material: 
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[ ] ( ) [ ] 11)1()1(.
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2/12/1

2/12/1
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+−⋅⋅−=

εδ
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DeDTrG
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ttt

 (8) 

Derivation of equation with respect to the damage variables yields the damage 
driving forces conjugate to and: 

( ) tt
t

t
D eeG

D
Y ..=

∂

∂
−=

ρψ  (9a) 

( ) cc
c

c
D eeG

D
Y ..=

∂

∂
−=

ρψ  (9b) 

[ ]ε
δ

ρψ
δ

2.
2
1)( TrKY =

∂
∂

−=  (9c) 

3. Damage evolution laws 

3.1. Evolution law of tensile damage 

In each principal direction i, the level of damage is governed by positive strains 
the formulation of the behaviour law one writes the law of damage in explicit 
form: 

[ ]
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
−= )(exp1 0

0
D

t
it

i

Dt
i eeb

e
eD  (10) 

b is a material parameter driving the slope of the softening branch. 

3.2. Evolution law of compressive damage 

Compressive damage in a particular direction is considered only as a consequence 
of the tensile behaviour of the material and, is taken equal to a function of the state 
of tensile along the orthogonal directions [25], i.e., the increase in cracking in 
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α  is a material parameter. 

3.3. Evolution law of volumic damage 

This variable of damage can be interpreted like a macroscopic effect of volumetric 
damage. To define the evolution of the damage variable, one poses a relation 
between the absolute value of the trace of the strain and δ. 

[ ] [ ][ ]
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
−= )(exp1 0

0
D

D Trb
Tr

εε
ε

εδ  (12) 

4. Numerical results 

To examine the utility of the constitutive and damage evolution equations 
formulated in the preceding section, the process of elastic and brittle fracture of 
concrete will be analysed. The capabilities of the proposed model in reproducing 
the mechanical response of material elements subjected to different stress histories 
in the nonlinear field are illustrated in next sections. 

4.1. Uniaxial tension test 

The analysis is performed at the material level. We present here, the response of 
concrete representative volume element (RVE) submitted to a uniaxial tension 
under controlled displacement. 

The calculation is carried out under the hypothesis of two dimensional plane 
strains. The material parameters used for the analysis are: (The data of the tested 
specimen are the following): E = 20,000 MPa, ν = 0.2 ft = 2.5 MPa, fc = 25 MPa, 
Gf = 0.05 Nmm/mm2, εDo = 0.0001, Hypothetical values of: β = 8.10−4, γ =−3 .10−4. 

The numerical results obtained from the simulation of the uniaxial tensile test 
are reported below. The response in tension is represented on the Fig. 1. The 
model returns the principal characteristics of the material: 

compression is induced by the transverse and positive extensions [26]. One uses a 
law power of the form: 
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 A loss of stiffness beyond a certain stress point due to damage which  
is strongly anisotropic due the directionality of the defects (induced 
anisotropy) 

 A permanent or irreversible strains with the loss of material stiffness 
(which are due to growth of damage) 

Fig. 1. Tension test 

4.2. Response of the model under compressive loadings 

A unit volume of material is loaded in uniaxial compression under controlled 
displacement. The analysis is performed at the material level. The material 
parameters used for the analysis are: E = 20,000 MPa, ν = 0.2ft = 2.5 MPa, fc = 25 
MPa, Gf = 0.05 Nmm/mm2, εDo = 0.0001. 

                       Fig. 2. Compression test          Fig. 3. Surface and volumetric damage evolution 
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In Fig. 1 the stress–strain plot in uniaxial compression is shown. The asymmetric 
behaviour in compression typical of brittle materials is correctly described. The 
response of the model in terms of stress versus the longitudinal and transverse 
strain is represented on the Figs. 2 and 3. One can observe that the model is able to 
describe the volumetric response of the material satisfactorily. 

4.3. Response of an RVE under cyclic loading 

For instance, Fig. 4 shows the numerical simulation of a uniaxial tension followed 
by compression on one element. 

The dissymmetric behavior between traction and compression and a softening 
behavior during traction and compression is captured by the model. A Fig. 4 show 
that the unilateral condition applied to the anisotropic damage model preserve the 
continuity of the response and gives a stiffness recovery with the change from the 
damaging loading in traction to a compression loading. 

Fig. 4. Unilateral effect 

5. Conclusions 

A new anisotropic damage model is proposed for brittle materials such as concrete. 
The model is formulated in the framework of the continuum damage mechanics. A 
second-rank symmetric tensor is used to characterize material surface damage due 
to oriented microcracks; the volumic damage is characterized by a scalar damage 
variable. This anisotropic model is combined with a unilateral condition in order 
to take into account the crack closure phenomenon and elastic moduli recovery. 
The validity of the model is tested through numerical predictions in various 
loading conditions. 
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The overall performance of the model is evaluated. The proposed damage model 
is capable of capturing several aspects of the nonlinear behaviour of brittle solids, 
namely, the damage-induced anisotropy, the unsymmetric behaviour in tension 
and compression, the ‘unilateral’ behaviour of the material (i.e., stiffness recovery 
upon crack closure) and the development of irreversible strain. Extensions are still 
required to incorporate in the model important phenomena, such as the hysteresis 
loops at fixed level of damage during cyclic loadings, which were neglected in the 
present version. 
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Abstract The research presented in this communication relates to the effect of external sulphate 
attack on self-compacting concretes. In this aim, four types of self-compacting concretes were 
made out of Algerian cements, aggregates and adjuvants. Each concrete has been subjected to 
three external sulphate attack protocols: total immersion, immersion-drying at 105°C and 
immersion-drying at 60°C. Although all behaviours are not fully stabilized, it is already possible 
to identify the main conclusions. Two different behaviours of our concretes were distinguished: 
some concrete samples were damaged by the external sulphate attack whereas other concretes 
samples were damaged by the salts precipitation. 

Keywords: Self-Compacting Concrete, External Sulphate Attack, Expansion, Damage, Dynamic 
Modulus. 

1. Introduction 

Many current structures are characterized by the complexity of their architecture 
(variable shapes and multiple bends) and a high concentration of reinforcements, 
which often makes it difficult to use concrete with conventional plasticity. Recent 
researches have been conducted in order to adapt concrete to these structures [1, 
2]. The resulting concrete formulations are characterized by better workability, 
while remaining stable with good mechanical properties and durability. These new 
types of concrete can fit in place under the influence of gravity (without any 
vibration), hence the term Self-Compacting Concrete “SCC”. Some regions of the 
world have very few rivers, thus considerably reducing the availability of alluvial 
aggregates (rolled), which are commonly used to produce a good self-compacting 
concrete “SCC”. However, in these regions there are plenty of quarries that can 
produce crushed limestone aggregates. The aim of our study is to demonstrate the 
feasibility of using crushed aggregates in the manufacture of a stable and durable 
self-compacting concrete. Research carried out here aims at proposing formulas 
for durable SCC with respect to an external sulphate attack, by simulating a soil or 
air pollution. 
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In fact, the external sulphate attack occurs only if sufficient amounts of sulphate 
are supplied in liquid or gas form. Sulphates can react with some concrete hydrated 
phases (including portlandite and calcium monosulfoaluminate) to produce gypsum 
or secondary ettringite. The precipitation of large amounts of these new hydrated 
phases can lead to the swelling of concrete and its cracking. The obtained results 
led to select the most durable concrete with respect to an external sulphate attack 
and to propose reliable acceleration protocols. 

Finally, the selected type of concrete formulation, may represents a strong 
interest for the development of the building industry. 

2. Experimental programs 

Four types of self compacting concrete satisfying all tests on fresh state have been 
prepared with Algerian aggregates and admixtures (adjuvants). They are based on 
two types of cement and two different Water/Cement (W/C) ratios (see Table 1). 
The different types of concrete are almost similar in terms of slump, yield stress 
and spread. Concrete samples (11 × 22 cm cylinders) and mortar samples (4 × 4 × 16 
cm prisms) were made. After being immersed in water for a maturation period of 
28 days, the 11 × 22 cm cylinders underwent a core sampling to produce smaller 
cylinders (4 × 8 cm). Three protocols of sulphate attack were applied: 

 Total immersion in a solution of Na2SO4, 10H2O 
 Cycles of drying at 105°C-immersion in a solution of Na2SO4, 10H2O 
 Cycles of drying at 60°C-immersion in a solution of Na2SO4, 10H2O 

Table 1. Composition of different types of self-compacting concrete (SCC) 

SCC CEMII/59 CEMI/59 CEMII/49 CEMI/49 
Cement (42,5) CEM II/A CEM I CEM II/A CEM I 
Water/Cement 0.590 0.590 0.490 0.490 
super plasticizer 1.4% C 1.1% C 2.0% C 1.6% C 
Colloidal agent 0.05% C 0.05% C  –  – 

2.1. Total immersion 

The immersion of the concrete and mortar specimens in water with 5% of Na2SO4, 
10H2O as specified in literature [3], is renewed every 30 days. Each week, all 
samples are weighed and the speed of sound through the samples is measured. In 
addition, the expansion of mortar specimens is measured, since only those 
specimens are equipped with expansion plots. This protocol is the most common 
in the bibliography; it simulates the typical case of a sulphate attack on the 
concrete through soil pollution such as gypsum soil [4, 5]. 

584 



The Behaviour of Self-Compacting Concrete 

 

2.2. Cycles of immersion-drying at 105°C 

This protocol was chosen to accelerate the ageing of concrete caused by the total 
immersion; it is based on 24-h cycles of immersion/drying. The specimens are 
immersed in water with 5% of Na2SO4, 10H2O during 4 h until saturation and then 
dried in an oven at 105°C for 20 h. This protocol is based on standardized ageing 
test of stones under the effect of salts precipitation [6]. 

2.3. Cycles of immersion-drying at 60°C 

This protocol is identical to the previous one except that samples are dried at 60°C 
instead of 105°C. The idea is to accelerate the effect of total immersion, without 
making the test as severe as drying at 105°C. The choice of a 5% concentration of 
Na2SO4, 10H2O is based on the bibliography [5, 7]. Concerning the chosen 
temperatures: 

 The first one, 105°C, was selected to maximize the effect of immersion-
drying cycles and thus obtaining the fastest ageing process. The only 
drawback is the risk of an internal sulphate attack, hence the choice of a 
second lower temperature. 

 The second one, 60°C, was selected because the combination of both 
internal and external sulphate attacks is impossible. The delayed formation 
of the ettringite has never been diagnosed below 65°C [8]. 

3. Experimental results 

Only mortar specimens were equipped with plots to measure any expansion and 
no mortar samples were affected by an external sulphate attack. Cases of damage 
diagnosed on mortar samples were due to salts precipitation and not to a chemical 
interaction between sulphates and cement hydrates. This kind of damage does not 
generate any significant swelling. 

The small cylinders of concrete that were affected by a significant external 
sulphate attack were not equipped with expansion plots. However, it was possible 
to measure a local variation of the sample diameter of about 10% for concrete 
CEMII/59 that was subjected to a complete immersion and cycles of immersion-
drying at 60°C. 

The dynamic modulus G (in N/m²) is related to the speed of sound V (in m/s) 
by the following relation: G = ρ·V², where ρ is the density (in kg/m s2). This 
dynamic modulus characterizes the rigidity of the cement material and thus 
estimates the damage induced in it. 
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3.1. Total immersion 

The 11 × 22 cm concrete cylinders and mortar samples behaved rather well in 
general, and the changes in the dynamic modulus were insignificant. Regarding 
small cylinders, the self-compacting concrete CEMII/59 was considerably affected 
compared to the other three types. The mass increase associated with a localized 
swelling (Fig. 3) along with a very important decrease in the dynamic modulus 
due to cracking of the sample (Figs. 1 and 2) proved that these specimens were 
affected by an external sulphate attack [9]. 

3.2. Cycles of immersion-drying at 60°C 

Small cylinders of concrete CEMII/59 exposed to cycles of immersion-drying at 
60°C were affected by an external sulphate attack. In fact, in this case too, we 
noticed a simultaneous increase in mass with a swelling of the sample and a 
decrease in the dynamic modulus (Figs. 4, 5 and 6). So far, no macroscopic signs 
of damage have been observed on the mortar specimens. 

3.3. Cycles of immersion-drying at 105°C 

All samples of CEMII/59 – small cylinders and mortar – were partially damaged 
at the surface, generating a loss of matter around the edges (Figs. 7 and 8). The 
dynamic modulus, which reflects the state of damage of the sample’s core, showed 
no variation. Moreover, there was no mass increase associated with the opening of 
deep cracks. 

In fact, it was a phenomenon that affected only a few millimetres at the surface 
of the samples. This corresponds to the symptoms of degradation of stones by the 
crystallization of salts. The damage is not due to an external sulphate attack but to 
salts precipitation. 
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Fig. 1. Mass variation of small cylinders subjected to total immersion 
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Fig. 2. Evolution of dynamic modulus of small cylinders subjected to total immersion 

 

  
Fig. 3. Photographs of a small cylinder of concrete CEMII/59 subjected to total immersion at the 
end of test 

 
Fig. 4. Photograph of a small cylinder of concrete CEMII/59 subjected to cycles of immersion-
drying at 60°C 
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Fig. 5. Mass change of small cylinders subjected to cycles of immersion-drying at 60°C 
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Fig. 6. Evolution of dynamic modulus of small cylinders subjected to cycles of immersion-
drying at 60°C 

 

 
Fig. 7. Photographs of a small cylinder subjected to cycles of immersion-drying at 105°C at the 
end of test 

    
Fig. 8. Photographs of a mortar sample subjected to cycles of immersion-drying at 105°C at the 
end of test 

4. Discussions and conclusions 

The concrete CEMII/59 prepared with cement CEM II/A 42.5 is the most damaged 
under the various exposure conditions. Both types of concrete CEMI/59 and CEMI/ 
49, prepared with cement CEMI 42.5 “sulphate resistant” do not show any sign of 
damage subsequent to the three protocols. A lower sulphate resistance of CEMII/59 
compared to CEMII/49, prepared with the same cement, can be explained by the 
effect of the W/C ratio: 0.59 for CEMII/59 and 0.49 for CEMII/49. A lower W/C 
ratio with sulphate resistant cement ensures a better durability. The cycles of 
immersion-drying at 105°C induces the precipitation of salts, not an external 
sulphate attack on our types of concrete. There is no swelling or cracking of 
samples exposed to this protocol; it does not fit the objectives of our study. The 
two protocols, total immersion and the cycles of immersion-drying at 60°C 
protocols show that samples are damaged by an external sulphate attack; there is 
swelling and cracking of samples. 
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Damage takes much time to occur in the case of total immersion compared to 
immersion/drying at 60°C whereas final damage to samples subjected to total 
immersion is greater. As a consequence, cycles of immersion-drying at 60°C are 
the protocol which gave in this study the fastest response, while remaining fully 
consistent with the total immersion test. 

This protocol may therefore be an alternative acceleration test with regard to a 
simple immersion. The behaviour of mortar samples and cylinders is different from 
that of small cylinders; so far the latter have been the only samples undergoing an 
external sulphate attack. 

The initial dynamic modulus of small cylinders is lower than that of mortar 
specimens; this could be due to coring. The fact that these samples are mechanically 
weaker may be the cause of their higher sensitivity to sulphates. Another difference 
is that the cored samples do not have any skin layer, unlike the cylinders of concrete 
or mortar. Initially, the paste/aggregate interfaces, which are the preferential 
precipitation zone for ettringite, are peeled off for small cylinders. This could 
explain their higher sensitivity to sulphates. 

Finally, results obtained demonstrate clearly the feasibility to use crushed aggre-
gates in the manufacture of stable and durable self-compacting concrete. Different 
types of self-compacting concrete were formulated. Variable test conditions that 
simulated a sulphate attack were applied. Three of the prepared types of concrete 
showed a good resistance to aggressive environments containing high levels of 
sulphates. Further studies, in progress, deal with the durability of different types of 
prepared concrete: 

 Macroscopic tests concerning the porosity, permeability, and mechanical 
resistance at different testing periods. 

 Microscopic tests concerning mineralogical changes (via X-ray diffraction 
and thermo-gravimetric tests), microstructure and texture changes (scanning 
electron microscope and mercury porosimetry tests). 
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Abstract Several disorders observed in an existing work on civil engineering may have their 
origin in local phenomena which reveal the weak points of this work. These critical zones are 
located, on the one hand in the links between materials or interfaces, on the other hand in 
singularly formed areas such as cavities, angles and cracks, seats of strong stress concentrations. 
In this paper, the finite element method (mixed formulation) is used for the study of the 
interfacial cracks in bimaterials. A special finite element based on the mixed formulation, able to 
take into account the continuity of the interface on the coherent part (mechanical and geometrical 
continuity), and the discontinuity of this one on the cracked part (edge effect), is used to model at 
best this type of interface. This element was developed by H. Bouzerd using a direct formulation: 
the shape functions of the displacement and stress fields are built directly starting from the real 
configuration of the element in a reference (x, y). In this purpose, this element was reformulated 
starting from a reference element in a natural plan (ξ,η). This formulation presents, in addition to 
the simplification of calculations, the enormous advantage of modelling the types of cracks and 
their orientations. This interface element was associated with the virtual extension–crack to 
evaluate the energy release rates using only one meshing by finite elements. Several numerical 
examples concerning the interfacial cracks are analysed to assess the validity of this element by 
comparing with an available analytical solution or numerical ones obtained from others finite 
elements. 

Keywords: Mixed Finite Element of Interface, Cracked Interface, Energy Release Rate, Virtual 
Crack Extension, Bimaterial, Brittle Fracture. 

1. Introduction 

Disorders observed in an existing civil engineering structure, have generally their 
origin in local phenomena which reveal the weak points of this structure. These 
critical zones are located, on the one hand in the links between materials or 
interfaces, on the other hand in singularly formed areas such as cavities, angles 
and cracks, locations for strong stress concentrations. 

In this paper, the mixed finite element method is used for the study of the 
interfacial cracks in bimaterials. The mixed variational formulation has several 
advantages [2] over the conventional finite element formulations, including direct 
evaluation of nodal stresses along with nodal displacements and improved 
accuracy of both displacements and stresses. 
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The mixed finite element method developed by Herrmann [10] for plate bending 
analysis has been extended to plane elasticity problems by Mirza and Olson [12]. 
Aivazzadeh [1] developed a family of rectangular mixed interface element using 
Reissner’s mixed variational principle. Habib [9] presented various axisymmetric 
mixed element for studying bonded assemblies and laminate structure. Bichara [3] 
and Sarhan-Bajbouj [17] developed mixed finite elements for one or multi 
interfaces. Wu and Lin [19] presented a two dimensional mixed finite element 
scheme based on a local high-order displacement model for the analysis of sandwich 
structure. Carrera [5, 6] also presented various mixed models based on Reissner’s 
mixed variational principle. Ramtekkar et al. [15] developed a three dimensional 
mixed finite element model using the minimum potential energy principle. Desai 
and Ramtekkar [7] presented a mixed finite element based on displacement theory 
satisfying fundamental elasticity relations. In this work a mixed finite element 
model has been presented using Reissner’s mixed variational principle. The model 
takes into account the continuity of the interface on the coherent part (mechanical 
and geometrical continuity) and the discontinuity of this one on the cracked part 
(edge effect). This mixed finite element was developed by Bouzerd [4] using a 
direct formulation: the shape functions of the displacement and stress fields are 
built directly starting from the real configuration of the element in a physical (x, y) 
plane. In the present paper, this element was reformulated starting from a parent 
element in a natural (ξ, η) plane. This interface element was associated with the 
virtual crack extension method to evaluate the energy release rates using only one 
meshing by finite elements. 

2. Formulation of the interface element 

The stages of construction of the proposed interface element are schematized on 
Fig. 1. The RMQ-7 (Reissner Modified Quadrilateral) element is a quadrilateral 
mixed element with 7 nodes and 14 degrees of freedom [4]. Three of its sides are 
compatible with linear traditional elements and present a displacement node at 
each corner. The fourth side, in addition to its two displacement nodes of corner 
(node 1 and node 2), offers three additional nodes: a median node (node 5) and 
two intermediate nodes in the medium on each half-side (nodes 6 and 7), 
introducing the components of the stress vector along the interface. The Continuity 
of the displacement and stress vectors can be taken into account on the level on 
this particular side, which must be placed along the interface. 

2.1. Construction of the parent element RMQ-5 

The RMQ-5 element is obtained by adding a displacement node to the Reissner 
mixed element. It has a side (associate with the interface) presenting three nodes, 
the medium node (displacement node) characterizes the crack tip in the final version 
of the element. 
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The RMQ-5 and the Reissner elements present the same static behaviour. The 
stress field is expressed by the same shape functions. The element displacement 
component is approximated by: 

{ } [ ] { }qNu =  (1) 

where {q} is the vector of nodal displacements and [N] is the matrix of interpolation 
functions for displacements. 

The shape functions are: 

( )( ) ( )( ) ( )( )ηξξηξξηξ ++=−+=−−−= 11
4
1,11

4
1,11
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321 NNN

( )( ) ( )( )ηξηξ −−=+−= 11
2
1,11

4
1 2

54 NN  (2) 

The stress field in any point is written: 

{ } [ ] { }τσ M=  (3) 

where [M] is the matrix of interpolation functions for stresses and {τ} vector of 
nodal stresses. 

 
Fig. 1. Stages of construction of RMQ-7 element 
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The element matrix [Ke] is given by: 

[ ]
[ ] [ ]

[ ] [ ] ⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=

0t
u

u

e

K

KK
K

σ

σσσ

 (4) 

Here: 

[ ] [ ] [ ][ ] e

A

t dAMSMeK
e
∫−=σσ  (5) 

And: 
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where: e is the thickness, [S] is the compliance matrix, Ae is the element area and 
[B] is the strain-displacement transformation matrix. 

2.2. Construction of the RMQ-11 element 

The RMQ-11 element is obtained starting from the parent element RMQ-5 by 
relocalisation [18] of certain variables inside the element and by displacement of 
static nodal unknown of the corners towards the side itself. 

The displacements nodes are still unchanged either by number sum, or in 
position. Do the elements RMQ-5 and RMQ-11 present the same shape functions. 
In the configuration of Fig. 1, the shape functions used to approximate 22σ , 12σ  
are given as follows: 
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The element stiffness matrix is written in the form given by the Eqts. 4, 5 and 6. 
This matrix can be evaluated by Gauss numerical integration scheme, with four 
points (2x2) on the element. 
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2.3. Construction of the RMQ-7 element 

The four intern’s nodes of RMQ-11 element complicate the operation of setting in 
data, and increase the size half-width of band during the assembly, which causes 
an increase of the computing time. The method used for condensation of the 
internal degrees of freedom to contour is related to the general concept of reduction 
of the size of an equations system per elimination of a certain number of variables. 
Gallagher [8] used this type of procedure in structural analysis.  

3. Virtual crack extension method 

The virtual crack extension method proposed by Parks [14] can calculate the 
energy release rate as: 

{ } { }∑
= Δ

Δ
−=−=

ne

1i
i

it
i u

a
K

u
2
1

da
dUG  (8) 

where U is the potential energy of the system, a is the length of a crack, Δa is the 
length of the virtual crack extension, and ΔKi and {u}i are the difference of the 
stiffness matrixes and the nodal displacements vectors of the elements i, surrounding 
a crack tip at the virtual crack extension, respectively. 

4. Numerical examples 

4.1. Example 1 

In order to evaluate the validity and the credibility of the present element, a study 
of the convergence on a cantilever beam in bending is carried out. A cantilever 
beam, with dimensions and loading as shown in Fig. 2, is subjected to two types of 
loading. This problem has been solved by the present mixed element (for various 
meshes) to compare our result with the literature result. 

Table 1 presents a comparison of deflections at the point A. Table 1 shows the 
good results obtained with the present mixed element compared with those of the 
analytical solution. Indeed, with a number of degrees of freedom definitely lower 
than those retained in the other comparative elements, excellent results are obtained. 
To see the convergence rapidity of the deflection at point A, several meshes are used. 

Figure 3 represents the convergence of the deflection. It is noted that the interface 
mixed element converges very quickly for a number relatively low of degrees of 
freedom. 
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Fig. 2. Test of cantilever beam – Mesh 

Table 1. Deflection in a cantilever problem solved by various elements 

Deflection at point A (mm)  Element type Number of degrees of freedom
Loading 1 Loading 2 

Displacement (4 nodes)  728 0.961 0.922 
Reissner (4 nodes) 1431 1.023 0.998 
Quad-1 Bichara [3] 498 1.029 1.000 
Present mixed element 150 1.000 0.976 
Classical theory – 1.000 1.000 
Timoshenko theory – 1.030 1.000 

Fig. 3. Convergence of deflection in a cantilever beam 

4.2. Example 2 

Simply supported sandwich beam has been considered. This beam presents three 
isotropic layers and presenting coherent interfaces. A sandwich beam, with 
dimensions and loading as shown in Fig. 4, is subjected to uniform load and the 
interest is primarily centered on the study of transverse shear stresses and the 
deflection. 
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Fig. 4. Sandwich beam analyzed 

To see the convergence rapidity of the transverse shear and deflection several 
meshes are used. Figures 5 and 6 show the variation of the deflection at x = L/2 
and the transverse shear respectively with the number of degrees of freedom. It 
appears that the mixed interface element converges very quickly for a number 
relatively low of degrees of freedom. It can be seen that the results from the present 
mixed element are in very good agreement with the elasticity solution [13]. 

Fig. 5. Convergence of deflection at x = L/2 

Fig. 6. Convergence of transverse shear at x = L/4 (y = −hc/2) 
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4.3 Example 3 

In this example, we analyzed a dissimilar square plate with a center crack in the 
interface plan between two isotropic materials [11] as shown in Fig. 7. In this 
problem, the present element is associated to the virtual crack extension method to 
evaluate the energy release rate G. During numerical calculation, the choice of the 
crack length variation Δa is very important. To see the influence of this variation 
on the precision of calculation, we considered only one mesh with 50 elements 
and 286 degrees of freedom and we varied the extension in the interval 

500
1

10
1

÷=
Δ
a
a . 

Results obtained with present interface element are compared with the values of 
the analytical solution [16] and the values of the numerical modelling of Lin and 
Mar [11]. These authors gave like results of their studies the stress intensity 
factors KI and KII from which we evaluated the energy release rate. Table 2 gives 
the values obtained according to E1/ E2. 

The results obtained confirm the importance of the choice of the extension and 
the validation of the present element for the cracked structure. 

 
Fig. 7. A center crack in a dissimilar square plate 

Table 2. Energy release rate of center interface crack between dissimilar materials 

E1/E2 Energy release rate G (N/mm)   
 Rice and Sih [16]  Lin and Mar [11] Present mixed element 
1 3.14 3.20 2.43 
3 6.17 6.28 6.28 
10 16.43 16.67 17.36 
100 144.20 144.60 149.23 
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5. Conclusions 

The mixed finite element method is used to derive a special interface element. The 
present mixed element was built in order to answer as well as possible the 
conditions of continuity of displacement and stress vectors in the coherent part, 
and of discontinuity of displacements and effect edge on the cracked part. In the 
formulation of this element, we used Reissner’s mixed variational principle to 
build the parent element. The mixed interface finite element is obtained by 
successively exploiting the technique of relocalisation and the static condensation 
procedure in a natural plane. 

This interface element was associated with the virtual crack extension method 
to evaluate the energy release rates using only one meshing by finite elements. 
Economy of analysis is achieved when the present elements are included with a 
relatively smaller mesh and present sufficiently accurate results. 

The accuracy of the element has been evaluated by comparing the numerical 
solution with an available analytical solution or numerical ones obtained from 
others finite elements. Results obtained from the present mixed interface element 
have been shown to be in good agreement with the analytical solutions. 
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Abstract In industrial structures, the presence of cracks under critical loads leads to complete 
ruin. Fracture rupture mechanics allowed studying macroscopic defect harmfulness. This 
requires the knowledge of the stresses fields and the deformations near of the crack. Our work is 
an application of fracture mechanics into the domain of the pressurised structures with defects in 
the presence of the T-stress parameter. Design of this type of structures is subjected to standards, 
codes and regulations driven by the potential risk which they represent. The knowledge of the 
limit pressures in these structures allows appreciating the safety domain of. We present 
numerical solutions by the commercial code CASTEM2000 in three dimensional 3D and 
experimental results for the stress intensity factor SIF and the transverse stress noted T-stress, 
distribution at defect-tip in a Pipeline. The elastic structure modelling will be treated by the 
finites elements simulation. We study the influence of the geometrical parameters for surface 
notches and the measures of strains near defects in the studied model have been made by strain 
gauges. On the basis of the detailed 3D elastic FE analysis results, solutions presented are 
believed to be the most accurate, and thus provide valuable information for structural integrity 
assessment considering a notch-tip constraint. The experimental results validate allow numerical 
simulation. 

Keywords: Crack, Pressure, T-stress, SIF, Finite element simulation, Strain Gauges. 

1. Introduction 

Despite of the T-stress solution’s publication for a range of specimen geometries, 

of T-stress to the assessment of structural integrity. Despite the numerous discussions 

the concept of the two-parameter approach to fracture problems did not seem to have 
received much attention until recently [1]. This increased interest in the application 
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presented in literature on stress intensity factor solutions and T-stress for notches 
in Pipelines, the available results are based on crude estimates, and their accuracies 
in predicting crack growth are even less known. On the other hand, numerical 
solutions for surface cracks have diverged so widely from authors to authors that 
they present problems in themselves. Several methods or techniques resolve this 
problem. The basic disciplines are fracture mechanics, and generally reliability of 
components of the structures. These scientific basic techniques, don’t often give 
regrettably an easy analytical solution for the complex structures, so we have to 
resort to the numerical methods. The finites elements method gives a good solution 
to industrial problems. This paper is focused on the K-T approach which was 
derived from a rigorous asymptotic solution and has been developed for a two-
parameter fracture. With K being the driving force and T a constraint parameter, 
this approach has been successfully used to quantify the constraints of notch-tip 
fields for various proposed geometry and loading configurations. Note that the 
parameter T is almost independent of its position near the notch-tip. Experimental 
tests which were realized on gas Pipelines, confirm the values given by the 
numerical modelling. 

2. Bibliography reviews 

2.1. Stress intensity factors (SIF) in pipeline 

The local fracture criterion presumed that the fracture process requires a certain 
fracture volume [2] or a distance from a crack-tip. Therefore, the notch stress 
intensity factor (NSIF) is defined as a function of effective distance and effective 
stress. In the case of a crack, the stress intensity factor is given by Irwin [3] 
formula. For finite element (FE) results, we obtained a distance xeff corresponding 
to the value of the yielding stress eσ . Creager and Paris [4] propose that the stress 
distribution at the notch is identical to that of a crack, but is moved in the direction 
of the crack-tip by a distance of 2/ρ . 

Table 1. Recapitulation of the stress intensity factor for different methods 

Author’s   Effective stress, effective 
distance 

 Stress intensity factor equation 

Crack [30] ( )0,0max == rxσ  aakK ntIrwinI πσπσ max, ==  

FE ( )0,max == rxx effσ  
effeffFEI xK πσ 2, =  

Creager [4] ( )0,2/ == rxeff ρσ  ( ) ( )2/22/, ρπσ effCreagerIK =  

Panasyuk [5] **, dxeffeff == σσ  ( )8/2886.0 *
, ρπσσ effyPanasyukI dK ==  
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Panasyuk et al. [5] proposed a parametric equation σy, which determines the 
stress intensity factor KI [5]. The stress intensity factors (SIFs) and the notch stress 
intensity factors (NSIFs) for different used methods are presented in Table 1. 

2.2. Effect of transverse stress 

A second fracture parameter, the T-stress, is used in order to understand the effect 
of structural and loading configuration at the crack tip, even though the physical 
significance of the parameter is unknown. In order to correlate the higher term 
effects to an appropriate physical parameter, some authors [6–9] simplified the 
higher terms to define the T term. T-stress is defined as constant stress acting 
parallel to the crack and its magnitude is proportional to the nominal stress in the 
vicinity of the crack. In an isotopic linear elastic body containing a three-
dimensional crack subject to symmetric loading, the stresses for each of the fields 
can be written as a series expansion [10]. Near the tip of the crack, where the 
higher order terms of the series expansion are negligible, stresses for mode I write: 
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The subscripts x, y and z suggest a local Cartesian co-ordinate system formed 
by the plane normal to the crack front and the plane tangential to the crack front 
point; r and θ  are the local polar co-ordinates, KI is the mode I local stress 
intensity factor, E is the Young’s modulus and ε  is the Poisson’s ratio. T is the T-
stress, representing a tensile/compressive stress. In the mode (I) loading, equation 
(1) shows that xxσ comprises the singular term and T. This implies that T can be 
determined along any direction where the singular term of xxσ vanishes or can be 
set to zero by superposing with a fraction of yyσ . This corresponds to mode I 
positions around the crack tip. 
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Various studies have shown that T-stress has significant influence on crack 
growth direction, crack growth stability, crack tip constraint and fracture toughness 
[11–16]. In addition, crack path direction has received attention beginning by 
Larsson and Carlsson [17] and Rice [18] showed that the sign and magnitude of 
the T-stress substantially change the size and shape of the plane strain crack tip 
plastic zone at finite load levels. Kirk et al. [19] and Sorem et al. [20], in their 
experimental studies, have also shown that the fracture toughness of a given 
material can be considerably dependent on the size and geometry of the crack 
body. Analytical and experimental studies have shown that T can be used as a 
measure of constraint for contained yielding; see for example Hancock at al. [21] 
and Sumpter [22]. Recently, Ganti and Parks [23], Zhang et al. [24] and Jayadevan 
et al. [25] investigated the effect of the T-stress on the constraint of elastic 
interface crack. Very recently, Li and Xu [26] extensively discussed the T-stresses 
across static crack kinking. 

3. Experimental tests 

The aim of theses experimental tests is to measure the strain near defect tip in a 
Pipeline. In the following the experimental devices and the equipments used in the 
different tests are presented subsequently: (i) Test Parameters: tube geometry, 
loading…etc, (ii) Material characterizations: chemical composition and mechanical 
properties, (iii) The different devices used to control crack evolution. The experi-
mental study is done on a specimen made with cylinder closed at the end by two 
tore spherical shell with large radius. 

Figure 1 gives the geometrical parameters of the studied structure. Figure 2 
presents the experimental conventional stress strain curve evolution and indicates 
clearly the ductile behaviour of the material. The mechanical properties are: 
Young’s modulus of 2,07,000 MPa, Poisson’s ratio of 0.3, Yield stress of 360 
MPa, Ultimate strength is 440 MPa and Elongation of 35%. The chemical 
composition of the material is given in Table 2. 

 
Fig. 1. Specimen geometry 
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Fig. 2. Stress–strain curve of the material 

Table 2. Chemical compositions (mass%) 

% C Min S Yew P Al 
Material 0.135 0.665 0.002 0.195 0.013 0.027 
Standard (max) 0.18 1 0.015 0.4 0.025 0.02 

The pipe is submitted to an internal water pressure which induces nominal 
stress nσ  = 48.3 MPa. The studied specimen is Pipeline with including semi 
elliptical surface cracks. The defect is characterized by a ratio a/t = 0.2, with crack 
depth measured in radial direction, 2c is the crack length, a thickness t = 10 mm 
and Ri = 193.2 mm the internal radius. Figure 3 represents the geometries of 
longitudinal notches and by the same technique of measure are represented the 
circumferential notches. 

 

 
2 c = 8 

t=10 
ρ=0,25 

a=2 

 
Fig. 3. Cylindrical geometries and specimen dimensions 

For the second step, we aim to determine the experimental strain distribution 
near of the crack tip (elastic domain), in order to validate our numerical models. 
The specimens are instrumented by some gauges in the defect zone. For an optimal 
comparison with numerical computation, a total of 90 gauges were necessary (see 
Fig. 4). 
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Fig. 4. Sight of the gauges in the vicinity of default and the position and orientation of the gauges 
in the vicinity 

4. Finite element analysis 

The finite element method was used to determine the crack-tip parameters stress 
intensity factor (KI) and the transverse stress in the xx direction, noted Txx, for the 
pipe specimens. The structures were modeled by CASTEM 2000 code [27] in 
three dimensions under plane strain conditions using free-meshed isoperimetric 8-
nodes elements. Only one half of the test apparatus was modelled due to symmetry 
in the geometry and loading conditions. The concept of the cylindrical structure 
with external surface notch is divided into several steps. The principle is to build a 
block of notch which rests on the extrusion of a grid 2D of a plane notch along the 
face of notch (curve of semi elliptic form). This operation makes it possible to 
generate an essential volume, Fig. 5a. The specimen is loaded by a uniform 
distribution of a pressure in elastic conditions. The support and symmetric 
boundary conditions are used in this model (see Fig. 5b). The material used was 
steel P264GH, the stress/strain curve is represented by the Ramberg–Osgood 
curve hardening expression: 

n

yy
⎟
⎟
⎠

⎞
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⎜
⎝

⎛
+=

σ
σα

σ
σ

ε
ε  
0

 (3) 

In Eq. (3), 0ε , yσ , α  and n are constants, with E 0ε  = yσ . 

The deformation plasticity option with a small geometry change continuum 
model was invoked. We take α  = 1 and yσ  = 340 MPa. Two values of the strain 
hardening exponent n were selected, n = 1 and n = 0.0446. A series of finite 
element analyses was performed for different crack length ratios (a/t). 
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Fig. 5. (a) Various steps of design notched sample for simulation, (b) typical 3D finite-element 
mesh used to model the cracked a Pipeline for elastic analysis 

5. Results and discussions 

In the vicinity of the default, we stuck a chain of 5 gauges (J1, J2, J3, J4 and J5) in 
the longitudinal direction. Figure 6a gives the circumferential deformation εθθ 
according to the pressure (in bars). It is noticed that the zone of measurement 
nearest to the defect passes in the plastic range to a pressure of about 42 bars. 
Figure 6b gives the circumferential deformations measured by the chain compared 
with the numerical results for crack and notch default, for an internal pressure of 
25 bars. In the zone of disturbances of the default, the three results of deformations 
obtained numerically and in experiments are very close and the maximum variation is 
5.2%. This deformation becomes constant when one moves away from the default 
and his zone of influence. The notch is characterized by a concentration stress 
factor Kt defined by Peterson [28]. The value of Kt  equal to 7.2 with a pressure 
applied σ = 48.3 MPa and the maximum stress obtained by finite element is 
σmax = 360.33 MPa. It is noted that the results obtained by our calculations are the 
closest to those obtained in literature. The finite element method treats various 
geometries of the structure studied and determines the distribution of the elastic 
stress at the notch-tip. We confronted the results of the calculation of the stress 
intensity factor, obtained by using the computer code CASTEM2000 [27], for the 
semi-elliptic notch and those obtained by simulation of N’Diaye [29]. 

The Pipeline, considered internal diameter of 193.2 mm and a thickness t of 10 
mm, carries a two types of surface notches, noted D1 in the longitudinal sense and 
D2 in the circumferential sense, of depth a, an acuity ρ = 0.25 mm are subjected to 
an internal pressure of 25 bars (see Table 3). The values of SIFs, obtained by 
various authors, are shown in Table 4. The simulation by [30] shows a maximum 
variation of 10%. The SIF comprising a crack is larger than the stress intensity 
factor of pipe with notch. 
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Fig. 6. (a) Deformation (εθθ ) according to the pressure in the first gauge (J1) near the notch-tip, 
(b) circumferential deformations in the chain C1 according to the distance (P = 25 bar) 

The maximum relative variation of the stress intensity factor between the 
approach method of finite elements and the method of Panasyuk remain lower 

used to determine T-stress for a distance x behind the notch for different used 
methods. These results show the variation of the transverse stress (T-stress) with 
longitudinal surface notch at the deep point for a ratio a/t = 0.2. The results are 
influenced by numerical errors normally expected from FE results in highly 
stressed zones. The effects of the higher order terms in William’s series expansion 
are significant along of the ligament. 

Table 3. Dimensions of defaults 

Default  a (mm) 2c (mm) R (mm) t (mm) Pressure (bars) 
D1 2 8 193.2 10 25 Longitudinal circumferential
D2 2 8 193.2 10 25 

Table 4. Determination of SIF and normalised T-stress by various authors 

Methods of calcul MEF (Notch)  Panasyuk [5] MEF (crack) [30] Creager and 
Paris [4] 

Notch D1 SIF MPa·m1/2) 3.370 2.380 3.810 3.350 
 (Teff/σe) −0.246 −0.288 −0.289 −0.231 
Notch D2 SIF(MPa.m1/2) 0.729 0.724 2.023 0.717 
 (Teff/σe) −0.053 −0.067 −1.889 −0.046 

The test data adopted in this paper are from two specimen geometries. We have 
a project to extend for various specimen geometries and different loading with 
different dimensions and orientations of notches. It should be mentioned that, the 
two notches with the same configurations and the sense different in orientation, 
have different constraint levels. The constraint augmentation in percent between 
the longitudinal notch and the circumferential is about 80%. 

than 29%. The stress difference method (SDM) proposed by Wang et al. [31, 32] is 
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These results prove that the longitudinally oriented notches are known to be 
more vulnerable than along the circumferential direction mainly because the hoop 
stress for closed-end vessels is twice of the longitudinal stress. Noted that, the 
constraint in a crack is always greater than in a notch in each direction. The 
maximum errors values of normalized T-stress between the three methods ‘MEF, 
Creager and Panasyuk, is about 25%. The purpose of using multiple specimen 
geometries is to obtain different constraint levels such that a broad range of T-
stress at fracture load can be achieved. For instance, we study the K-T approach 
for short notches (a<t = 0.2) and it’s important to investigated for long notch. As 
noted, several study remarks that the next term may not be negligible for long 
notches (the order of the grain size). 

6. Conclusions 

In this elastic part, we studied the distribution of the stress at the notch-tip as 
reported by several authors. It is noted that the maximum stress decrease gradually 
to reach a minimum along the ligament. The stabilization of this distribution 
represents the nominal stress. We determined the stress intensity factors (SIFs) 
and the notch stress intensity factors (NSIFs) in a Pipeline with external surface 
default subjected to an internal pressure for various approaches. Analyses carried 
out on these approaches give that the maximum relative variation of the stress 
intensity factor is lower than 10% between the method of [30] and the approach 
used here. This shows that the stress intensity factor in pipeline with a crack is 
greater than the stress intensity factor in a pipe with a notch. On the other hand the 
maximum relative variation of the stress intensity factor obtained by the method of 
Creager [4] and the approach method of Panasyuk [5] remain lower than 30%. By 
the finite element method (FEM), we show that the adopted digital model gives 
results coherent with the model of Creager (E < 1%) and in conformity with those 
which exist in the literature. The ratio obtained from the numerical results by 
several researchers showed some difference from the predicted stress intensity 
factor in mode I with and without presence of T-stress. To study size effect, FEA 
was performed for the two defects presented above and made all the in plane 
dimensions ten times larger. It is shown that for a given specimen geometry and 
loading configuration, the relation between: KIeff and Teff, represent the apparent or 
the effective FIC and T-stress, in the other hand, KIC, Tcrit, represent the stress 
intensity factor with the ASTM-E399 conditions and the critique T-stress. 
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where α  is an empirical constant, Tcrit is the critical T-stress. 
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