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Preface

This book collects the notes of the undergraduate course I thought at the University
of Florence almost uninterruptly for over 25 years. During this time, the program
of the course changed. Initially, the topics covered where basically those of atomic
spectroscopy. Later, when the course was more specifically addressed to the students
of the curriculum in Astrophysics, the program changed with the suppression of
some parts and the introduction of new topics, especially those concerning radiative
processes and the applications of relativistic quantum electrodynamics.

After a lengthy revision process, the notes, initially handwritten, were collected
in 2008 in the Italian edition of this book Spettroscopia Atomica e Processi Radia-
tivi, edited by Springer Italia. Thanks to the painful work of translation of a former
student of mine, Dr. Giulio Del Zanna, to whom I am deeply indebted, the book can
now appear in the present English edition.

The book covers several different topics and it contains enough material for at
least two annual courses (at the third- of fourth-year level or at the post-graduate
level). By appropriately selecting the topics within this volume, it is possible to fol-
low a number of different didactic paths. For example, if one is interested in teaching
a course like “Complements of Electromagnetism and Thermodynamics”, the con-
tents of Chaps. 1, 2, 3 and 10 would be appropriate. For a course on “Elementary
Atomic Spectroscopy” Chaps. 1, 2, and 6 would suffice, while for a more in-depth
course on “Atomic Spectroscopy” Chaps. 4, 5, 7, and 9 could be added. This vol-
ume also contains relevant material for other courses such as “Radiative Processes”,
“Astronomical Spectroscopy”, or “Applications of Quantum Electrodynamics”.

The diagram below (see Fig. 1) shows the logic connections between the various
chapters, as a guideline to choose a learning path. For example, the topics presented
in Chap. 15 (second order processes) can only be properly understood if the contents
of other chapters are known, in particular Chap. 3 (where the simpler processes
are discussed within classical electrodynamics), Chap. 5 (where the Dirac equation
is introduced), and Chap. 11 (which discusses the interaction between matter and
radiation).

The “introductory” Chaps. 1, 5, 6, and 10 require a basic knowledge of electro-
magnetism, quantum mechanics, special relativity and statistical thermodynamics,
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viii Preface

Fig. 1 This diagram shows
the logic relations between
the various book chapters

all of which are normally thought within the first three years of the physics de-
gree.

To those readers that do not have solid foundations in the above topics, this vol-
ume offers the possibility to learn and understand them better, following the various
examples where direct physical applications are provided. This was done on pur-
pose, to avoid a purely theoretical approach, as often found in other works.

The appendices are a significant part of this book. Some of them are dedicated
to further develop some of the important results which follow on as natural com-
plements of the topics covered in the text. Others are dedicated to introduce the
formalism used throughout the text.

Finally, I would like to thank the lecturers of the Corso di Laurea in Fisica of the
University of Florence which I attended in the early and mid 1960s. They showed
me how understanding physics requires an in-depth quantitative interpretation of the
empirical phenomena, without excessive indulgence in the formalism. In particular,
my thanks go to Profs. Manlio Mandò, Simone Franchetti and Giuliano Toraldo di
Francia, sadly no longer with us, and to Prof. Marco Ademollo. A heartfelt thanks
also goes to the generations of students that have followed over the past several
years, and whose contribution, in terms of illuminating questioning, has been fun-
damental to the writing of this book.

Egidio Landi Degl’InnocentiArcetri, Florence, Italy
November 20, 2013
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Chapter 1
General Laws of the Electromagnetic Field

Maxwell’s equations enclose the main experimental results on electricity and mag-
netism obtained in the late eighteenth and first half of the nineteenth century by
many scientists, in particular Coulomb, Volta, Ørsted, Ampère, Faraday, and Gauss.

The aim of this chapter is to return to these equations and to derive a series of
consequences that are particularly relevant for the understanding of electromagnetic
phenomena. Specifically, we will see how Maxwell’s equations imply the possibility
to define two fundamental physical quantities for the electromagnetic field such as
the energy density and the momentum density.

We will also see how the solution of Maxwell’s equations can be greatly sim-
plified by the introduction of two potentials: the scalar potential and the vector po-
tential, of which we will study the main properties. The last part of the chapter
is dedicated to the study of plane electromagnetic waves, a particular solution of
Maxwell’s equations in vacuum.

1.1 Maxwell’s Equations

Maxwell’s equations summarise the various empirical laws related to electromag-
netic phenomena. In the system of CGS units of Gauss, consistently used throughout
this volume, these equations are written in the form1

div E = 4πρ, (1.1)

div B = 0, (1.2)

rot B − 1

c

∂E
∂t

= 4π

c
j, (1.3)

1The reader who is not familiar with the system of units used here can find in Sect. 16.1 the
relations between this system and the Système International (SI), more appropriate for practical
applications rather than theoretical ones.

E. Landi Degl’Innocenti, Atomic Spectroscopy and Radiative Processes,
UNITEXT for Physics, DOI 10.1007/978-88-470-2808-1_1, © Springer-Verlag Italia 2014
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2 1 General Laws of the Electromagnetic Field

rot E + 1

c

∂B
∂t

= 0, (1.4)

where E is the electric field, B is the vector of magnetic induction, ρ is the elec-
tric charge density, and j is the corresponding current density. The first equation is
just Coulomb’s law for electrical charges in its differential form. The second equa-
tion, sometimes called Gilbert’s law, is the analogous expression for the so-called
magnetic charges, which takes into account that magnetic monopoles do not exist.
The third is Ampère’s law in its differential form, as modified by Maxwell in or-
der to take into account the displacement current. The fourth is Faraday’s induction
equation in its differential form.

Written in this form, the equations are very general in the sense that they apply
not only to the vacuum but are also valid in the presence of a medium, provided that
polarization charges are included in ρ, and magnetic and polarization currents are
included in the current density j. More precisely, the electric displacement D and
magnetic H field vectors are introduced, alongside E and B, when describing ma-
terial systems. E is the electric field vector as measured within a needle-like cavity
aligned along the direction of the field itself (to avoid the formation of polarization
charges). B is the magnetic field vector as measured within a cavity of infinitesimal
thickness aligned perpendicularly to the lines of force (to avoid the formation of
currents).

Maxwell’s equations already include the equation of continuity for the electric
charge. In fact, taking the divergence of Eq. (1.3) and substituting Eq. (1.1), we
obtain

−4π

c

∂ρ

∂t
= 4π

c
div j,

that is,

∂ρ

∂t
+ div j = 0,

which is the continuity equation, expressing the conservation of the electric charge.

1.2 Energy Transported by the Electric Field

Consider a system of charges and currents subject only to electromagnetic interac-
tions. Denoting by W the mechanical energy per unit volume, we have, recalling
that the work of magnetic forces on isolated charges is zero (because the Lorentz
force is always perpendicular to the particle velocity),

∂W

∂t
= j · E.

Getting j from Eq. (1.3) we obtain

∂W

∂t
= c

4π
E · rot B − 1

4π
E · ∂E

∂t
,



1.3 Momentum Transported by the Electromagnetic Field 3

and subtracting Eq. (1.4) from the right-hand side after taking the scalar product
with the vector cB/(4π), we obtain

∂W

∂t
= c

4π
E · rot B − c

4π
B · rot E − 1

4π
E · ∂E

∂t
− 1

4π
B · ∂B

∂t
.

Recalling the vector identity (see Sect. 16.2, Eq. (16.7))

div(E × B)= B · rot E − E · rot B,

we can write
∂

∂t
(W + u)+ div S = 0,

where

u= 1

8π

(
E2 +B2), S = c

4π
E × B.

This equation, known as Poynting’s theorem, represents an energy balance: the
electromagnetic field has an energy per unit of volume given by u and it transports
energy along the direction of the vector S. The magnitude of this vector is the energy
flux density, i.e. the energy flowing per unit of time across the unit area normal to
the direction of the vector itself. S is called Poynting vector.

1.3 Momentum Transported by the Electromagnetic Field

We now define with Q the momentum per unit volume associated with the same
system of charges and currents considered in the previous section. This momentum
varies with time following the equation

∂Q
∂t

= ρE + j
c

× B,

where the first term in the right-hand side is due to the electric force, while the
second term is due to the Lorentz force. Eliminating ρ and j using Eq. (1.1) and
(1.3), we obtain

∂Q
∂t

= 1

4π
E div E + 1

4π
(rot B)× B − 1

4πc

∂E
∂t

× B,

i.e., recalling the definition of the Poynting vector

∂Q
∂t

= 1

4π
E div E + 1

4π
(rot B)× B − 1

c2

∂S
∂t

+ 1

4πc
E × ∂B

∂t
.

Substituting the ∂B/∂t term using Eq. (1.4) and recalling that div B = 0 (Eq. (1.2)),
we obtain the symmetric formula

∂

∂t

(
Q + S

c2

)
= 1

4π
(E div E + B div B − E × rot E − B × rot B).



4 1 General Laws of the Electromagnetic Field

Considering the vector identity

div(a a)− 1

2
grad

(
a2)= a div a − a × rot a,

which can be obtained using Eqs. (16.11) and (16.12) in Sect. 16.2, we obtain

∂

∂t

(
Q + S

c2

)
= 1

4π
div(EE + BB)− 1

8π
grad

(
E2 +B2).

We now introduce the tensor T, named after Maxwell, defined by the expression

T = 1

4π
(EE + BB)− 1

8π

(
E2 +B2)U,

where U is the unit tensor (Uij = δij ). In components, we have

Tij = Tji = 1

4π
(EiEj +BiBj )− 1

8π

(
E2 +B2)δij .

Recalling the tensorial identity (see Eq. (16.13))

div(fT)= (gradf ) · T + f div T,

(where f is an arbitrary scalar and T is an arbitrary tensor), and given that

v · U = U · v = v,

(where v is an arbitrary vector), we finally obtain

∂

∂t

(
Q + S

c2

)
= div T.

This equation represents a momentum balance and is interpreted as follows. The
electromagnetic field possesses a momentum per unit of volume which is given
by S/c2. The electromagnetic field behaves as an elastic material subject to defor-
mations, where the internal forces can be described by a stress tensor. The varia-
tion per unit time of the momentum contained within an arbitrary volume is equal
to the flux of the tensor −T across the area that encloses the same volume. If
one considers an infinitesimal area dS and its normal unit vector n, the quantity
dF = −n · T dS represents the momentum flux across dS (defined as positive if di-
rected along n).
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1.4 Electromagnetic Potentials

Recalling Eq. (1.2) and the fact that the divergence of the curl of any vector is zero,
the magnetic field2 can be written as a function of a suitable vector potential A

B = rot A.

Substituting this expression into Eq. (1.4), we obtain

rot

(
E + 1

c

∂A
∂t

)
= 0,

and recalling that the curl of the gradient of any vector is always zero, we can intro-
duce the scalar potential φ by writing

E = −gradφ − 1

c

∂A
∂t

.

We now substitute these expressions for B and E into the non-homogeneous
Maxwell equations. From Eq. (1.3) we have

rot(rot A)+ 1

c

∂

∂t

(
gradφ + 1

c

∂A
∂t

)
= 4π

j
c
,

that is, using the vector identity (16.14)

∇2A − 1

c2

∂2A
∂t2

− grad

(
div A + 1

c

∂φ

∂t

)
= −4π

j
c
.

From Eq. (1.1) we also have

∇2φ + 1

c

∂

∂t
div A = −4πρ,

an equation that can also be written in the form

∇2φ − 1

c2

∂2φ

∂t2
+ 1

c

∂

∂t

(
div A + 1

c

∂φ

∂t

)
= −4πρ.

The system of these last two equations in principle allows one to obtain the po-
tentials A and φ (and therefore the fields E and B), once ρ, j, and the boundary
conditions are known. We will see however that the equations involving A and φ

can be simplified using a supplementary condition.

2The vector B should be called more appropriately “magnetic induction” instead of “magnetic
field”, this last name referring to the vector H. However it has now become customary to call B the
magnetic field vector, when no ambiguities are present.
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1.5 Gauge Invariance

The potentials A e φ uniquely determine the electric and magnetic fields. However,
there exist different A and φ functions that can provide the same E and B. Indeed,
if we substitute

A → A′ = A − gradχ, (1.5)

φ → φ′ = φ + 1

c

∂χ

∂t
, (1.6)

where χ is an arbitrary function of space and time, we obtain, for the new field B′,

B′ = rot(A − gradχ)= rot A = B,

and, similarly for the new field E′,

E′ = −grad

(
φ + 1

c

∂χ

∂t

)
− 1

c

∂

∂t
(A − gradχ)= E.

This property is called gauge invariance and can be conveniently used with an ap-
propriate choice of the function χ .

Let us suppose that A0 and φ0 are the vector and scalar potentials producing the
E and B fields that we want to determine, given a set of boundary conditions and a
distribution of charges and currents. If we consider the gauge transformation

A = A0 − gradχ,

φ = φ0 + 1

c

∂χ

∂t
,

and we choose the function χ so as to satisfy the equation

∇2χ − 1

c2

∂2χ

∂t2
= div A0 + 1

c

∂φ0

∂t
,

we have

div A + 1

c

∂φ

∂t
= 0. (1.7)

When the potentials are chosen so as to satisfy this equation, it is said that the
Lorenz gauge is adopted3 and the equations for A and φ become

∇2A − 1

c2

∂2A
∂t2

= −4π
j
c
, (1.8)

3The Danish physicist L.V. Lorenz (1829–1891) should not be confused with the more famous
Dutch physicist H.A. Lorentz (1853–1928), best known for the transformations and the force that
bear his name. Both physicists, almost contemporary, are remembered together for the Lorentz–
Lorenz equation which relates the index of refraction of a material with the polarizability coeffi-
cient of its molecules.



1.5 Gauge Invariance 7

∇2φ − 1

c2

∂2φ

∂t2
= −4πρ. (1.9)

These equations can be further simplified with another gauge transformation if
there are no free charges. Let us assume that A0 and φ0 are two potentials that satisfy
the Lorenz gauge. If we apply another transformation within the Lorenz gauge, the
function χ needs to satisfy the equation

∇2χ − 1

c2

∂2χ

∂t2
= 0.

On the other hand, in the absence of free electric charges, the potential φ0 satisfies
the equation

∇2φ0 − 1

c2

∂2φ0

∂t2
= 0,

which is the same equation satisfied by χ and therefore also by ∂χ/∂t . If the func-
tion χ is chosen so that

−1

c

∂χ

∂t
= φ0,

it is possible to obtain for the scalar potential

φ = 0, (1.10)

so that the Lorenz condition simply becomes

div A = 0. (1.11)

Another particularly interesting gauge is the Coulomb gauge, obtained when the
function χ is chosen in order to satisfy

∇2χ = div A0,

where A0 is, as before, the vector potential that we want to calculate. With this
gauge transformation we obtain

div A = 0,

and the resulting equations for A and φ are

∇2A − 1

c2

∂2A
∂t2

= −4π
j
c

+ 1

c
grad

∂φ

∂t
,

∇2φ = −4πρ.

This gauge has the advantage that the scalar potential coincides with the (in-
stantaneous) one of electrostatics, even in the case of non-stationary phenomena
involving the presence of charges and currents varying with time.
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1.6 Solving Maxwell’s Equations in Vacuum

Let us consider a region of space free of charges and currents. As we saw in the pre-
vious section, within the Lorenz gauge we can set φ = 0 so that the electromagnetic
field is described only by the vector potential, which satisfies the equation

∇2A − 1

c2

∂2A
∂t2

= 0,

with the supplementary condition of the Lorenz gauge (in vacuum)

div A = 0.

Let us assume that the electromagnetic field is a function of one coordinate, i.e.
only depends on the coordinate z of an orthogonal Cartesian reference system. The
first equation can then be written

∂2A
∂z2

− 1

c2

∂2A
∂t2

= 0.

This equation, commonly known as the wave equation, has the general solution

A(z, t)= Ap(z− ct)+ Ar(z+ ct),

where Ap and Ar are arbitrary vectors, functions of their arguments. The two terms
represent plane waves that are propagating along the positive and negative direction
of the z axis with the velocity c. If we consider for example only the first type

A(z, t)= Ap(z− ct),

we see that, for a fixed time t , the vector potential is constant in any plane z =
constant. Furthermore, the value of the vector potential at time t0 and plane z = z0

changes, within a time dt , by a quantity dz such that

z0 − ct0 = (z0 + dz)− c(t0 + dt),

i.e.

dz = c dt.

This justifies calling the propagation of the vector potential Ap(z− ct) a plane pro-
gressive wave. Similarly, we can show that the vector potential Ar(z+ ct) describes
a regressive wave.

We now generalise the above results by assuming that propagation occurs along
the unit vector n. We then have

A(r, t)= a(f ),
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where the phase of the wave f is given by

f = n · r − ct,

r being the position vector measured from the origin of the coordinate system. a is
an arbitrary (vectorial) function of f . Applying Lorenz condition (Eq. (1.11)), we
have

div
[
a(f )

]= a′(f ) · n = 0, (1.12)

where we have taken into account that

∂f

∂xi
= ∂

∂xi

(∑

j

njxj

)
= ni,

and where a′(f ) indicates the derivative of the vector a(f ) with respect to its argu-
ment, i.e.

a′(f )= da(f )
df

.

By integrating Eq (1.12) with respect to f we obtain

a(f ) · n + a0 · n = 0,

where a0 is a constant vector, i.e. independent of r and t , that we can equate to zero
by means of an appropriate gauge transformation (applying Eq. (1.5) and choosing
for χ the function a0 · r). We then have

a(f ) · n = 0,

which means that the vector potential which describes the plane wave is perpendic-
ular to the direction of propagation.

We now consider the vectors E and B associated with the wave. With simple
algebra we obtain

B = rot
[
a(f )

]= n × a′(f ),

E = −1

c

∂a(f )
∂t

= a′(f ).

We see that the vectors E and B are both perpendicular to the direction of propaga-
tion and that

B = n × E,

which means that the two vectors are perpendicular to each other and such that
their directions form with n a right-handed coordinate system4 (following the order
n,E,B), as shown in Fig. 1.1.

4The fact that the triad of vectors (n,E,B) is right-handed and not left-handed is related with the
conventions that have historically been established to identify the signs of the electric charges and
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Fig. 1.1 The vectors n, E
and B form, in this order,
a right-handed triad

The electric and magnetic energy carried by the wave are equal to each other
(because E2 = B2). The total density of the electromagnetic energy is given by

u= 1

8π

(
E2 +B2)= 1

4π
E2,

and Poynting vector is

S = c

4π
E × B = c

4π
E2n.

We recall that the magnitude of the Poynting vector is the energy flowing per unit
of time across a unit area perpendicular to the unit vector n. By comparing the two
above equations, it is clear that the energy propagates with speed c.

The momentum density can therefore be written as

g = S
c2

= E2

4πc
n = u

c
n,

i.e. the momentum density is directed along the direction of propagation of the wave,
and is equal to the energy density divided by c. This is an important classical result
that in quantum mechanics becomes E = cp, where E is the energy and p the mo-
mentum of a photon.

The momentum flux across a unit area perpendicular to the direction of propaga-
tion can be calculated with Maxwell’s tensor

F(n)= −n · T.

By substituting the expression for T and considering that E ·n = B ·n = 0, we obtain

F(n)= 1

4π
E2n.

the magnetic masses. We recall that the positive (negative) electric charge is that which is deposited
by rubbing a glass (ebonite) rod, while the magnetic mass is positive (negative) if it is attracted by
the North (South) terrestrial pole.
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Fig. 1.2 A plane
electromagnetic wave falls on
the elementary surface dS.
The momentum absorbed by
the surface is directed along
the unit vector n

More generally, we can calculate the momentum flux across a unit area perpendicu-
lar to the direction identified by the unit vector n′. We have

F
(
n′)= −n′ · T,

and substituting

F
(
n′)= − 1

4π

[(
n′ · E

)
E + (n′ · B

)
B − E2 +B2

2
n′
]
.

Recalling that n, E, and B form an orthogonal triad of vectors, we can write

n′ = (n′ · n
)
n + (n′ · E)E

E2
+ (n′ · B)B

B2
,

from which, given that E2 = B2, we obtain

F
(
n′)= 1

4π
E2(n′ · n

)
n,

i.e. the flux is always directed along the direction of propagation, but contains a
projection factor (n′ · n)= cos θ , where θ is the angle defined in Fig. 1.2.

1.7 Radiation Pressure

We now consider a plane wave travelling along the direction n incident on a surface
of area dS of a perfectly-absorbing body, oriented as shown in Fig. 1.2. The surface
dS absorbs, within the time dt , a momentum dq given by

dq = F
(
n′)dS dt = E2

4π

(
n′ · n

)
n dS dt.
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The projection along the perpendicular to the surface is

dq · n′ = E2

4π

(
n′ · n

)2 dS dt = E2

4π
cos2 θ dS dt.

This momentum transfer is effectively a pressure5 (radiation pressure) that is

Prad = dq · n′

dS dt
= E2

4π
cos2 θ = u cos2 θ, (1.13)

where u is the energy density.
This result applies only to a perfectly absorbing surface. In the case of a perfectly

reflecting surface one must take into account that the amount of momentum transfer
is twice, so that the right-hand side of the above equation must be multiplied by a
factor of 2.

The pressure exerted by light on a surface was revealed experimentally by Lebe-
dev in 1901 with a delicate experiment which confirmed, within experimental errors,
the theoretical value expected from Maxwell’s equations. In astrophysics, we now
know that radiation pressure has a fundamental importance in the interiors of hot
stars and as a mechanism for acceleration of stellar winds. In terms of Astronautics
there are some projects whereby a spacecraft would be propelled out of the solar
system using the pressure of the solar radiation (cosmic sails).

1.8 Sinusoidal Plane Waves

A particularly important type of plane wave is the sinusoidal plane wave, which is
described by a vector potential of the form

A(r, t)= A0 cos

[
ω

c
(n · r − ct)+ ϕ

]
,

where A0 and ϕ are two constants known as the amplitude and phase of the wave,
ω is the angular frequency, and n is the unit vector along the direction of propa-
gation. The above expression can also be written in various equivalent forms, in-
troducing e.g. the cyclic frequency (or frequency tout court) ν, the period T , the
wavelength λ or the wavenumber k. These quantities are related among themselves
and the speed of light by the following relations

ν = ω

2π
= 1

T
, k = ω

c
n = kn,

5Actually, for the case shown in figure, we also have a component of the force that is not perpen-
dicular to the surface. These types of components vanish when the radiation incident on the surface
is isotropic. In this case the factor cos2 θ in Eq. (1.13) is replaced by 1/3, its average over the solid
angle.



1.8 Sinusoidal Plane Waves 13

λ= 2π

k
, λν = c, ω = ck.

For example, one can write

A(r, t)= A0 cos

(
2πn · r

λ
− 2πνt + ϕ

)
,

or

A(r, t)= A0 cos(k · r −ωt + ϕ).

If for example the last expression is adopted, we obtain for E and B

B(r, t)= B0 sin(k · r −ωt + ϕ), E(r, t)= E0 sin(k · r −ωt + ϕ),

where

B0 = −k × A0, E0 = −ω

c
A0.

Obviously we still have, at each time t and at each point of space,

B(r, t)= n × E(r, t),

as we have shown, in more general terms, in the previous section.
The energy and the momentum of a sinusoidal plane wave are functions of space

and time of the type sin2(k · r − ωt + ϕ). By taking the temporal averages of these
quantities, one obtains the corresponding expressions of the previous section, with
the terms E2 and B2 now substituted with E2

0/2 and B2
0/2, respectively (the average

of the square of the sine function over a period is equal to 1/2).
Sometimes it is convenient to represent a sinusoidal plane wave with a complex

exponential, instead of using a real expression, as for example

A(r, t)= A0 ei(k·r−ωt+ϕ), or A(r, t)= A0 ei(k·r−ωt),

where A0 is a complex vector given by

A0 = A0 eiϕ.

By convention, the physical observable (e.g. the electric field) represents the real
part of the complex expression. The use of complex exponentials is convenient when
performing linear operations, as the real part of the result is equal to the result that
is obtained by performing the same linear operations on the real part. However,
when non-linear operations are performed (e.g. for the calculation of the energy),
one must first take the real part of the complex exponential and then perform the
desired operation.

In this regard, we note that if A(t) and B(t) are two complex quantities with the
same sinusoidal dependence on time

A(t)= A e−iωt , B(t)= B e−iωt ,
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with A and B constants, we can write for the time average over a period of the
product of their real parts

〈
ReA(t)ReB(t)

〉= 1

2
Re
(
AB∗)= 1

2
Re
(
A∗B

)
.

In fact:

ReA(t)= 1

2

[
A e−iωt +A∗ eiωt], ReB(t)= 1

2

[
B e−iωt +B∗ eiωt ],

and therefore

〈
ReA(t)ReB(t)

〉= 1

4

〈
AB e−2iωt +AB∗ +A∗B +A∗B∗ e2iωt 〉.

Since 〈e±2 iωt 〉 = 0, we have

〈
ReA(t)ReB(t)

〉= 1

4

(
AB∗ +A∗B

)= 1

2
Re
(
AB∗)= 1

2
Re
(
A∗B

)
.



Chapter 2
Spectrum and Polarisation

Apart from the direction of propagation, the electromagnetic radiation is charac-
terised by two other fundamental properties, typical of waves: the spectrum and
the polarisation. These properties are of crucial importance to obtain the physical
characteristics of the body that is emitting the radiation that we observe, be it an
atom or a star. These properties are encoded in the variation of the electric and
magnetic field vectors as a function of time. This chapter deals with the mathemat-
ical concepts underlying the definition of the spectrum and the polarisation of the
electromagnetic radiation. We will also discuss the physical measurements of these
properties as performed with appropriate instruments, such as grating spectrometers
and polarimeters, of which we will illustrate the principles of operation.

2.1 Spectrum of the Radiation

The monochromatic plane wave introduced in the previous chapter as the solution
of Maxwell’s equations is a mathematical abstraction and, as such, can only pro-
vide the description of the radiation emitted during a real physical process only as
a limiting case. More generally, the electric and magnetic fields associated with the
radiation that flows across an infinitesimal area, say fixed in space, are described by
appropriate functions of time which govern the spectral and polarimetric character-
istics of the radiation itself. However, as we saw in the previous chapter, in the case
of a plane wave (not necessarily monochromatic) propagating in vacuum, the mag-
nitudes of the magnetic and electric field vectors (B, E) are the same, and the vectors
are perpendicular (both also being perpendicular to the direction of propagation). If
one of the two vectors is known, the other is also known. To comprehensively char-
acterise the radiation we can therefore limit ourselves in considering only one of the
two, e.g. the electric field, which is described, at the point of observation, by the
vector function E(t).

In order to simplify the notation, we will consider initially a scalar function of
time—instead of a vector—of the form E(t). By doing so, we will therefore neglect

E. Landi Degl’Innocenti, Atomic Spectroscopy and Radiative Processes,
UNITEXT for Physics, DOI 10.1007/978-88-470-2808-1_2, © Springer-Verlag Italia 2014
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all the phenomena that are associated with the direction of the electric field in the
plane perpendicular to the direction of propagation. These so-called polarisation
phenomena are discussed in later sections within this chapter (Sects. 2.5 and 2.6).

The spectrum of the radiation depends on the temporal variation of the function
E(t), and therefore it is not possible to define a spectrum in a precise instant in time.
The spectrum of the radiation is in fact defined within a sufficiently long time inter-
val which will be specified later on. If we assume that the function E(t) vanishes
for t → ±∞, we can define its Fourier transform in the angular frequency space,
Ê(ω), as the complex function given by the integral

Ê(ω)= 1

2π

∫ ∞

−∞
E(t)eiωt dt. (2.1)

Since E(t) is real, the complex conjugate of the Fourier transform Ê(ω)∗ is such
that

Ê(ω)∗ = 1

2π

∫ ∞

−∞
E(t)e−iωt dt = Ê(−ω),

so that it is always possible to relate the Fourier transform at negative frequencies
with the one at positive frequencies. In other words, the Fourier transform at nega-
tive frequencies does not contain more information compared to the part at positive
frequencies and can, in some sense, be neglected.

The electric field is obtained from the Fourier transform with an anti-transform
operation

E(t)=
∫ ∞

−∞
Ê(ω)e−iωt dω.

To prove this equation, we first multiply both sides of Eq. (2.1) by e−iωt ′ and then
integrate in dω. We have

∫ ∞

−∞
Ê(ω)e−iωt ′ dω = 1

2π

∫ ∞

−∞
dtE(t)

∫ ∞

−∞
e−iω(t ′−t) dω.

On the other hand, the last integral can be written taking the limit
∫ ∞

−∞
e−iω(t ′−t) dω = lim

Ω→∞

∫ Ω

−Ω

e−iω(t ′−t) dω = lim
Ω→∞

2 sin(Ω�t)

�t
, (2.2)

where we have defined �t = t ′ − t . The graph of the function 2 sin(Ω�t)/�t is
displayed in Fig. 2.1, and shows that the function behaves, for Ω → ∞, as a Dirac
delta function.1 More precisely

lim
Ω→∞

2 sin(Ω�t)

�t
= 2πδ(�t).

1In principle, the Dirac delta is not a function but rather a distribution, i.e. a functional that asso-
ciates to any real function f (x) a real number F [f (x)]. The main properties of the Dirac delta are
collected in Sect. 16.3.
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Fig. 2.1 Plot of
2 sin(Ω�t)/�t as a function
of �t . The function has a
maximum at the origin and
the first zero occurs for
�t = π/Ω . At the limit for
Ω → ∞, the central peak
increases and becomes
narrower around �t = 0

Substituting we obtain
∫ ∞

−∞
Ê(ω)e−iωt ′ dω = 1

2π

∫ ∞

−∞
E(t)2πδ

(
t ′ − t

)
dt =E

(
t ′
)
,

which is the expression that we wanted to prove.
Let us now consider the energy flux density (energy per unit area and per unit

time)2 transported by the electromagnetic radiation. Recalling the definition of the
Poynting vector, the flux density F can be written as

F = c

4π
E2(t),

and the total energy F crossing the unit area between t = −∞ and t = +∞ is

F =
∫ ∞

−∞
F dt = c

4π

∫ ∞

−∞
E2(t)dt.

Introducing the Fourier transform, we can write
∫ ∞

−∞
E2(t)dt =

∫ ∞

−∞
dt
∫ ∞

−∞
Ê(ω)e−iωt dω

∫ ∞

−∞
Ê
(
ω′)∗eiω′t dω′.

If we evaluate the integral in dt with a procedure similar to the one adopted in
Eq. (2.2) we obtain

∫ ∞

−∞
ei(ω′−ω)t dt = 2πδ

(
ω′ −ω

)
,

2The flux density of a given physical quantity (e.g. energy, charge, mass, etc.) is generally defined
as the amount of such quantity that flows across the unit area in unit time. However, this definition
is not universally accepted and sometimes flux is defined as the quantity which crosses an area (not
necessarily an unit area) per unit time. In mathematical physics, the flux of a vector across a closed
surface is defined in a different way (recall Gauss theorem), without any reference to the unit of
time.
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so we obtain the so-called Parseval theorem
∫ ∞

−∞
E2(t)dt = 2π

∫ ∞

−∞
∣∣Ê(ω)

∣∣2 dω. (2.3)

Substituting into the expression for F and recalling that Ê(ω) = Ê(−ω)∗, we then
have

F = c

∫ ∞

0

∣∣Ê(ω)
∣∣2 dω.

Apart from the proportionality factor c, this equation indicates that |Ê(ω)|2 (the
square of the magnitude of the Fourier transform of E(t)) is equal to the total energy
crossing the unit area (formally between t = −∞ and t = +∞) in the spectral range
dω. This quantity, |Ê(ω)|2, is called the spectrum of the electromagnetic radiation.3

It is evident from the above derivation that this spectrum does not depend on the
instantaneous behaviour of the function E(t), but on its variation over a very long
time (in principle infinite).

It is obvious that, in practice, any measurement of the spectrum of the radiation
can never last for an infinite time, but it is necessarily limited to a time interval T ,
called the sampling time. This fact obviously prevents one to be able to obtain infor-
mation on the variability of the function E(t) over periods of the order of or greater
than T . This implies that the spectrum of the radiation at frequencies lower than a
threshold frequency ωt (with ωt 	 1/T ) remains undefined. This limitation, how-
ever, does not have any practical relevance for the electromagnetic radiation since
even if T is very short, for example one second, the value of ωt is equal to 1 Hz, and
the condition ω < ωt affects a region of the spectrum that is completely irrelevant.

In practice, we often deal with stationary phenomena. Consider for example the
radiation emitted by a discharge lamp, or the radiation from a star. It is obvious
that in these cases the integral defining the Fourier transform (Eq. (2.1)) is divergent
and a particular treatment is then required, involving taking the limit of the integral,
in which the sampling time is essential. Let us then consider a sampling time T
sufficiently long to contain all the spectral characteristics of the phenomenon under
study. We set artificially to zero the electric field for times t that are outside the sam-
pling time. The Fourier transform, that we now denote by Ê(ω,T ) (to remember
the “artificial” dependence on T that we have introduced), is given by

Ê(ω,T )= 1

2π

∫ T /2

−T /2
E(t)eiωt dt. (2.4)

We now consider the total amount of energy, FT , crossing the unit area in the time
interval between −T /2 and T /2. We have

FT = c

4π

∫ T /2

−T /2
E2(t)dt.

3In practice, spectral measurements are usually given in terms of relative units, the function

|Ê(ω)|2 being measured apart from a constant of proportionality. More precisely, we should there-
fore say that the spectrum of the electromagnetic radiation is proportional to |Ê(ω)|2.
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Starting from this expression, and taking into account that the sampling time can
formally be considered as going to ∞, we can follow the above steps leading to
the Parseval theorem to obtain a modified expression that is valid for stationary
phenomena, that is

FT = c

4π

∫ T /2

−T /2
E2(t)dt = c

∫ ∞

0

∣∣Ê(ω,T )
∣∣2 dω. (2.5)

As we shall see below, when we discuss some specific stationary phenomena, the
quantity |Ê(ω,T )|2 is proportional to T . This enables us to provide a coherent def-
inition of the monochromatic flux, the amount of energy contained in the frequency
interval dω that flows across a unit area per unit time. Introducing the symbol Fω

for this quantity, we can write
∫ ∞

0
Fω dω = FT

T = c

T

∫ ∞

0

∣∣Ê(ω,T )
∣∣2 dω,

from which we obtain

Fω = c

T
∣
∣Ê(ω,T )

∣
∣2. (2.6)

2.2 Spectra of Some Particular Pulse Shapes

Let us consider some particular cases of the function E(t) and obtain from them the
corresponding spectra. If we assume that E(t) is a Gaussian function (case a)

E(t)=E0e− 1
2 (t/τ )

2
,

the Fourier transform is given by (recall Eq. (2.1))

Ê(ω)= E0

2π

∫ ∞

−∞
e− 1

2 (t/τ )
2+iωt dt.

Introducing the reduced variable x = t/τ and by adding and subtracting the quantity
ω2τ 2/2 to the exponent we obtain

Ê(ω)= E0τ

2π
e− 1

2ω
2τ 2
∫ ∞

−∞
e− 1

2 (x−iωτ)2 dx,

which can be written in terms of the complex variable z = (x − iωτ)/
√

2 as

Ê(ω)= E0τ√
2π

e− 1
2ω

2τ 2
∫

L
e−z2

dz,

where L is a path in the complex plane of the variable z that is parallel to the real
axis. The integral is equal to

√
π so we obtain

∣∣Ê(ω)
∣∣2 = E2

0τ
2

2π
e−ω2τ 2

.
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Fig. 2.2 Graph of the
function E(t) and the
corresponding square
magnitude of its Fourier
transform |Ê(ω)|2 for the
three cases (a), (b), and (c)
discussed in the text. Note the
correspondence between the
characteristic length of time
of the signal τ and the
frequency width of the
spectrum 1/τ

We therefore conclude that the spectrum of a Gaussian is also a Gaussian function.
Similar calculations can be carried out for other functional forms of E(t). For ex-
ample, (case b)

E(t)=
{
E0 sin(ω0t) for |t |< τ

2

0 for |t | ≥ τ
2 .

If τ is a time interval containing a large number of wave periods (τ � 1/ω0), we
obtain for the spectrum at positive frequencies

∣∣Ê(ω)
∣∣2 	 E2

0

4π2

sin2[(ω −ω0)τ/2]
(ω −ω0)2

,

with a symmetric contribution, at negative frequencies, centred at the frequency
−ω0. Finally, if (case c)

E(t)=
{
E0 sin(ω0t)e−t/τ for t ≥ 0
0 for t < 0,

and if τ is again a time interval containing a large number of wave periods (τ �
1/ω0), we obtain for the spectrum at positive frequencies

∣∣Ê(ω)
∣∣2 	 E2

0

16π2

1

(ω −ω0)2 + (1/τ)2
,
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Fig. 2.3 Temporal variation
of the electric field due to the
statistical superposition of
three elementary signals
having the same form

with a symmetric contribution, at negative frequencies, centred at the frequency
−ω0.

The above functional forms for E(t) and their corresponding spectra are dis-
played in Fig. 2.2. Considering these cases, it is clear that �ω, the width in fre-
quency of the spectrum of a typical signal, is related to the length of time τ of the
signal by

�ωτ 	 1.

In other words, the shorter the signal, the wider is the frequency band where the
Fourier transform is significantly different from zero, i.e. the wider the spectrum. At
the limit, considering a signal having an infinitesimal length of time, such as a Dirac
delta, the spectrum becomes constant, i.e. independent of frequency.

2.3 Spectra of Stochastic and Periodic Signals

We now consider a physical situation in which the electric field E(t) is stationary
and denote by T the sampling time. A particular case is that of a stochastic signal,
i.e. one in which the field is due to the superposition of a very large number N of
elementary signals, all equal to each other in shape, and appearing at random times
with frequency N = N/T . These signals may possibly overlap with each other, as
schematically illustrated in Fig. 2.3, and are such that their characteristic time scales
are much smaller than the sampling time. Denoting by t1, t2, . . . , tN the instants of
the individual elementary signals, and with f (t) the function of time describing
each signal, the electric field is given by the expression

E(t)=
N∑

j=1

f (t − tj ).

The Fourier transform of such electric field is

Ê(ω,T )= 1

2π

N∑

j=1

∫ T /2

−T /2
f (t − tj )e

iωt dt.
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Fig. 2.4 The sum S of 100
complex numbers each
having unit modulus and
random phase. As numbers
are added, the partial sum
moves around the complex
plane, starting from the initial
point O , following a typical
random walk until the last
point P is reached

If we make the substitution t − tj = τ in the j -th integral and define the Fourier
transform of the elementary signal with the usual expression4

f̂ (ω)= 1

2π

∫ ∞

−∞
f (τ)eiωt ,

with simple algebra we obtain

Ê(ω,T )= f̂ (ω)S,

where the complex number S is given by

S =
N∑

j=1

eiωtj .

The Fourier transform of the electric field is therefore given by the product of the
Fourier transform of the elementary signal by the sum of N phase factors (N com-
plex numbers each having unit modulus). Given that the times tj are casually dis-
tributed, the phase factors tend to cancel out when considering their sum. The net
result is that the modulus of the complex number S becomes much smaller than N ,
as shown in Fig. 2.4. This is a situation similar to the one of the Brownian mo-
tion, where a particle follows a random walk, moving very slowly from its original
location in space.

If we consider the square of the modulus of the transform, we have

∣∣Ê(ω,T )
∣∣2 = ∣∣f̂ (ω)∣∣2|S|2 = ∣∣f̂ (ω)∣∣2

N∑

j=1

N∑

k=1

eiω(tj−tk).

4Since we have assumed that the function f (t) varies over timescales much shorter than T , the
integral in dt can be extended between −∞ and ∞ instead of extending it from −T /2 to T /2.
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The double sum can be subdivided into two parts. First the N terms with j = k

are summed, then the other N(N − 1) ones having j = k. The first sum results in
N , while the second totals to a small contribution, whose ratio with the first tends
to zero as N tends to infinity. This is due to the fact that the times tj and tk are
distributed in a casual way. We therefore obtain, recalling that N = NT

∣∣Ê(ω,T )
∣∣2 = NT

∣∣f̂ (ω)
∣∣2. (2.7)

As we anticipated in Sect. 2.1, the Fourier transform is proportional to the sam-
pling time T . Recalling Eq. (2.6), the monochromatic flux is then

Fω = cN
∣∣f̂ (ω)

∣∣2.

This expression can be generalised to the case when the electric field can be
considered as the incoherent combination of two stochastic signals. Let us assume,
for example, that the electric field is the superposition of many elementary signals
with the functional forms f (t) and g(t), casually distributed in time with frequen-
cies Nf and Ng , respectively. If we repeat the above arguments, we obtain for the
monochromatic flux

Fω = c
(
Nf

∣
∣f̂ (ω)

∣
∣2 +Ng

∣
∣ĝ(ω)

∣
∣2).

If we assume as before that the temporal distribution is stochastic and the dif-
ferent signals are incoherent, we can generalise the above equation, in the case of a
continuous distribution of elementary signals (depending, for example, on a param-
eter ζ ), by writing

Fω = cNtot
〈∣∣f̂ (ω)

∣∣2〉, (2.8)

where Ntot is the total frequency of the elementary signals and 〈|f̂ (ω)|2〉 is the
average of |f̂ (ω)|2 with respect to the parameter ζ .

We now consider a different case, one where the stationary function E(t) is peri-
odic in time (with period T ). According to Fourier’s theorem, which is valid for any
arbitrary function, the electric field can be expressed by the equation

E(t)=
∞∑

n=−∞
E (n)e−inω0t ,

where ω0 is the fundamental angular frequency defined as

ω0 = 2π

T
,

and where the E (n) values (with E (−n) = E (n)∗) are complex quantities, called
Fourier components, given by the equation

E (n) = 1

T

∫ t0+T

t0

E(t)e2π int/T dt = 1

T

∫ t0+T

t0

E(t)einω0t dt,

where t0 is an arbitrary instant of time.
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We now determine the relation between the Fourier transform and the Fourier
components E (n). We start by considering a sampling time T containing a large
number of periods. We have

Ê(ω,T )= 1

2π

∫ T /2

−T /2
E(t)eiωt dt,

that is, substituting the expression for E(t) in terms of the Fourier components

Ê(ω,T )= 1

2π

∞∑

n=−∞
E (n)

∫ T /2

−T /2
ei(ω−nω0)t dt.

Expanding the integral, we have

Ê(ω,T )= 1

2π

∞∑

n=−∞
E (n) 2 sin[(ω − nω0)T /2]

ω − nω0
,

and considering that, for T → ∞,

lim
T →∞

2 sin[(ω − nω0)T /2]
ω − nω0

= 2πδ(ω − nω0),

we obtain

Ê(ω,T )=
∞∑

n=−∞
E (n)δ(ω − nω0).

This expression, although correct, is not appropriate, however, to calculate the
square modulus of the Fourier transform as it would produce the square of a Dirac
delta function. It would be impossible to give a correct meaning to this function
without using mathematical concepts typical of the theory of distributions. To calcu-
late |Ê(ω,T )|2 we can in any case consider the expression of Ê(ω,T ) as a function
of T , evaluate its square modulus, and take its limit for T → ∞. By doing so we
obtain a double sum of the type

∣∣Ê(ω,T )
∣∣2 = 1

4π2

∞∑

n=−∞

∞∑

m=−∞
E (n)E (m)∗

× 2 sin[(ω − nω0)T /2]
ω − nω0

2 sin[(ω −mω0)T /2]
ω −mω0

.

For n = m, in the limit T → ∞ the two functions of T in the right-hand side are
mutually exclusive, in the sense that where one is non-zero the other is null, and
vice versa. The double sum therefore reduces to a single sum by imposing m = n.
Noting that

lim
T →∞

4 sin2[(ω − nω0)T /2]
(ω − nω0)2

= 2πT δ(ω − nω0), (2.9)

we obtain

∣∣Ê(ω,T )
∣∣2 = T

2π

∞∑

n=−∞

∣∣E (n)
∣∣2δ(ω − nω0).
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We have therefore obtained again the result that the Fourier transform is proportional
to the sampling time T . Recalling Eq. (2.6) and excluding the zero harmonic (which
is equivalent to assume that the temporal average of E(t) is zero), the monochro-
matic flux of a periodic signal is given by

Fω = c

2π

∞∑

n=1

∣∣E (n)
∣∣2δ(ω − nω0). (2.10)

The spectrum of a periodic signal is therefore composed of a series of Dirac
delta functions centred at the fundamental frequency and at the various harmonics.
The weight of each harmonic is proportional to the square of the magnitude of its
respective Fourier component.

2.4 Diffraction Grating Spectroscope

The diffraction grating spectroscope can be rightly considered the prototype instru-
ment to measure the spectrum of the radiation, at least for the visible region of the
electromagnetic spectrum and the neighboring infrared and ultraviolet regions. In
this section we present a simplified treatment of such an instrument, in order to il-
lustrate the connection between the mathematical definition of a spectrum and its
practical measurement.

Referring to Fig. 2.5, the radiation coming from a laboratory source (or from
e.g. a telescope) is converted into a plane wave by means of a system of lenses and
is incident perpendicularly on a plane transmission grating,5 characterised by the
presence of N rules with a (constant) separation between them equal to d , referred
to as the grating constant. In the grating plane, the electric field associated with the
radiation is described by the function E(t).

The rules on the grating give rise to the phenomenon of diffraction and the ex-
pression for the diffracted wave can be computed using the principle of Huygens-
Fresnel. For the case of an ideal transmission grating, the principle can be formu-
lated by saying that each section of the grating is the axis of a cylindrical wave
whose amplitude, on the emerging side of the grating, is simply given by E(t) in
those areas where the wave is transmitted and zero otherwise.

We now consider the wave diffracted by the j -th section of the grating in the di-
rection that forms an angle θ with the direction of the incident wave. The amplitude
of such a wave at the distance L from the grating and at the time t is given by an
expression of the type

Ed
j (t, θ)= kE

(
t − L

c
− j

d sin θ

c

)
,

5The plane transmission grating is the most simple type of diffraction grating. In practice, many
other types of gratings can be used (reflection, echelle, saw-tooth, phase-transparency, circular,
concave, etc.).
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Fig. 2.5 Schematic diagram
of a diffraction grating

where k is a constant, in general complex,6 and where the index j numbers the rules,
starting with the first (see Fig. 2.5). Adding the contribution of the diffracted waves
from all the rules of the grating and expressing the electric field of the incident wave
by means of its Fourier integral,7 we obtain, with simple algebra

Ed(t, θ)=
N∑

j=1

∫ ∞

−∞
kÊ(ω,T )e−iω(t−L/c)eijωd sin θ/c dω.

The sum over j can be easily evaluated recalling that for a truncated geometrical
series we have

1 + q + q2 + · · · + qN−1 = 1 − qN

1 − q
.

Thus we get

Ed(t, θ)=
∫ ∞

−∞
kÊ(ω,T )e−iω[t−(L+d sin θ)/c]f (ω, θ)dω,

where

f (ω, θ)= 1 − eiNωd sin θ/c

1 − eiωd sin θ/c
.

The equation we have obtained for Ed(t, θ) defines directly the Fourier transform
of the electric field diffracted in the direction θ . With obvious symbols we have

Êd(ω, θ,T )= kÊ(ω,T )eiω(L+d sin θ)/cf (ω, θ).

6For an ideal transmission grating it can be shown that k is given by a cos θ/λ, where a is the size
of the transmission area of each rule and λ is the wavelength (see, e.g., Toraldo di Francia 1958).
In practice, the constant k depends on how the grating is actually built.
7We refer here to the case where the radiation has a stationary behaviour, so we need to refer to the
Fourier transform relative to a sampling time T .
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In other words, apart from a proportionality factor, the Fourier transform of the elec-
tric field diffracted in the direction θ is obtained by multiplying the Fourier trans-
form of the incident field by a phase factor and by the complex function f (ω, θ),
known as the grating transfer function.

In a common spectroscope, the radiation diffracted by the grating is focused by
means of a system of lenses on the detector,8 which responds with a signal propor-
tional to the square of the incident electric field. At the point on the detector where
the radiation coming from the direction θ falls, we have a signal S(θ) that is given
by the expression

S(θ)=K

∫ T /2

−T /2
Ed(t, θ)2 dt,

where K is a constant that depends on the efficiency of the detector (as well as the
units in which S is measured), and where T is the time over which the measurement
is done (sampling time). Recalling the Parseval theorem in the form of Eq. (2.5) and
putting K ′ = 4πK , we obtain

S(θ)=K ′
∫ ∞

0

∣∣Êd(ω, θ,T )
∣∣2 dω =K ′

∫ ∞

0
k2
∣∣Ê(ω,T )

∣∣2∣∣f (ω, θ)
∣∣2 dω. (2.11)

We now study the behaviour of the |f (ω, θ)|2 function with respect to θ , for ω
fixed. From the definition we obtain

∣∣f (ω, θ)
∣∣2 = sin2(Nωd sin θ

2c )

sin2(ωd sin θ
2c )

.

This function has very high maxima for those values of sin θ such that the denomi-
nator vanishes, i.e. for

sin θm =m
2πc

ωd
, (2.12)

where m is any integer (positive, negative or zero) that characterises the so-called or-
der of the spectrum.9 In correspondence with such θ values we have, by considering
the limit

∣∣f (ω, θm)
∣∣2 =N2.

Such points are called principal maxima and it can be shown that between any two
of them there are (N − 1) points where the function vanishes, corresponding to
values of θ such that the numerator is zero but the denominator is not. The first zero
adjacent to θm is at a distance �θ such that

ωd sin(θm +�θ)

2c
=
(
m+ 1

N

)
π,

8Nowadays, the detector is generally a CCD camera or a series of photo-multipliers. Previously,
photographic plates were commonly used.
9Note that by substituting the angular frequency with the wavelength (ω = 2πc/λ), Eq. (2.12) can
be written in the form d sin θm = mλ, which is the equation resulting from the elementary theory
of the diffraction grating.
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Fig. 2.6 Graph of the square
of the magnitude of the
grating transfer function. The
graph is obtained for N = 8.
The grating commonly used
in the laboratory and in
astronomy have much higher
values of N . A typical grating
for solar observations has
N 	 105

or, by means of a series expansion

�θ = 1

mN
tan θm. (2.13)

Between the (N − 1) zeroes we have, recalling Rolle’s theorem, (N − 2) so-called
secondary maxima where the function takes on a value of the order of unity. The
graph of the function for N = 8 is shown in Fig. 2.6.

As shown in the figure, as N increases the function behaves as a series of delta
of Dirac. In first approximation we have, taking into account the height of the peaks
and their width

∣∣f (ω, θ)
∣∣2 =

∑

m

N tan θm
m

δ(θ − θm).

Alternatively, we can also study the behaviour of the same function with ω for θ
fixed. Again we find that the function has very high maxima with value N2 at the
frequencies ωm given by

ωm =m
2πc

d sin θ
.

The first zero next to ωm is at a distance (in frequency) �ω such that

(ωm +�ω)d sin θ

2c
=
(
m+ 1

N

)
π,

or

�ω = 2πc

Nd sin θ
.



2.4 Diffraction Grating Spectroscope 29

Again, we have obtained in first approximation a behaviour as a series of Dirac delta
(a Dirac comb), given by the equation

∣∣f (ω, θ)
∣∣2 =

∑

m

N
2πc

d sin θ
δ(ω −ωm).

Substituting this result in Eq. (2.11) we obtain the following expression for the
signal measured by the spectroscope detector in the direction θ

S(θ)=K ′k2N
2πc

d sin θ

∑

m

∣∣E(ωm,T )
∣∣2.

If we set aside the problems related to the superposition of the spectra of different
orders, this formula shows that, if we only consider intervals of θ sufficiently small
(so we can neglect the slight dependence on θ contained in the factor k2/ sin θ ), the
signal at the detector effectively provides a measure of the square modulus of the
Fourier transform of the electric field of the incident radiation, i.e. of its spectrum.
In other words, the spectroscope works as an analog device able to perform the
Fourier transform of the incident electric field. Note also that the signal S(θ) is
proportional to the time of the measurement T . This dependence is contained in the
square modulus of the Fourier transform (remember the results of Sect. 2.3 and in
particular Eq. (2.7)).

The theory of the grating spectroscope presented above also allows us to deter-
mine the resolving power of the instrument. Suppose we have an incident radiation
composed of two purely monochromatic waves that differ in frequency by a small
amount δω. They will be diffracted, at the order m, in two directions forming an
angle δθ . Differentiating Eq. (2.12) we get

δθ = tan θm
δω

ω
.

On the other hand, for the corresponding signals on the detector to be distinct, it
is necessary that the angle δθ is greater than the intrinsic width of each signal �θ

given by Eq. (2.13). So we obtain the condition

δω

ω
≥ 1

mN
.

This places a lower limit on the frequency difference (δω)min that we must have for
the signals to be distinct. Obviously we have

(δω)min

ω
= 1

mN
.

The resolving power P of an instrument is the ratio between the frequency ω and
such minimum difference (δω)min. The resolving power of a grating spectroscope
is therefore given by

P =mN.

As a practical example, consider a diffraction grating characterised by a number
of rules N = 105 and by a grating constant d = 1.5 µm. If the incident radiation
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covers the entire visible range between 3800 and 7000 Å, the first order spectrum is
located between the angles of deflection

(θ1)min = 14◦.7, (θ1)max = 27◦.8,
the second order spectrum between the angles

(θ2)min = 30◦.4, (θ2)max = 69◦.0,

while the third order spectrum starts from the angle of deflection

(θ3)min = 49◦.5,
and extends until θ = 90◦, the angle corresponding to the wavelength of 5000 Å. The
spectra of higher orders are not observable. Finally, the resolving power is equal
to 105 for the first order spectrum, 2 × 105 for the second order spectrum, and
3 × 105 for the third order one. For example, around 5000 Å two spectral lines can
be resolved in second order only if they are separated by more than 25 mÅ.

2.5 Polarisation of a Monochromatic Wave

The polarisation phenomena of the electromagnetic radiation are related to the fact
that the electric field vector (or the associated magnetic field vector) of a beam
of radiation propagating in vacuum can be directed along any direction within the
plane perpendicular to the direction of propagation. To describe these phenomena,
we begin by considering a plane monochromatic wave of angular frequency ω that
propagates along the z direction of a Cartesian reference system that is orthogonal
and right-handed (x, y, z). The electric field vector of the wave can be decomposed
into two components along the axes x and y. At a given point in space, these com-
ponents are described by expressions of the type

Ex(t)=E1 cos(ωt − φ1), Ey(t)=E2 cos(ωt − φ2),

where E1, E2, φ1 and φ2 are four real quantities. Alternatively, we can use complex
quantities and write

Ex(t)= Re
[
E1e−iωt], Ey(t)= Re

[
E2e−iωt],

where

E1 =E1eiφ1, E2 =E2eiφ2 .

The tip of the electric field vector rotates in the x-y plane along an ellipse which
is called the polarisation ellipse. In order to show this fact, let us consider the general
equation of an ellipse in terms of its principal axes x′ and y′. The equation of the
ellipse in parametric form is

Ex′ =E0 cosγ cos(ωt), Ey′ = −E0 sinγ sin(ωt),

where E0 is a real and positive quantity and where γ (with |γ | ≤ π/4) is a parameter
related to the eccentricity of the ellipse (| tanγ | being the ratio of the semi-axes).
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Fig. 2.7 The tip of the
electric field vector moves
over time along the
polarisation ellipse

In the previous equation we have assumed that, at time t = 0, the electric field is
directed along the positive x′ axis. Eliminating t , we obtain

E2
x′

E2
0 cos2 γ

+ E2
y′

E2
0 sin2 γ

= 1.

The semi-axes of the ellipse are respectively E0| cosγ | and E0| sinγ |; if γ is pos-
itive the ellipse is described clockwise, as observed from a person who sees the
incoming radiation. The geometry is shown in Fig. 2.7, where the z axis points to-
ward the reader.

If the electric field vector is observed as rotating in a clockwise direction we have
positive (or right-handed) elliptical polarisation, otherwise, we have a negative (or
left-handed) elliptical polarisation. There are two special cases of elliptical polarisa-
tion: if γ = ±π/4, the ellipse degenerates into a circle and the polarisation is called
circular (right and left, respectively). If instead γ = 0, the ellipse degenerates into a
segment, and the polarisation is called linear.

We now relate the geometrical characteristics of the ellipse (amplitude E0, az-
imuth of the major semi-axis ξ , and ratio of the semi-axes tanγ ) to the quantities
E1, E2, φ1 and φ2, by transforming the components of E from the (x′, y′) to the
(x, y) system. Referring to Fig. 2.7, we have

Ex =Ex′ cos ξ −Ey′ sin ξ, Ey =Ex′ sin ξ +Ey′ cos ξ,

and substituting

Ex =E0
[
cosγ cos ξ cos(ωt)+ sinγ sin ξ sin(ωt)

]
,

Ey =E0
[
cosγ sin ξ cos(ωt)− sinγ cos ξ sin(ωt)

]
.

If we now identify these expressions with the previous ones, we obtain the relations
between the E1, E2, φ1 and φ2 quantities and the parameters of the ellipse

E1 cosφ1 =E0 cosγ cos ξ, E1 sinφ1 =E0 sinγ sin ξ,

E2 cosφ2 =E0 cosγ sin ξ, E2 sinφ2 = −E0 sinγ cos ξ.
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Taking the square of the four equations we get

E2
0 =E2

1 +E2
2;

multiplying the first by the fourth and subtracting the product of the second by the
third we obtain

sin(2γ )= 2E1E2 sin(φ1 − φ2)

E2
1 +E2

2

;

multiplying the first by the third and adding the product of the second by the fourth
we have

cos(2γ ) sin(2ξ)= 2E1E2 cos(φ1 − φ2)

E2
1 +E2

2

;

subtracting the sum of the squares of the last two from the sum of the squares of the
first two we get

cos(2γ ) cos(2ξ)= E2
1 −E2

2

E2
1 +E2

2

;

and finally, dividing the last two equations, we obtain

tan(2ξ)= 2E1E2 cos(φ1 − φ2)

E2
1 −E2

2

.

These equations allow to obtain the parameters of the ellipse (E0, γ, ξ) starting
from the quantities that describe the electrical oscillation along the axes x and y

(E1,E2, φ1, φ2). As shown by the above equations, the parameters of the ellipse
depend only on the phase difference (φ1 − φ2) and not on the absolute phases.
The four quantities (bilinear in the components of the electric field) that appear
in the previous equations, i.e. (E2

1 + E2
2), (E

2
1 − E2

2), 2E1E2 cos(φ1 − φ2), and
2E1E2 sin(φ1 − φ2) are fundamental when characterising the properties of the po-
larisation of a monochromatic plane wave. The first quantity, (E2

1 +E2
2), is propor-

tional to the flux of energy, i.e. to the energy that crosses the unit surface per unit
time. We denote this flux with the symbol10 FI . We can associate the other quanti-
ties with other fluxes that we denote by FQ, FU , and FV . For our monochromatic
wave, recalling the definition of the Poynting vector and taking into account that
the functions sin2(ωt) and cos2(ωt) are on average equal to 1/2, averaging over a
period we have

FI = c

8π

(
E2

1 +E2
2

)
, FQ = c

8π

(
E2

1 −E2
2

)
,

FU = c

8π
2E1E2 cos(φ1 − φ2), FV = c

8π
2E1E2 sin(φ1 − φ2).

It should be noted that the symbols I , Q, U and V , that have been put as indices
to the various fluxes, are commonly used to denote different physical quantities,

10This quantity was denoted with the symbol F in Sect. 2.1, where we neglected the polarisation
properties.
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related to them by some multiplicative dimensional constants. These quantities are
the so-called Stokes parameters, usually introduced in the theory of radiative transfer
for polarised radiation. The Stokes parameters have the dimension of the specific
intensity of the radiation field and are therefore dimensionally equal to an energy
per unit surface, per unit time, per unit spectral interval and per unit solid angle. In
the following we will refer to FI , FQ, FU and FV as the fluxes (of energy) in the
four Stokes parameters.

We can relate the geometrical characteristics of the polarisation ellipse to the
fluxes in the Stokes parameters by inverting the above equations. We obtain, with
easy algebra

E2
0 = 8π

c
FI , sin(2γ )= FV

FI

, cos(2γ ) cos(2ξ)= FQ

FI

,

cos(2γ ) sin(2ξ)= FU

FI

, tan(2ξ)= FU

FQ

.

The polarisation ellipse has different forms, depending on the values of the fluxes
in the Stokes parameters. Conversely, each polarisation ellipse is characterised by a
particular set of the fluxes in the Stokes parameters. In particular, if the ellipse de-
generates into a circle (γ = ±π/4) we have that FQ = FU = 0, FV = ±FI , where
the plus sign refers to a circle described in the clockwise direction (for an observer
who sees the approaching wave) and the minus sign to a circle described counter-
clockwise. In this case we have the so-called pure circular polarisation, positive and
negative (or right-handed and left-handed), respectively. If instead the ellipse de-
generates into a segment (γ = 0), we have FV = 0 and F 2

Q + F 2
U = F 2

I , where the
values of FQ and FU are related to the angle ξ that the segment forms with the x

axis. In this case we have the so-called purely linear polarisation.
The fluxes in the Stokes parameters may also be expressed in terms of the com-

plex amplitudes E1 and E2 introduced previously. In fact we have, as is easy to verify

FI = c

8π

(
E∗

1E1 + E∗
2E2
)
, FQ = c

8π

(
E∗

1E1 − E∗
2E2
)
,

FU = c

8π

(
E∗

1E2 + E∗
2E1
)
, FV = c

8π
i
(
E∗

1E2 − E∗
2E1
)
.

(2.14)

Finally, we note that the fluxes in the Stokes parameters of a monochromatic
plane wave are not independent of each other. In fact, squaring the previous ex-
pressions, it is easy to verify with some simple algebra that the fluxes in the Stokes
parameters are so related

F 2
I = F 2

Q + F 2
U + F 2

V . (2.15)

This relation is typical for monochromatic waves which, by their nature, are always
polarised. In other words, it is impossible to represent a polarisation-free radiation
(i.e. with FQ = FU = FV = 0) with a monochromatic wave. The previous relation
expresses in mathematical terms the fact that only three geometric parameters are
sufficient to completely define the ellipse of polarisation. These could be, for exam-
ple, the amplitude, the ratio between the semi-major and semi-minor axis, and the
tilt of the major axis.
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2.6 Spectropolarimetric Measurements

The monochromatic plane wave considered in the previous section has polarisation
characteristics perfectly defined. It represents, however, a very particular case. In all
generality we can assume that the two components of the electric field vector along
two directions x and y (perpendicular to the direction of propagation z of a beam of
electromagnetic radiation) are described by two arbitrary functions of time, E1(t)

and E2(t). The spectrum and the characteristics of the polarisation of the radiation
depend on the behaviour of these two functions.

We define the Fourier transforms (according to Eq. (2.4)) of the two functions
E1(t) and E2(t) considering a stationary case and within a sampling time T

Ê1(ω,T )= 1

2π

∫ T /2

−T /2
E1(t)e

iωt dt, Ê2(ω,T )= 1

2π

∫ T /2

−T /2
E2(t)e

iωt dt.

We can use these definitions to generalise the various equations we have previously
obtained by introducing the monochromatic flux in the single Stokes parameters
instead of the monochromatic flux Fω. Generalising Eq. (2.6), relative to a stationary
signal, we obtain

FI
ω = c

T
(
Ê1(ω,T )∗Ê1(ω,T )+ Ê2(ω,T )∗Ê2(ω,T )

)
,

FQ
ω = c

T
(
Ê1(ω,T )∗Ê1(ω,T )− Ê2(ω,T )∗Ê2(ω,T )

)
,

FU
ω = c

T
(
Ê1(ω,T )∗Ê2(ω,T )+ Ê2(ω,T )∗Ê1(ω,T )

)
,

FV
ω = c

T i
(
Ê1(ω,T )∗Ê2(ω,T )− Ê2(ω,T )∗Ê2(ω,T )

)
.

(2.16)

Generalising Eq. (2.8), relative to a stochastic signal, we obtain

FI
ω = cNtot

〈
f̂1(ω)

∗f̂1(ω)+ f̂2(ω)
∗f̂2(ω)

〉
,

FQ
ω = cNtot

〈
f̂1(ω)

∗f̂1(ω)− f̂2(ω)
∗f̂2(ω)

〉
,

FU
ω = cNtot

〈
f̂1(ω)

∗f̂2(ω)+ f̂2(ω)
∗f̂1(ω)

〉
,

FV
ω = cNtoti

〈
f̂1(ω)

∗f̂2(ω)− f̂2(ω)
∗f̂1(ω)

〉
.

(2.17)

Finally, generalising Eq. (2.10), relative to a periodic signal, we obtain

FI
ω = c

2π

∞∑

n=1

(
E (n)∗1 E (n)1 + E (n)∗2 E (n)2

)
δ(ω − nω0),

FQ
ω = c

2π

∞∑

n=1

(
E (n)∗1 E (n)1 − E (n)∗2 E (n)2

)
δ(ω − nω0),

FU
ω = c

2π

∞∑

n=1

(
E (n)∗1 E (n)2 + E (n)∗2 E (n)1

)
δ(ω − nω0),

FV
ω = c

2π
i

∞∑

n=1

(
E (n)∗1 E (n)2 − E (n)∗2 E (n)1

)
δ(ω − nω0).

(2.18)
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The above equations show that the polarimetric characterisation of the electro-
magnetic radiation involves the determination of bilinear products of Fourier trans-
forms of the type Êi(ω)

∗Êj (ω), with i, j = 1,2. In the radio region of the electro-
magnetic spectrum, at frequencies less than or of the order of a GHz, this can be
done by directly measuring the electric fields E1(t) and E2(t) with two antennas
arranged along the x and y axes, and obtaining the bilinear expressions with elec-
tronic procedures. For the visible and for the neighbouring ultraviolet and infrared
regions, this is not possible due to the high frequency of the radiation (ν 	 1015 Hz).
As we have already said, in these regions of the electromagnetic spectrum the mea-
surements of the electric field are carried out with detectors (CCD cameras, photo-
multipliers, photographic plates, etc.) that produce a signal proportional to the in-
cident energy, i.e. to the square of the electric field. Such measurements therefore
only provide information related to integrals of the type

∫ T /2

−T /2

[
E1(t)

2 +E2(t)
2]dt,

where T is the exposure time of the detector. If we limit ourselves in considering
only stationary signals, recalling the Parseval theorem (in the form of Eq. (2.5)), and
isolating the contribution of the radiation contained within a frequency interval �ω

centred on the frequency ω, the signal at the detector can be expressed in the form

S =K
[
Ê1(ω,T )∗Ê1(ω,T )+ Ê2(ω,T )∗Ê2(ω,T )

]
,

where K is a dimensional constant that depends on the sensitivity of the detector, the
units in which the signal is measured, and the amplitude of the frequency interval
considered. This formula shows that, without the use of additional devices, the only
measurement that can be done is that of the monochromatic flux FI

ω .
The polarisation measurements are obtained by placing along the radiation path

suitable devices which alter the polarisation characteristics of the incident radiation
in a known way. These devices are polarising filters (or simply polarisers) and wave-
plates (or retarders). Ideal polarising filters have the property of being completely
transparent to the radiation whose electric field vector vibrates along a particular
direction (the direction of acceptance or transparency of the filter) and completely
opaque to the radiation whose electric field vector vibrates along the direction per-
pendicular to it. If we place a filter in such a way that the direction of acceptance
makes an angle α with the x axis (see Fig. 2.8 for the conventions used), the detector
will respond with a signal of the type

S(α)=KÊp(ω,T )∗Êp(ω,T ), (2.19)

where Êp(ω,T ) is the Fourier transform of the component of the electric field along
the acceptance axis of the polariser. Referring to Fig. 2.8, such transform can be
expressed in the form (obviously, the transforms of the components of a vector are
transformed as the components under rotations of the reference system)

Êp(ω,T )= cosαÊ1(ω,T )+ sinαÊ2(ω,T ),
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Fig. 2.8 The polarising filter
is placed along a direction
that forms the angle α with
the x axis. The radiation
comes from behind the page

so we obtain

S(α)=K
{
cos2 αÊ1(ω,T )∗Ê1(ω,T )+ sin2 αÊ2(ω,T )∗Ê2(ω,T )

+ sinα cosα
[
Ê1(ω,T )∗Ê2(ω,T )+ Ê2(ω,T )∗Ê1(ω,T )

]}
.

Inverting Eq. (2.16) and substituting in the previous equation, the signal S(α) can be
expressed through the monochromatic fluxes in the Stokes parameters. We obtain

S(α)=K ′[FI
ω + cos(2α)FQ

ω + sin(2α)FU
ω

]
,

where K ′ is a new constant. This equation shows that the monochromatic fluxes in
the Stokes parameters Q and U can be defined by the equations

FQ
ω = 1

2K ′
[
S
(
0◦)− S

(
90◦)], FU

ω = 1

2K ′
[
S
(
45◦)− S

(
135◦)].

The monochromatic flux in the Stokes parameter Q therefore represents the dif-
ference between the signal measured by the detector behind a polarising filter ori-
ented under the angle α = 0◦ (with the direction of acceptance coinciding with the
x axis) and the signal measured behind a polarising filter oriented under the angle
α = 90◦ (with the direction of acceptance coinciding with the y axis). The meaning
of the other monochromatic flux in the Stokes parameter U is very similar, with
the orientation angles of the polariser replaced by 45◦ (direction of acceptance co-
inciding with the bisector of the x and y axes) and 135◦ (direction of acceptance
coinciding with the bisector of the −x and y axes), respectively. Concerning the
monochromatic flux in the Stokes parameter I we have

FI
ω = 1

2K ′
[
S(α)+ S

(
α + 90◦)],

with α any angle. Alternatively, this same quantity can be measured more simply
without interposing any (ideal) polarising filter. From this we see that the monochro-
matic flux in the Stokes parameter I coincides with the conventional monochromatic
flux.

The expressions derived previously show that the monochromatic flux in the
Stokes parameter V cannot be measured by placing only a polarising filter. For
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its measurement it is necessary to introduce a further device, the wave plate, or re-
tarder. In general, we can define as an ideal retarder a device that splits the incoming
radiation beam into two distinct beams, characterised by different polarisations, in-
troduces a phase difference between the two, and then reassembles the two beams
into one having a polarisation that differs from that of the input beam. In practice,
a retarder can be realised with a birefringent crystal, which is characterised by two
axes perpendicular to each other and perpendicular to its optical axis. One of the
two axes is the so-called fast axis while the other is the slow axis. The components
of the electric field along the fast and slow axes propagate along the optical axis
with different indices of refraction, nf and ns, respectively, with ns > nf. This dif-
ference between the refractive indices causes within the retarder a phase shift (or
retardance) δ. If Êf(ω) and Ês(ω) are the Fourier transforms of the components of
the electric field vector along the two axes at the entrance of the retarder, the same
transforms at the exit of the retarder, Êf(ω)

′ and Ês(ω)
′, are given by (apart from an

inessential phase factor)

Êf(ω)
′ = Êf(ω), Ês(ω)

′ = Ês(ω)e
iδ,

where

δ = 2π(ns − nf)L/λ,

with L the thickness of the retarder (the wave plate) and λ= 2πc/ω the wavelength
of the radiation. If δ = π/2 we have the so-called quarter-wave plate, while if δ = π

we have a half-wave plate, and so on.
It can easily be shown that a quarter-wave plate transforms a circularly polarised

beam into a linearly polarised one (with directions that differ by 90◦ for right or left
circular polarisation, respectively). Also, that a half-wave plate rotates by 90◦ the
direction of the linear polarisation (when this direction coincides with the bisector
of the angle between the fast and the slow axis). Note also that the retardance of a
wave-plate depends strongly on λ, which is the reason why it is difficult to produce
the so-called achromatic wave plates (those for which the retardance is independent
of the wavelength).

Now suppose we have a quarter-wave plate and we place it along a beam so
that the fast axis is directed along the x axis. We then place behind it the polariser,
oriented again with an angle α as shown in Fig. 2.8. If Ê1(ω,T ) and Ê2(ω,T ) are
the Fourier transforms of the components of the electric field along the x and y axes
at the entrance of the wave plate, the components at the exit of the wave plate are
given by (apart from an inessential phase factor) Ê1(ω,T ) and Ê2(ω,T )eiπ/2 =
iÊ2(ω,T ), respectively. The Fourier transform of the projection of the electric field
vector along the axis of acceptance of the polariser is therefore given by

Êp(ω,T )= cosαÊ1(ω,T )+ i sinαÊ2(ω,T ).

The detector will respond with a new signal T (α), still given by the right-hand side
of Eq. (2.19). With this expression for Êp(ω,T ) we have

T (α)=K
{
cos2 αÊ1(ω,T )∗Ê1(ω,T )+ sin2 αÊ2(ω,T )∗Ê2(ω,T )

+ i sinα cosα
[
Ê1(ω,T )∗Ê2(ω,T )+ Ê2(ω,T )∗Ê1(ω,T )

]}
,
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or, in terms of fluxes in the monochromatic Stokes parameters

T (α)=K ′[FI
ω + cos(2α)FQ

ω + sin(2α)FV
ω

]
.

The monochromatic flux in the Stokes parameter V can then be operationally de-
fined by the relation

FV
ω = 1

2K ′
[
T
(
45◦)− T

(
135◦)].

In practice, the schematic operations that we have described for the measurement
of the fluxes in the Stokes parameters are realised by means of suitable instruments
called polarimeters. These instruments are made by one or more wave plates and
a polariser at the exit. When both a polarimetric and a spectroscopic analysis of
the radiation is required, in general the first precedes the second one, in the sense
that the radiation enters the polarimeter before entering the spectroscope. The exit
polariser of the polarimeter is generally held in a fixed position because an ordinary
diffraction grating is very sensitive to the polarisation of the incoming radiation.

2.7 Properties of the Stokes Parameters

As we have seen in Sect. 2.5, a monochromatic wave has always a well-defined char-
acter of polarisation. This ceases to be valid when considering a beam of radiation
having a stochastic character. To demonstrate this property, consider the quantity

P = (FI
ω

)2 − (FQ
ω

)2 − (FU
ω

)2 − (FV
ω

)2
.

Substituting the expressions of Eq. (2.17) relative to a stochastic signal, and devel-
oping the calculations we obtain

P = 4c2N 2
tot

[〈
f ∗

1 f1
〉〈
f ∗

2 f2
〉− 〈f ∗

1 f2
〉〈
f ∗

2 f1
〉]
,

where we have denoted by fi (i = 1,2) the Fourier transforms f̂i (ω) (to not compli-
cate the notation). We introduce now the complex quantity A defined by the equa-
tion

A = f2
〈
f ∗

1 f1
〉− f1

〈
f ∗

1 f2
〉
.

The statistical average of its square modulus is, with simple algebra
〈|A|2〉= 〈f ∗

1 f1
〉[〈
f ∗

1 f1
〉〈
f ∗

2 f2
〉− 〈f ∗

1 f2
〉〈
f ∗

2 f1
〉]
,

and since the quantities 〈f ∗
1 f1〉 and 〈|A|2〉 are both positive, we can deduce the

Cauchy-Schwarz inequality
〈
f ∗

1 f1
〉〈
f ∗

2 f2
〉− 〈f ∗

1 f2
〉〈
f ∗

2 f1
〉≥ 0,

which, replaced in the expression for P obtained previously, implies
(
FI
ω

)2 − (FQ
ω

)2 − (FU
ω

)2 − (FV
ω

)2 ≥ 0.



2.7 Properties of the Stokes Parameters 39

Fig. 2.9 A rotation of the
reference system involves a
transformation of the fluxes
in the Q and U Stokes
parameters. The radiation
comes from behind the page

Note that the sign of equality holds only when the quantity A is null, i.e. when
the ratio of the transforms f1 and f2 is such to satisfy the equation

f1

f2
= 〈f ∗

1 f1〉
〈f ∗

1 f2〉 .

In this case the transforms of the two components of the elementary signals along the
x and y axes are characterised by having a constant ratio between the amplitudes and
also a constant phase difference. The case of the monochromatic wave previously
considered is a special case of this situation.

The opposite case is instead that in which the transforms of the two components
are characterised by having equal mean amplitudes

〈
f ∗

1 f1
〉= 〈f ∗

2 f2
〉
,

and random phase relation, so that
〈
f ∗

1 f2
〉= 〈f ∗

2 f1
〉= 0.

In this case we have

FQ
ω = FU

ω = FV
ω = 0,

and we have non-polarised radiation, also called natural radiation.
As we have seen, the fluxes in the Stokes parameters require a reference direction

for their definition. This direction is arbitrary, so it is always necessary to clearly
specify its choice when using these quantities either in theoretical calculations or
in laboratory experiments or astronomical observations. In ground-based night as-
tronomy, for example, it is usual to choose as the reference direction the meridian
across the observed object. In solar physics, or in observation of extended objects,
different reference directions can be chosen, more appropriate to the geometry of
the phenomenon under study. For example, when observing the polarisation at the
solar limb, it is common to choose as the reference direction the tangent to the limb
itself.

As the reference system changes, the Stokes parameters are transformed by sim-
ple linear relations. To show this, we refer to Fig. 2.9 and denote by FI

ω , FQ
ω , FU

ω ,

FV
ω the fluxes in the Stokes parameters relative to the reference direction x. If (F I

ω)
′,

(F
Q
ω )′, (FU

ω )′, (FV
ω )′ are the Stokes parameters relative to the direction x′, rotated
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by an angle θ with respect to x (in the counterclockwise direction looking at the
radiation source), the laws of transformation are easily found by noting that

f ′
1 = cos θf1 + sin θf2, f ′

2 = cos θf2 − sin θf1.

Substituting in Eq. (2.17) we obtain
(
FI
ω

)′ = FI
ω,

(
FQ
ω

)′ = cos(2θ)FQ
ω + sin(2θ)FU

ω ,
(
FU
ω

)′ = cos(2θ)FU
ω − sin(2θ)FQ

ω ,
(
FV
ω

)′ = FV
ω .

As the reference direction changes, only the fluxes in the Stokes parameters rela-
tive to the linear polarisation F

Q
ω and FU

ω change, transforming one in the other
according to the previous equations. The other fluxes (in intensity and in circular
polarisation) are instead invariant. Note that a rotation of an angle θ = π leaves
everything unchanged (the reference direction has no tips).

Finally, we observe that, in practice, the fluxes in the Stokes parameters are of-
ten denoted by the symbols I , Q, U , and V , without specifying, in many cases, if
they refer to the unity of frequency interval (or angular frequency, or wavelength),
or whether they refer to the unit solid angle. Often this does not cause problems be-
cause the results of polarimetric measurements are generally expressed in terms of
the ratios Q/I , U/I , and V/I , which are independent of any proportionality factors
that are implicit in the various definitions. For uniformity in the notation, we simply
observe that the Iν symbol (and the corresponding symbols Qν , Uν and Vν ) should
be reserved to express the energy of the radiation having frequency between ν and
ν + dν and direction contained within the unit solid angle, flowing, per unit time,
through the unit surface perpendicular to the direction of the radiation.



Chapter 3
Radiation from Moving Charges

One of the most important consequences of Maxwell’s equations is the emission of
electromagnetic radiation by charged particles in accelerated motion. In this chapter
we will give a classical description of this phenomenon, emphasizing the general
characteristics of the cross sections and the spectral and polarimetric properties of
the radiation emitted, for both relativistic and nonrelativistic particles. In particu-
lar, we will describe some fundamental physical processes such as Thomson and
Rayleigh scattering and give an in-depth discussion of the bremsstrahlung radiation
(in nonrelativistic approximation), of the cyclotron radiation and of the synchrotron
radiation. The last part of the chapter is dedicated to the study of the radiation due
to a large number of particles and its multipole expansion.

3.1 Electromagnetic Potentials Due to Charges and Currents

As we have seen in Chap. 1, the electric field E(r, t) and the magnetic field B(r, t)
at the point of coordinate r and time t can be obtained in all generality from the
electromagnetic potentials A(r, t) and φ(r, t) by the equations

E(r, t)= −gradφ(r, t)− 1

c

∂A(r, t)
∂t

, B(r, t)= rot A(r, t).

If the Lorenz gauge is adopted, the electromagnetic potentials satisfy the partial
differential equations (Eq. (1.8) and (1.9))

∇2A(r, t)− 1

c2

∂2

∂t2
A(r, t) = −4π

c
j(r, t), (3.1)

∇2φ(r, t)− 1

c2

∂2

∂t2
φ(r, t) = −4πρ(r, t), (3.2)
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where ρ(r, t) and j(r, t) are the charge and current densities, and the additional
condition of Eq. (1.7)

div A(r, t)+ 1

c

∂

∂t
φ(r, t)= 0. (3.3)

To find the solution of this system of differential equations is convenient to re-
fer to the static case. We consider first the static equation for the scalar potential
(Poisson equation)

∇2φ(r)= −4πρ(r), (3.4)

and we try to solve it for the particular case

∇2φ(r)= −4πδ(r), (3.5)

where δ(r) is the tridimensional Dirac function defined, in Cartesian coordinates,
by δ(r) = δ(x)δ(y)δ(z). For obvious reasons in terms of symmetry, the potential φ
depends only on the magnitude of the vector r. In this case, the Laplacian operator
is simply given by (see Eq. (6.7))

∇2 = 1

r2

d

dr

(
r2 d

dr

)
,

which can also be expressed in the more compact form

∇2 = 1

r

d2

dr2
r. (3.6)

The differential equation for φ is then, for r = 0

1

r

d2

dr2

[
rφ(r)

]= 0.

The most general solution of this equation is of the form

rφ(r)= a + br,

with a and b arbitrary constants, so we obtain, for r = 0,

φ(r)= a

r
+ b.

The constant b defines the value of the potential for r → ∞. Assuming that the
potential goes to zero at infinity, such constant is null, so

φ(r)= a

r
.

To determine the value of the constant a, we recall that the Laplacian operator is
given by

∇2 = div grad .
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Applying Gauss’s theorem to a sphere of arbitrary radius centred at the origin and
taking into account that

grad
a

r
= − a

r2
n = − a

r3
r,

where n is the unit vector along r, we have

−4πa = −4π,

or a = 1. We have therefore obtained the fundamental result that the solution of the
differential equation (3.5) that satisfies the boundary condition of becoming null for
r → ∞ is

φ(r)= 1

r
.

This result can be generalised by considering a translation of the charge. Obviously,
the solution of the equation

∇2φ(r)= −4πδ
(
r − r′) (3.7)

that satisfies the same boundary condition is

φ(r)= 1

|r − r′| .

If we finally note that we can always write

ρ(r)=
∫

ρ
(
r′)δ
(
r − r′)d3r′,

due to the linearity of the Laplacian operator we obtain that the solution of the
differential equation (3.4) is the following

φ(r)=
∫

ρ(r′)
|r − r′| d3r′.

The result we have obtained is very intuitive from a physical point of view and
could be anticipated by recalling that a point charge q generates in the space an
electric field that derives from a potential of the form V = q/r , r being the dis-
tance from the charge. The expression given above is just the generalisation of the
latter formula to the case of a continuous distribution of charges. Here, we have
preferred to give a more formal mathematical proof using a standard method for
solving non-homogeneous linear differential equations, known as the method of the
Green’s function.

We return now to the time-dependent case and begin by solving the equation

∇2φ(r, t)− 1

c2

∂

∂t2
φ(r, t)= −4πf (t)δ(r),
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where f (t) is an arbitrary function of time. As in the previous case, the function φ,
for obvious reasons in terms of symmetry, can only depend on the magnitude of the
vector r and, in this case, also on time. Expressing the operator ∇2 using Eq. (3.6),
the equation for φ(r, t) becomes, for r = 0

1

r

∂2

∂r2

[
rφ(r, t)

]− 1

c2

∂2

∂t2
φ(r, t)= 0,

or
[
∂2

∂r2
− 1

c2

∂2

∂t2

][
rφ(r, t)

]= 0.

The most general solution of this equation is of the form

rφ(r, t)= g(t ± r/c),

where g is an arbitrary function of its argument, or

φ(r, t)= g(t ± r/c)

r
.

In analogy with the stationary case, we impose the condition in the origin apply-
ing Gauss’s theorem to a sphere of infinitesimal radius. We obtain

g(t)= f (t),

so the solution is of the form

φ(r, t)= f (t ± r/c)

r
.

Of the two solutions that we have obtained only one, the one with the minus
sign, has a meaning for the physical problem under consideration. Comparing the
result of the time-dependent case with the one obtained in the static case, we see
in fact that the potential at a distance r from the origin and at time t has the same
expression of the potential of the static case corresponding to the charge f (t − r/c),
i.e. to the charge that is at the origin at the so-called retarded time t ′ defined by

t ′ = t − r

c
.

This result has a natural explanation related to the fact that electromagnetic signals
propagate with speed c. The solution with the plus sign would involve the advanced
time t + r/c, instead of the retarded one. It has no direct physical interpretation in
this problem and should be discarded.

Repeating the arguments for the stationary case, we find that the solution of the
differential equation (3.2) is given by the expression

φ(r, t)=
∫

ρ(r′, t ′)
|r − r′| d3r′, (3.8)
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where t ′ is the retarded time defined by

t ′ = t − |r − r′|
c

. (3.9)

With similar considerations we obtain for the vector potential, solution of Eq. (3.1),
the expression

A(r, t)= 1

c

∫
j(r′, t ′)
|r − r′| d3r′. (3.10)

Before accepting the solutions given by Eqs. (3.8) and (3.10) for the scalar and
vector potentials, it is however necessary to verify that these solutions satisfy the
condition imposed by the Lorenz gauge (Eq. (3.3)). We provide in the following
such a demonstration. First of all we note that when one is dealing with functions
of the type f (r, t ′), or f (r′, t ′) with t ′ the retarded time, the symbol of the partial
derivative becomes ambiguous because the variables r (or r′) and t ′ are not inde-
pendent. In fact, if for example we apply a variation δr to r, we can consider two
different types of increments, δf1 and δf2, given by

δf1 = f
(
r + δr, t ′

)− f
(
r, t ′
)
, δf2 = f

(
r + δr, t ′ + δt ′

)− f
(
r, t ′
)
,

where δt ′ is the variation of t ′ due to δr. We are going to indicate the derivative
executed with the increment δf2 with the usual symbol “∂” of partial derivative. On
the other hand, the derivative executed with the increment δf1 will be indicated with
the symbol “δ”. The two derivative operations are related by the expression

∂

∂xk
f
(
r, t ′
)= δ

δxk
f
(
r, t ′
)+ ∂t ′

∂xk

∂

∂t ′
f
(
r, t ′
)
.

We also note that the two types of derivatives, ∂ and δ, coincide for functions that
depend only on r, and not on time.

We start by evaluating the divergence of the vector A(r, t). Since such operation
has to be done at t constant, from Eq. (3.10) we have

div A(r, t)=
∑

k

∂

∂xk
Ak(r, t)= 1

c

∫ ∑

k

∂

∂xk

[
jk(r′, t ′)
|r − r′|

]
d3r′.

To evaluate this integral we take into account the fact that the dependence on xk
is contained both in the denominator and the numerator since the retarded time t ′
depends on |r − r′| and therefore on xk . If we note that

∂

∂xk

∣
∣r − r′∣∣= − ∂

∂x′
k

∣
∣r − r′∣∣,

the expression for div A can also be written in the form

div A(r, t)= 1

c

∫ ∑

k

{
− ∂

∂x′
k

[
jk(r′, t ′)
|r − r′|

]
+ 1

|r − r′|
δ

δx′
k

jk
(
r′, t ′

)}
d3r′.
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The first part of the integral can be transformed, using Gauss’s theorem, in a surface
integral. If we assume that the current density goes to zero at infinity, the integral is
null, so

div A(r, t)= 1

c

∫
1

|r − r′|
∑

k

δ

δx′
k

jk
(
r′, t ′

)
d3r′.

We evaluate now the second term of the Lorenz condition. For Eq. (3.8) we have

1

c

∂

∂t
φ(r, t)= 1

c

∫
∂

∂t

ρ(r′, t ′)
|r − r′| d3r′.

Taking into account that, once r and r′ are fixed, we have

∂

∂t
ρ
(
r′, t ′

)= ∂

∂t ′
ρ
(
r′, t ′

)
,

we obtain

div A(r, t)+ 1

c

∂

∂t
φ(r, t)

= 1

c

∫
1

|r − r′|
{[∑

k

δ

δx′
k

jk
(
r′, t ′

)]+ ∂

∂t ′
ρ
(
r′, t ′

)}
d3r′. (3.11)

On the other hand, the continuity equation for the charge, written for the point of
coordinate r′ and time t ′, is, with the notations we have introduced,

[∑

k

δ

δx′
k

jk
(
r′, t ′

)]+ ∂

∂t ′
ρ
(
r′, t ′

)= 0,

so the term within the curly brackets in Eq. (3.11) is null and the Lorenz condition
is verified.

3.2 The Liénard and Wiechart Potentials

In the previous section we have found the expressions of the scalar and vector po-
tentials for an arbitrary distribution of charges and currents. We now apply these
expressions to the special case where there is only one point charge e moving in
time according to the equation r0(t). For the motion of the particle we define the
velocity and acceleration vectors according to the usual equations

v(t)= d

dt
r0(t), a(t)= d

dt
v(t)= d2

dt2
r0(t).

The charge and current densities due to the point charge can be expressed in terms
of the tridimensional Dirac delta. We have

ρ(r, t)= eδ
[
r − r0(t)

]
, j(r, t)= ev(t)δ

[
r − r0(t)

]
,
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so we obtain, from Eqs. (3.8) and (3.10)

φ(r, t)= e

∫
δ[r′ − r0(t

′)]
|r − r′| d3r′, A(r, t)= e

c

∫
v(t ′)δ[r′ − r0(t

′)]
|r − r′| d3r′,

where t ′ is the retarded time defined in Eq. (3.9). The presence of the delta function
allows a simple evaluation of the integrals contained in the previous expressions.
We recall that, given two arbitrary functions f (x) and g(x), for the unidimensional
Dirac delta function we have (see also Sect. 16.3)

∫ ∞

−∞
f (x)δ

[
g(x)

]
dx =

N∑

i=1

f (xi)
1

|g′(xi)| ,

where xi , with i = 1, . . . ,N , are the N solutions of the equation g(x)= 0 and where
g′(x) is the derivative of the function g(x) with respect to the variable x. For the
tridimensional Dirac delta, the previous equation can be generalised into the follow-
ing expression

∫
f (r)δ

[
g(r)

]
d3r =

N∑

i=1

f (ri )
1

|J (ri )| ,

where ri , with i = 1, . . . ,N , are the N solutions of the vector equation g(r) = 0,
and where J is the Jacobian of the transformation r = g(r), i.e. the determinant of
the Jacobian matrix Jkl(r) defined by

Jkl(r)= ∂gk(r)
∂xl

.

Returning to the integrals that we want to calculate, we note that since the particle
velocity is necessarily less than c, the equation

r′ − r0
(
t ′
)= 0

has, with r and t fixed, only one solution, schematically illustrated in Fig. 3.1. To
avoid introducing further notations, we will indicate with r′ and with t ′ the point
and the instant corresponding to such solution. Concerning the Jacobian matrix, we
have

Jjk = ∂

∂x′
k

{
x′
j − [r0

(
t ′
)]

j

}= δjk − ∂

∂x′
k

[
r0
(
t ′
)]

j
.

Taking into account the definition of the retarded time (Eq. (3.9)) we have

∂

∂x′
k

[
r0
(
t ′
)]

j
=
{

∂

∂t ′
[
r0
(
t ′
)]

j

}
∂t ′

∂x′
k

= −vj

c

∂

x′
k

∣
∣r − r′∣∣,

where vj is the j -th component of the particle velocity evaluated at the instant t ′.
To calculate the last derivative, writing

R = r − r′,
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Fig. 3.1 Geometry for the
calculation of the
electromagnetic field at the
point of coordinate r at the
time t . The vectors v and a
are, respectively, the velocity
and acceleration of the
particle at the retarded time.
The unit vector n is directed
along the direction defined by
the position of the particle at
the retarded time and the
point where the field is
calculated

we have
∂Ri

∂x′
k

= −δik,

so that

∂

∂x′
k

R2 = ∂

∂x′
k

(∑

i

RiRi

)
= −2Rk,

and then
∂

∂x′
k

R = ∂

∂x′
k

√
R2 = −Rk

R
= −nk,

where we have introduced the unit vector n to indicate the direction of the vector R.
Taking into account this result, the Jacobian matrix becomes

Jjk = δjk − vjnk

c
.

We can now calculate the Jacobian. We have

J = det

⎛

⎜⎜
⎝

1 − vxnx
c

− vxny
c

− vxnz
c

− vynx
c

1 − vyny
c

− vynz
c

− vznx
c

− vzny
c

1 − vznz
c

⎞

⎟⎟
⎠ ,

and, with simple algebra,

J = 1 − v · n
c

.

Once we substitute these results into the integrals containing the Dirac delta func-
tions, we get the following expressions for the potentials

φ(r, t)= e

κR
, A(r, t)= ev

cκR
, (3.12)
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Fig. 3.2 The signals emitted
by a moving source at
successive times, represented
as spherical waves, become
concentrated in the direction
of the velocity and are
rarefied in the opposite
direction. In any case, since
the velocity v is always less
than c, each spherical wave
contains all those emitted at
successive times. This is the
reason why Eq. (3.14) has
only one solution

where

κ = 1 − v · n
c

, (3.13)

and where all the quantities that appear in these equations, i.e. v, R, n, κ need to be
evaluated at the retarded time t ′, solution of the implicit equation

t ′ = t − |r − r0(t
′)|

c
. (3.14)

The potentials that we have obtained are called the Liénard and Wiechart poten-
tials. They contain the 1/κ factor that, as we will see, is of fundamental importance
in determining the radiation properties of moving charges. The physical meaning of
this factor can be intuitively understood by observing that the signals emitted by a
moving source are concentrated in the direction of the velocity, and become rarefied
in the opposite direction, as exemplified in Fig. 3.2. Finally, it is interesting to note
that, in the static case, the scalar potential of Liénard and Wiechart becomes the
electrostatic potential (since κ = 1), while the vector potential is zero, since v = 0.

3.3 The Electromagnetic Field of a Moving Charge

The electric and magnetic fields at the point of coordinate r and at time t produced
by a point charge (of charge value e) moving along the trajectory r0(t) are obtained
by applying to the Liénard and Wiechart potentials the general equations defining
the scalar and vector potentials, or

B(r, t)= rot A(r, t), (3.15)

E(r, t)= −gradφ(r, t)− 1

c

∂

∂t
A(r, t). (3.16)

The determination of the fields is therefore reduced to a simple exercise that however
involves some mathematical subtleties, requiring a detailed description.
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We start by noting that the Liénard and Wiechart potentials contain at the denom-
inator the expression κR and that such expression can be written in the form

κR =
(

1 − v · n
c

)
R =R − v · R

c
.

We also note that, given a vector of the form

X = xa − xb,

with xa and xb functions of an arbitrary parameter ζ , we have

∂

∂ζ
X = ∂xa

∂ζ
− ∂xb

∂ζ
,

so that

∂

∂ζ
X2 = 2X ·

[
∂xa
∂ζ

− ∂xb
∂ζ

]
,

and then, introducing the unit vector vers(X) of the vector X, we have

∂

∂ζ
X = ∂

∂ζ

√
X2 = 1

2X
2X ·

[
∂xa
∂ζ

− ∂xb
∂ζ

]
= vers(X) ·

[
∂xa
∂ζ

− ∂xb
∂ζ

]
.

Using this result, we simply obtain the following expressions

∂R

∂t ′
= −n · v,

∂t

∂t ′
= 1 + 1

c

∂R

∂t ′
= 1 − n · v

c
= κ,

∂t ′

∂t
= 1

∂t
∂t ′

= 1

κ
, grad

[
r0
(
t ′
)]= −[gradR]v

c
.

For the last equation we have in fact

{
grad

[
r0
(
t ′
)]}

ij
= ∂

∂xi

[
r0
(
t ′
)]

j
= ∂

∂t ′
[
r0
(
t ′
)]

j

∂t ′

∂xi

= vj
∂

∂xi

(
t − R

c

)
= −vj

c

∂R

∂xi
.

On the other hand,

gradR = grad
∣∣r − r0

(
t ′
)∣∣= n − grad

[
r0
(
t ′
)] · n = n + [gradR]v · n

c
,

from which we obtain

gradR = n
κ
,
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which allows us to rewrite the equation for the gradient of r0(t
′) in the form

grad
[
r0
(
t ′
)]= −nv

κc
.

We also have

grad R = grad
[
r − r0

(
t ′
)]=U + nv

κc
,

where U is the unit tensor (Uij = δij ), and also

grad t ′ = grad

[
t − R

c

]
= −1

c
gradR = − n

κc
,

grad v = (grad t ′
) ∂v
∂t ′

= −na
κc

,
∂R

∂t
= ∂R

∂t ′
∂t ′

∂t
= −v · n

κ
,

∂R
∂t

= ∂R
∂t ′

∂t ′

∂t
= − v

κ
,

∂v
∂t

= ∂v
∂t ′

∂t ′

∂t
= a

κ
,

where a is the particle acceleration at the retarded time t ′. With these equations
it is then simple to express both the gradient and the temporal derivative of the
product κR. We have

grad(κR)= grad

[
R − v · R

c

]
= gradR − 1

c
(grad v) · R − 1

c
(grad R) · v,

i.e.

grad(κR)= n
κ

+ 1

c2κ
(a · R)n − v

c
− v2n

c2κ
=
(

1 − v2

c2

)
n
κ

− v
c

+ 1

c2κ
(a · R)n,

∂

∂t
(κR)= ∂

∂t

[
R − v · R

c

]
= −n · v

κ
− 1

cκ
a · R + v2

cκ
.

We are now able to calculate the electric field. Using Eqs. (3.16) and (3.12) we
obtain

E(r, t)= −e grad

(
1

κR

)
− e

c2

∂

∂t

(
v
κR

)
,

or

E(r, t)= e

κ2R2
grad(κR)− e

c2κR

∂v
∂t

+ ev
c2κ2R2

∂

∂t
(κR).

Substituting the previous expressions, we finally obtain

E(r, t)= e

κ2R2

[(
1 − v2

c2

)
n
κ

− v
c

+ 1

κc2
(a · R)n

]
− e

c2κ2R
a

+ ev
c2κ2R2

[
−n · v

κ
− 1

κc
a · R + v2

κc

]
.
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The expression of the electric field contains various terms, some proportional
to R−2 and others proportional to R−1. If we group the first terms, we obtain the
so-called Coulomb term (sometimes also called velocity term) which generalizes
to the case of moving charges the usual expression of the Coulomb electrostatic
field. When we group the other terms, we get instead the so-called radiation term,
sometimes called acceleration term because it is proportional to the acceleration of
the charge. Indicating with [E(r, t)]Coul and [E(r, t)]rad the two contributions, by
means of simple factorizations we obtain

[
E(r, t)

]
Coul = e

κ3R2

[(
1 − v2

c2

)
n − v

c

(
κ + n · v

c
− v2

c2

)]
,

or, recalling the expression of κ (Eq. (3.13))

[
E(r, t)

]
Coul = e

κ3R2

[(
1 − v2

c2

)(
n − v

c

)]
. (3.17)

Similarly

[
E(r, t)

]
rad = e

c2κ3R

[(
n − v

c

)
(a · n)− κa

]
,

or, as it is simple to verify,

[
E(r, t)

]
rad = e

c2κ3R
n ×

[(
n − v

c

)
× a
]
. (3.18)

The expression for the electric field can be put in an alternative form by introducing
the typical notations of relativistic mechanics. Defining

β = v
c
, β̇ = a

c
,

we obtain

E(r, t)= e

κ3R2

(
1 − β2)(n − β)+ e

cκ3R
n × [(n − β)× β̇

]
. (3.19)

With similar calculations, we can obtain the expression for the magnetic field.
Using Eqs. (3.15) and (3.12) we have

B(r, t)= e

c
rot

(
v
κR

)
= e

cκR
rot v + e

c

[
grad

(
1

κR

)]
× v.

On the other hand, we have

rot v = [grad t ′
]× a = − 1

cκ
n × a,
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and then, using the above results,

B(r, t)= − e

c2κ2R
n × a − e

cκ2R2

[(
1 − v2

c2

)
n
κ

− v
c

+ 1

c2κ
(a · R)n

]
× v.

In analogy with the previous transformations for the electric field, we now separate
in the right-hand side the terms proportional to R−2 from those proportional to R−1.
We obtain

B(r, t)= − e

cκ3R2

(
1 − v2

c2

)
n × v − e

c2κ3R

[
κn × a + (a · n)n × v

c

]
.

We can rewrite this expression in terms of the vectors β and β̇

B(r, t)= − e

κ3R2

(
1 − β2)n × β − e

cκ3R

[
n × β̇ − (n · β)n × β̇ + (β̇ · n)n × β

]
,

or, as we can simply verify

B(r, t)= − e

κ3R2

(
1 − β2)n × β − e

cκ3R

{
n × β̇ + n × [n × (β × β̇)

]}
.

Using this expression, together with the one relative to E(r, t) (Eq. (3.19)), we easily
find the important relation

B(r, t)= n × E(r, t), (3.20)

which shows that the magnitude of the magnetic field vector is always less or equal
than the magnitude of the electric field vector.

Finally, we note that Eqs. (3.19) and (3.20) are very general and, given the rel-
ativistic invariance of Maxwell’s equations (from which we started), they must be
valid in an arbitrary inertial reference system. Considering the nonrelativistic limit
to first order in β , it is possible to show that the ordinary laws of electromagnetism
valid for stationary phenomena are recovered. The derivation of this property is con-
tained in Sect. 16.4.

3.4 Radiation from a Moving Charge

As we saw in the previous section, the electromagnetic field produced by a mov-
ing charge consists of two terms, one inversely proportional to R2 and the other
inversely proportional to R. Obviously, the first term prevails for R tending to zero,
while the second term prevails when R tends to infinity. It is interesting to calcu-
late the value of R for which the two terms are of the same order of magnitude.
Indicating with Rc such value, we have

e

κ3R2
c

	 ea

c2κ3Rc
,
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or

Rc 	 c2

a
.

Indicating with L the typical dimensions of the region where the charge is moving,
and with τ the relative characteristic time, we have

a 	 L

τ 2
,

so that

Rc 	 c2τ 2

L
.

On the other hand, as we shall see later, the charge itself radiates at characteristic
frequencies ν 	 c/τ , so the critical distance Rc can also be written in the form
λ2/L, where λ is the typical wavelength of the radiation emitted by the moving
charge. The region where R � Rc is called the radiation zone. Within such region,
the electromagnetic field is given by Eqs. (3.18) and (3.20) which we rewrite here

E(r, t)= e

c2κ3R
n ×

[(
n − v

c

)
× a
]
, B(r, t)= n × E(r, t).

We recall that the quantities R, κ , n, v, and a that appear in these equations must
be evaluated at the retarded time t ′. However, at large distances from the charge
(R � L), the effect of the retarded time on both the distance R and the unit vector n
can be neglected. In this case, both quantities can then be considered as constants.

The first fact to be noted about the electric and magnetic fields in the radiation
zone is that they are perpendicular to each other, they are both perpendicular to the
unit vector n, and they are equal in magnitude. These are characteristics that we
have already encountered in Sect. 1.6 for the plane waves propagating in vacuum.
The second fact to be noted concerns the Poynting vector S, given by

S = c

4π
E × B = c

4π
E × (n × E)= c

4π
E2n.

The Poynting vector at point P is along the direction connecting the charge with the
point P.

We now consider the nonrelativistic case where v � c. In this case, the electric
field, at the lowest order in v/c, is given by

E(r, t)= e

c2R
n × [n × a] = − e

c2R

[
a − (a · n)n

]
.

This expression shows that the electric field is perpendicular to n and lies in the
plane defined by n and a (the particle acceleration at the retarded time). Therefore,
the component of the electric field along a polarisation unit vector ei (i = 1,2)
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Fig. 3.3 Radiation diagram
(or antenna diagram) of a
nonrelativistic particle. The
acceleration of the particle is
directed along the vertical
axis. The power emitted along
a direction that forms the
angle θ with the acceleration
is proportional to the segment
drawn in the figure

perpendicular to n is given by

E(r, t) · ei = − e

c2R
a · ei . (3.21)

Furthermore, indicating with θ the angle between the direction of the acceleration
(at the retarded time) and the n direction, we have that the Poynting vector at a
distance R from the charge is

S = e2a2 sin2 θ

4πc3R2
n.

This equation shows that the power emitted by a moving charge depends on the
direction as sin2 θ . If we draw on a graph, for any direction, a segment proportional
to the power emitted along the same direction, we obtain a diagram called radiation
diagram (also known as radiation pattern or antenna diagram). Such diagram for an
accelerated charge (nonrelativistic) is shown in Fig. 3.3. The same equation for S
can be used to find the total power emitted from the charge. Calculating the flux W

of the Poynting vector through a sphere of radius R, and taking into account that

1

4π

∮
sin2 θ dΩ = 2

3
,

we obtain the so-called Larmor equation

W = 2e2a2

3c3
. (3.22)

Returning to the general case, it is interesting to note the presence of an impor-
tant physical phenomenon related to the 1/κ3 factor we have found in the previous
expressions for the radiation field. If we consider for simplicity the case of a charge
with acceleration parallel to velocity, the Poynting vector (at a distance R from the
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Fig. 3.4 Radiation diagram
of a relativistic particle
having β = 0.8. Both the
acceleration and the velocity
of the particle are directed
along the vertical axis, the
latter in the direction towards
the top. The power emitted
along a direction that forms
the angle θ with the velocity
(and the acceleration, parallel
or antiparallel to it) is
proportional to the segment
drawn in the figure

charge and in the direction of the unit vector n) is given by

S = e2a2 sin2 θ

4πc3κ6R2
n = e2a2 sin2 θ

4πc3(1 − β cos θ)6R2
n,

where β = v/c and where θ is the angle between n and the direction of the veloc-
ity. For non-zero values of β , the radiation pattern, shown in Fig. 3.4, is profoundly
different from the nonrelativistic case. The radiation concentrates in the forward di-
rection (relative to the motion of the particle). This is a typical relativistic effect,
known as beaming effect. It becomes more pronounced as the particle velocity ap-
proaches the speed of light. The angular width of the cone where the radiation is
concentrated can be estimated by noting that, for β 	 1, the factor 1/κ has a very
peaked maximum for θ = 0.

Putting, around θ = 0, cos θ 	 1 − θ2/2, we have

1

κ
	 1

1 − β + βθ2/2
	 1

1 − β + θ2/2
.

This expression can be rewritten in the form

1

κ
	 2

θ2 + θ2
0

,

where we have introduced the angle θ0 given by

θ0 =√2(1 − β).

Recalling the expression for the relativistic factor γ (Lorentz factor) given by

γ = 1
√

1 − β2
,
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Fig. 3.5 Radiation diagram
of a relativistic particle
having β = 0.8. The
acceleration of the particle is
directed along the vertical
axis, while the velocity is
directed along the horizontal
axis, from left to right. The
power emitted along a
direction belonging to the
plane containing the velocity
and the acceleration (φ = 0)
and forming the angle θ with
the acceleration is
proportional to the segment
drawn in the figure

we have, for the ultra-relativistic case

γ = 1√
(1 − β)(1 + β)

	 1√
2(1 − β)

,

so that we obtain

θ0 	 1

γ
.

The value of θ0 is precisely the angular width of the cone in which the radiation
is concentrated. As the energy of the particle increases (hence the γ factor), the
amplitude of the cone becomes increasingly smaller.

When the acceleration is perpendicular to the velocity, the calculation of the
Poynting vector is more complicated since cylindrical symmetry is lost. Introduc-
ing a coordinate system where the acceleration is directed along the z axis and the
velocity along the x axis, and indicating with θ and φ the polar coordinates of the
direction n, we obtain for the Poynting vector along such direction

S = e2a2

4πc3(1 − β sin θ cosφ)6R2

[
(1 − β sin θ cosφ)2 − (1 − β2) cos2 θ

]
n.

The corresponding radiation diagram, relative to the plane containing the velocity
and acceleration vectors (φ = 0), is shown in Fig. 3.5.

Finally, in the general case where the acceleration is neither parallel nor perpen-
dicular to the velocity, the expression of the Poynting vector becomes even more
complicated. It is reported in Sect. 16.5, where we also demonstrate the generali-
sation of the Larmor equation for the power emitted by a relativistic charge, that
is

W = 2e2

3c3

(
γ 6a2‖ + γ 4a2⊥

)
, (3.23)
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Fig. 3.6 Geometry of
Thomson scattering in the
general case. The choice of
the unit vectors of
polarisation is arbitrary

where a‖ and a⊥ are the components of the acceleration in the directions parallel
and perpendicular to the velocity. It is simple to verify that, in the nonrelativistic
case in which β � 1, γ 	 1, being a2‖ + a2⊥ = a2, we obtain the usual expression
(3.22) of the Larmor equation.

3.5 Thomson Scattering

Consider a free electron of charge e = −e0 (e0 = 4.803 × 10−10 ues), and suppose
that the electron is subject to the action of an electromagnetic polarised wave of
frequency ω propagating along the direction n′. We define a pair of unit vectors e′

1
and e′

2 such that they form with n′ a right-handed triad of unit vectors as shown in
Fig. 3.6. We also define with E ′

1 and E ′
2 the complex components of the electric field

vector of the wave along these unit vectors. The motion of the electron, which we
assume nonrelativistic, is described by the equation

a(t)= −e0

m
E′(t),

where m is the electron mass and where E′(t), the electric field of the incoming
wave, is given by

E′(t)= Re
(
E ′e−iωt)= Re

[(
E ′

1e′
1 + E ′

2e′
2

)
e−iωt].

We are interested in determining the expression of the electric field emitted from
the electron in the radiation zone along the direction defined by the unit vector n
of Fig. 3.6. Introducing the two unit vectors e1 and e2 (such to form with n a right-
handed triad) and using complex notations, the components of the acceleration along
such unit vectors are given by

A1 = −e0

m
e1 · (E ′

1e′
1 + E ′

2e′
2

)
, A2 = −e0

m
e2 · (E ′

1e′
1 + E ′

2e′
2

)
, (3.24)

where the complex vector A is implicitly defined by the equation

a(t)= Re
(
Ae−iωt).
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Fig. 3.7 Particular case of
the geometry of Thomson
scattering. The polarisation
unit vectors e1 and e′

1 are
perpendicular to the plane
containing the directions of
the incident and scattered
radiation (scattering plane),
while e2 and e′

2 lie in the
same plane

Taking into account Eq. (3.21), the components E1 and E2 of the radiation field at
the distance R and in the direction n are given in matrix form by the expression

(
E1
E2

)
= − rc

R

(
e1 · e′

1 e1 · e′
2

e2 · e′
1 e2 · e′

2

)(E ′
1

E ′
2

)
eiΦ, (3.25)

where Φ = ωR/c is an inessential phase factor introduced by the delay, and
where rc, the so-called classical radius of the electron, is defined by

rc = e2
0

mc2
= 2.818 × 10−13 cm. (3.26)

The expression that we have obtained is the law of Thomson scattering in terms
of electric fields. It contains all the properties of the scattered radiation (spectral,
directional, and polarimetric), with in addition the general properties related to the
cross section. From a spectral point of view, the electron simply oscillates at the
same frequency ω of the incident radiation. The scattered radiation is then, as we
say, coherent, i.e. the spectrum is of the type of a Dirac delta centred at the same
frequency ω. To analyse the results for the radiation diagram and polarisation it is
convenient to adequately choose the unit vectors of polarisation. With the choice
sketched in Fig. 3.7, the 2 × 2 matrix that appears in Eq. (3.25) is greatly simplified
and is

(
1 0
0 cosΘ

)
,

where Θ is the angle of scattering.
We can now move on to describe the scattering process in terms of fluxes in

the Stokes parameters. For this, we need to recall the expressions of Chap. 2, in
particular Eq. (2.14), which relates the fluxes in the Stokes parameters with the
components of the electric field. Denoting by (F ′

I ,F
′
Q,F

′
U ,F

′
V )

† the Stokes vector

of the incident radiation and with (FI ,FQ,FU ,FV )
† that of the scattered radiation,
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with simple algebra we obtain the following matrix equation

⎛

⎜⎜⎜
⎝

FI

FQ

FU

FV

⎞

⎟⎟⎟
⎠

= 1

2

r2
c

R2

⎛

⎜⎜⎜
⎝

1 + cos2 Θ sin2 Θ 0 0

sin2 Θ 1 + cos2 Θ 0 0

0 0 2 cosΘ 0

0 0 0 2 cosΘ

⎞

⎟⎟⎟
⎠

⎛

⎜⎜⎜
⎝

F ′
I

F ′
Q

F ′
U

F ′
V

⎞

⎟⎟⎟
⎠
. (3.27)

In particular, for the scattering at the angle Θ of an unpolarised ray we obtain,
for the non-zero fluxes

FI (Θ)= r2
c

2R2

(
1 + cos2 Θ

)
F ′
I , FQ(Θ)= r2

c

2R2
sin2 ΘF ′

I .

These equations show that the radiation is mostly forward (or backward) scattered
relative to the direction of the incident radiation. The ratio R between the radiation
scattered in the Θ direction and the forward scattered one is given by the equation

R = 1 + cos2 Θ

2
,

and varies between 1 and 1/2. In addition, the scattered radiation is linearly po-
larised and the fraction of polarisation is given by

FQ(Θ)

FI (Θ)
= sin2 Θ

1 + cos2 Θ
,

which implies that the linear polarisation is always positive, i.e. perpendicular to the
scattering plane, and that the radiation is 100 % polarised for Θ = 90◦. Furthermore,
integrating the intensity of the scattered radiation on a sphere of radius R we obtain
(recall that the average of cos2 Θ over the solid angle is 1/3)

W =R2
∮

FI (θ)dΩ = σTF
′
I ,

where σT, the so-called Thomson cross-section, is given by

σT = 8π

3
r2

c = 8πe4
0

3m2c4
= 6.652 × 10−25 cm2.

3.6 Rayleigh Scattering

Rayleigh scattering is very similar to Thomson scattering, with the only difference
that the electron, instead of being free, is bound to an atom or a molecule. From the
point of view of classical physics, the bound electron can be described by means of
a simple model, due to Lorentz. The model assumes that the action on the electron
of the cloud of positive charges present in the atom can be represented as an elastic
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restoring force of the form F = −kx, where k is a constant and x is the position of
the electron relative to the barycentre of the positive charges. The law of motion of
the bound electron under the action of an electric field of frequency ω is then

d2x
dt2

= −ω2
0x − e0

m
E′(t),

where ω0 = √
k/m, and where

E′(t)= Re
(
E ′e−iωt).

The differential equation can be easily solved by searching for a stationary solution
of the type x(t)= x0e−iωt . Once the solution is found, we then determine the accel-
eration by differentiating twice with respect to time. The result for the components
of the (complex) acceleration along the two unit vectors e1 and e2 of Fig. 3.6 is the
following

A1 = −e0

m

ω2

ω2 −ω2
0

e1 · (E ′
1e′

1 + E ′
2e′

2

)
, A2 = −e0

m

ω2

ω2 −ω2
0

e2 · (E ′
1e′

1 + E ′
2e′

2

)
.

This expression is very similar to the one we obtained previously for Thomson
scattering (Eq. (3.24)), and, as expected, reduces to the previous one for ω0 = 0 (the
case of the free electron). Repeating the same arguments as those developed in the
previous section, we obtain exactly the same results with the only difference that
the Thomson cross section σT must be replaced with the Rayleigh cross section σR
defined by

σR = ω4

(ω2 −ω2
0)

2
σT = ω4

(ω2 −ω2
0)

2

8π

3
r2

c .

An important aspect of the Rayleigh scattering is the fact that, for ω0 � ω, the
cross section is proportional to ω4. As this is a good approximation for the visible ra-
diation scattered by nitrogen and oxygen molecules, the most abundant constituents
of Earth’s atmosphere, and as the light in the sky is just scattered sunlight from such
molecules, it follows that the sky is blue.1 For the same reason, the Sun appears red
at sunrise and sunset. The same phenomenon also holds for the moon and the stars.

3.7 Bremsstrahlung

The radiation emitted when a high-speed charged particle (typically an electron) is
deflected by passing in the Coulomb field generated by another particle (usually an

1The blue radiation (4000 Å) is scattered with a cross section approximately 10 times larger than
the red radiation (7000 Å).
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Fig. 3.8 Geometry for the
bremsstrahlung calculation

atomic nucleus) is called Bremsstrahlung (a German word meaning “braking radi-
ation” or “deceleration radiation”). In this process the charge is accelerated and is
thus losing energy by radiation. Bremsstrahlung is a fundamental physical process in
astrophysical plasmas. It also has broad technological and laboratory applications.
The X-ray radiation that comes from sources commonly used both in research lab-
oratories and hospitals (as a diagnostic and therapeutic tool) is just bremsstrahlung,
generally produced by accelerating electrons through high potential differences and
making them collide against a metal plate of an element with high Z.

Although the detailed study of the braking radiation requires a quantum treat-
ment, here we approach it from a classical point of view, emphasizing only at the
end of the discussion the influence that quantum-mechanical phenomena can have
on the results. To fix ideas, we consider a unidirectional beam of nonrelativistic
electrons colliding with heavy nuclei (i.e. with mass much greater than that of the
electrons). We then examine the characteristics (spectral, geometric, and polarimet-
ric) of the radiation emitted in this process. With reference to Fig. 3.8 let v be the
velocity of the electron passing close to a nucleus of charge Ze0. We denote by m

the mass of the electron and by b the impact parameter and assume that the elec-
tron is fast enough so we can neglect the deviation of its trajectory with respect to a
straight line. This is well verified if the following inequality holds

1

2
mv2 � Ze2

0

b
,

which implies

b � bmin,

where

bmin = 2Ze2
0

mv2
. (3.28)

Under the straight trajectory approximation, and using the coordinate system
(x, y, z) of Fig. 3.8, the position of the electron as a function of time is given by
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the equation

r0(t)= b cosϕi + b sinϕj + vtk,

where i, j, and k are three unit vectors directed, respectively, as the x, y, and z axes,
ϕ is the angle that defines (together with the impact parameter) the geometry of
the collision, and t is the time measured from the instant when the electrons goes
through the x–y plane. The acceleration of the electron can easily be calculated by
taking into account the Coulomb force exerted by the nucleus. We have

a(t)= −Ze2
0r0(t)

mr3
0 (t)

= − Ze2
0

m(b2 + v2t2)3/2
(b cosϕi + b sinϕj + vtk).

We now consider the radiation emitted at large distances along the direction of the
unit vector n and we introduce, as in Fig. 3.8, two unit vectors e1 and e2 with the
usual convention where (e1, e2,n) is a right-handed triad. If θ and χ are the polar
and azimuthal angles that specify the direction n, we have

n = sin θ cosχ i + sin θ sinχj + cos θk,

e1 = − cos θ cosχ i − cos θ sinχj + sin θk, e2 = sinχ i − cosχj.

Applying the nonrelativistic equation (3.21), the components of the electric field
at distance R from the nucleus along the direction n are given by

E1(t +R/c)= Ze3
0

mc2R(b2 + v2t2)3/2

[
b cos θ cos(ϕ − χ)− vt sin θ

]
,

E2(t +R/c)= Ze3
0

mc2R(b2 + v2t2)3/2
b sin(ϕ − χ).

Unlike the cases discussed in the previous sections, now the electric field does not
have a sinusoidal variation with time. To obtain the spectral and polarimetric prop-
erties of the radiation field, we need to consider the Fourier transforms of the two
components of the electric field vector. This leads to the need to evaluate integrals
of the form

∫ ∞

−∞
cos(ωt)

(b2 + v2t2)3/2
dt,

∫ ∞

−∞
t sin(ωt)

(b2 + v2t2)3/2
dt,

that, with the substitution tanx = vt/b, can be cast in terms of the functions F(z)
and G(z) defined by2

F(z)=
∫ π/2

0
cos(z tanx) cosx dx, G(z)=

∫ π/2

0
sin(z tanx) sinx dx.

2The functions F(z) and G(z) can be related to the modified Bessel functions of second kind,
Kn(z). We have F(z)= zK1(z), G(z)= zK0(z).
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Fig. 3.9 Graph of the
functions F 2(z) and G2(z)

Using these functions (their square is shown in the graph in Fig. 3.9), we obtain for
the Fourier transforms

f̂1(ω)= 1

2π

∫ ∞

−∞
E1(t)e

iωt dt = Ze3
0

πmc2bvR

× [cos θ cos(ϕ − χ)F (z)− i sin θG(z)
]
eiΦ,

f̂2(ω)= 1

2π

∫ ∞

−∞
E2(t)e

iωt dt = Ze3
0

πmc2bvR
sin(ϕ − χ)F (z)eiΦ,

(3.29)

where Φ = ωR/c is an inessential phase (due to the retarded time) and where

z = ωb

v
.

We can now evaluate the monochromatic fluxes in the Stokes parameters of the
radiation emitted along the direction n. For this we need to recall the considerations
developed in Sect. 2.3. The expressions that we are going to obtain are the Fourier
transforms of the components, along the unit vectors e1 and e2, of the impulses of
the electric field emitted by a single electron moving in proximity of a nucleus with
given values of the impact parameter b and of the angle φ. We now think of the phys-
ical situation in which there is a uniform flow of electrons, all having velocity v. We
are obviously in the presence of a stochastic phenomenon, described at the micro-
scopic level by a situation described in Fig. 2.3, where the monochromatic fluxes
are given by Eq. (2.17). Denoting by Ne the number density of the electrons of the
beam, in the unit of time we have a number of collisions with impact parameter be-
tween b and b+ db and angle between ϕ and ϕ+ dϕ given by dNcoll =Nevb db dϕ,
so we obtain

FI
ω(n)= cvNe

∫ 2π

0
dϕ
∫ ∞

0

[
f̂1(ω)

∗f̂1(ω)+ f̂2(ω)
∗f̂2(ω)

]
b db,
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FQ
ω (n)= cvNe

∫ 2π

0
dϕ
∫ ∞

0

[
f̂1(ω)

∗f̂1(ω)− f̂2(ω)
∗f̂2(ω)

]
b db,

FU
ω (n)= cvNe

∫ 2π

0
dϕ
∫ ∞

0

[
f̂1(ω)

∗f̂2(ω)+ f̂2(ω)
∗f̂1(ω)

]
b db,

FV
ω (n)= cvNe

∫ 2π

0
dϕ
∫ ∞

0
i
[
f̂1(ω)

∗f̂2(ω)− f̂2(ω)
∗f̂1(ω)

]
b db.

Substituting the values of the Fourier transforms given by Eq. (3.29), and performing
the integration over ϕ, the fluxes in the Stokes parameters U and V vanish. For the
remaining two we have

FI
ω(n)= C

∫ ∞

0

[(
1 + cos2 θ

)
F 2(z)+ 2 sin2 θG2(z)

]db
b
,

FQ
ω (n)= −C sin2 θ

∫ ∞

0

[
F 2(z)− 2G2(z)

]db
b
,

where we have put

C = Z2e6
0Ne

πm2c3vR2
.

However, we must take into account the fact that the integrals appearing in the above
equations are divergent because, for b → 0, the integrands go to infinity as b−1. This
divergence is due to the approximation of the straight trajectory that we introduced
at the beginning of the calculation. Given that the approximation is not justified for
b < bmin, with bmin defined in Eq. (3.28), the divergence can be avoided by changing
the first limit of integration from 0 to bmin. In this way, we obtain an approximate
expression that can only be improved by more complex calculations. So, if we then
define the two quantities

F =
∫ ∞

bmin

1

b
F 2
(
ωb

v

)
db, G =

∫ ∞

bmin

1

b
G2
(
ωb

v

)
db,

we obtain

FI
ω(n)= C

[(
1 + cos2 θ

)
F + 2 sin2 θG

]
, FQ

ω (n)= −C sin2 θ(F − 2G).

The inequality F � G is always well verified, as we can infer from the expression
of the integrals defining F and G and the behaviour at each angular frequency ω

(which contributes substantially to the emissivity) of F 2(z) and G2(z) of Fig. 3.9.
This implies that, with good approximation, the radiation diagram has a dependency
on θ of the form (1 + cos2 θ). This shows that the radiation emitted towards the
“poles”, i.e. along the electron beam, is twice more intense than that emitted in the
“equatorial plane”. As regards polarisation, the radiation is linearly polarised with a
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percentage value, practically independent of the frequency, given by

F
Q
ω (n)
F I
ω(n)

= − sin2 θ

1 + cos2 θ
.

This equation shows that the radiation emitted in the plane perpendicular to the
velocity of the colliding particles (θ = 90◦) is 100 % linearly polarised. The polari-
sation direction is contained in the same plane (remember the definition of the two
unit vectors of polarisation in Fig. 3.8). Changing the direction of emission, the po-
larisation keeps the same characteristics (linear and directed perpendicularly to the
velocity) but the percentage of polarisation lowers as sin2 θ decreases. In particular,
the radiation emitted along the direction of the velocity (or in the opposite direction)
is not polarised.

Finally, the above equations can also be used to provide an order of magnitude
estimate of the total monochromatic power (i.e. integrated over the whole solid an-
gle) of the braking radiation. We perform for this a rather crude approximation on
the behaviour of the function F 2(z), assuming that it is equal to 1 in the range of z
between 0 and 1 and that it is null for z > 1. This implies, for the quantity F ,

F =
∫ bmax

bmin

1

b
db = ln

(
bmax

bmin

)
,

where

bmax = v

ω
.

If we also assume that G = 0, integrating the flux FI
ω(n) on the sphere of radius R,

and substituting the values of bmin and bmax, we obtain

Wω = 16

3

Z2e6
0Ne

m2c3v
ln

(
mv3

2Ze2
0ω

)
,

or a nearly flat spectral behaviour, since the dependence on ω is only contained in
the logarithm.

A more in-depth analysis of the same problem,3 accomplished without using the
straight trajectory approximation, shows that the formula we derived is correct, aside
from some slight changes. In the limit of low frequencies (ω → 0), the factor 1

2 in
the argument of the logarithm must be replaced by the factor 2e−γ , where γ is the
Euler-Mascheroni constant defined by

γ = lim
n→∞

[

− lnn+
n−1∑

k=1

1

k

]

	 0.57721.

3See Landau and Lifchitz (1966).
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Conversely, in the limit of high frequencies (ω → ∞), the equation must be mod-
ified by multiplying the right-hand side by the factor π/

√
3 and omitting the loga-

rithm, so to have

Wω = 16π

3
√

3

Z2e6
0Ne

m2c3v
.

This formula shows that in the limit of high frequencies the power Wω is indepen-
dent of ω. This implies that for the braking radiation we obtain, so to say, a sort of
ultraviolet catastrophe similar to that of the classical theory of black body radiation.
In fact, defining the total radiated power by the equation

W =
∫ ∞

0
Wω dω,

we get a divergent integral. The reason for this fact is because we have completely
neglected quantum effects, the most important consequence of which is the appear-
ance of a threshold value for the angular frequency of the emitted photons, ωmax,
given by

�ωmax = 1

2
mv2.

To obtain an order of magnitude estimate for W , we neglect the minor dependence
on the logarithm and we integrate in dω between 0 and ωmax. We obtain

W 	 Z2e6
0Ne

m2c3v
ωmax = Z2e6

0Nev

2mc3�
.

This equation allows the introduction of a suitable cross section for the braking
radiation, which we indicate with σf. The value of the cross section is obtained
by dividing the total irradiated power W for the energy flux Fe of the colliding
electrons, defined by

Fe =Nev
1

2
mv2.

With simple algebra we find

σf = W

Fe
= Z2α

1

β2
r2

c ,

where α is the fine-structure constant (α = e2
0/(�c)), β = v/c, and rc is the clas-

sical radius of the electron defined in Eq. (3.26). As we can see, the cross section
depends on the square of the charge number Z. For this reason, in technical devices
that are used for the production of X-rays, the target for the accelerated electrons
is constituted by plates of metals with high Z (typically lead). The above formula
also shows that it has an inverse quadratic dependence on the velocity of the elec-
trons and, at the limit for β → 0 a divergence is obtained. This derives from the
approximations that we have introduced, in particular from having assumed that the
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electron interacts only with the nucleus and not also with the electron cloud present
around it.

3.8 Cyclotron Radiation

A nonrelativistic electron moving in a region of space permeated by a magnetic
field is subject to the Lorentz force. The motion of the electron is described by the
equation

d2x
dt2

= − e0

mc

dx
dt

× B,

where B is the magnetic field which we assume uniform and constant in time. In a
coordinate system (x, y, z) with the z axis directed along the field, the most general
solution of this equation is the following

x = x0 +A cos(ωct + φ), y = y0 +A sin(ωct + φ), z = z0 + v‖t,

where the quantity

ωc = e0B

mc
(3.30)

is the so-called cyclotron frequency, and where x0, y0, z0, A, φ, and v‖ are six
constants of integration. The electron has a helical motion, i.e. a circular motion
of radius A in the plane x–y, superimposed on a uniform motion along the z axis.
The circular motion has velocity v⊥ = Aωc and the motion is counterclockwise if
one observes it from the positive tip of the z axis. By appropriately choosing the
orientation of the x and y axes, the origin of coordinate system, and the origin of
time, the equation of motion can be written in the following “minimal form”

x = v⊥
ωc

cos(ωct), y = v⊥
ωc

sin(ωct), z = v‖t.

From the equation of motion we can calculate with easy steps the acceleration
vector and its components along the unit vectors e1 and e2 relative to the direction n,
as defined in Fig. 3.10. Without loss of generality, the direction n can be chosen as
belonging to the plane x–z (χ = 0), given the cylindrical symmetry of the problem.
We obtain

a1 = v⊥ωc cos θ cos(ωct), a2 = v⊥ωc sin(ωct),

and applying the nonrelativistic equation (3.21), the components of the electric field
in a point at large distance R along the direction n are expressed by the equations

E1(t +R/c)= e0v⊥ωc

c2R
cos θ cos(ωct),

E2(t +R/c)= e0v⊥ωc

c2R
sin(ωct).
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Fig. 3.10 Geometry for the
calculation of the cyclotron
radiation

These equations show that the components of the electric field vector are peri-
odic with period T = 2π/ωc. To evaluate the fluxes in the Stokes parameters we
then need to use Eq. (2.18) which, in turn, involves the calculation of the Fourier
components. On the other hand, since the field has a sinusoidal behaviour with time,
all Fourier components are zero except those relative to the fundamental harmonic.
Recalling the definition, we have

E (1)1 = 1

T

∫ T

0
E1(t)e

iωct dt, E (1)2 = 1

T

∫ T

0
E2(t)e

iωct dt,

from which we obtain, with simple algebra,

E (1)1 = e0v⊥ωc

2c2R
cos θeiΦ, E (1)2 = i

e0v⊥ωc

2c2R
eiΦ,

where Φ = ωcR/c is an inessential phase introduced by the retarded time. The
fluxes in the Stokes parameters are then expressed, in matrix form, by the following
equation

⎛

⎜⎜⎜
⎝

FI
ω

F
Q
ω

FU
ω

FV
ω

⎞

⎟⎟⎟
⎠

= e2
0v

2⊥ω2
c

8πc3R2

⎛

⎜⎜⎜
⎝

1 + cos2 θ

− sin2 θ

0

−2 cos θ

⎞

⎟⎟⎟
⎠
δ(ω −ωc).

This equation shows that the cyclotron radiation is elliptically polarised. In partic-
ular, the radiation emitted along the magnetic field direction (θ = 0 or θ = π ) is
circularly polarised and the one emitted in the plane perpendicular to the magnetic
field (θ = π/2) is linearly polarised (the polarisation direction being perpendicu-
lar to the magnetic field). The radiation diagram is of the form (1 + cos2 θ), which
means that the intensity emitted “at the poles” is twice that emitted “in the equa-
torial plane”. Finally, the total power emitted W can be determined with a double
integration of the flux FI

ω over a sphere of radius R and over frequency. Taking
into account that the average over the solid angle of the factor (1 + cos2 θ) is 4

3 , we
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obtain

W = 2e2
0v

2⊥ω2
c

3c3
,

or, recalling the definition of the cyclotron frequency (Eq. (3.30))

W = 2e4
0v

2⊥B2

3m2c5
= 2

3
r2

c β⊥v⊥B2,

where β⊥ = v⊥/c and where rc is the classical radius of the electron. By means
of this equation, we can introduce a cross section. Recalling that the density of the
magnetic energy is B2/(8π), the flux of energy swept by the electron in its accel-
erated motion (i.e. non considering the uniform linear motion along the magnetic
field) is v⊥B2/(8π). This amount of energy is transformed by the electron in irra-
diated energy with a cross section given by

σc = 16π

3
β⊥r2

c .

Recalling the result for the Thomson cross section σT, we have

σc = 2β⊥σT.

3.9 Synchrotron Radiation

When we consider the motion of a relativistic electron in a magnetic field, the physi-
cal characteristics of the motion are the same as in the nonrelativistic case described
in the previous section, with the exception that the frequency decreases. Instead
of the cyclotron frequency ωc, we now have the synchrotron frequency ωs which
depends on the velocity of the particle since

ωs = e0B

γmc
= ωc

√
1 − β2,

where β = v/c and where γ is the Lorentz factor.
The analysis of the characteristics of the synchrotron radiation is based on the

relativistic formulae presented previously (see in particular Eq. (3.18)). Two factors
have a fundamental role in the description of this phenomenon. One is the κ factor,
and the other is the effect due to the retarded time, which in this case does not just
introduce a simple phase factor in the expressions of the Fourier transforms of the
radiation field. A thorough analysis is very complex. In this volume, we simply con-
sider the particular case in which the electron has a circular, rather than helicoidal,
trajectory.4 Referring to Fig. 3.10, we can assume, without loss of generality, that

4For a more in-depth discussion see e.g. Rybicki and Lightman (1979).
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the position of the electron at the retarded time t ′ is given by

x
(
t ′
)= cβ

ωs

[
cos
(
ωst

′)i + sin
(
ωst

′)j
]
.

The corresponding expressions for the velocity and the acceleration are obviously
given by

v
(
t ′
)= cβ

[− sin
(
ωst

′)i + cos
(
ωst

′)j
]
,

a
(
t ′
)= −cβωs

[
cos
(
ωst

′)i + sin
(
ωst

′)j
]
.

Given the cylindrical symmetry of the problem, we consider the radiation emitted
along a direction in the x–z plane (cf. Fig. 3.10). Defining

n = sin θ i + cos θk,

we have, with simple algebra

n − β = [sin θ + β sin
(
ωst

′)]i − β cos
(
ωst

′)j + cos θk,

(n − β)× a = cβωs
[
cos θ sin

(
ωst

′)i − cos θ cos
(
ωst

′)j

− [sin θ sin
(
ωst

′)+ β
]
k
]
,

n × [(n − β)× a
]= cβωs

[
cos2 θ cos

(
ωst

′)i + [sin
(
ωst

′)+ β sin θ
]
j

− sin θ cos θ cos
(
ωst

′)k
]
.

The projection of this latter vector on the unit vectors

e1 = − cos θ i + sin θk, e2 = −j,

is

e1 · {n × [(n − β)× a
]}= −cβωs cos θ cos

(
ωst

′),

e2 · {n × [(n − β)× a
]}= −cβωs

[
sin
(
ωst

′)+ β sin θ
]
.

We are now able to calculate the components of the electric field at time t and
distance R from the charge along the direction n. From Eq. (3.18) we obtain

E1(t)= e0βωs

cRκ3(t ′)
cos θ cos

(
ωst

′),

E2(t)= e0βωs

cRκ3(t ′)
[
sin
(
ωst

′)+ β sin θ
]
,

where

κ
(
t ′
)= 1 − v(t ′) · n

c
= 1 + β sin θ sin

(
ωst

′),
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Fig. 3.11 The lighthouse effect. The relativistic particle rotates on the circle emitting most of the
radiation within the cone drawn in the figure. The case shown here refers to the instant when the
emitted radiation is along the x axis. As time goes by, the cone sweeps all the directions in the x–y
plane

and where the retarded time t ′ is related to the time t by

t ′ = t − t0 + β

ωs
sin θ cos

(
ωst

′),

t0 being the time needed for the light to travel the distance between the centre of the
orbit and the point where we calculate the components of the electric field.

As we have seen previously, the κ−3 factor becomes very important for rela-
tivistic particles, when β approaches unity. In this case, since the particle rotates
in a circular orbit, the beaming effect transforms into the “lighthouse effect”, as
schematically shown in Fig. 3.11. In practice, an observer sees a periodic radiation
signal (with period 2π/ωs) extremely concentrated in time. Since the signal is also
spatially concentrated around θ 	 π/2, the previous equations for E1 and E2 show
that the radiation is linearly polarised in the direction perpendicular to the z axis,
i.e. perpendicular to the magnetic field.

We now examine in more detail the spectropolarimetric characteristics of the
emitted radiation. We need to calculate the Fourier components of the E1 and E2

quantities, i.e. the values

E (n)1 = 1

T

∫ T

0
E1(t)e

inωst dt, E (n)2 = 1

T

∫ T

0
E2(t)e

inωst dt,

where T = 2π/ωs. Substituting the previous expressions, we have

E (n)1 = e0βω
2
s

2πcR
cos θ

∫ 2π/ωs

0

cos(ωst
′)

κ3(t ′)
einωst dt,



3.9 Synchrotron Radiation 73

E (n)2 = e0βω
2
s

2πcR

∫ 2π/ωs

0

sin(ωst
′)+ β sin θ

κ3(t ′)
einωst dt.

To evaluate the integrals, we note that

dt

dt ′
= 1 + β sin θ sin

(
ωst

′)= κ
(
t ′
)
,

dt ′

dt
= 1

κ(t ′)
,

d

dt

[
1

κ(t ′)

]
= dt ′

dt

d

dt ′

[
1

κ(t ′)

]
= − 1

κ3(t ′)
βωs sin θ cos

(
ωst

′),

d

dt

[
cos(ωst

′)
κ(t ′)

]
= dt ′

dt

d

dt ′

[
cos(ωst

′)
κ(t ′)

]

= − ωs

κ(t ′)

[
β sin θ cos2(ωst

′)
κ2(t ′)

+ sin(ωst
′)

κ(t ′)

]

= − ωs

κ3(t ′)
[
sin
(
ωst

′)+ β sin θ
]
.

Substituting in the expressions of the Fourier components, we obtain

E (n)1 = − e0ωs

2πcR
cot θ

∫ 2π/ωs

0

d

dt

[
1

κ(t ′)

]
einωst dt,

E (n)2 = −e0βωs

2πcR

∫ 2π/ωs

0

d

dt

[
cos(ωst

′)
κ(t ′)

]
einωstdt.

We now integrate by parts both integrals. The finite factor vanishes because of the
periodic conditions. We then perform a change of variable in the integral that is
left, by replacing the variable t with t ′. Since dt = κ(t ′)dt ′, we have, recalling the
relation between t and t ′,

E (n)1 = ine0ω
2
s

2πcR
cot θ

∫ 2π/ωs

0
einωs(t0+t ′)e−inβ sin θ cos(ωst

′) dt ′,

E (n)2 = ine0βω
2
s

2πcR

∫ 2π/ωs

0
cos
(
ωst

′)einωs(t0+t ′)e−inβ sin θ cos(ωst
′) dt ′.

The phase factor originating from the time t0 is present in both components and can
be eliminated without loss of generality. If we perform in both integrals the change
of variable ϕ = ωst

′ and expand the first exponential we have

E (n)1 = ine0ωs

2πcR
cot θ

∫ 2π

0

[
cos(nϕ)+ i sin(nϕ)

]
e−inβ sin θ cosϕ dϕ,

E (n)2 = ine0βωs

2πcR

∫ 2π

0
cosϕ

[
cos(nϕ)+ i sin(nϕ)

]
e−inβ sin θ cosϕ dϕ.

The integrals that appear in these expressions can be simplified noting that the con-
tribution of the term in sin(nϕ) is null. The contribution from the term in cos(nϕ)
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can be written in terms of special functions. In fact, the Bessel functions of integer
order are defined as the solutions of the differential equation

x2 d2Jn
dx2

+ x
dJn
dx

+ (x2 − n2)Jn = 0,

and it can be shown that

Jn(x)= in

2π

∫ 2π

0
cos(nϕ)e−ix cosϕ dϕ,

from which we get by differentiation

J′
n(x)= d

dx
Jn(x)= − in+1

2π

∫ 2π

0
cosϕ cos(nϕ)e−ix cosϕ dϕ.

Using these relations, it is possible to write the Fourier components in the form

E (n)1 = 1

in−1

ne0ωs

cR
cot θJn(nβ sin θ),

E (n)2 = − 1

in
ne0βωs

cR
J′
n(nβ sin θ).

Recalling Eq. (2.18), we can finally write the fluxes in the Stokes parameters by
means of the expression

⎛

⎜⎜⎜
⎝

FI
ω

F
Q
ω

FU
ω

FV
ω

⎞

⎟⎟⎟
⎠

= e2
0ω

2
s

2πcR2

∞∑

n=1

n2

⎛

⎜⎜⎜
⎝

cot2 θJ2
n(z)+ β2J′2

n (z)

cot2 θJ2
n(z)− β2J′2

n (z)

0

−2β cot θJn(z)J′
n(z)

⎞

⎟⎟⎟
⎠
δ(ω − nωs),

where

z = nβ sin θ.

It is interesting to consider the limit of these expressions for β → 0. Taking into
account the expansion in power series

Jn(z)=
(
z

2

)n[ 1

n! − z2

4(n+ 1)! + · · ·
]
,

at the first order in z we obtain that all the Bessel functions of integer order with
n≥ 2 are null. For J1(z) we have

J1(z)= z

2
, J′

1(z)= 1

2
,

and we find again the formulae of the cyclotron radiation.
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A fundamental characteristic of the spectrum of the synchrotron radiation is that
all the harmonics of the frequency ωs provide a contribution. It is then interesting
to find out for which harmonic we have maximum emission. An analysis based on
the asymptotic expansions of the Bessel functions5 shows that for values of β close
to 1 the maximum emission (integrated over the solid angle) is for the harmonic
characterised by the index nmax given by

nmax 	 (1 − β2)−3/2 = γ 3.

For example, for β = 0.99 we have nmax 	 350. The frequency corresponding to
the maximum, ωmax, is therefore given by

ωmax = γ 3ωs = γ 2ωc.

For ultra-relativistic electrons, the spectrum of the synchrotron radiation therefore
becomes a “quasi-continuum” emission. This is true even if the electrons all have
the same energy and move along circular orbits (and not helicoidal), as we have
assumed here for our limited discussion.

Finally, we evaluate the total power emitted over all solid angles by using the
Larmor equation generalised to the relativistic case (Eq. (3.23)). Taking into account
that the acceleration is perpendicular to the velocity and that its magnitude is cβωs,
we have

W = 2e2
0

3c
γ 4β2ω2

s = 2e4
0

3m2c3
γ 2β2B2,

or, in alternative form

W = 2

3
γ 2β2B2cr2

c ,

where rc is the classical radius of the electron. We can use the latter equation to
introduce a suitable cross section, as we have already done for the cyclotron ra-
diation. Recalling that the density of the magnetic energy is B2/(8π), the flux of
energy swept by the electron in its motion is cβB2/(8π). This amount of energy is
transformed by the electron in irradiated energy with a cross section given by

σs = 16π

3
γ 2βr2

c ,

or, in terms of the Thomson cross section

σs = 2γ 2βσT.

5See Landau and Lifchitz (1966).
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3.10 Multipolar Expansion in the Radiation Zone

In the previous sections we have discussed the properties of the electromagnetic ra-
diation irradiated by a single charged particle in arbitrary motion. We now consider
the case of N charges in motion, instead of a single one. Obviously, for the linear-
ity of Maxwell’s equations, the expressions of the electric and magnetic field in the
radiation zone can be generalised by simple addition of the fields produced by each
charge. We have

E(r, t)=
N∑

i=1

Ei (r, t), B(r, t)=
N∑

i=1

Bi (r, t)=
N∑

i=1

ni × Ei (r, t),

where, recalling Eq. (3.18)

Ei (r, t)= ei

c2κ3
i Ri

ni ×
[(

ni − vi
c

)
× ai

]
.

In this expression, all the geometrical and dynamical quantities relative to the i-th
particle, ni , κi , Ri , vi , and ai must be evaluated at the retarded time of the particle
t ′i defined by

t ′i = t − |r − ri (t ′i )|
c

,

where ri (t) is the trajectory of the i-th particle. In general, each particle has a dif-
ferent retarded time.

We now consider the simplified case where all the particles are located within a
region of dimension L much less than the distance R from the point where the fields
are evaluated (L � R). In this case, we can assume that the unit vector n and the
distance R are the same for all the particles. With these assumptions, the electric
field can be written (neglecting terms of the order of L/R) as

E(r, t)= 1

c2R

N∑

i=1

ei

κ3
i

n ×
[(

n − vi
c

)
× ai

]
.

We also assume that the charges move with nonrelativistic velocities (i.e. vi � c

with i = 1, . . . ,N ), so all the κi are equal to 1 and the second term within the
parenthesis in the right-hand side can be neglected. We therefore obtain, for the
electric field at the zeroth order in the v/c ratio

E0(r, t)= 1

c2R
n ×

[

n ×
N∑

i=1

eiai

]

.

We now introduce a further hypothesis, that is we neglect the dependence on the
retarded time of the acceleration of the i-th particle. We then consider a point of
coordinate rc (the “central point” of the charges, for instance their barycentre) and
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measure the spatial coordinates of the single particles with respect to this point,
putting

si = ri − rc.

With this definition, given that |si | � |r − rc| 	R, the retarded time t ′i is

t ′i = t ′c + si · n
c

,

where t ′c is the retarded time relative to the central point. The assumption that the
dependence on t ′i can be neglected is justified if the typical time τ of the variations in
the motion of the particles is much greater than L/c (where L indicates the typical
dimension of the spatial region where the particles are located). On the other hand,
the characteristic wavelength λ of the radiation emitted by the particles is of the
order of cτ , so we must have

λ	 cτ � L.

When this condition is verified, having defined the electric dipole moment of the
charges D by the equation

D =
N∑

i=1

eisi , (3.31)

we have

E0(r, t)= 1

c2R
n × (n × D̈),

where we have adopted the “dot convention” to indicate the derivative with respect
to time and where the second derivative of the electric dipole moment has to be
evaluated at the retarded time t ′c.

The radiation described by this equation is called electric dipole radiation. Its ra-
diation diagram is in all respects equal to that one of a nonrelativistic single particle
described in Sect. 3.4 and Fig. 3.3. In strict analogy with the previous result, we
have that the total emitted power is

Wd.e. = 2

3c3
[D̈]2.

In some cases, the vector D̈ could be null. In these cases, to determine the radia-
tion properties of the system of charges, it is necessary to consider the contribution
of the electric field at the first order in v/c, which we have previously neglected.
With reference to the general equation for the electric field, we need to consider
three terms originating from: (a) the vi/c factor in parenthesis; (b) the multiplica-
tive factor κ−3

i ; (c) the correction of the term of order zero in ai due to the effect of
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the retarded time. With simple considerations we therefore obtain for the contribu-
tion to the electric field due to the first order expansion in v/c

E1(r, t)= 1

c3R

N∑

i=1

ein × {−(vi × ai )+ 3(vi · n)(n × ai )+ (si · n)(n × ȧi )
}
,

where all the quantities are evaluated at the “central” retarded time t ′c. This expres-
sion can be written in another form noting that given any vector w we have

n × w = −n × [n × [n × w]],
so that, modifying the first term in curly brackets using this equation, we can write

E1(r, t)= 1

c3R
n × [n ×A],

where

A =
N∑

i=1

ei
{
n × (vi × ai )+ 3(vi · n)ai + (si · n)ȧi

}
,

that is, developing the double vector product

A =
N∑

i=1

ei
{
(ai · n)vi + 2(vi · n)ai + (si · n)ȧi

}
.

We now modify the form of this equation putting

vi = ṡi , ai = s̈i , ȧi = ...
s i .

With these definitions we have

A =
N∑

i=1

ei
{
(s̈i · n)ṡi + 2(ṡi · n)s̈i + (si · n)

...
s i

}
.

Let us introduce the magnetic dipole moment of the system with the expression

M = 1

2c

N∑

i=1

eisi × vi = 1

2c

N∑

i=1

eisi × ṡi . (3.32)

Differentiating twice with respect to time we get

M̈ = 1

2c

N∑

i=1

ei{ṡi × s̈i + si × ...
s i},
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and taking its vector product with the unit vector n,

M̈ × n = 1

2c

N∑

i=1

ei
{
(ṡi · n)s̈i − (s̈i · n)ṡi + (si · n)

...
s i − (

...
s i · n)si

}
.

From this equation, recalling the expression of the vector A, we obtain

A− cM̈ × n = 1

2

N∑

i=1

{
3(s̈i · n)ṡi + 3(ṡi · n)s̈i + (

...
s i · n)si + (si · n)

...
s i

}
.

We now define the symmetric tensor /Q using the following dyadic product

/Q =
N∑

i=1

eisisi . (3.33)

As we will see in more detail below, this tensor is closely related to the tensor of
the electric quadrupole moment as defined in electrostatics. Differentiating it three
times with respect to time and taking the scalar product with the unit vector n (either
to the right or to left since the tensor is symmetric) we easily obtain

n · ...
/Q = ...

/Q · n =
N∑

i=1

ei
{
(
...
s i · n)si + 3(s̈i · n)ṡi + 3(ṡi · n)s̈i + (si · n)

...
s i

}
,

so that finally the vector A is expressed, in terms of the magnetic dipole moment
and the tensor /Q, by the equation

A = cM̈ × n + 1

2
n · ...

/Q.

Substituting this equation in the expression for the electric field E1(r, t) and intro-
ducing the vector Q by the equation

Q = n · /Q,

we obtain

E1(r, t)= 1

c2R

[
n × M̈ + 1

2c
n × (n × ...

Q)

]
.

It is interesting to note that, when calculating the field E1(r, t), the tensor /Q can
be substituted by the tensor of the electric quadrupole moment, generally defined in
electrostatic by the expression

Q =
N∑

i=1

ei

(
sisi − 1

3
s2
i U
)
,
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where U is the unit tensor. Obviously we have

Q = /Q− 1

3

∑

i

eis
2
i U,

so the two tensors Q and /Q differ by a quantity that is proportional to the unit tensor.
If we adopt the expression for Q instead of /Q to define the vector Q, we obtain
another vector which differs from Q by a quantity that is proportional to n. This
quantity does not contribute to the electric field E1(r, t) because of the double vector
product. Hence, to calculate this field, the above definition of Q can be substituted
with the equivalent definition

Q = n ·Q.

3.11 Radiation Diagram for the Multipolar Components

As we have seen in the previous section, the contribution of the electric field in the
radiation zone due to the corrections of the first order in v/c can, under a number of
assumptions, be decomposed into the sum of a term due to magnetic dipole radiation
and a term due to electric quadrupole radiation, or

E1(r, t)= Ed.m.(r, t)+ Eq.e.(r, t),

where

Ed.m. = 1

c2R
n × M̈, Eq.e. = 1

2c3R
n × (n × ...

Q).

We will now determine the radiation diagrams relative to the two different types of
radiation. If there is only magnetic dipole radiation, evaluating the Poynting vector
with the usual expression valid in the radiation zone, i.e.

S(r, t)= c

4π
E2(r, t)n,

we get

S(r, t)= sin2 θ [M̈]2

4πc3R2
n,

where θ is the angle between the two vectors n and M̈. The radiation diagram is
in all respects analogous to that of the electric dipole radiation shown in Fig. 3.3.
The only difference between these two cases is due to the fact that in the electric
dipole radiation there is a double vector product, n × (n × D̈), while in the case of
the magnetic dipole we have a single vector product, n × M̈.

This difference has consequences only on the polarisation characteristics of the
two types of emission. In the first case the electric field vector lies in the plane
containing the direction of propagation n and the D̈ vector, while in the second
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case the electric field vector is directed perpendicularly to the plane containing the
direction of propagation and the M̈ vector. For the total power we obtain a formula
totally analogous to that of the electric dipole emission, i.e.

Wd.m. = 2

3c3
[M̈]2.

Let us now analyse the case of the quadrupole emission assuming that only such
radiation exists. The Poynting vector is given by

S(r, t)= 1

16πc5R2
(n × ...

Q)2n,

or, recalling the definition of the vector Q

S(r, t)= 1

16πc5R2

[
n × (n · ...

/Q)
]2n,

where the tensor
...
/Q could alternatively be substituted by the tensor

...
Q. In what fol-

lows we adopt the latter definition, noting that the trace of the tensor Q is null6 and
that such property also applies to

...
Q. Recall that we can always find a suitable refer-

ence system (x, y, z) in which a symmetric Cartesian tensor such as Q turns out to
be diagonal. We can therefore write, in such reference system

...
Q =Ai i +Bj j +Ck k,

where

A= ...
Qxx, B = ...

Qyy, C = ...
Qzz,

with

A+B +C = 0.

If we identify in this system the arbitrary direction n with the polar angles θ and φ,
i.e. we put

n = sin θ cosφi + sin θ sinφj + cos θk,

we obtain, with simple algebra

n × (n · ...
Q)= sin θ cos θ sinφ(C −B)i + sin θ cos θ cosφ(A−C)j

+ sin2 θ sinφ cosφ(B −A)k,

and the Poynting vector is

S(r, t)= 1

16πc5R2

[
sin2 θ cos2 θ sin2 φ(B −C)2 + sin2 θ cos2 θ cos2 φ(C −A)2

+ sin4 θ sin2 φ cos2 φ(A−B)2]n.

6This property simplifies the derivation of the following equations.
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Fig. 3.12 Radiation diagram
for the quadrupolar emission,
in the simple case when
A= B . The diagram has
rotational symmetry around
the vertical axis

This formula expresses the radiation diagram for the electric quadrupole emission.
This diagram is relatively complicated and in general lacks of symmetry. Only in the
simplified case where A = B (which implies C = −2A), we obtain the following
expression, having rotational symmetry around the z axis, shown in Fig. 3.12

S(r, t)= 9

16πc5R2
sin2 θ cos2 θA2n.

Returning to the general case, the expression for the total radiated power over the
entire solid angle can easily be determined by observing that the average over the
solid angle of the three functions

sin2 θ cos2 θ sin2 φ, sin2 θ cos2 θ cos2 φ, sin4 θ sin2 φ cos2 φ

is 1
15 . We therefore obtain

Wq.e. = 1

60c5

[
(B −C)2 + (C −A)2 + (A−B)2],

and, recalling that A+B +C = 0, so that

A2 +B2 +C2 = −2(AB +BC +CA),

we have

Wq.e. = 1

20c5

(
A2 +B2 +C2)= 1

20c5

[
(
...
Qxx)

2 + (
...
Qyy)

2 + (
...
Qzz)

2].

Finally we note that, given an arbitrary tensor of rank two Tij , we can define the
square of its magnitude T2 by the equation

T2 =
∑

ij

T 2
ij ,
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and it can be shown that such quantity is invariant under rotations of the reference
system. In particular, in the reference system in which the tensor is diagonal, we
have

T2 = T 2
xx + T 2

yy + T 2
zz.

The expression for the power of quadrupole radiation can then be written, in an
arbitrary system, in the form

Wq.e. = 1

20c5

∑

ij

(
...
Qij )

2. (3.34)

We finally remark that the expressions for the radiation of electromagnetic waves
we have obtained in the last two sections can be “translated” in a heuristic way to
describe the radiation of gravitational waves. Section 16.6 is dedicated to this topic.



Chapter 4
Quantisation of the Electromagnetic Field

In its interaction with matter, the electromagnetic radiation has a characteristic be-
haviour by which the absorption and emission processes occur in the form of quanta
of energy commonly referred to as photons. These phenomena cannot be described
on the basis of the classical theory developed in the previous chapter. They need a
specific treatment capable of unifying, within a formally consistent theory, the basic
concepts of electromagnetism and quantum mechanics. Such theory, called quan-
tum electrodynamics, was developed starting from 1930 with the contribution of
eminent physicists, including Dirac and Feynman. In this chapter we will provide a
basic introduction to the formalism, so-called of second quantisation, that is today
commonly used in the context of quantum electrodynamics to introduce the concept
of photon. The applications of this formalism to describe the interaction between
matter and radiation and the study of specific physical processes will be introduced
in subsequent chapters (Chaps. 11 and 15).

4.1 Harmonic Oscillator, Operators of Creation and
Annihilation

We consider a one-dimensional harmonic oscillator. Its simplest practical realisation
consists of a point-like particle of mass m moving along a straight line and subject
to the action of an elastic restoring force. Defining with x the coordinate measured
along this straight line from the position of equilibrium, the equation of motion is

mẍ = −kx,

where k is the constant of the restoring force. It is well known that this equation has
harmonic solutions characterised by the angular frequency

ω =
√

k

m
.
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In the formalism of analytical mechanics, the physical system is described by the
Hamiltonian function H which represents the total energy, given by

H = p2

2m
+ 1

2
kx2,

where p is the momentum of the particle. Following the conventions of analytical
mechanics, we denote by the symbol q the coordinate x. Also, replacing k with ω

the Hamiltonian can be rewritten in the form

H = p2

2m
+ 1

2
mω2q2.

In this equation, p represents the kinetic moment conjugate to the variable q . The
equations of motion for q and p are obtained using the well-known Hamilton equa-
tions

ṗ = −∂H
∂q

= −mω2q,

q̇ = ∂H
∂p

= p

m
.

We introduce now, in place of the variables q and p, some linear combinations
of them of the form

a = C(mωq + ip),

a∗ = C(mωq − ip),

where i = √−1 is the imaginary unity and where C is a real constant whose value
will be specified later. For the equations of motion we have, with simple algebra

ȧ = C(mωq̇ + iṗ)= −iωa,

and, similarly,

ȧ∗ = iωa∗.

As we can see, with the introduction of the variables a and a∗, the differential equa-
tions become decoupled and therefore are more easily solved.

Turning to the quantum description, q and p should be thought of as Hermitian
linear operators acting on a suitable Hilbert space. The two operators must also
comply with the commutation rule

[q,p] = qp − pq = i�,

where we have introduced the usual symbol for the commutator between two opera-
tors, and where � is Planck’s constant divided by 2π (�= 1.055×10−27 erg s). With



4.1 Harmonic Oscillator, Operators of Creation and Annihilation 87

the introduction of the quantities a and a∗ (that in the quantum formulation become
the operators a and a†), the operators q and p are expressed by the equations

q = 1

2Cmω

(
a + a†),

p = − i

2C

(
a − a†),

and the Hamiltonian becomes (taking care not to alter the order of the operators)

H = 1

4mC2

(
a†a + aa†).

We now evaluate the commutator between the operators a and a†. We have

[
a, a†]= C2[mωq + ip,mωq − ip] = 2C2m�ω,

and we choose the constant C in order to have

[
a, a†]= 1. (4.1)

For this, it is sufficient to set C = 1/
√

2m�ω, so that the Hamiltonian becomes

H = 1

2
�ω
(
aa† + a†a

)
,

and, taking into account the commutation rule between a and a†, we obtain

H = �ω

(
a†a + 1

2

)
. (4.2)

The Hamiltonian has been reduced to a very simplified form with the introduc-
tion of the operators a and a† which, for reasons that will be clear later, are named,
respectively, operator of annihilation and creation. Now we will find the eigenval-
ues and eigenvectors of this Hamiltonian neglecting, in a certain way, its origin and
using only the commutation rule between the operators a and a†. We start by calcu-
lating some commutators

[H, a] = �ω
[
a†a, a

]= �ω
[
a†, a

]
a = −�ωa,

[
H, a†]= �ω

[
a†a, a†]= �ωa†[a, a†]= �ωa†.

Suppose now that we know a particular eigenvector |H 〉 of the Hamiltonian and
its corresponding eigenvalue H

H|H 〉 =H |H 〉,
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and consider the scalar product 〈H |a†a|H 〉. With simple algebra we obtain

�ω〈H |a†a|H 〉 =
(
H − 1

2
�ω

)
〈H |H 〉.

We note that the left-hand side is positive, being the product of the quantity �ω by
the norm of the vector a|H 〉. Since on the other hand also the norm of the vector
|H 〉 is positive, we have for the eigenvalue H

H ≥ 1

2
�ω,

where the equal sign is verified only when a|H 〉 = 0. By applying the Hamiltonian
on the vector a|H 〉 we find, using the commutation rules derived previously,

Ha|H 〉 = (aH− �ωa)|H 〉 = (H − �ω)a|H 〉.
This equation shows that, if |H 〉 is an eigenvector of the Hamiltonian corresponding
to the eigenvalue H , the a|H 〉 vector is then also an eigenvector of the Hamiltonian,
corresponding to the eigenvalue (H − �ω). If we apply this property repeatedly, we
find that, in general, the vector an|H 〉 (with n integer) is also an eigenvector of the
Hamiltonian, corresponding to the eigenvalue (H − n�ω). In this way, we obtain
a sequence of eigenvectors with eigenvalues progressively smaller. This sequence
needs to be interrupted because otherwise it would lead to eigenvalues that do not
satisfy anymore the condition H ≥ 1

2�ω. The only way to interrupt the sequence is
to have, for a certain integer m,

am|H 〉 = 0.

This means that the vector am−1|H 〉 is the eigenvector that corresponds to the eigen-
value 1

2�ω. Such eigenvector, indicated in what follows with the symbol |0〉, is such
that

a|0〉 = 0, H|0〉 = 1

2
�ω|0〉.

If we now consider the vector a†|0〉, we have, recalling the previous commutation
rules

Ha†|0〉 = (a†H+ �ωa†)|0〉 = 3

2
�ωa†|0〉,

and, similarly, for any integer n

Ha†n|0〉 =
(
n+ 1

2

)
�ωa†n|0〉.

In this way we have obtained, starting from the eigenvector |0〉, a sequence of
eigenvectors corresponding to eigenvalues that are progressively larger. The eigen-
values of the Hamiltonian are then given by the quantities 1

2�ω, (1 + 1
2 )�ω, . . . ,
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(n + 1
2 )�ω, . . . . Such eigenvalues have the corresponding eigenvectors |0〉, a†|0〉,

. . . , a†n|0〉, . . . .
The eigenvectors that we have found in this way are however not normalised.

To find the norm of the generic eigenvector we need to evaluate the quantity
〈0|ana†n|0〉 by taking into account the equation (which can be obtained with an
induction procedure)

[
a, a†n]= na†n−1.

For the norm of the vector a†n|0〉 we have

〈0|ana†n|0〉 = 〈0|an−1aa†n|0〉 = 〈0|an−1(a†na + na†n−1)|0〉
= n〈0|an−1a†n−1|0〉.

By applying this equation successively we finally obtain

〈0|ana†n|0〉 = n!〈0|0〉.
If we suppose that the eigenvector |0〉 is normalised, we can obtain the other nor-
malised eigenvectors (which we indicate with |n〉) by the expression

|n〉 = 1√
n!a

†n|0〉.

It is simple to show that the action of the a and a† operators on the eigenvector |n〉
is such that

a|n〉 = √
n|n− 1〉,

a†|n〉 = √
n+ 1|n+ 1〉.

These equations show the reason why these operators are called of annihilation and
creation (the quantum number n is interpreted as an occupation number of hypo-
thetical particles).

4.2 Expansion of the Electromagnetic Field in Fourier Series

Consider the electromagnetic field enclosed in a cubic cavity, the so-called “box”,
of side L and volume V = L3. In the absence of charges and currents, as seen in
Sect. 1.5, we can use the special case of the Lorenz gauge in which the scalar poten-
tial φ(x, t) is zero (Eq. (1.10)). In this way, the field is described only by the vector
potential A(x, t) that is subject to the additional condition (not invariant relativisti-
cally) of Eq. (1.11)

div A(x, t)= 0,
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and that satisfies the wave equation

∇2A(x, t)− 1

c2

∂2

∂t2
A(x, t)= 0.

We now fix an arbitrary time t and expand the vector potential in Fourier series of
the variable x. Requiring that it satisfies the so-called conditions of periodicity, i.e.

A(x, y, z, t)= A(x +mxL,y +myL,z+mzL),

with mx,my,mz arbitrary integers (positive, negative, or null), we get

A(x, t)=
∑

k

Ck(t)e
ik·x,

with the sum extended to all the k of the form

k =
(
nx

2π

L
,ny

2π

L
,nz

2π

L

)
,

with nx,ny, nz arbitrary integers (positive, negative, or null). Being A(x, t) a real
function, the complex vector Ck(t) satisfies the conjugation property

Ck(t)
∗ = C−k(t).

We now require that the vector potential satisfies the wave equation. We obtain for
Ck(t) the differential equation

d2Ck(t)

dt2
= −ω2

kCk(t),

where we have introduced the angular frequency ωk (relative to the wave vector k)
defined by the expression

ωk = ck,

k being the magnitude of the vector k. The differential equation can easily be solved
and gives

Ck(t)= C(−)

k e−iωkt + C(+)

k eiωkt ,

with C(−)

k and C(+)

k constants. On substituting we obtain

A(x, t)=
∑

k

C(−)

k ei(k·x−ωkt) +
∑

k

C(+)

k ei(k·x+ωkt),

with

C(−)∗
k = C(+)

−k.
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The vector potential has been decomposed in this way into progressive and re-
gressive waves. Taking into account that ωk = ω−k, the exponential appearing in
the regressive wave can be transformed by the equation

ei(k·x+ωkt) = e−i(−k·x−ω−kt),

and changing in the second sum the index k in −k we get

A(x, t)=
∑

k

C(−)

k ei(k·x−ωkt) +
∑

k

C(−)∗
k e−i(k·x−ωkt),

which clearly shows that the function A(x, t) is real.
We finally impose the gauge supplementary condition (divA(x, t) = 0). We ob-

tain, for each value of k, the transversality condition

k · C(−)

k = 0.

We can satisfy this condition in the following way. We define for each wave vec-
tor k two polarisation unit vectors (in general complex) ekλ (λ = 1,2) that are both
perpendicular to k and to each other, i.e. such that they satisfy the relations

ekλ · k = 0,

ekλ · e ∗
kλ′ = δλλ′ .

Having introduced these unit vectors we can now satisfy the transversality condition
by writing

C(−)

k e−iωkt =
∑

λ

ckλ(t)ekλ,

where ckλ(t) is an oscillating function that satisfies the differential equation

d

dt
ckλ(t)= −iωkckλ(t).

We therefore obtain for the vector potential the final expression

A(x, t)=
∑

kλ

[
ckλ(t)ekλeik·x + c∗

kλ(t)e
∗
kλe−ik·x],

from which we can obtain the expressions for the electric and magnetic field vectors

E(x, t)= −1

c

∂

∂t
A(x, t)= i

c

∑

kλ

ωk
[
ckλ(t)ekλeik·x − c∗

kλ(t)e
∗
kλe−ik·x],

B(x, t)= rot A(x, t)= i
∑

kλ

k × [ckλ(t)ekλeik·x − c∗
kλ(t)e

∗
kλe−ik·x].
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The sums appearing in these expressions are extended to all k values such that the
periodicity conditions are satisfied, and once k is fixed, to the two possible states of
polarisation. Each (k, λ) pair defines a so-called mode of the radiation field within
the cavity. We now want to find the number of modes for which the magnitude of
the wave vector is between k and k + dk and the direction of the wave vector is
within the solid angle dΩ . We note that in the wavenumber space the tips of the
possible vectors k are located on a cubic grid with side 2π/L. Thus we obtain that
this number is

dN = 2

(
2π

L

)−3

k2 dk dΩ = V
4π3

k2 dk dΩ, (4.3)

where V is the volume of the cavity and where the additional factor of 2 has been
included to take into account the two possible polarisation states.

4.3 The Quantum Analog

The expansion in Fourier series obtained in the previous section is based on purely
classical considerations. The quantum analog is obtained in Schrödinger represen-
tation by interpreting the classical variables ckλ(t) and c∗

kλ(t) (namely the time-
dependent coefficients that appear in the expansion in Fourier series of the vec-
tor potential and the fields) as quantum operators ckλ and c

†
kλ acting on a suitable

Hilbert space. These operators are independent of time. In this way, also the clas-
sical quantities A(x, t), E(x, t) and B(x, t) become operators independent of time.
For the operator A(x) we have, for example,

A(x)=
∑

kλ

[
ckλekλeik·x + c

†
kλe ∗

kλe−ik·x],

with similar expressions for the operators E(x) and B(x).
We must now define the operator that corresponds to the Hamiltonian of the radi-

ation field. To do this, we rely on the correspondence principle and write, recalling
the expression for the energy density of the field

H =
∫

V
u(x)d3x = 1

8π

∫

V

[
E2(x)+ B2(x)

]
d3x,

where E(x) and B(x) are the electric and magnetic field operators, respectively. On
substituting the operator expressions for E(x) and B(x) we obtain an expression
containing a double sum over the indices (k, λ) and (k′, λ′). Taking into account
the periodicity conditions, we then note that the only terms producing a non-zero
contribution to the integral are those which contain exponential products of the type

eik·xe−ik·x,
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for which the integration in d3x is simply V . For each of the electric (Hel.) and
magnetic (Hma.) contributions we obtain four distinct terms

Hel. = 1

8π

∫

V
E2(x)d3x

= − V
8πc2

∑

kλλ′
ω2

k

[
ckλc−kλ′(ekλ · e−kλ′)+ c

†
kλc

†
−kλ′

(
e ∗

kλ · e ∗
−kλ′

)

− ckλc
†
kλ′
(
ekλ · e ∗

kλ′
)− c

†
kλckλ′

(
e ∗

kλ · ekλ′
)]
,

Hma. = 1

8π

∫

V
B2(x)d3x

= − V
8π

∑

kλλ′

[
ckλc−kλ′(k × ekλ) · (−k × e−kλ′)

+ c
†
kλc

†
−kλ′

(
k × e ∗

kλ

) · (−k × e ∗
−kλ′

)− ckλc
†
kλ′(k × ekλ) · (k × e ∗

kλ′
)

− c
†
kλckλ′

(
k × e ∗

kλ

) · (k × ekλ′)
]
.

We note that, for any arbitrary unit vectors e1 and e2 that are perpendicular to the
vector k, we have

(k × e1) · (k × e2)= k2(e1 · e2),

and given that k2 = ω2
k/c

2, we obtain for the first two summands that appear within
the square brackets in the right-hand side that the electric and magnetic contributions
cancel out. For the last two summands, the electric and magnetic contributions are
equal. Finally, taking into account that

ekλ · e ∗
kλ′ = δλλ′ ,

we obtain the expression

H = V
4πc2

∑

kλ

ω2
k

[
ckλc

†
kλ + c

†
kλckλ

]
.

In order to write this Hamiltonian as the sum of Hamiltonians that we have pre-
viously discussed, we replace the operators ckλ and c

†
kλ with the operators akλ and

a
†
kλ defined by

akλ = 1

c

√
ωkV
2π�

ckλ.

In this way, the Hamiltonian becomes

H =
∑

kλ

1

2
�ωk

[
akλa

†
kλ + a

†
kλakλ

]
, (4.4)
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and the vector potential operator can be written in the form

A(x)=
∑

kλ

c

√
2π�

ωkV
[
akλekλeik·x + a

†
kλe ∗

kλe−ik·x]. (4.5)

To complete the quantisation of the electromagnetic field we still need to know
the commutation rules for the operators akλ and a

†
kλ. They can be derived from

the correspondence principle using the fact that we know the equations of motion
that are governing the temporal evolution of the corresponding classical quantities
(ckλ(t)∼ exp(−iωkt)). If |ψ〉 is any state vector of the quantum system, the classi-
cal observable corresponding to the operator akλ is given by the expectation value

〈ψ |akλ|ψ〉, and such observable must satisfy the equation

d

dt
〈ψ |akλ|ψ〉 = −iωk〈ψ |akλ|ψ〉.

Taking into account that the state vector |ψ〉 satisfies the Schrödinger equation, we
have

d

dt
〈ψ |akλ|ψ〉 = i

�
〈ψ |[H, akλ]|ψ〉,

and, substituting the expression for H,

d

dt
〈ψ |akλ|ψ〉 =

∑

k′λ′

i

2
ωk′ 〈ψ |[ak′λ′a

†
k′λ′ + a

†
k′λ′ak′λ′ , akλ

]|ψ〉.

Identifying the two expressions for the derivative of the observable, we get

ωk〈ψ |akλ|ψ〉 = −1

2

∑

k′λ′
ωk′ 〈ψ |[ak′λ′a

†
k′λ′ + a

†
k′λ′ak′λ′ , akλ

]|ψ〉.

Since the expression on the right-hand side must contain (as that one on the left-
hand side) only quantities that depend on the indices k and λ, and since this must
be verified for any state vector |ψ〉, we must have

[akλ, ak′λ′ ] = 0 for k′ = k, λ′ = λ, (4.6)
[
akλ, a

†
k′λ′
] = 0 for k′ = k, λ′ = λ, (4.7)

which means that the operators a and a† relative to different modes are commuting.
The previous equation then becomes

〈ψ |akλ|ψ〉 = −1

2
〈ψ |akλ

[
a

†
kλ, akλ

]+ [a†
kλ, akλ

]
akλ|ψ〉.

Given that the state vector is arbitrary, this equation can be satisfied only putting

[
akλ, a

†
kλ

]= 1, (4.8)
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and the Hamiltonian assumes the form

H =
∑

kλ

�ωk

(
a

†
kλakλ + 1

2

)
. (4.9)

By comparing the results contained in Eqs. (4.6)–(4.9) with those in Sect. 4.1
(Eqs. (4.1) and (4.2)), we conclude that the quantum Hamiltonian of the electro-
magnetic field is equal to the sum of an infinite number of Hamiltonians of har-
monic oscillators, independent of each other. Each oscillator is associated with a
mode of the radiation field characterised by the wave vector k (hence by the angular
frequency ωk) and by the unit vector of polarisation ekλ. Recalling the results of
Sect. 4.1, we have that the energy of each mode can only take one of the values

Ekλ = �ωk

(
n+ 1

2

)
,

where n is an arbitrary integer greater than or equal to 0. This result can be inter-
preted by saying that the mode contains a number n of photons all having the en-
ergy �ωk. The number n takes also the name of “occupation number” of the mode.
In particular, if n = 0, the energy has the value 1

2�ωk, which is called the zero-
energy (or vacuum energy) of the mode. In many cases, this energy has a purely
formal importance, and can be neglected in most applications. It should be noted
that, since the number of modes is infinite, the zero energy of the electromagnetic
field is infinite. To interpret consistently the physical reality we are therefore forced
to “renormalise” the energy of the vacuum state by imposing that it is zero.

Since the total Hamiltonian is equal to the sum of many independent Hamilto-
nians, it follows that its eigenvalues are equal to the sum of the eigenvalues of the
individual Hamiltonians. The total Hamiltonian eigenvalues are then of the form

E =
∑

kλ

�ωk

(
nkλ + 1

2

)
,

and are identified by the set of integers nkλ that specify the number of photons
present in each mode. Regarding the identification of the eigenvectors, namely the
stationary states of the radiation field, one can use a generalisation of the formalism
introduced in Sect. 4.1 and write the eigenvector in the compact form

|n1, n2, . . . , nkλ, . . .〉 = |n1〉|n2〉 · · · |nkλ〉 · · · ,
i.e. as the direct product of many kets, each defined in a different Hilbert space.
Each operator akλ or a†

kλ acts only on the vector |nkλ〉 of the corresponding mode,
so we have

akλ|n1, n2, . . . , nkλ, . . .〉 = √
nkλ|n1, n2, . . . , nkλ − 1, . . .〉, (4.10)

a
†
kλ|n1, n2, . . . , nkλ, . . .〉 =√nkλ + 1|n1, n2, . . . , nkλ + 1, . . .〉, (4.11)
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which justifies the name given to akλ and a
†
kλ as operators of annihilation and cre-

ation of photons.
The formalism introduced in this section is called the formalism of second quan-

tisation. This name is not totally justified for the quantisation of the electromagnetic
field but originates by the fact that very similar procedures can be applied to the
quantisation of particle fields. If for example we want to introduce the quantisa-
tion of a field of nonrelativistic particles of mass m, we start with the Schrödinger
equation for the wave function of the particles

i�
∂

∂t
ψ(x, t)= − �

2

2m
∇2ψ(x, t),

we next expand the wave function ψ(x, t) in Fourier series, and then interpret the
coefficients of the expansion as quantum operators. In this case it actually makes
sense to speak of second quantisation, as the particle field is already described by
a quantum mechanical wave equation. In the case of the electromagnetic field, in-
stead, the wave equation for the photons is a classical equation which follows from
Maxwell equations.

Finally, it should be noted that the formalism we have introduced here is not
covariant, since the expression assumed for the electromagnetic gauge (φ = 0,
div A = 0) is not covariant. The quantisation of the electromagnetic field in covari-
ant form is more elegant and certainly more satisfactory from a theoretical point of
view,1 but requires the use of a more complex formalism that is not necessary for
many applications, such as those that will be discussed in Chaps. 11 and 15 where
we deal with the interaction between matter and radiation.

4.4 Intensity and Photons

The concept of photon introduced in the previous section can be shown to be closely
related to the physical quantities traditionally used for the description of radiation
phenomena such as the specific intensity and the energy density of the radiation
field.

Consider an arbitrary point P and a surface element dS whose normal direction is
identified by the unit vector �. We denote by dEν the energy of the electromagnetic
field within the frequency interval (ν, ν + dν) and direction within the solid angle
dΩ centred around �, flowing in the infinitesimal time dt through dS (see Fig. 4.1).
The dEν is obviously proportional to the product dS dν dt dΩ so we have

dEν = Iν(P,�, t)dS dν dt dΩ.

This equation implicitly defines the quantity Iν(P,�, t) which is called the spe-
cific intensity (or intensity tout court) of the radiation field and that is generally a

1See for example Bjorken and Drell (1965).
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Fig. 4.1 The radiation
contained in the solid angle
dΩ , centred around �, flows
through the surface element
dS

function not only of frequency, but also of direction and time. If the intensity does
not depend on time, the radiation field is called stationary, if it does not depend
on direction it is called isotropic and if does not depend on the point P it is called
homogeneous.

Instead of the specific intensity Iν we can also consider the quantity Iλ (which
bears the same name) defined in the same way, except for the frequency interval
dν that is replaced by the wavelength interval dλ. Similarly, we can also consider
the quantity Iω, also defined by the same relation, with dω (interval of angular fre-
quency) replacing dν (frequency interval). Evidently, for corresponding intervals we
have

Iν dν = Iλ dλ= Iω dω,

and since dλ= λ2 dν/c, dω = 2π dν, we also have

Iλ = c

λ2
Iν, Iω = 1

2π
Iν. (4.12)

Another quantity closely related to the specific intensity is the energy density
of the radiation field. Such quantity, denoted by the symbol uν(P,�, t), is defined
with respect to a volume element dV centred around the point P. If we denote by
dEν the electromagnetic energy contained within dV , having a frequency between
ν and ν + dν and direction contained in dΩ , we have, by definition,

dEν = uν(P,�, t)dV dν dΩ.

Since the electromagnetic radiation propagates in vacuum with velocity c, a relation
between Iν and uν immediately follows, i.e.

Iν(P,�, t)= cuν(P,�, t). (4.13)

Let us now consider the modes of the radiation field that correspond to the fre-
quency range (ν, ν + dν) and to the directions contained in the solid angle dΩ . The
number of these modes is given by Eq. (4.3), which is, converting the dk in the dν
by the relation k = 2πν/c,

dN = 2Vν2

c3
dν dΩ, (4.14)

where V is the normalisation volume, which we can identify with the infinitesimal
volume dV . If we denote by nν(P,�, t) the number of photons in each mode and
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since each photon has energy hν, we get

dEν = nν(P,�, t)hν
2ν2

c3
dV dν dΩ,

and recalling the definition of uν we obtain the relation

uν(P,�, t)= 2hν3

c3
nν(P,�, t),

or in terms of specific intensity

Iν(P,�, t)= 2hν3

c2
nν(P,�, t). (4.15)

It is important to note that a similar expression is also valid classically. In this case,
instead of considering the number of photons per mode we have more simply an
energy per mode εν(P,Ω, t) and we write

Iν(P,Ω, t)= 2ν2

c2
εν(P,Ω, t). (4.16)

The number of photons per mode is a very important quantity that can be used to
characterise in a physical way the light sources. As we shall see in Chap. 10, for a
thermal source such number is given by

nν = 1

ehν/(kBT ) − 1
,

where T is the temperature. In the visible at 5000 Å, for example, a normal in-
candescent lamp with a tungsten filament (T 	 2700 K) produces a radiation with
about 2 × 10−5 photons per mode, while this number is about 10−2 for the solar
radiation (T 	 5800 K). The radiation emitted by a laser instead has a higher num-
ber of photons per mode, and can reach typical values of the order of 107 or even
higher.



Chapter 5
Relativistic Wave Equations

In order to provide a quantitative basis to the study of atomic spectra, discussed in
the next chapters of this book, it is first necessary to present a thorough study of
the relativistic equations for atomic particles, with particular emphasis on the Dirac
equation for the electron. In this chapter we will see how it is possible to describe,
within quantum mechanics, the dynamical properties of a relativistic particle, either
free or moving in a stationary electromagnetic field. Once an appropriate matrix
formalism will be introduced, a number of physical consequences will naturally
follow. We note that elementary treatises of atomic spectroscopy often introduce
such physical consequences (e.g. electron spin, spin-orbit interaction, etc.) in a phe-
nomenological way.

5.1 The Dirac Equation for a Free Particle

The relation between momentum and energy for a free nonrelativistic particle of
mass m is given by the equation

E = p2

2m
,

where p is the momentum, which coincides with the kinetic moment conjugate with
the position variable x. The motion of the particle is described in quantum mechan-
ics by the Schrödinger equation

i�
∂

∂t
|ψ〉 = p2

2m
|ψ〉,

where p is the operator associated with the classical variable momentum. The op-
erator p must satisfy the fundamental quantum mechanical commutation rule be-
tween two operators associated with two variables canonically conjugated, q and p,
namely

[q,p] = i�.
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The explicit expression of the operator p depends on the particular representation
adopted for the state vectors in the Hilbert space. If one chooses the representation
in which the vectors are expressed as linear combinations of the eigenvectors of the
position operator (wave function representation), the operator x is a simple multi-
plier while the operator p is

p = −i�grad.

In such representation the Schrödinger equation assumes the form

i�
∂

∂t
ψ(x, t)= − �

2

2m
∇2ψ(x, t),

and, in accordance with the postulates of quantum mechanics, the quantity |ψ(x, t)|2
represents the probability density of finding the particle in the neighborhood of the
point x at time t .

Turning to relativistic dynamics, the momentum-energy relation becomes

E2 = p2c2 +m2c4,

or

E =
√
p2c2 +m2c4,

where m is the rest mass of the particle and c is the speed of light. We could therefore
in principle write the Schrödinger equation as

i�
∂

∂t
ψ(x, t)=

√
p2c2 +m2c4ψ(x, t),

where p2 is the operator −�
2∇2. The square root in the right-hand side does, how-

ever, present serious problems as to the meaning to be given to the operator which
acts on the wave function. If, for example, one replaces the square root with its
power series expansion, one gets powers of all orders in ∇2 and the equation be-
comes practically insolvable.

A far simpler equation is instead obtained by translating in quantum mechani-
cal terms the quadratic relation between energy and momentum written above. The
resulting equation, known as the Klein-Gordon equation, is

(
∇2 − 1

c2

∂2

∂t2

)
ψ(x, t)= m2c2

�2
ψ(x, t).

However this equation, besides presenting the inconvenience of being a second order
differential equation with respect to time (unlike Schrödinger equation that is of the
first order), correctly describes only the relativistic particles that do not have spin,
such as, for example, mesons.

The problem of determining an equation that could describe relativistic particles
with spin, such as the electron, was brilliantly solved by Dirac. In 1928, he proposed
a wave equation in which the operators ∂/∂xi appeared linearly as the operator ∂/∂t .
This is a quite natural approach for a relativistic theory in which the time coordinate
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is not privileged with respect to the space coordinates. The equation proposed by
Dirac, which obviously bears his name, is

i�
∂

∂t
ψ(x, t)=

[
−i�c

(
α1

∂

∂x1
+ α2

∂

∂x2
+ α3

∂

∂x3

)
+ βmc2

]
ψ(x, t),

and can also be written in the more compact form

i�
∂

∂t
ψ(x, t)= HDψ(x, t)= (cα · p + βmc2)ψ(x, t), (5.1)

where HD is the so-called Dirac Hamiltonian and where α1, α2, α3, and β are four
dimensionless quantities (operators) that by definition commute with the operators
∂/∂t and ∂/∂xi . Such quantities are determined by imposing that the correct relation
between energy and momentum is obtained from the Dirac equation. Differentiating
with respect to time Eq. (5.1) and substituting the same equation, we obtain

−�
2 ∂2

∂t2
ψ(x, t)= (cα · p + βmc2)(cα · p + βmc2)ψ(x, t),

and we must therefore require that
(
cα · p + βmc2)(cα · p + βmc2)= p2c2 +m2c4.

Expanding the expression (taking care not to alter the order of the non-commutating
operators), we obtain

c2
∑

ij

αiαjpipj +mc3
∑

i

(αiβ + βαi)pi +m2c4β2 = c2
∑

i

pipi +m2c4,

so, to have identity between the left and right hand side we must have

{αi,αj } = 2δij , {αi,β} = 0, β2 = 1, (5.2)

where we have introduced the anticommutator symbol defined by

{A,B} =AB +BA.

The simplest quantities that satisfy this algebra are matrices, of which we now
analyze the properties. First of all, since the square of each of the four matrices is
equal to unity, the eigenvalues must be equal to ±1. Moreover, being β2 = 1 and
βαi = −αiβ , the trace of each matrix αi obeys the relation

Tr(αi)= Tr
(
β2αi

)= −Tr(βαiβ).

On the other hand, given the cyclic property of the trace of a matrix, we also have
that

Tr(αi)= Tr
(
β2αi

)= Tr(βαiβ).

Having obtained that Tr(αi)= −Tr(αi), we must therefore necessarily have

Tr(αi)= 0.

In a very similar way, it can also be shown that Tr(β)= 0. So, since the trace is the
sum of the eigenvalues, and since these can only be equal to ±1 (as we have seen), it
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follows that the matrices must be of even order. Since it is not possible to build four
2 × 2 matrices that obey the algebra of Eq. (5.2), the choice falls on 4 × 4 matrices.
So the αi and β quantities introduced in the Dirac equation can be represented by
matrices of the fourth order. They are called the Dirac matrices.

The choice of the Dirac matrices is not unique. One possible representation,
which is particularly suitable to treat the nonrelativistic limit, is given in terms of
2 × 2 matrices by the following expressions

αi =
(

0 σi
σi 0

)
, β =

(
I 0
0 −I

)
, (5.3)

where I is the unit matrix of order 2 and where the σi are the Pauli 2 × 2 matrices

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.

From their expressions, it can easily be shown that the Pauli matrices satisfy the
relations

[σi, σj ] = 2i
∑

k

εijkσk,

{σi, σj } = 2δij ,

where εijk is the Ricci (or Levi-Civita) tensor (see Sect. 16.2). The two previous
equations can be condensed into a single one

σiσj = δij + i
∑

k

εijkσk.

It is relatively simple to verify that the four matrices defined in Eq. (5.3), i.e.

α1 =
⎛

⎜
⎝

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

⎞

⎟
⎠ , α2 =

⎛

⎜
⎝

0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0

⎞

⎟
⎠ ,

α3 =
⎛

⎜
⎝

0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0

⎞

⎟
⎠ , β =

⎛

⎜
⎝

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

⎞

⎟
⎠ ,

satisfy the algebra of the Dirac matrices. It is important to stress that an infinite
number of representations of the Dirac matrices exist. In fact, given a set of Dirac
matrices, any other set obtained via an arbitrary similarity transformation is also a
set of Dirac matrices.1 We finally note that the matrix character of the Dirac equation
automatically implies that the wave function is not a scalar anymore, but a four-
components quantity, called a spinor.

1A particularly useful representation for the ultra-relativistic limit is the so-called Majorana repre-
sentation.



5.1 The Dirac Equation for a Free Particle 103

The Dirac equation for the free particle can be solved exactly. We search for a
solution of the form

ψ(x, t)=Wei(q·x−Et)/�,

where W is a four-components spinor, independent of x and t . Substituting in
Eq. (5.1), we find that the spinor W must satisfy the equation

EW = (cα · q + βmc2)W.

We can determine the possible values for E by solving the characteristic equation

Det

⎛

⎜⎜
⎝

mc2 −E 0 cqz cq−
0 mc2 −E cq+ −cqz

cqz cq− −mc2 −E 0

cq+ −cqz 0 −mc2 −E

⎞

⎟⎟
⎠= 0,

where we have set

q+ = qx + iqy, q− = qx − iqy.

By solving the determinant, we obtain the equation of fourth-order in E

(
E2 − c2q2 −m2c4)2 = 0,

which has the four solutions

E1 =E2 = ε, E3 =E4 = −ε,

where

ε =
√
c2q2 +m2c4.

We have obtained in this way two solutions with positive energy, with the cor-
rect relativistic relation between energy and momentum, but also two solutions with
negative energy (also having the correct relativistic relation between energy and mo-
mentum). The negative energy solutions derive naturally from the Dirac equation,
and are a peculiar characteristic of relativistic wave equations (it is in fact possible
to show that also the Klein-Gordon equation has solutions with negative energy).
Once the eigenvalues are found, one can determine the corresponding eigenvectors.
We can easily verify that the four spinors W1, W2, W3, and W4, given by

W1 = 1
√

2ε(ε +mc2)

⎛

⎜
⎝

ε +mc2

0
cqz
cq+

⎞

⎟
⎠ , W2 = 1

√
2ε(ε +mc2)

⎛

⎜
⎝

0
ε +mc2

cq−
−cqz

⎞

⎟
⎠ ,

W3 = 1
√

2ε(ε +mc2)

⎛

⎜
⎝

−cqz
−cq+
ε +mc2

0

⎞

⎟
⎠ , W4 = 1

√
2ε(ε +mc2)

⎛

⎜
⎝

−cq−
cqz
0

ε +mc2

⎞

⎟
⎠ ,
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are four orthogonal and normalised eigenvectors corresponding, respectively, to the
four eigenvalues E1, E2, E3, and E4. These expressions show that, in the nonrela-
tivistic limit, the last two components of the spinors with positive energy are negli-
gible, compared to the first two. The opposite is true for the spinors with negative
energy.

The negative-energy solutions were properly interpreted by Dirac himself, who
predicted the existence of antiparticles. The interpretation given by Dirac, here ex-
emplified by the case of the electrons, is the following: we can think that the vacuum
state, i.e. the state in which no particles are present, is actually a situation in which
all the states with negative energy are filled in accordance with the Pauli princi-
ple (the Fermi sea). When an electron that is excited (for example by absorption
of a quantum of radiation of energy higher than the threshold value 2mc2, equal to
about 1 MeV) moves from one negative energy state to a state of positive energy,
it leaves in the Fermi sea a “hole”. This hole behaves as a particle in all respects
similar to the electron, but of opposite charge, called a positron (or positon or posi-
tive electron). In other words, one can think that the excitation of an electron from
one state of negative energy to one state of positive energy produces the creation of
an electron-positron pair, with a consequent annihilation of a quantum of radiation.
The positrons were discovered experimentally by Anderson in 1932 with a Wilson
cloud chamber experiment. The discovery of the antiproton occurred much later in
1955, thanks to Chamberlain and Segré, when particle accelerators with energies of
the order of some GeV became available.

5.2 The Dirac Equation for the Electron in an Electromagnetic
Field

The classic Hamiltonian of a charged, relativistic particle moving in an electromag-
netic field, is written in the form

H =
√

c2

(
p − e

c
A
)2

+m2c4 + eφ, (5.4)

where e is the algebraic value of the charge of the particle, m is its rest mass, A and
φ are the electromagnetic potentials, and p is the kinetic moment conjugate to the
particle position, and related to the momentum π by the relation

π = p − e

c
A.

The expression for the Hamiltonian can be derived in various ways. Here, we simply
verify that it produces the correct equations of motion. To do so, we obtain such
equations using the Hamilton equations

dx
dt

= v = ∂H
∂p

= c2
(

p − e

c
A
)[

c2
(

p − e

c
A
)2

+m2c4
]−1/2

,

dp
dt

= −∂H
∂x

= ce(grad A) ·
(

p − e

c
A
)[

c2
(

p − e

c
A
)2

+m2c4
]−1/2

− e gradφ.
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From the second equation, introducing v, we have

dp
dt

= e

c
(grad A) · v − e gradφ.

If we now take into account the vector identity (see Eq. (16.12))

v × rot A = (grad A) · v − v · grad A,

and recall that rot A = B, we obtain

dp
dt

= e

c
v × B + e

c
v · grad A − e gradφ.

For the momentum π we then have

dπ

dt
= d

dt

(
p − e

c
A
)

= e

c
v × B + e

c
v · grad A − e gradφ − e

c

dA
dt

.

The last term in the right-hand side represents the total (or Eulerian) derivative of
the vector potential along the trajectory of the particle. It is

dA
dt

= ∂A
∂t

+ v · grad A,

so that, recalling the expression for the electric field in terms of the electromagnetic
potentials, we have

dπ

dt
= eE + e

c
v × B.

From the first of Hamilton equations we can also obtain, with simple algebra, that

π = m
√

1 − v2/c2
v.

The two above equations show that the Hamiltonian is correct, since it produces the
well-known relativistic equations for the motion of a charged particle in an electro-
magnetic field.

Comparing the expression for the Hamiltonian (5.4) with that of the free particle,
we can see that, for a charged particle in an electromagnetic field, there is, between
the quantities

E − eφ, p − e

c
A,

the same relation that exists, for the free particle, between E and p. This implies
that, within relativistic classical mechanics, the description of a charged particle in
an electromagnetic field is obtained from that of a free particle by the following
formal substitutions in the Hamiltonian

p → p − e

c
A, E →E − eφ. (5.5)

This substitution is known as the minimal coupling rule (or principle). For the corre-
spondence principle we can therefore write the Dirac equation for a charged particle
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in an electromagnetic field applying the minimal coupling rule to Eq. (5.1). We
have

i�
∂

∂t
ψ(x, t)=

[
cα ·

(
p − e

c
A
)

+ βmc2 + eφ

]
ψ(x, t), (5.6)

where α and β are the 4 × 4 matrices previously introduced, i.e. the Dirac matrices,
whereas A and φ are simply multiplication operators that depend on position and,
in general, on time.

We finally note that if we perform a gauge transformation on the electromagnetic
potentials, i.e.

A′ = A − gradχ, φ′ = φ + 1

c

∂χ

∂t
,

we obtain an identical Dirac equation for the wave function ψ ′(x, t) given by

ψ ′(x, t)=ψ(x, t)e−iδ,

where

δ = eχ

�c
.

We therefore obtain the result that, for gauge transformations, the wave function is
transformed according to a phase factor. The phase is proportional to the function χ ,
generating the gauge transformation itself. In particular, the square of the absolute
value of the wave function is invariant under gauge transformations.

5.3 Nonrelativistic Limit of the Dirac Equation

To find the nonrelativistic limit of the Dirac equation for a charged particle in an
electromagnetic field, it is convenient to write the wave function ψ(x, t), a spinor of
order 4, in the form

ψ(x, t)=
(
χ

ξ

)
e−i(mc2+ε)t/�, (5.7)

where χ and ξ are two spinors of order 2, and where the total energy has been
written in the form (mc2 + ε) so that ε represents the particle energy less the rest
energy mc2. The nonrelativistic limit is obtained by imposing that ε �mc2. At the
same time, though, we also need to impose that the other relevant energies, such as
the electrostatic energy, are also small when compared to the rest energy.

Substituting the wave function (5.7) in Eq. (5.6) and assuming that the spinors χ
and ξ are independent of time, as the electromagnetic potentials, we have

(
mc2 + ε

)(χ
ξ

)
= cα ·

(
p − e

c
A
)(

χ

ξ

)
+mc2β

(
χ

ξ

)
+ eφ

(
χ

ξ

)
,

and recalling the explicit expression of the Dirac matrices (Eq. (5.3)), we obtain two
coupled equations for the spinors χ and ξ
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cσ ·
(

p − e

c
A
)
ξ = (ε − eφ)χ,

(
2mc2 + ε − eφ

)
ξ = cσ ·

(
p − e

c
A
)
χ.

We now obtain ξ from the second equation by multiplying both sides by the operator
(2mc2 + ε − eφ)−1. We have

ξ = (2mc2 + ε − eφ
)−1

cσ ·
(

p − e

c
A
)
χ, (5.8)

and substituting this expression in the first equation, we get

cσ ·
(

p − e

c
A
)(

2mc2 + ε − eφ
)−1

cσ ·
(

p − e

c
A
)
χ = (ε − eφ)χ. (5.9)

This is an exact equation; the nonrelativistic limit is obtained by assuming that

(ε − eφ)�mc2,

and expanding the operator (2mc2 + ε − eφ)−1 in power series

(
2mc2 + ε − eφ

)−1 = 1

2mc2

[
1 − ε − eφ

2mc2
+
(
ε − eφ

2mc2

)2

+ · · ·
]
. (5.10)

The subsequent orders of the nonrelativistic limit of the Dirac equation are obtained
by considering the various terms in the square brackets in the right-hand side. If
only the first term is considered, the limit at the zero order is obtained. If the first
two terms are considered, the limit at the first order is obtained, and so on.

5.4 Zero Order Limit, Pauli Equation

We now consider the nonrelativistic limit at the lowest order, i.e. we neglect all
terms except unity in Eq. (5.10). We substitute the result into Eqs. (5.8) and (5.9).
The equations for the spinors χ and ξ then are

1

2m

[
σ ·
(

p − e

c
A
)]2

χ = (ε − eφ)χ, ξ = 1

2mc
σ ·
(

p − e

c
A
)
χ.

This last equation shows that, since
∣∣∣∣p − e

c
A

∣∣∣∣= |π | �mc

for a nonrelativistic particle, we have, for the absolute values of the two spinors

|ξ | � |χ |.
We consider now again the equation for χ and note that, if a and b are any two vec-
tors that commute with the Pauli matrices (but not necessarily between themselves),
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we have, due to the property of these matrices,

(σ · a)(σ · b)= a · b + iσ · a × b.

By taking this into account, the equation for χ becomes
[

1

2m

(
p − e

c
A
)2

+ i

2m
σ ·
(

p − e

c
A
)

×
(

p − e

c
A
)]

χ = (ε − eφ)χ.

The second term in square brackets (which would be zero if the two quantities p and
A were not operators) can be transformed using the commutation rule

[pi,Aj ] = −i�
∂Aj

∂xi
.

We obtain, with simple algebra
(

p − e

c
A
)

×
(

p − e

c
A
)

= ie�

c
rot A = ie�

c
B,

where B is the magnetic field vector. Substituting this result we finally obtain the
nonrelativistic limit of the Dirac equation at the zero order, or

[
1

2m

(
p − e

c
A
)2

− e�

2mc
σ · B + eφ

]
χ = εχ.

This equation is known as the Pauli equation and, apart from the second factor in
square brackets, can be obtained directly by applying the principle of minimal cou-
pling (Eq. (5.5)) to the Schrödinger equation for the free particle. The additional
term, proportional to σ · B, was introduced phenomenologically by Pauli to de-
scribe the coupling between the intrinsic magnetic moment of the electron and the
magnetic field. Such term contains, in fact, the vector σ which, as we shall see
later, is proportional to the spin of the electron. It is interesting to note that in the
Dirac theory the spin appears in a natural way as a relativistic effect of zero or-
der.

We now consider a special case of the Pauli equation, namely the case of a non-
relativistic particle moving in a constant magnetic field, as well as in an electrostatic
potential φ. Such magnetic field has an associated vector potential of the form

A = 1

2
B × x,

which satisfies the condition div A = 0. In fact, taking into account the vector iden-
tity (16.9), we have

rot A = −1

2
B · grad x + 1

2
B div x = 1

2
(−B + 3B)= B.

On the other hand we have that

1

2m

(
p − e

c
A
)2

= p2

2m
− e

2mc
(p · A + A · p)+ e2

2mc2
A2.
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Fig. 5.1 A charged particle moving along a closed circuit encompassing the area a produces, for
Ampère’s equivalence principle, the magnetic moment μ. The case drawn in the figure corresponds
to a positive value of the charge

This quantity can be transformed considering that

p · A + A · p = 2A · p − i�div A = 2A · p = B × x · p = B · M,

where M = x × p is the orbital angular momentum of the particle, which we write
in the form M = ��. Also,

A2 = 1

4
(B × x)2 = 1

4

[
B2x2 − (B · x)2]= 1

4
B2x2⊥,

where x⊥ is the component of x in the plane perpendicular to B. Substituting these
intermediate results, the Pauli equation for a charged particle, moving in a uniform
magnetic field and in a electric field with potential φ, is

[
p2

2m
− e�

2mc
(� + σ ) · B + e2

8mc2
B2x2⊥ + eφ

]
χ = εχ. (5.11)

The physical meaning of the various terms appearing in this equation is immedi-
ate: p2/(2m) is the kinetic energy of the particle; −e�(� ·B)/(2mc) is the interaction
energy of the orbital angular momentum with the magnetic field; −e�(σ · B)/(2mc)

(the term introduced phenomenologically by Pauli) is the energy of the interaction
of the intrinsic angular momentum (spin) with the magnetic field; eφ is the electro-
static energy; and, finally e2B2x2⊥/(8mc2) is a term that is always positive, and is
called diamagnetic term.

The presence of the interaction term between the orbital angular momentum and
the magnetic field can also be justified with elementary physical considerations if
we suppose that the particle is moving in a central field. In this case, classically,
the particle is in fact subject to a periodic motion characterised by a closed orbit
(see Fig. 5.1). We can in principle associate an electric current i to the particle and
therefore, in accordance with Ampère principle of equivalence, a “classic” magnetic
moment μc given by the expression

μc = i

c
a,

where a is a vector whose magnitude is the area of the orbit, and is directed normally
to the plane of the orbit, with the convention of the right-hand rule (rule of the
corkscrew). If T is the orbital period, the current is e/T , and

μc = e

cT
a.
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The quantity a/T is the areolar velocity of the particle, which can be related to the
angular momentum. In fact

μc = e

c

a
T

= e

2c
x × v = e

2mc
x × p = e�

2mc
�.

If we recall the classic expression for the energy of a dipole in a magnetic field
(−μc · B), we have

Emagnetic = − e�

2mc
� · B,

that is exactly the term that appears in the Pauli equation.

5.5 First Order Limit

The nonrelativistic limit of the Dirac equation at the first order is obtained by con-
sidering the first two terms in the square brackets in Eq. (5.10) and substituting that
equation into Eq. (5.9). We obtain

1

2m
σ ·
(

p − e

c
A
)(

1 − ε − eφ

2mc2

)
σ ·
(

p − e

c
A
)
χ = (ε − eφ)χ.

We now exchange the order of the first two factors which appear in the left-hand
side. To do this we must take into account the commutation rule

[
σ ·
(

p − e

c
A
)
,1 − ε − eφ

2mc2

]
= e

2mc2
σ · [p, φ] = − i�e

2mc2
σ · gradφ.

Repeating calculations similar to those described in the previous section, the Dirac
equation becomes
(

1 − ε − eφ

2mc2

)[
1

2m

(
p − e

c
A
)2

+ i

2m
σ ·
(

p − e

c
A
)

×
(

p − e

c
A
)]

χ

− i�e

4m2c2

[
gradφ ·

(
p − e

c
A
)

+ iσ · gradφ ×
(

p − e

c
A
)]

χ = (ε − eφ)χ.

We now further expand the calculations in the simplified case of a purely elec-
trostatic field, for which we can assume A = 0. Taking into account that p × p = 0,
the above equation becomes
(

1 − ε − eφ

2mc2

)
p2

2m
χ − i�e

4m2c2
[gradφ · p + iσ · gradφ × p]χ = (ε − eφ)χ.

Since at the zero order we have

p2

2m
χ = (ε − eφ)χ,

the term

ε − eφ

2mc2

p2

2m
χ,
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that is already a first-order correction, can be substituted (neglecting higher orders)
with any of the two expressions

p4

8m3c2
χ, or

(ε − eφ)2

2mc2
χ. (5.12)

Furthermore, supposing that the potential in which the particle moves is a central
potential (φ = φ(r)), and taking into account that

gradφ =
(
∂φ

∂r

)
vers(r)= 1

r

(
∂φ

∂r

)
r,

we can apply the transformations

gradφ · p = −i�
∂φ

∂r

∂

∂r
,

gradφ × p = 1

r

∂φ

∂r
r × p = 1

r

∂φ

∂r
��.

Substituting, we obtain the final equation for the nonrelativistic limit at the first
order, in the simplified case of a purely electrostatic potential having spherical sym-
metry

[
p2

2m
+ eφ − p4

8m3c2
− e�2

4m2c2

∂φ

∂r

∂

∂r
+ e�2

4m2c2

1

r

∂φ

∂r
σ · �

]
χ = εχ. (5.13)

The first two terms represent the usual kinetic energy and the zero-order electro-
static energy. We can now try to provide a physical interpretation to the other terms
that appear in the equation. The term proportional to p4 is a relativistic correction
to the kinetic energy. We have in fact, with obvious notations

Ekin =
√
c2p2 +m2c4 −mc2 =mc2

(√

1 + p2

m2c2
− 1

)
= p2

2m
− p4

8m3c2
+ · · · .

The term proportional to σ · � describes the so-called spin-orbit interaction and was
introduced empirically in the Schrödinger equation even before it was given a for-
mally correct explanation through the Dirac equation. The physical interpretation
of the spin-orbit interaction is to be found in the coupling between the magnetic
dipole μc associated with the angular momentum of the particle and the magnetic
dipole μs associated with the intrinsic angular momentum (spin) of the particle. If
we assume that the two dipoles are parallel, one has for the interaction energy

Edipole−dipole = 1

r3
μc · μs, (5.14)

where r is the distance between the two dipoles, i.e. the distance of the particle from
the origin of the central potential in which it is moving. On the other hand, if we
assume, as suggested by the results obtained in the previous section, that

μc = e�

2mc
�, μs = e�

2mc
σ ,
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we have

Edipole−dipole = e2
�

2

4m2c2

1

r3
σ · �.

This quantity coincides exactly with that appearing in the Dirac equation if one
chooses for φ the Coulomb potential due to a charge −e (opposite to that of the
particle), as in the case of the hydrogen atom. In this case we have in fact φ = −e/r ,
and the term in the Dirac equation becomes

e�2

4m2c2

1

r

∂φ

∂r
σ · � = e2

�
2

4m2c2

1

r3
σ · � =Edipole−dipole.

The additional term that appears in the Dirac equation, i.e. the term proportional
to gradφ · p, is known as the Darwin term and has no classical analogue. From the
point of view of the calculation, its expectation value on an arbitrary wave function
can be transformed in the form of a contact term. If ψ is the wave function (supposed
here scalar and real), the expectation value of the Darwin term (written in its general
form, without supposing to have a spherically symmetric potential) is

EDarwin = e�2

4m2c2

∫
ψ gradφ · gradψ dV.

This integral can be transformed taking into account that

ψ gradφ · gradψ = 1

2
gradψ2 · gradφ = 1

2

[
div
(
ψ2 gradφ

)−ψ2∇2φ
]
.

If we assume that the wave function and the electric field become null at infinity,
for Gauss’s theorem the first term in square bracket gives a zero contribution to the
integral and we have

EDarwin = − e�2

8m2c2

∫
ψ2∇2φ dV.

This expression shows that, for the calculation of its expectation value, the contri-
butions to the Darwin term are only the points where there are electric charges that
generate the potential φ. For example, if we assume that φ is due to a single charge
q located at the point x0, recalling that

∇2φ = −4πqδ(x − x0),

we have

EDarwin = 4πeq�2

8m2c2
ψ2(x0). (5.15)

5.6 The Dirac Equation Describes a Particle of Spin 1/2

In the previous sections we have already introduced the concept of spin, though in
a way that was not completely accurate. We now want to prove in a rigorous way
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that a particle described by the Dirac equation has an intrinsic angular momentum
equal to 1/2 in units of �. To do this, we note that if an observable is a constant
of motion, it must have the property that its associated operator commutes with the
Hamiltonian. Since the total angular momentum j of a free particle is preserved in
time, we must have

[H, j] = 0.

We now consider the commutator of the Dirac Hamiltonian with the orbital angular
momentum of the particle � = x × p/�. Recalling Eq. (5.1), we have

[H,�] = 1

�

[
cα · p + βmc2,x × p

]
,

and for the i-th component of the commutator we get

[H, �i] = 1

�

∑

kl

εikl

[∑

j

cαjpj + βmc2, xkpl

]

= c

�

∑

jkl

εiklαj [pj , xk]pl = −ic
∑

kl

εiklαkpl.

We then have, in intrinsic form

[H,�] = −icα × p.

We can deduce that the orbital angular momentum of the particle is not a constant
of motion since it does not commute with the Hamiltonian.

Let us now consider the matrices of order four, τ , defined by

τ = − i

2
α × α, (5.16)

where αi are the Dirac matrices. Recalling their definition in terms of 2×2 matrices
(Eq. (5.3)), we have

τi = − i

2

∑

jk

εijk

(
0 σj
σj 0

)(
0 σk
σk 0

)
= − i

2

∑

jk

εijk

(
σjσk 0

0 σjσk

)
.

On the other hand, for the property of the Pauli matrices the following relation holds
∑

jk

εijkσjσk = 2iσi,

so we get

τi =
(
σi 0
0 σi

)
.

The matrices τ are therefore a generalisation to order 4 of the 2 × 2 Pauli matrices.
It is simple to show that they satisfy the same relations, i.e.

[τi, τj ] = 2i
∑

k

εijkτk, {τi, τj } = 2δij , τiτj = δij + i
∑

k

εijkτk.
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Considering the commutator [H,τ ] we have

[H, τi] = − i

2

∑

kl

εikl

[∑

j

cαjpj + βmc2, αkαl

]

= − i

2

∑

kl

εikl

(∑

j

cpj [αj ,αkαl] +mc2[β,αkαl]
)
.

Evaluating the two commutators appearing in the right-hand side we get

[αj ,αkαl] = 2δjkαl − 2δjlαk, [β,αkαl] = 0,

so, with simple algebra we finally obtain

[H,τ ] = 2icα × p.

Introducing the vector j through the relation

j = � + 1

2
τ ,

we obtain

[H, j] = 0.

The vector j is a constant of motion and is therefore natural to identify it with the
total angular momentum vector. The previous relation shows that it is obtained by
summing the orbital angular momentum with a vector, that we indicate with s, and
that represents the intrinsic angular momentum (spin) of the particle

s = 1

2
τ .

The vector s satisfies the relations (immediately derived from those of the vector τ )

[si , sj ] = i
∑

k

εijksk, {si , sj } = 1

2
δij , sisj = 1

4
δij + i

2

∑

k

εijksk.

These properties show that the vector s satisfies all the requirements to be consid-
ered, quite rightly, an angular momentum (see Sect. 7.9). Moreover, being

s2 =
∑

i

sisi = 3

4
,

we obtain that the intrinsic angular momentum is 1
2 (recall that, within the angular

momentum theory, the eigenvalue of the operator J 2 is J (J + 1)).
In the nonrelativistic limit of the Dirac equation discussed in the previous sec-

tions, and in particular at the zero order, we have seen that the main contribution to
the interaction between a charge particle and a magnetic field is described by a term
in the Hamiltonian given by

Hmagnetic = − e�

2mc
(� + σ ) · B.
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This expression is consistent with the idea that a magnetic dipole μ� is associated
to the orbital angular momentum, and a magnetic moment μs is associated to the
spin. In the case of the electron, for which e = −e0, with e0 = 4.803 × 10−10 esu,
the dipoles are given by

μ� = −μ0�, μs = −μ0σ ,

where we have introduced the quantity μ0, known as the Bohr magneton, defined
by2

μ0 = e0�

2mc
= 9.274 × 10−21 erg G−1. (5.17)

The momentum μ� has already been interpreted in classical terms (see Sect. 5.4).
Concerning μs, we note that, since σ is the representation of order 2 of the matrix τ
(of order 4), and being τ = 2s, we can rewrite it as

μs = −2μ0s.

The ratio between the magnetic moment (in units of Bohr magnetons) and the
corresponding angular momentum (in units of �) is called the gyromagnetic ratio.
So we have obtained that the gyromagnetic ratio of the electron is −1 for the orbital
angular momentum and is −2 for the spin. This anomalous behavior of the magnetic
moment associated with the spin was assumed in the phenomenological theory of
the electron given by Pauli. The fact that this results in a natural way from the Dirac
equation is one of the great successes of this theory.

5.7 Solution of the Dirac Equation in a Magnetic Field

The Dirac equation can be solved exactly in a number of particular cases. As an
application to the theory developed in this chapter, we now seek for the solution
relative to a charge moving in a constant magnetic field. Such field can be described
in terms of the electromagnetic potentials

φ = 0, A = 1

2
B × x,

and the Dirac equation becomes

i�
∂

∂t
ψ(x, t)=HBψ(x, t),

where HB , the Dirac Hamiltonian in the case of a constant magnetic field, is given
by

HB = cα ·
(

p − e

c
A
)

+ βmc2.

2Recall that in c.g.s. units, the unit of measure for the magnetic induction is the gauss, shortened
with “G”.
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To solve this equation, we start by noting that the operator H 2
B has a much simpler

expression than the operator HB . We have, in fact

H 2
B =

[
cα ·

(
p − e

c
A
)

+ βmc2
][

cα ·
(

p − e

c
A
)

+ βmc2
]
.

The expression in the right-hand side can be expanded taking into account the al-
gebra of the matrices α and β (Eq. (5.2)). Recalling the definition of the matrices τ
(Eq. (5.16)) and the commutation rule

[pi,Aj ] = −i�
∂Aj

∂xi
,

we find, with some transformations,

H 2
B = c2

(
p − e

c
A
)2

− e�cτ · B +m2c4.

Now suppose we have solved the eigenvalue equation for the operator H 2
B and

denote by ε2 the eigenvalues (which must necessarily be real and positive) and by
Φ the eigenvectors. By definition we have

(
H 2
B − ε2)Φ = 0,

and the equation can be written in the two alternative forms

(HB − ε)(HB + ε)Φ = 0, (HB + ε)(HB − ε)Φ = 0.

These two equations show that the two wave functions

Ψ+ = (HB + ε)Φ, Ψ− = (HB − ε)Φ,

are eigenfunctions of the Hamiltonian HB , corresponding to the eigenvalues ε and
−ε, respectively. By means of this algorithm it is then possible to relate the solution
of the Dirac equation to the solution of the eigenvalue equation for the operator H 2

B .
Taking into account the explicit expression for the vector potential, and introduc-

ing a system of Cartesian coordinates (x, y, z) with the z axis directed along the
direction of the magnetic field, the operator H 2

B takes the form

H 2
B = c2

(
px + eB

2c
y

)2

+ c2
(
py − eB

2c
x

)2

+ c2p2
z − e�cBτ3 +m2c4.

The spinorial character of the operator is included only in the diagonal matrix τ3,
explicitly given by

τ3 =
⎛

⎜
⎝

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

⎞

⎟
⎠ .

Furthermore, all of the commutators that can be constructed from any two out of
the five terms of the operator H 2

B are null, with the exception of the commutator
between the first two terms, which is different from zero. In order to transform the
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operator H 2
B in a sum of commuting operators, we perform a change of variable

introducing the operators

a = γ

(
py − eB

2c
x

)
− iδ

(
px + eB

2c
y

)
,

a† = γ

(
py − eB

2c
x

)
+ iδ

(
px + eB

2c
y

)
,

where γ and δ are two real constants to be carefully chosen. With these transforma-
tions, we obtain the expression for H 2

B

H 2
B = c2

4γ 2

(
a2 + a†2 + aa† + a†a

)− c2

4δ2

(
a2 + a†2 − aa† − a†a

)

+ c2p2
z − e�cBτ3 +m2c4,

and, for the commutator between the operators a and a†,

[
a, a†]= 2eB�

c
γ δ.

If we now impose that

γ 2 = δ2, γ δ = c

2eB�
,

the operator H 2
B becomes the sum of commuting operators for which the eigenvalue

problem has already been solved. With simple algebra, we have

H 2
B = 2|e|�cB

(
a†a + 1 ∓ τ3

2

)
+ c2p2

z +m2c4,

where |e| is the absolute value of the charge of the particle and where the sign in
front of τ3 is minus for positive charges and plus for negative charges. Recalling the
results about the harmonic oscillator of Sect. 4.1, and taking into account that the
eigenvalues of τ3 are ±1, the eigenvalues of the operator H 2

B are of the form

ε2 =m2c4 + c2q2
z + 2|e|�cBn,

where qz is the (continuous) eigenvalue of the operator pz and where n is an arbi-
trary integer that is positive or null. Finally, for the eigenvalues of the Hamiltonian
HB , we have

ε = ±
√
m2c4 + c2q2

z + 2|e|�cBn (n= 0,1,2, . . .).

The energy levels that we have found are called Landau levels. They are char-
acterised by a continuous parameter qz (the component of the momentum of the
particle along the direction of the magnetic field) and by an integer index, n (that in-
stead characterises the motion in the plane perpendicular to the magnetic field). As
in the case of the Dirac equation for the free particle, there are levels with positive
energy and levels with negative energy.
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The equation that expresses the eigenvalues of the energy can also be written in
a more meaningful form

ε = ±mc2

√

1 + q2
z

m2c2
+ 2

B

Bq
n,

where we have introduced the “quantum magnetic field” Bq defined by

Bq = m2c3

|e|� ,

that, in the case of electrons, is 4.414×1013 G. In the particular case where qz �mc

and B � Bq, the square root can be expanded in a power series and at the lowest
order we obtain

ε = ±
(
mc2 + q2

z

2m
+ �ωcn

)
,

where the quantity ωc, defined by

ωc = |e|B
mc

,

is the cyclotron frequency that we have already encountered in Chap. 3 (Eq. (3.30)).



Chapter 6
Atoms with a Single Valence Electron

The spectroscopic analysis of the radiation emitted by atomic and molecular sub-
stances in the most varied conditions of pressure and temperature has been carried
on for a long time, starting from the discovery of absorption lines in the solar spec-
trum by Fraunhofer in 1817. These studies have resulted, over the years, in the
emergence of a new discipline of experimental and theoretical physics that is called
spectroscopy. This discipline had a fundamental historical importance for the un-
derstanding of the atomic structure, although it was not until the advent of quantum
mechanics that a rigorous interpretation of observations in the laboratory and astro-
physical plasmas could be given. In this volume we present the basic concepts of
spectroscopy using a modern approach, starting by giving a description (at increas-
ing levels of sophistication) of the simpler spectra, namely those related to atoms
containing only one valence electron (hydrogenic atoms, alkali metals and related
isoelectronic sequences). The complications introduced by the presence of more
valence electrons are described in later chapters.

6.1 Hydrogen Atom, Bohr Theory

The spectrum of the hydrogen atom is the simplest and the first one for which an
adequate theoretical interpretation was obtained. The regularities appearing in the
observed wavelengths of the hydrogen lines of the visible spectrum were quanti-
tatively formulated by Balmer, a Swiss secondary school teacher, in 1866. Balmer
discovered that the wavelengths of these lines could be accurately expressed by the
empirical formula

λ= λB
n2

n2 − 4
,

where λB is a constant (equivalent to about 3647 Å), and n is an integer (n = 3, 4,
5, etc.). Today, this expression is normally written in the form

ν̄ =RH

(
1

22
− 1

n2

)
(n > 2),
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Fig. 6.1 Spectrum of the hydrogen atom, from the ultraviolet to the infrared. The first spectral
lines of the Lyman, Balmer, and Paschen series are indicated by vertical lines. The limits of the
series are indicated by dashed lines. The horizontal scale is linear in the wavenumber

where ν̄(= 1/λ) is the wavenumber of the spectral line and RH (= 4/λB) is the so-
called Rydberg constant. If we substitute the integer 2 in the previous formula with
other integers, we obtain other series of lines. The complete spectrum of the hydro-
gen atom (cf. Fig. 6.1 for a schematic diagram) can be obtained with the formula

ν̄ =RH

(
1

m2
− 1

n2

)
(n >m). (6.1)

The m = 1 series falls in the ultraviolet and is called the Lyman series. The m = 2
series falls in the visible and is obviously called the Balmer series. The other ones
fall in the infrared at progressively longer wavelengths and are called the Paschen
(m= 3), Brackett (m= 4), Pfund (m= 5), and Humphreys (m= 6) series.

The expression for ν̄ can be rewritten as

ν̄ = Tm − Tn,

where

Tk = RH

k2
(with k integer). (6.2)

This means that the wavenumber of any hydrogen spectral line can be obtained from
the difference between two “spectroscopic terms” of the form RH/k

2. It turns out
that this property is very general, in that it applies to the spectra of all the other ele-
ments. Experiments have in fact verified that all the wavenumbers of the multitude
of spectral lines of a given atom (or ion) can always be obtained from differences
of a much smaller number of terms (although, in general, these terms cannot be
expressed by simple expressions such as Eq. (6.2)). This fact was historically quite
important, and is called the Rydberg-Ritz principle. It states that all the spectral
lines of an element (in any ionisation state) can be obtained from the difference
between any two spectroscopic terms, characteristic of the element (or ion). The
number of terms is much smaller than the number of possible spectral lines.
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The first theoretical interpretation of the hydrogen spectrum was given by Bohr
with a relatively simple model, where he combined ad-hoc quantisation hypothe-
ses with the known laws of classical mechanics. From the modern perspective of
quantum mechanics, Bohr’s theory is obsolete, however it constitutes a very good
introduction to atomic physics and is therefore worth describing it here.

The basic starting point of Bohr’s theory is the so-called planetary model of the
atom, as it emerged from the pioneering experiments carried out by Rutherford.
He showed that an atom is composed of an extremely small (almost point-like)
positively-charged nucleus and a cloud of electrons orbiting around it. Bohr consid-
ered the simplest atom, i.e. the hydrogenic one, where a single electron is orbiting
a central nucleus of charge Ze0 (e0 is the absolute value of the electron electric
charge and Z is an integer). Bohr started with the following assumptions: (a) of
the infinite orbits that, according to classical physics, an electron can describe in
its motion around the nucleus, only few ones, verifying some suitable quantization
rules, are allowed; in stark contrast to the theory of classical electromagnetism, the
electron does not irradiate as it moves along these orbits notwithstanding its accel-
erated motion. (b) A “quantum” of radiation is either emitted or absorbed following
a “transition” of the electron between two allowed orbits, at a frequency

ν = �E

h
,

where �E is the difference between the energies of the two orbits, and h is Planck’s
constant (h = 6.626 × 10−27 erg s). It is interesting to notice that the Rydberg-Ritz
principle is implicitly contained in this second hypothesis, the spectroscopic terms
being given by the energies of the orbits (apart from a 1/(ch) factor).

If we assume for simplicity that the electron follows a circular orbit, from New-
ton’s second law we obtain

Ze2
0

r2
= mv2

r
, (6.3)

where r is the radius of the orbit, v is the electron velocity and m its mass. Bohr
added to this classic expression the quantisation condition1 that the angular momen-
tum of the electron must be an integer multiple of the constant �= h/2π

mvr = n� (n= 1,2,3, . . .).

By eliminating the velocity in the two equations we obtain for the radius of the orbit
characterized by the “quantum number” n

rn = �
2

me2
0

n2

Z
.

1In reality, the original treatment that Bohr introduced is different, being based on the correspon-
dence principle. However, the present is a modern adaptation that does not alter the spirit of Bohr’s
reasoning.
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The quantity �
2/(me2

0), has the dimension of a length and is called the radius of the
first Bohr orbit. It is usually indicated as a0 and is equivalent to 0.529 × 10−8 cm,
i.e. 0.529 Å. The previous expression is therefore usually written as

rn = a0
n2

Z
.

The energy of the electron on the orbit of radius r is

E = 1

2
mv2 − Ze2

0

r
= −Ze2

0

2r
,

where we have used Eq. (6.3) and we have assumed a zero electrostatic energy at
infinity. Substituting the rn value, we obtain that the energy of the electron on the
orbit characterized by the quantum number n is

En = − e2
0

2a0

Z2

n2
= −me4

0

2�2

Z2

n2
.

The velocity vn of the electron on the n-th orbit can be obtained from the quantisa-
tion rule on the angular momentum. We have

vn = e2
0

�

Z

n
,

and, introducing the dimensionless quantity α, defined as the fine-structure constant,

α = e2
0

�c
= 1

137.036
= 7.29735 × 10−3,

we obtain

vn = αc
Z

n
,

which shows that for the hydrogen atom (Z = 1) we should expect relativistic cor-
rections of the order of α2. We can obtain the orbital period of the electron using the
expressions for rn and vn. We have

Tn = 2πrn
vn

= 2π�3

me4
0

n3

Z2
,

i.e. we obtain the analog of the third Kepler law

r3
n

T 2
n

= Ze2
0

4π2m
, independent of n.

Finally, using the definition of the fine-structure constant, the energy En can also be
written as

En = −mc2α
2Z2

2n2
.

These results assume that the nucleus has infinite mass. To take into account its
finite mass, we need to substitute the electron mass m with the reduced mass mr

mr = mMn

m+Mn
,
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where Mn is the mass of the nucleus. Considering that we always have m�Mn we
can expand in series the previous equation, obtaining

mr 	m

(
1 − m

Mn

)
.

This shows that the correction for the reduced mass is of the order of 0.05 % for
the hydrogen atom. The formal proof of the reduced mass correction is based on the
two-body theorem that we are going to recall here.

Given two bodies of mass m1 and m2, if the first exerts the force F on the second,
according to Newton’s third law, the second exerts the force −F on the first, so that,
using Newton’s second law, the motion of the respective centres of mass follows

m2ẍ2 = F, m1ẍ1 = −F.

For the relative motion, described by the unit vector x = x2 − x1, we therefore have

ẍ = ẍ2 − ẍ1 =
(

1

m2
+ 1

m1

)
F,

that is

mrẍ = F,

where

mr = m1m2

m1 +m2
.

This last equation shows that the motion of the second body (in our case the electron)
relative the first one (the nucleus) is the same as the absolute motion of a body
experiencing the same force and of mass equal to the reduced mass. Considering
the correction due to the reduced mass, the energy of the hydrogenic atom in the
n-th orbit is

En = −mre
4
0

2�2

Z2

n2
. (6.4)

According to Bohr’s second assumption, the wavenumber of the quantum emitted
in the transition between the n-th and the m-th orbits (n >m) is

ν̄ = En −Em

hc
=RZ2

(
1

m2
− 1

n2

)
,

where R, the Rydberg’s constant for the hydrogenic atom, is given by

R = mre
4
0

4πc�3
,

and in particular, for the hydrogen atom,

RH = mMp

m+Mp

e4
0

4πc�3
,

Mp being the proton mass.
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As can be seen, Bohr’s model leads to an expression for the wavenumbers of the
spectral lines of the hydrogen atom which coincides with that observed (Eq. (6.1)).
More quantitatively, we can compare the numerical values, theoretical and experi-
mental, obtained for RH. By substituting the values of the atomic constants, good
agreement is obtained. This fact was historically one of the most convincing proofs
of Bohr’s theory.2

As we have noted, the formulae derived in this section are applicable not only
to the spectrum of the hydrogen atom but also to the spectra of hydrogenic (or
hydrogen-like) atoms, i.e. atoms consisting of a single electron orbiting around a
nucleus with charge Ze0, with Z > 1. Such spectra are those of singly-ionised he-
lium, He+ (Z = 2, spectrum of He II); of lithium two times ionised: Li++ (Z = 3,
spectrum of Li III), of beryllium three times ionised, etc.3 The spectra of hydrogen-
like atoms are entirely similar to the spectrum of hydrogen, with the difference of a
1/Z scale factor in the size of the orbits and of a Z2 factor in the energies, i.e. in the
wavenumbers or frequencies (in addition, there is a further difference, of the order
of a fraction of 1/1000, due to the effect of the reduced mass on the Rydberg con-
stant). The Balmer series of ionised helium, for example, is found in the ultraviolet
rather than in the visible.

The quantisation rules introduced by Bohr only apply to bound orbits, i.e. to
those (elliptical, in classical physics) corresponding to negative energies. The or-
bits that correspond to positive energies (hyperbolic, in classical physics) are thus
all “possible”. In addition to transitions between orbits of negative energy, transi-
tions between orbits having positive and negative energy are also possible. Also,
transitions between orbits having positive energy, are possible. In the first case, the
wavenumber of the quantum of energy is given by

ν̄ = ε

hc
+ R

n2
,

where n is the quantum number of the orbit having negative energy, and ε is the
kinetic energy of the electron at infinity on the hyperbolic orbit. ε can have any
positive or zero value. Therefore, the series of lines becomes a continuous spectrum
at wavenumbers longer than the limit (R/n2). For the hydrogen spectrum, for ex-
ample, we have the Lyman continuum for λ < 912 Å, the Balmer continuum for
λ < 3647 Å, etc. This type of transition corresponds, in absorption, to the expul-
sion of an electron from the atom (photoelectric effect or photoionisation), while in

2It must be said that at the time when Bohr published his results, the physical constants were known
with poor precision and the mere coincidence between the theoretical and experimental value for
RH was not by itself sufficient evidence to convince the scientific community of the validity of his
model. Today the situation has changed radically and the Rydberg constant is one of the best known
physical constants with a large number of significant digits (RH = 1.0967758341 × 105 cm−1).
3The spectrum of an element n-times ionised is indicated by the symbol of the element followed by
the number (n+ 1) written in Roman numerals. For example, the spectrum of Na I is the spectrum
of neutral sodium. The spectrum of C IV is the spectrum of carbon three times ionised. That of
Fe XV is the spectrum of iron ionised 14 times, and so on.
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Fig. 6.2 Grotrian diagram of
the hydrogen atom. The
levels of the continuum are
represented by the shaded
area that, in principle,
extends indefinitely

emission it corresponds to the reverse process, electronic recombination. The obser-
vation of the continuum limit associated with the ground level is very important, as
it provides directly the ionisation potential of the atom (or ion). If we indicate with
ν̄∞ the wavenumber corresponding to the limit of this series, the ionisation potential
(in eV) can be obtained simply by the formula

χ(eV)= 1.2398 × 10−4ν̄∞
(
cm−1).

For the hydrogen atom, for example, given that ν̄∞ = RH we obtain a ionisation
potential of 13.598 eV.

A transition between two orbits having positive energy is characterized by the
wavenumber

ν̄ = ε − ε′

hc
,

where ε and ε′ are the kinetic energies at infinity of the electron on the initial and
final hyperbolic orbits. This transition corresponds, in emission, to Bremsstrahlung
(which means “braking radiation” in German), and in absorption to inverse
Bremsstrahlung.4

A particularly useful graphical representation of spectroscopic terms and spectral
lines is obtained by plotting in a diagram the energy levels by means of horizontal
lines on a vertical scale of energy (or wave number). Figure 6.2 gives an example
of such a diagram (called Grotrian diagram) for the hydrogen atom. The energy
of a level can be obtained by reading the scale on the left, and the zero value is
conventionally assigned to the ground level. The wavenumber of the corresponding

4See Sect. 3.7 for the classic theory of Bremsstrahlung.
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Fig. 6.3 System of spherical
coordinates (r, θ,φ) and
corresponding unit vectors er ,
eθ , eφ

term can be read instead on the right scale, where, again by convention, the zero
corresponds to the ionisation limit. Any spectral line is represented by a vertical line
that connects two energy levels. The length of the line, measured on the right-hand
scale, gives directly the wavenumber of the spectral line and thus its wavelength.

Finally, we note that Bohr’s theory, deduced for circular orbits, was later gen-
eralised by Sommerfeld to the case of elliptical orbits. We will not discuss such a
theory here, given that, nowadays, it is interesting almost exclusively from an his-
torical point of view.

6.2 Schrödinger’s Equation in Spherical Coordinates

The atomic structure, i.e. the energies of the atomic levels and their correspond-
ing spectra are nowadays determined by solving the time-independent Schrödinger
equation. For a particle of mass m moving in a force field where a potential can be
defined, the equation is the following

H|ψ〉 =
[
p2

2m
+ V

]
|ψ〉 =E|ψ〉,

where V is the potential energy of the particle. In the wave function representation,
where the operator p is −i�grad, the equation, for a time-independent potential,
becomes

[
− �

2

2m
∇2 + V (x)

]
ψ(x)=Eψ(x).

If the field has spherical symmetry, the solution is simplified by introducing the
spherical coordinates r , θ , φ, defined implicitly by the equations (see Fig. 6.3)

x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ,

where (x, y, z) is a right-handed orthogonal Cartesian system.
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We now need to express the Laplace operator ∇2 in spherical coordinates. Given
that

∇2 = div grad,

we have to write in spherical coordinates both the gradient and the divergence op-
erators. We first introduce the three unit vectors er , eθ and eφ which form a right-
handed triad, as shown in Fig. 6.3. These vectors can be expressed as a linear combi-
nation of the three unit vectors i, j,k, aligned along the x, y, z axes, by the equations

er = sin θ cosφi + sin θ sinφj + cos θk,

eθ = cos θ cosφi + cos θ sinφj − sin θk,

eφ = −sinφi + cosφj.

Through them, we can write the infinitesimal distance dP between two points having
spherical coordinates (r, θ,φ) and (r + dr, θ + dθ,φ + dφ) as

dP = er dr + eθ r dθ + eφr sin θ dφ.

Given an arbitrary scalar function f (r), we have, from the definition of the gradient,
that

df = gradf · dP = (gradf )r dr + (gradf )θ r dθ + (gradf )φr sin θ dφ,

where we have indicated with the symbols (gradf )r,θ,φ the three components of the
gradient of the function f along the three unit vectors er , eθ , eφ . On the other hand,
given that we also have

df = ∂f

∂r
dr + ∂f

∂θ
dθ + ∂f

∂φ
dφ,

by comparing these last two equations, and since f is an arbitrary function, we
obtain the expressions for the spherical components of the gradient

gradr = ∂

∂r
, gradθ = 1

r

∂

∂θ
, gradφ = 1

r sin θ

∂

∂φ
. (6.5)

The expression for the divergence operator can be obtained in a similar way.
Considering the flux of an arbitrary vector v through the surface of the infinitesimal
volume of Fig. 6.4, we have, for Gauss’s theorem

(div v)r2 sin θ dr dθ dφ = ∂

∂r

(
vrr

2 sin θ
)

dr dθ dφ

+ ∂

∂θ
(vθ r sin θ)dr dθ dφ + ∂

∂φ
(vφr)dr dθ dφ,

from which we obtain, as it can be easily proved,

div v = 1

r2

∂

∂r

(
r2vr

)+ 1

r sin θ

∂

∂θ
(sin θvθ )+ 1

r sin θ

∂

∂φ
vφ. (6.6)
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Fig. 6.4 The figure shows
the infinitesimal volume used
to find the expression for the
divergence operator in
spherical coordinates

Recalling that ∇2 = div grad, together with Eq. (6.5), we then obtain the expression
for the Laplace operator of a scalar function in spherical coordinates

∇2 = 1

r2

∂

∂r

(
r2 ∂

∂r

)
+ 1

r2 sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+ 1

r2 sin2 θ

∂2

∂φ2
. (6.7)

Using this expression, the time-independent Schrödinger equation for a particle
moving in a central potential is

Hψ(r, θ,φ)=Eψ(r, θ,φ),

where the Hamiltonian, in spherical coordinates, is

H = − �
2

2m

[
1

r2

∂

∂r

(
r2 ∂

∂r

)
+ 1

r2 sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+ 1

r2 sin2 θ

∂2

∂φ2

]
+ V (r).

Before discussing the solution of this equation, we need to also find the expres-
sions, in spherical coordinates, for the operators associated with the orbital angular
momentum. Recalling the definition

� = 1

�
x × p = −ix × grad, (6.8)

we have

� = −irer ×
(

er
∂

∂r
+ eθ

1

r

∂

∂θ
+ eφ

1

r sin θ

∂

∂φ

)
,

from which we obtain, given that er × eθ = eφ , er × eφ = −eθ ,

� = −i

(
eφ

∂

∂θ
− eθ

1

sin θ

∂

∂φ

)
.

This equation allows us to obtain the three components of the orbital angular
momentum along the x, y, z axes (cf. Fig. 6.3). Taking into account the relations
between the triads (er , eθ , eφ) and (i, j,k), we have
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�x = i · � = i

(
sinφ

∂

∂θ
+ cot θ cosφ

∂

∂φ

)
,

�y = j · � = i

(
− cosφ

∂

∂θ
+ cot θ sinφ

∂

∂φ

)
,

�z = k · � = −i
∂

∂φ
.

For �2 we have

�2 = � · � = −
(

eφ
∂

∂θ
− eθ

1

sin θ

∂

∂φ

)
·
(

eφ
∂

∂θ
− eθ

1

sin θ

∂

∂φ

)
.

To calculate this quantity we need first to find the derivatives of the unit vectors with
respect to the spherical coordinates. With simple geometrical considerations we find

∂

∂r
er = 0,

∂

∂θ
er = eθ ,

∂

∂φ
er = sin θeφ,

∂

∂r
eθ = 0,

∂

∂θ
eθ = −er ,

∂

∂φ
eθ = cos θeφ,

∂

∂r
eφ = 0,

∂

∂θ
eφ = 0,

∂

∂φ
eφ = − sin θer − cos θeθ .

We obtain

�2 = − ∂2

∂θ2
− cot θ

∂

∂θ
− 1

sin2 θ

∂2

∂φ2
,

that is

�2 = − 1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
− 1

sin2 θ

∂2

∂φ2
.

Using the previous expression for �, we can find the commutation relations among
the components of the angular momentum. We have

� × � = −
(

eφ
∂

∂θ
− eθ

1

sin θ

∂

∂φ

)
×
(

eφ
∂

∂θ
− eθ

1

sin θ

∂

∂φ

)
,

from which we obtain, as it can be easily proved

� × � = i�.

This is the fundamental relation containing the commutation relations among the
components of the total angular momentum. From this relation we obtain directly

[
�2,�

]= 0,

i.e. the square of the orbital angular momentum commutes with each of its com-
ponents. With the introduction of the operator �2, the Schrödinger equation can be
written as

[
− �

2

2mr2

∂

∂r

(
r2 ∂

∂r

)
+ �

2

2mr2
�2 + V (r)

]
ψ(r, θ,φ)=Eψ(r, θ,φ). (6.9)



130 6 Atoms with a Single Valence Electron

Considering that �2 operates only on the variables θ and φ, and that �z operates only
on the variable φ, we can search for a solution of the Schrödinger equation that is at
the same time an eigenfunction of the three commuting operators H, �2 and �z. In
order to obtain this, we start by determining the eigenfunctions of the operator �z,
namely the functions Φμ such that

−i
∂

∂φ
Φμ = μΦμ.

By integrating this equation we obtain, apart from an arbitrary multiplicative func-
tion of the variables r and θ ,

Φμ(φ)= eiμφ.

The function Φμ(φ) must be single-valued, which happens if we have

μ=m,

with m an integer (positive, negative or null). We therefore obtain that the eigenval-
ues of the �z operator are the integers m and the corresponding eigenfunctions are
of the type

Φm(φ)= eimφ.

Let us now determine the common set of eigenfunctions of the operators �2 and �z.
To do this we seek functions of the form Θλ(θ)Φm(φ) such as to satisfy the equation

[
− 1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
− 1

sin2 θ

∂2

∂φ2

]
ΘλΦm = λΘλΦm.

Substituting the expression for Φm and performing the change of variable defined
by

x = cos θ,

we obtain for the function Θλ the differential equation

(
1 − x2)d2Θλ

dx2
− 2x

dΘλ

dx
+
(
λ− m2

1 − x2

)
Θλ = 0.

To solve this equation, we substitute

Θλ(x)= (1 − x2)|m|/2
fλ(x)

and performing the derivatives, we obtain for fλ the differential equation
(
1 − x2)f ′′

λ (x)− 2x
(
1 + |m|)f ′

λ(x)+ (λ− |m| −m2)fλ(x)= 0.

Finally, we seek a solution for the function fλ in the form of a power series

fλ(x)=
∑

k

ckx
k.

By performing the derivatives and substituting, we obtain a recurrence relation be-
tween the coefficients ck of the form

ck+2 = (k + |m|)(k + |m| + 1)− λ

(k + 2)(k + 1)
ck.
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If the series is not truncated we obtain, for k → ∞, that the ck+2/ck ratio tends
to 1. The series is therefore divergent for x = ±1. In order to have a finite function,
the series needs to be truncated, which implies that the eigenfunction λ satisfies the
expression

λ= l(l + 1),

with l integer and with

l ≥ |m|.
Note that the maximum degree of the polynomial, kmax, is

kmax = l − |m|,
and that the degree of the polynomial is even or odd depending on whether kmax is
even or odd.

These functions are, except for a multiplicative constant, well known in math-
ematical physics. They are called Legendre functions (for m = 0) and associated
Legendre functions of the first kind (for m arbitrary) and are usually denoted, re-
spectively, by the symbols Pl(x) and P

|m|
l (x). It is possible to show that the associ-

ated Legendre functions satisfy the orthogonality conditions
∫ 1

−1
P

|m|
l (x)P

|m|
l′ (x)dx = 0, if l = l′.

In summary, we have now found that the common set of eigenfunctions of the oper-
ators �2 and �z are characterized by two integer quantum numbers m and l, and are
of the form

P
|m|
l (cos θ) eimφ.

By multiplying these functions by an appropriate factor, we obtain the so-called
spherical harmonics, Ylm(θ,φ). The factor is chosen so that the functions are nor-
malised to unity over the solid angle and in such a way that they satisfy additional
properties of the angular momentum (see Eq. (6.10), which involves the so-called
shift operators �±). The definition of the spherical harmonics is the following

Ylm(θ,φ)=
√

2l + 1

4π

(l − |m|)!
(l + |m|)! (−1)(m+|m|)/2P

|m|
l (cos θ)eimφ,

and their fundamental properties are summarised in the following equations

�2Ylm(θ,φ)=
[
− 1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
− 1

sin2 θ

∂2

∂φ2

]
Ylm(θ,φ)

= l(l + 1)Ylm(θ,φ),

�zYlm(θ,φ)= −i
∂

∂φ
Ylm(θ,φ)=mYlm(θ,φ),

�±Ylm(θ,φ)= (�x ± i�y)Ylm(θ,φ)= ±e±iφ
(

∂

∂θ
± i cot θ

∂

∂φ

)
Ylm(θ,φ)

=√(l ±m+ 1)(l ∓m)Ylm±1(θ,φ),
(6.10)
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Y ∗
lm(θ,φ)= (−1)mYl−m(θ,φ), Ylm(π − θ,φ + π)= (−1)lYlm(θ,φ), (6.11)

∫ 2π

0
dφ
∫ π

0
dθ sin θY ∗

lm(θ,φ)Yl′m′(θ,φ)= δll′δmm′ . (6.12)

The explicit expressions of the simplest spherical harmonics are the following

Y00 =
√

1

4π
, Y10 =

√
3

4π
cos θ, Y1±1 = ∓

√
3

8π
sin θe±iφ. (6.13)

Returning to the Schrödinger equation in the form (6.9), we seek a solution of
the type

ψ(r, θ,φ)=R(r)Ylm(θ,φ)= 1

r
P (r)Ylm(θ,φ),

where R(r) is the “ordinary” radial function, P(r) is the so-called reduced radial
function, and both functions depend, in general, on the quantum number l. The
reduced radial function must satisfy the boundary condition

P(0)= 0,

so that the wave function ψ is finite at the origin. By substituting, we obtain for the
function P(r) the so-called radial Schrödinger equation

− �
2

2m

d2

dr2
P(r)+ Veff(r)P (r)=EP(r), (6.14)

where the effective potential energy Veff(r) is given by

Veff(r)= V (r)+ �
2l(l + 1)

2mr2
.

Equation (6.14) is in all respects similar to that one for the one-dimensional motion
of the particle, with the only difference that a centrifugal potential term needs to be
added to the potential energy. This term, which vanishes for l = 0, has the effect
of keeping the particle away from the origin. Its importance increases quadratically
with increasing orbital angular momentum.

It has to be remarked that the presence of the centrifugal potential is not a special
characteristic of quantum mechanics but a similar potential is present in classical
physics when studying the motion of a particle in a central potential. In a central
potential, the angular momentum M is constant, and it is convenient to introduce a
system of polar coordinates (r,φ) in the plane of the orbit (defined as the plane per-
pendicular to the angular momentum vector). In these coordinates, the conservation
of angular momentum implies

mr2φ̇ =M,

with M constant. On the other hand, for the theorem of conservation of mechanical
energy, we have

1

2
mv2 + V (r)= 1

2
mṙ2 + 1

2
mr2φ̇2 + V (r)=E,
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with E constant. Substituting for φ̇ the value obtained from the conservation of
angular momentum, we have

1

2
mṙ2 + V (r)+ M2

2mr2
=E,

that is in fact the equation describing the unidimensional motion of a particle in an
“effective” potential containing the additional term due to the centrifugal potential.
The quantum mechanical version of this equation is indeed the radial Schrödinger
equation (Eq. (6.14)).

6.3 Hydrogen Atom, Quantum Theory

We now apply the findings of the previous section to the hydrogenic atom. The
potential energy of the electron is given by −Ze2

0/r , hence the radial Schrödinger
equation (Eq. (6.14)) is

− �
2

2mr

d2

dr2
P(r)+

[
−Ze2

0

r
+ �

2l(l + 1)

2mrr2

]
P(r)=EP(r),

where we have introduced the reduced mass mr since the two-body theorem can
be directly generalised to quantum mechanics. To solve this equation it is conve-
nient to introduce dimensionless variables. Recalling the results of Bohr’s theory,
we introduce the parameters ξ and ε with

r = ξ
a0

Z
, E = −ε

Z2e2
0

2a0
,

where the radius of the first Bohr orbit now includes the reduced mass instead of the
electron mass:

a0 = �
2

mre
2
0

.

By performing the substitution, we obtain the differential equation

d2

dξ2
P(ξ)+

[
2

ξ
− l(l + 1)

ξ2
− ε

]
P(ξ)= 0.

We note that, for ξ → ∞, the differential equation reduces to

d2

dξ2
P(ξ)− εP (ξ)= 0.

If ε > 0 (the case of bound orbits), the asymptotic solution of the equation is there-
fore

P(ξ)= Ce±√
εξ ,

where C is a constant. Of the two solutions, we need to choose the one with the
negative exponential because the other diverges. Let then

P(ξ)= e−√
εξ f (ξ),
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where f (ξ) is a new function. By substituting, we obtain the following differential
equation for f (ξ)

f ′′(ξ)− 2
√
εf ′(ξ)+

[
2

ξ
− l(l + 1)

ξ2

]
f (ξ)= 0.

We seek for a solution f (ξ) in the form of a power series by writing

f (ξ)= ξpL(ξ)= ξp
∞∑

k=0

ckξ
k (c0 = 0),

where p is a real positive number (p > 0) since we require that P(0) = 0. By sub-
stituting we obtain the relation

∞∑

k=0

ck
[
(k + p)(k + p − 1)− l(l + 1)

]
ξk+p−2 = 2

∞∑

k=0

ck
[√

ε(k + p)− 1
]
ξk+p−1.

The term of lowest degree in the first sum (corresponding to k = 0) does not have
the corresponding one in the second sum. Therefore, we have

p(p − 1)= l(l + 1).

This equation of second degree in p has the two solutions p = l + 1 and p = −l.
However, the second one is not acceptable since we must have p > 0. It follows that
p is an integer given by

p = l + 1.

By substituting this value for p, we obtain the recurrence relation for the coefficients
of the power series

ck+1
[
(k + l + 2)(k + l + 1)

]= 2ck
[√

ε(k + l + 1)− 1
]
.

If the series is not truncated, and since we have

lim
k→∞

ck+1

ck
= 2

√
ε

k
,

the function f (ξ) tends to infinity as e2
√
εξ , so that the function P(ξ) diverges. To

have a finite function, the series must therefore be truncated, i.e. we must have an
integer k0 ≥ 0 for which

√
ε(k0 + l + 1)= 1. (6.15)

This expression defines the possible eigenvalues for ε:

ε = 1

(k0 + l + 1)2
= 1

n2
,

where n is an integer such that

n≥ l + 1.
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Recalling our initial substitutions, we obtain the expression for the energy eigenval-
ues

E = − e2
0

2a0

Z2

n2
,

which coincides with the expression found with Bohr’s theory.
Regarding the eigenfunctions, we now determine the differential equation for the

power series L(ξ). Recalling its definition and the differential equation for f (ξ),
we have

ξ
d2

dξ2
L(ξ)+ 2

(
l + 1 − ξ

n

)
d

dξ
L(ξ)+ 2

(
1 − l + 1

n

)
L(ξ)= 0.

This equation can be rewritten as a differential equation for the generalised Laguerre
polynomials. This can be done if we introduce a new variable, ρ:

ρ = 2

n
ξ = 2Z

na0
r.

The differential equation then becomes

ρ
d2

dρ2
L(ρ)+ (2l + 2 − ρ)

d

dρ
L(ρ)+ (n− l − 1)L(ρ)= 0.

The generalised Laguerre polynomials5 are solutions of the differential equation

x
d2

dx2
L
(q)
p (x)+ (q + 1 − x)

d

dx
L
(q)
p (x)+ pL

(q)
p (x)= 0,

hence the function L(ρ) is, except for a proportionality factor, the generalised La-
guerre polynomial L(2l+1)

n−l−1.
Summarizing the previous results, we have found that the reduced radial eigen-

function corresponding to the eigenvalues n and l can be expressed more simply in
terms of the variable ρ and is given, apart from a proportionality factor, by

Pnl(ρ)= e−ρ/2ρl+1L
(2l+1)
n−l−1(ρ). (6.16)

If we take into account this result, together with what we obtained in the previous
section for the angular part of the wave function, we can write the eigenfunctions of
the hydrogenic atom in the form

ψnlm(r, θ,φ)=Nnle
−ρ/2ρlL

(2l+1)
n−l−1(ρ)Ylm(θ,φ),

where Nnl is a factor to be determined by requiring that the eigenfunctions are nor-
malised. Taking into account the relation

∫ ∞

0
e−ρρ2l[L(2l+1)

n−l−1(ρ)
]2
ρ2 dρ = 2n[(n+ l)!]3

(n− l − 1)! ,

5We follow the conventions of Abramowitz and Stegun (1971).
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we have

Nnl =
(
Z

a0

)3/2 2

n2

√
(n− l − 1)!
[(n+ l)!]3

. (6.17)

The explicit expressions of the eigenfunctions of the hydrogenic atom can be ob-
tained with the formula for the generalised Laguerre polynomials

L
(q)
p (x)=

p∑

m=0

(−1)m
[(p + q)!]2

(p −m)!(q +m)!
xm

m! . (6.18)

The normalised eigenfunctions for the first two levels (n= 1 and n= 2) are

ψ100(r, θ,φ)=
(
Z

a0

)3/2

2e−Zr/a0Y00(θ,φ),

ψ200(r, θ,φ)=
(
Z

a0

)3/2 1√
8

e−Zr/(2a0)

(
2 − Zr

a0

)
Y00(θ,φ),

ψ21m(r, θ,φ)=
(
Z

a0

)3/2 1

2
√

6
e−Zr/(2a0)

Zr

a0
Y1m(θ,φ).

(6.19)

We can now determine the mean values of the powers of r on the radial eigen-
functions using the properties of the generalised Laguerre polynomials. Defining

〈
rk
〉=
∫ ∞

0
R2
nl(r)r

kr2 dr =
∫ ∞

0
P 2
nl(r)r

k dr,

and writing 〈rk〉 in units of ak0 , we have

〈r〉 = 1

2Z

[
3n2 − l(l + 1)

]
,

〈
r2〉= n2

2Z2

[
5n2 + 1 − 3l(l + 1)

]
,

〈
r3〉= n2

8Z3

[
35n2(n2 − 1

)− 30n2(l + 2)(l − 1)+ 3(l + 2)(l + 1)l(l − 1)
]
,

〈
r4〉= n4

8Z4

[
63n4 − 35n2(2l2 + 2l − 3

)+ 5l(l + 1)
(
3l2 + 3l − 10

)+ 12
]
,

〈
r−1〉= Z

n2
,

〈
r−2〉= 2Z2

n3(2l + 1)
,

〈
r−3〉= 2Z3

n3l(l + 1)(2l + 1)
,

〈
r−4〉= 4Z4[3n2 − l(l + 1)]

n5(2l + 3)(2l + 1)(2l − 1)l(l + 1)
.

(6.20)

It is interesting to see that the results of Bohr’s theory can be obtained from
the above equations. The case of circular orbits corresponds to assuming, once n is
fixed, the maximum possible value for the quantum number l, i.e. l = n−1. For this
value we obtain

〈r〉 = a0
2n2 + n

2Z
,
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that, for large values of n, coincides with the expression for the radius of Bohr’s
orbits. It is interesting to calculate the variance σ(r) defined as

σ(r)=
√〈

r2
〉− 〈r〉2.

Again for l = n− 1 we obtain

σ(r)= a0
n
√

2n+ 1

2Z
,

hence
σ(r)

〈r〉 = 1√
2n+ 1

.

This shows that for large values of n the eigenfunction of the electron becomes more
and more concentrated around the Bohr’s orbit.

The eigenfunctions that we have determined depend on three quantum numbers,
n, l, and m, which satisfy the relations:

n≥ 1, l ≤ n− 1, |m| ≤ l.

These three quantum numbers are called, respectively, the principal, azimuthal, and
magnetic quantum number. Sometimes the so-called radial quantum number nr , de-
fined as nr = n− l−1 is used. As we saw previously, nr represents the degree of the
generalised Laguerre polynomial that appears in the expression for the eigenfunc-
tion. nr also represents the number of values of r where the eigenfunction vanishes
(the nodes of the eigenfunction).

For a special circumstance, typical of the Coulomb potential, the eigenvalues of
the hydrogenic atom depend only on the principal quantum number n and not on
l (the fact that they do not depend on m is a characteristic of the central potential
and is related to the spherical symmetry of the Hamiltonian). This means that the
eigenvalues of the hydrogenic atom are doubly degenerate (with respect to m and l).
To calculate the degeneracy of the level n, it is sufficient to consider that l can have
the values 0,1, . . . , n− 1, and that, for each given l, m can have the (2l + 1) values
−l,−l + 1, . . . ,0, . . . , l − 1, l. The degeneracy is therefore

g(n)=
n−1∑

l=0

(2l + 1)= n2.

In relativistic theory, when introducing the spin, the wave functions are character-
ized by a further quantum number, ms , the eigenvalue of the operator sz, projection
of the spin along the axis of quantisation z, which can have the two values ± 1

2 .
Taking into account the spin, the degeneracy of the level n is therefore equal to 2n2.

6.4 Hydrogen Atom, Relativistic Corrections

Although the Dirac equation for the hydrogenic atom can be solved exactly, we
prefer here to apply the perturbation theory to obtain the relativistic corrections to
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such a system. We start by considering the Dirac equation in the non-relativistic
first-order limit (Eq. (5.13)) and we apply the following substitutions: the potential
φ with Ze0/r , the charge e with −e0, and the mass m with the reduced mass mr.
Regarding this last substitution, we note that the Dirac equation is valid for a nucleus
of infinite mass. The equations for the case of finite mass are quite complex.6 The
substitution m→mr is therefore not exactly justified. It should be considered as an
approximation. Taking into account these substitutions, we can rewrite the equation
in the following way

H|ψ〉 = (H0 +H′)|ψ〉 =E|ψ〉,
where |ψ〉 is, in Dirac’s notation, the spinor wave function, and where

H0 = p2

2mr
− Ze2

0

r
,

H′ = − 1

2mrc2

(
E + Ze2

0

r

)2

− Ze2
0�

2

4m2
r c

2

1

r2

∂

∂r
+ Ze2

0�
2

4m2
r c

2

1

r3
σ · �.

We note that we have written the first term in the expression for H′ following the
second option in Eq. (5.12).

Now we briefly recall the results of the first-order perturbation theory. Let us
start with an Hamiltonian H which can be written as H0 +H′, with H′ � H0. We
suppose to have solved the time-independent Schrödinger equation for H0, finding
the eigenvalues En and the corresponding eigenvectors |n〉

H0|n〉 =En|n〉.
In order to determine the “perturbation” induced by the Hamiltonian H′ on the
eigenvalues En, one of the two following approaches has to be followed: (a) if the
eigenvalue is not degenerate, the correction �En to the energy is obtained from the
diagonal matrix element

�En = 〈n|H′|n〉,
while the eigenvector stays the same; (b) if instead the eigenvalue is degenerate, one
has to calculate the matrix elements

H′
νν′ = 〈n, ν∣∣H′∣∣n, ν′〉,

where ν is another quantum number (or a set of quantum numbers) that is asso-
ciated with the eigenvectors |n, ν〉 of the degenerate space. The eigenvalues and
eigenvector of this matrix provide, respectively, the corrections to the energy and the
eigenvectors of the total Hamiltonian. Clearly, the calculation is greatly simplified if
one finds a basis where the H′

νν′ matrix is diagonal. Otherwise, the calculation can
normally be performed only numerically, with the exclusion of matrices of second
order, and sometimes of those of third order.

6See the article: Giachetti and Sorace (2006).
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Now we apply the perturbation theory to our particular case. As we saw in the
previous section, the Hamiltonian H0 has, taking also into account the spin, eigen-
functions characterized by the four quantum numbers n, l, m, ms , whose explicit
expression is known. For such eigenfunctions we will use the compact notation
|nlmms〉. The energy instead depends only on n, so that for a fixed n, we have 2n2

degenerate levels characterized by all possible values of l, m, and ms . We then need
to calculate, in principle, the matrix elements

H′
lmms,l′m′m′

s
= 〈nlmms

∣∣H′∣∣nl′m′m′
s

〉
.

The Hamiltonian H′ consists of three terms. The first two, acting only on the radial
variable r , commute with the operators �2, �z and sz. Therefore, their matrix ele-
ments are diagonal with respect to the corresponding quantum numbers. The third
term, on the other hand, is not diagonal because it contains the expression σ · �.
We can however overcome this drawback by performing a change of base, from the
|nlmms〉 to the |nljmj 〉 base, where j and mj are the quantum numbers associated
to a new operator j defined by

j = � + s.

As shown in the section of this book devoted to the theory of angular momentum
(Sect. 7.9), the change of base implies that the new vectors are obtained by appropri-
ate linear combinations of the old vectors involving the Clebsh-Gordan coefficients
(or the Wigner’s 3-j symbols). For our present purposes it is not necessary to dis-
cuss the details of the transformation. We just note that, with the introduction of the
operator j, we can find an appropriate expression for the term � · σ . We have in fact

j2 = (� + s)2 = �2 + s2 + 2� · s,

from which we obtain, recalling that σ = 2s

� · σ = 2� · s = j2 − �2 − s2.

The operator � · σ is diagonal in the new base and this implies that the third term in
the Hamiltonian H′ is also diagonal, since it contains such an operator multiplied
by a function of r .

We now consider a state characterized not only by n, but also by the three quan-
tum numbers l, j , and mj . The unperturbed energy is, as we know

E = −Z2e2
0

2a0

1

n2
,

where a0 = �
2/(mre

2
0). Let us denote with �E1, �E2, and �E3 the perturbation

energy given by the three terms of the Hamiltonian H′. They are, respectively, the
correction to the kinetic energy, the Darwin term, and the spin-orbit term. We have
for the first term

�E1 = − 1

2mrc2

Z2e4
0

a2
0

[
Z2

4n4
− Za0〈r−1〉

n2
+ a2

0

〈
r−2〉

]
,
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and recalling the expressions for 〈rk〉 given in the previous section (Eq. (6.20)) we
obtain

�E1 = − Z4e4
0

2mrc2a2
0

[
1

4n4
− 1

n4
+ 2

n3(2l + 1)

]
.

This expression can be rewritten as

�E1 = − Z2e2
0

2a0n2

Z2α2

n2

(
n

l + 1
2

− 3

4

)
,

where α is the fine-structure constant. For the Darwin term we have

�E2 = − Ze2
0�

2

4,m2
r c

2

∫ ∞

0
Rnl(r)

1

r2

(
d

dr
Rnl(r)

)
r2 dr,

where we have denoted by Rnl(r) the radial function. By solving the integral we
have

�E2 = Ze2
0�

2

8m2
r c

2
R2
nl(0).

This quantity is typical of a contact term, a result we already obtained in Sect. 5.5
(cf. Eq. (5.15)). It is non-zero only for l = 0 states, since they are the only ones for
which the radial function is non-zero in the origin. Using Eqs. (6.16), (6.17), and
(6.18) we obtain

Rnl(0)=
(
Pnl(r)

r

)

r=0
= 2

(
Z

na0

)3/2

δl,0,

hence

�E2 = Z2e2
0

2a0

1

n2
Z2α2 1

n
δl,0.

At last, for the spin-orbit term we get

�E3 = Ze2
0�

2

4m2
r c

2

〈
r−3〉

[
j (j + 1)− l(l + 1)− 3

4

]
,

where, for the angular momentum addition rules, the quantum number j can have
the two values (l − 1

2 ) and (l + 1
2 ) if l = 0, and only the value j = 1

2 if l = 0.
Substituting the expression for 〈r−3〉 (Eq. (6.20)), we have

�E3 = Z2e2
0

2a0

1

n2
Z2α2 j (j + 1)− l(l + 1)− 3

4

nl(l + 1)(2l + 1)
. (6.21)

We note that this expression is undetermined for l = 0, because it is of the form
0/0. A more in-depth analysis shows that in this case �E3 = 0. By summing the
contributions of the three terms, and adding it to the unperturbed energy, we obtain
for the energy characterized by the quantum numbers n, l, j , and mj (distinguishing
among the three possible cases):
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Enljmj
= −Z2e2

0

2a0

1

n2

[
1 + Z2α2

n2

(
n− 3

4

)]
(l = 0),

Enljmj
= −Z2e2

0

2a0

1

n2

[
1 + Z2α2

n2

(
n

l + 1
− 3

4

)] (
l = 0, j = l + 1

2

)
,

Enljmj
= −Z2e2

0

2a0

1

n2

[
1 + Z2α2

n2

(
n

l
− 3

4

)] (
l = 0, j = l − 1

2

)
.

These three formulae can be summarised in the single one

Enljmj
= −Z2e2

0

2a0

1

n2

[
1 + Z2α2

n2

(
n

j + 1
2

− 3

4

)]
.

This expression shows that the energy does not depend on the quantum number
mj (as it was obvious to expect, being [H, jz] = 0) and that, furthermore, it only
depends on j (total angular momentum) but not on l (orbital angular momentum).
The expression also coincides with the series expansion to second order in α2 of the
exact solution of the Dirac equation for the Coulomb field. This solution, which also
contains the rest energy is in fact7

Enljmj
=mc2

[
1 +

(
αZ

n− k + √
k2 − α2Z2

)2]−1/2

,

where

k = j + 1

2
.

As we have already pointed out, the mass that appears in this formula is the mass
of the electron and not its reduced mass. Apart from this difference, the formula we
have found and the exact solution differ, for the hydrogen atom, by a quantity of the
order of

α6mc2 = α4 e
2
0

a0
.

This correction is so small that it is virtually undetectable experimentally. It is not to
be confused with the other corrections discussed below. For these reasons, the for-
mula we have found using perturbation theory can, in effect, be regarded as correct.
Once all the appropriate corrections are taken into account, the formula is verified
experimentally with great precision.

The level structure of the hydrogen atom resulting from the relativistic correc-
tions (the so-called fine structure) is schematically illustrated in Fig. 6.5. The levels
have a complex structure and the energy increases, for each value of n, with in-
creasing j . Given that the minimum and maximum of j are 1

2 and n− 1
2 , the energy

difference between the extreme levels is

�E = e2
0

2a0

α2

n4
(n− 1),

7For the derivation of the equation see, for example, Dirac (1958).
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Fig. 6.5 Grotrian diagram of the fine structure of the first 4 levels of the hydrogen atom. The
dotted lines represent the energies of the unperturbed levels, as they result from the nonrelativistic
theory. The value of the quantum number j is provided next to each level. The energies are not to
scale

and decreases rapidly with increasing n. In numerical terms, if we consider the Lyα
line at 1216 Å, we find that it is split by the fine structure into two components
separated by 5.4 mÅ. For the Lyβ line at 1026 Å we also have two components with
a separation of 1.1 mÅ.

As we have already pointed out, there are further corrections to the spectrum
of the hydrogen atom that are due, on one hand, to the presence of the nuclear
spin (hyperfine structure) and, on the other hand, to a purely quantum-mechanical
phenomenon, to the so-called self-energy of the electron. Hyperfine structure is dis-
cussed in Sects. 9.8 and 9.9. In relation to the other phenomenon, we simply mention
the fact that it was highlighted experimentally by W.E. Lamb in 1947. Spectroscopic
devices with high resolution show that levels characterized by the same values of the
quantum numbers n and j but different values of l have slightly different energies
(in contradiction to Dirac’s theory which predicts that they should have the same en-
ergy). For example, for the n= 2 level of the hydrogen atom, a difference in energy
equivalent to 1057.8 MHz between the sublevels l = 0, j = 1

2 and l = 1, j = 1
2 is

observed. For comparison, the energy difference between the sublevels l = 1, j = 1
2

and l = 1, j = 3
2 is equal to 10968.6 MHz, or about an order of magnitude higher.

This effect, which takes the name of Lamb shift, can be explained by assuming that
the electron orbiting the nucleus undergoes “virtual” transitions (that do not con-
serve energy) with the emission of photons which are immediately re-absorbed by
the electron. We observe that Heisenberg’s uncertainty principle allows, on a small
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time �t , that the conservation of energy may be violated by an amount �E given
by

�E 	 �

�t
.

The combination of these virtual processes leads to a correction to the energy of the
electron which depends on the orbit itself, and is therefore different for states with
different l. Detailed calculations, developed by Bethe, are in excellent agreement
with the observed values.8

6.5 Spectra of Alkaline Metals

After those of the hydrogenic atoms, the simplest spectra are those of the alkaline
metals, i.e. of the elements occupying the first column of the periodic system, to-
gether with their isoelectronic sequences (Li, Be+, B++, . . . , Na, Mg+, Al++, . . . ,
K, Ca+, Sc++, . . . , etc.). These atoms (ions) are characterized by the presence of a
single “valence electron” (optical electron), i.e. of a single electron that orbits more
externally around a charge cloud consisting of the nucleus and of the other electrons.
If we assume that the charge cloud has spherical symmetry, the energy levels of the
valence electron can be found, as for the hydrogenic atom, by solving the stationary
Schrödinger equation in a suitable central potential V (r). The angular part of the
eigenfunctions are still given by the spherical harmonics, while the reduced radial
function, P(r), obeys Eq. (6.14) which we rewrite here

− �
2

2m

d2

dr2
P(r)+

[
V (r)+ �

2l(l + 1)

2mr2

]
P(r)=EP(r).

A suitable approximation for V (r) is

V (r)= −a

r
− b

r2
,

where a and b are two constants. This expression is the start of an expansion of V (r)

in power series of 1/r . It is particularly appropriate for the alkaline metals because,
for large values of r , the potential is nearly Coulombian (in agreement with the fact
that the inner electrons shield completely the charge of the nucleus), while, for small
values of r , the r−2 term (which describes the reduction of the screening effect of
the electron cloud) prevails. The constant a is Zre

2
0, where Zr (the so-called residual

charge number) is given by

Zr = Z −Ne + 1, (6.22)

with Z indicating the nucleus charge and Ne the total number of electrons (Zr = 1
for neutral atoms, 2 for singly-ionised atoms, etc.). The constant b can be written as

b = �
2

2m
β,

8For a detailed discussion of the Lamb shift, see Bethe and Salpeter (1957).
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β being a dimensionless quantity. With these definitions, the equation for the re-
duced radial function becomes

− �
2

2m

d2

dr2
P(r)+

[
−Zre

2
0

r
+ �

2l′(l′ + 1)

2mr2

]
P(r)=EP(r), (6.23)

where the real number l′, defined through the equation

l′
(
l′ + 1

)= l(l + 1)− β,

is traditionally written in the form

l′ = l − δl.

The quantity δl is called the Rydberg correction or quantum defect. Equation (6.23)
can be solved in full analogy with the hydrogenic case, with a similar change of
variables. If we impose that the reduced radial function converges at infinity, we
find a relation similar to Eq. (6.15), with l′ instead of l, i.e.

√
ε
(
k0 + l′ + 1

)= √
ε(k0 + l − δl + 1)= 1,

where k0 is an integer ≥0 giving the order of the polynomial that appears in the
reduced radial function. For the energy we obtain

Enl = −Z2
r e

2
0

2a0

1

(n− δl)2
,

which shows that the energies of the alkaline metals, unlike those of the hydrogenic
atoms, also depend on the azimuthal quantum number l, because δl depends on l.
The quantum number n is given by

n= nr + l + 1,

where nr , the radial quantum number, coincides with k0. Given that nr ≥ 0, we also
have for the alkaline metals that

l ≤ n− 1.

Sometimes it is preferable to write the energies as

Enl = −Z2
r e

2
0

2a0

1

n∗2
, (6.24)

where

n∗ = n− δl (6.25)

is a real number that is called the effective quantum number.
The Rydberg correction δl decreases rapidly with increasing l. This means that

for large values of l the energies of the levels become more and more similar to
the corresponding hydrogenic values. This is not surprising and is interpreted by
considering that the orbits with small l are the most elongated, i.e. are the most
penetrating within the central electron cloud. For these orbits we therefore expect
an energy lower than the corresponding hydrogenic energy. Conversely, for large
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Fig. 6.6 Grotrian diagram of neutral sodium. The vertical scale provides directly the energy levels
in cm−1. The principal quantum number is shown next to each level. The figure also shows the
various series of lines, i.e. the principal series together with the sharp, diffuse, and fundamental
ones

values of l, the orbits are nearly circular, and therefore tend to avoid the central
area of the atom, where the electric potential differs substantially from the Coulomb
potential. For these orbits the energy coincides with the hydrogenic value. Another
difference with respect to the hydrogenic case is the fact that the quantum number n
corresponding to the ground state (level with lowest energy) is not equal to 1, as for
the hydrogenic atoms, but is equal to 2 for lithium, to 3 for sodium, and so on. This
is a consequence of the Pauli exclusion principle which will be discussed below (see
Sects. 7.1 and 7.7).

The Grotrian diagram of the neutral sodium atom is shown schematically in
Fig. 6.6. The spectral lines belonging to the main series of Na I are also shown in the
figure. The figure indicates that there are only transitions between terms belonging
to adjacent columns. In other words, denoting by �l the variation of the azimuthal
quantum number in the transition, we must have

�l = ±1. (6.26)

A relation of this kind is called a selection rule. We will show in Chap. 12 how
this rule can be properly derived by considering the interaction of the atom with the
radiation field. For the moment we just introduce the selection rule in a phenomeno-
logical way by noting that it is due to the fact that the so-called dipole matrix element
between the initial and final states of the transition, i.e. the matrix element

〈ψi|r|ψf〉,
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is zero unless the rule (6.26) is verified. Of course, this selection rule is valid not
only for the spectrum of the sodium atom, but also for all the spectra of atoms with
a single valence electron, including the hydrogenic atoms.

The first classifications proposed to interpret the spectrum of alkali atoms used
to indicate the terms having the values of l equal to 0, 1, 2, 3, with the letters (lower-
case) “s”, “p”, “d”, “f ”, respectively. In fact, the so-called “principal series” results
from transitions between terms with l = 1 and the ground state. This is the reason
why the terms with l = 1 were given the name “p”. Similarly, the series “sharp”,
due to the combination of terms with l = 0 with the lowest l = 1 term, justifies the
name “s” given to the terms with l = 0. The “diffuse” series, connecting the l = 2
terms with the lowest l = 1 term, provides the name “d” to the l = 2 terms. Finally,
the “fundamental” series, connecting the l = 3 terms with the lowest l = 2 term,
provides the name “f ” to the l = 3 terms. For higher values of l, the use is to pro-
ceed with the letters in alphabetical order starting from “g”, with the exclusion of
the letter “j” (reserved, so to say, for angular momenta) and of those already used.
In summary:

Values of l 0 1 2 3 4 5 6 7 8 9 10 11 12 . . .
Denomination s p d f g h i k l m n o q . . .

The jargon of spectroscopy heavily relies on the use of these letters. For example,
instead of saying that an atom has an electron whose wave function is characterized
by the principal quantum number n = 3 and the azimuthal quantum number l = 1,
one simply refers to an electron 3p. The fact that l ≤ (n− 1) implies that only 1s,
2s, 2p, 3s, 3p, 3d , etc. electrons “exist”, whereas electrons such as 1d or 3f do not
exist.

The theoretical results that we have obtained (Eqs. (6.24) and (6.25)) for the
spectra of the alkali metals can be compared with laboratory spectroscopic data. For
example, considering Na I, it is found that the energies of the ns levels obtained
from the equations above are in agreement within 1 % with the experimental data,
once an empirical quantum defect δl = 1.36 is assumed. Similarly, for the np levels
a value of δl = 0.87 is found, and for the nd ones a value of δl = 0.01.

The above considerations on the spectra of the alkali metals have been made
neglecting the presence of the spin. Obviously, also for these atoms one needs to
consider relativistic corrections analogous to those seen for the case of the hydro-
genic atom. The effect of the third and fourth terms (which depend only on the
variable r) in the square bracket of Eq. (5.13) is to provide further corrections to the
central potential by e.g. modifying the constant β introduced at the beginning of the
section. The last term can now be rewritten in the form

�
2

4m2c2

1

r

d

dr
V (r)2� · s,

and produces a splitting of the levels with l = 0 (fine structure). If we introduce
the quantum number j (that for l = 0 can have the two values l + 1

2 or l − 1
2 ),

we can estimate the energy difference between the two fine-structure levels using
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the previous expression obtained for the hydrogenic atoms. A direct application of
Eq. (6.21) gives

Enlj=l+1/2 −Enlj=l−1/2 = e2
0

2a0
α2 Z4

eff

n3l(l + 1)
,

where Zeff is a sort of effective nuclear charge which parameterizes the potential
felt by the valence electron. Various alternative formulae have been proposed to im-
prove the agreement with experimental data. Following a thorough analysis, Landé
proposed to replace in the previous formula Z4

eff with Z2Z2
r (Zr being the residual

charge number), and the quantum number n with n∗. The modified expression is
then:

Enlj=l+1/2 −Enlj=l−1/2 = e2
0

2a0
α2 Z2Z2

r

n∗3l(l + 1)
.

The comparison with experimental data shows a satisfactory agreement, especially
regarding the behaviour with the azimuthal quantum number l.

The fine structure causes the spectra of alkali atoms to be formed by “doublets”.
The so-called sodium doublet is particularly well known. It is due to the transition
between the n = 3, l = 0 (3s) and the n = 3, l = 1 level (3p), separated by the
fine structure in two sublevels with j = 1

2 and j = 3
2 , respectively. The two lines of

the doublet fall respectively at the vacuum wavelengths of 5891.58 and 5897.56 Å,
with a separation of 5.98 Å, or 17.2 cm−1. Note that Landé formula applied to the
3p level provides a separation of 36.6 cm−1 (obtained by setting Z = 11, Zr = 1,
n∗ = 2.13, l = 1). This value is about twice the experimental one, which clearly
shows the limits of the formula that in many cases can only be used to give an
order of magnitude estimate. The formula, although approximate, shows however
a fundamental characteristic of atomic spectra, namely the fact that the spin-orbit
interaction increases rapidly with increasing Z.



Chapter 7
Atoms with Multiple Valence Electrons

The spectra of atoms having only one valence electron, considered in the previous
chapter, are relatively simple and constitute the only examples where the energy lev-
els can be determined by the solution of the one-dimensional Schrödinger equation.

When we consider atoms with more valence electrons, the treatment becomes
considerably more complex, and it is necessary to resort to a number of approxima-
tions to make the problem mathematically tractable. This chapter is devoted to in-
troducing the physical basis of these approximations as well as the related concepts
which form the basis for the complex terminology commonly used in spectroscopy
(configurations, terms, multiplets, multiplicity, quantum numbers, etc.).

7.1 The Pauli Exclusion Principle

One of the most important consequences of quantum mechanics is the fact that two
particles of the same species (such as two electrons, two protons, two hydrogen
atoms, etc.) are in all respects indistinguishable from an observational point of view.
Of course, also within classical physics, it is certainly not conceivable that parti-
cles of the same nature can have “distinctive signs” making it possible to identify
them. However, within classical physics it is always possible, at least in principle,
to identify and follow a particle with continuity in time to accurately determine its
trajectory, even when it interacts with a particle of the same nature. The situation
is completely different in quantum mechanics, where the most adequate representa-
tion of a particle is that of a wave packet. If two wave packets that describe identical
particles come into interaction with one another (as in a collision between two elec-
trons), when they finally get apart it is impossible to say, both from an observational
and from a conceptual point of view, which packet is to be attributed to a particle
and which to the other.

On the other hand, when describing a system containing two or more indistin-
guishable particles, it is necessary to assign to the physical quantities of each par-
ticle their own mathematical symbols. For example, for a system composed of N
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electrons, we will assign to an electron the coordinates (x1, y1, z1), to another the
coordinates (x2, y2, z2), and so on. Obviously, the Hamiltonian, as any other ob-
servable of the system, must be symmetrical with respect to the exchange of any
two of the indices numbering the electrons (otherwise the electrons would be distin-
guishable!). If we denote by Sij the formal operator that, by acting on the dynamic
variables of the system, operates the exchange of the particles i and j , we must
have, for any observable O,

SijO = O.

For the wave function the situation is different in that its phase is not an ob-
servable quantity. The invariance condition with respect to the exchange of the two
particles is therefore not imposed on the wave function, but rather to its square mod-
ulus. If |ψ〉 is (in Dirac’s notation) the wave function of the system of N particles,
the condition of invariance for the square modulus is satisfied if

Sij |ψ〉 = eiα|ψ〉,
where α is an arbitrary real number. On the other hand, if we apply the exchange
operator twice, the wave function must be the same, so we must have

SijSij |ψ〉 = e2iα|ψ〉 = |ψ〉.
Therefore, we obtain

eiα = ±1,

whereby,

Sij = ±1.

The wave functions for which the sign is positive are called symmetric (with respect
to the exchange of particles), while those with the minus sign are called antisymmet-
ric. On the other hand, it follows from the Schrödinger equation that the symmetry
of a wave function is constant over time. In fact, the infinitesimal variation d|ψ〉 in
the time dt is given by

d|ψ〉 = 1

i�
H|ψ〉dt,

and has the same symmetry as the |ψ〉 given that the Hamiltonian is symmetric with
respect to the exchange of two particles.

Experimental evidence show that the particles having null or integer spin have
symmetric wave functions, while those with half-integer spin have antisymmetric
wave functions. The first are called Bose-Einstein particles (or more simply bosons),
while the latter are called Fermi-Dirac particles, or fermions.

Consider now the special case of N identical, non interacting particles. We shall
see how, in this case, we can express the wave function of the entire system through
the wave functions of single particles. For such a system, we indicate with xi the
entire set of coordinates (including, where appropriate, the spin coordinates) of the
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i-th particle. The Hamiltonian is equal to the sum of N single-particle Hamiltonians,
all equal to each other

H(x1, x2, . . . , xN)=
N∑

i=1

H(xi).

Denoting by ψa(x) the wave functions of the Hamiltonian H(x) and by Ea the
corresponding eigenvalues

H(x)ψa(x)=Eaψa(x),

it is simple to verify that the function

Ψ (a1, a2, . . . , aN)=ψa1(x1)ψa2(x2) · · ·ψaN (xN)

is a wave function of the total Hamiltonian corresponding to the eigenvalue (Ea1 +
Ea2 + · · · +EaN ), that is

H(x1, x2, . . . , xN)Ψ (a1, a2, . . . , aN)= (Ea1 +Ea2 + · · · +EaN )Ψ (a1, a2, . . . , aN).

This function does not, however, meet the symmetry requirements. The symmet-
ric solution is obtained with a symmetrisation operation

Ψ S(a1, a2, . . . , aN)=NS

∑

P

P
{
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

}
,

where P is the permutation operator which acts on the coordinates of the particles,
and where the sum is done over all possible permutations. NS is a normalisation
constant to be determined so that |Ψ S|2 = 1. The antisymmetric solution is obtained
in a similar way by the anti-symmetrisation operation

Ψ A(a1, a2, . . . , aN)=NA

∑

P

(−1)P P
{
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

}
, (7.1)

where the sign factor (−1)P is ±1 if the permutation is even or odd. Let us now
consider an example. From the wave function ψa(x1)ψb(x2)ψc(x3) which repre-
sents the state of the whole system where particle 1 occupies the state (of single
particle) a, while particles 2 and 3 occupy states b and c, respectively, one gets the
anti-symmetric wave function through the equation

Ψ A(a, b, c)=NA
[
ψa(x1)ψb(x2)ψc(x3)+ψa(x2)ψb(x3)ψc(x1)

+ψa(x3)ψb(x1)ψc(x2)−ψa(x2)ψb(x1)ψc(x3)

−ψa(x1)ψb(x3)ψc(x2)−ψa(x3)ψb(x2)ψc(x1)
]
.

This eigenfunction now describes a state (of the total system) in which a particle
(without specifying which) occupies the single-particle state a, another occupies
state b, and the last one state c. Only the anti-symmetrised eigenfunction describes
a physical state (of course, if the particles are fermions), while the starting eigen-
function does not describe a physical state as it implies that the particles can be
distinguished.
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The anti-symmetrising operation can also be obtained by evaluating the so-called
Slater determinant of a suitable matrix

Ψ A(a1, a2, . . . , aN)=NA Det

⎛

⎜⎜
⎝

ψa1(x1) ψa2(x1) · · · ψaN (x1)

ψa1(x2) ψa2(x2) · · · ψaN (x2)

· · · · · · · · · · · ·
ψa1(xN) ψa2(xN) · · · ψaN (xN)

⎞

⎟⎟
⎠ .

If we recall the rules for the expansion of a determinant, the antisymmetric property
(with respect to the exchange of two particles) of the wave function is related to the
fact that the determinant of a matrix changes sign if any two rows are exchanged.
By the same rules it also follows that if you want to obtain a wave function not
identically zero, the single-particle states a1, a2, . . . , aN must all be distinct. In the
opposite case we would in fact obtain a matrix having two or more equal columns,
and its determinant would vanish.

What we have shown here is an illustration of the principle discovered empir-
ically by Pauli and named the exclusion principle or Pauli principle: in a system
composed of fermions, each quantum state can at most be occupied by a fermion,
i.e., each fermion must have a unique set of quantum numbers, different from the
set of any other fermion. This principle can be formulated in terms of the so-called
occupation number that is, by definition, the number of particles that share the same
single-particle quantum state. In the case of fermions, the occupation number can
only be 0 or 1. Instead, in the case of bosons, this number is not subject to any
limitation.

We finally remark that the normalisation factor introduced in the above formulae
is, if the individual ψai (xi) are normalised,

NS = (N !m1!m2! · · ·)−1/2 for the symmetric case,

NA = (N !)−1/2 for the antisymmetric case,

where, if the particles are bosons, m1,m2, . . . denote the occupation numbers of the
states.

7.2 The Nonrelativistic Hamiltonian: Good Quantum Numbers

We consider an atom (or ion) with N electrons and a central nucleus having charge
number Z. Neglecting relativistic corrections, the total Hamiltonian describing the
system can be written in the form

H =
N∑

i=1

(
p2
i

2m
− Ze2

0

ri

)
+
∑

i<j

e2
0

rij
, (7.2)

where ri is the position vector of the i-th electron (relative to the nucleus), pi is
its momentum, and rij is the absolute value of the distance between the i and j

electrons:

rij = rji = |ri − rj |.
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The first term in the Hamiltonian is the contribution of the kinetic energy and of the
potential energy of the electrons in the field of the nucleus, while the second term is
related to the repulsive Coulomb energy among the electrons.

In order to solve the eigenvalue equation for the Hamiltonian H, it is useful
to first determine the operators that commute with it, so that we can find a set of
quantum numbers which can be assigned in full generality to the quantum states.
We first consider the total spin operator S defined by

S =
N∑

k=1

sk,

where sk is the spin of the k-th electron. Since we are considering a non-relativistic
Hamiltonian which does not contain any spin operator, we clearly have

[H, sk] = 0,

from which

[H,S] = 0.

The situation is different for the total angular momentum operator L defined by

L =
N∑

k=1

�k,

given that the single-particle angular momentum �k does not commute with the
Hamiltonian, because of the term describing the Coulomb interaction among the
electrons. We have in fact

[H,�k] = e2
0

∑

i<j

[
1

rij
,�k

]
.

The terms contributing to the sum are those where one of the indices (i or j ) is equal
to k, since for the others the commutator is null. We therefore have

[H,�k] = e2
0

∑

i =k

[
1

rik
,�k

]
.

The commutator can be evaluated recalling the definition of the operator �k (see
Eq. (6.8)) and considering that

grad(k)
1

rik
= grad(k)

1

|ri − rk| = ri − rk
r3
ik

,

where grad(k) denotes the gradient operator with respects to the coordinates of the
k-th electron. We thus obtain, with simple algebra

[H,�k] = ie2
0

∑

i =k

rk × ri
r3
ik

.
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If, on the other hand, we sum over all electrons, i.e. we consider the commutator
between the Hamiltonian and the total angular momentum we obtain

[H,L] = ie2
0

∑

k

∑

i =k

rk × ri
r3
ik

= 0,

given that the sum contains pairs of vector products (rk × ri and ri × rk) that cancel
out.

Given that the Hamiltonian commutes with both S and L, if we define the total
angular momentum J as

J =
N∑

k=1

(�k + sk)= L + S,

we obviously have

[H,J] = 0.

Finally, another operator which commutes with the Hamiltonian is the parity
operator P , which inverts all the electron coordinates with respect to the origin. The
Hamiltonian depends only on the distances between the nucleus and the electrons
ri and the relative distances between the electrons rij . Therefore it does not change
under this inversion, and so we have

[H,P] = 0.

Since the square of the parity operator is the identity, its eigenvalues can only be 1
or −1. The states with eigenvalue 1 are called even, the others odd.1

Summarising, we have seen how the Hamiltonian H commutes with several op-
erators. As a consequence, we have a corresponding number of quantum numbers
associated with the eigenvalues of H. The standard convention in spectroscopic
work is to define the atomic states having quantum numbers L = 0,1,2, etc. with
the symbols S, P , D, etc. We recall that L is related to the total angular momentum
operator L in the sense that the eigenvalue of the L2 operator is L(L + 1). The
correspondence between letters and numbers is the same as the above-mentioned
one for the angular momentum of single particles, i.e.

Values of L 0 1 2 3 4 5 6 7 8 9 10 11 12 . . .
Denomination S P D F G H I K L M N O Q . . .

Concerning the spin, the convention is to place to the left of the letter corresponding
to L the value (2S + 1), equal to the multiplicity, as a superscript. S is the quantum
number associated to the total spin, in the sense that the eigenvalue of the operator
S2 is S(S + 1). We therefore have, for S = 0, the states 1S, 1P , 1D, etc. For S = 1/2

1The parity of single-particle wave functions is (−1)l , where l is the azimuthal quantum num-
ber. This property is contained within Eq. (6.11). The parity operator corresponds, in fact, to the
transformation θ → π − θ , φ → φ + π .



7.3 The Central Field Approximation 155

we have the states 2S, 2P , 2D, and so on. These symbols are read, respectively, “sin-
glet s”, “singlet p”, “singlet d”, “doublet s”, “doublet p”, “doublet d”. The “triplets”,
“quartets”, “quintets” then follow. The value of J is placed as a subscript to the right
of the letter which corresponds to L. As usual, we indicate with J the quantum num-
ber that corresponds to the total angular momentum in the sense that the eigenvalue
of the operator J 2 is J (J + 1). Finally, with regards to the parity operator, the odd
states (with eigenvalue −1) are identified with a lowercase “o” (for “odd”) placed
as a superscript to the right of the letter corresponding to L. The full name of an
atomic state can therefore be, for example, 6Fo

3/2 (“sextet f three half odd”) or 3D3
(“triplet d three (even)”).

This way of naming the energy states is a direct consequence of the property that
the Hamiltonian H commutes with the operators L2, S2, J 2, and P . This Hamil-
tonian is not yet complete because we have totally neglected the relativistic correc-
tions. As we shall see below, the introduction of these corrections implies that L
and S cease to be good quantum numbers, so that it becomes necessary to introduce
approximate coupling schemes (LS coupling, jj coupling, intermediate coupling).
These topics will be discussed in Chap. 9.

7.3 The Central Field Approximation

The analysis of the spectra of complex atoms is based on the so-called “central field
(or central potential) approximation” where, as a first approximation, one thinks that
each electron moves in a central potential due to the electrostatic interaction with
the nucleus and with the remaining electrons. Formally, the approximation means
separating the Hamiltonian H of Eq. (7.2) in two terms, one of zero order (H0)
defining the energies of the basis eigenfunctions, and one of first order (H1), to be
treated as a perturbation term. We write

H = H0 +H1,

where

H0 =
N∑

i=1

(
p2
i

2m
+ Vc(ri)

)
, (7.3)

H1 =
N∑

i=1

(
−Vc(ri)− Ze2

0

ri

)
+
∑

i<j

e2
0

rij
. (7.4)

The quantity Vc(r) represents the energy of the electron in the central field. The idea
is to choose a function Vc(r) so that

H1 � H0,

so it is justified to apply the first order perturbation theory. The determination of the
function Vc(r) is a complex mathematical problem that can only be solved with ap-
proximate numerical methods. Two of these methods are described below. They are
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the Thomas-Fermi statistical method and the variational method, further improved
as the Hartree-Fock autoconsistent method.

A priori, we can only establish the boundary conditions for Vc(r). In fact, if we
write

Vc(r)= −Z(r)e2
0

r
,

we should expect that the function Z(r) behaves asymptotically as

lim
r→0

Z(r)= Z, lim
r→∞Z(r)= Zr,

where Zr is the residual charge number introduced in Eq. (6.22) (Zr = 1 for neutral
atoms, 2 for ionised atoms, etc.). Most of the discussion that follows does not depend
on the explicit form of the central potential. A detailed knowledge of Vc(r) is only
necessary to establish the quantitative aspects of the atomic spectra.

7.4 The Thomas-Fermi Method

The first method that was developed to determine the central potential of a complex
atom is the Thomas-Fermi statistical method. Being a statistical method, it is more
appropriate for atoms with a large number of electrons, hence for atoms with a large
nuclear charge number Z.

We consider a neutral atom having a nucleus with charge number Z and Z elec-
trons. We assume that the electrons have a spatial distribution with spherical sym-
metry, and define n(r) as the number of electrons per unit volume. The electrostatic
potential due to the central nucleus and to the electron cloud also has spherical sym-
metry and obeys the Poisson equation (Eq. (3.4)).

∇2φ(r)= 4πe0n(r), (7.5)

with the boundary conditions

φ(r)= Ze0

r
, for r → 0,

rφ(r)= 0, for r → ∞.

(7.6)

We now consider the electrons within a volume element dV at a distance r from the
nucleus. The electron of momentum p has a corresponding total energy Et given by

Et = p2

2m
− e0φ(r),

so, in order for the electron to be bound to the atom, this quantity needs to be neg-
ative. This implies that the absolute value of the momentum needs to be lower than
the value pmax given by

pmax =√2me0φ(r).
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We can assume that the electrons are closely spaced (without violating the Pauli
exclusion principle), so that they occupy all the available quantum states with mo-
mentum smaller than pmax. The number of electrons dN occupying the unit volume
dV and having momentum between 0 and pmax can be evaluated by calculating the
extension of their available phase space and dividing it by h3, where h is Planck’s
constant. Considering also the spin (which increases by a factor of 2 the volume of
the phase space), we obtain

dN = 8π

3h3
p3

max dV.

By substituting the above value for pmax, we obtain the following relation between
n(r) and φ(r)

n(r)= dN

dV
= 1

3π2�3

[
2me0φ(r)

]3/2
.

If we now substitute this expression in Eq. (7.5), we obtain the following differential
equation for the potential φ(r)

∇2φ(r)= C
[
φ(r)

]3/2
,

where

C = 8
√

2e5/2
0 m3/2

3π�3
.

This equation can be converted into a dimensionless one by writing

φ(r)= Ze0

r
χ(r),

where χ(r) is a new function that, for the boundary conditions (7.6), must satisfy
the conditions χ(0) = 1 and χ(r → ∞) = 0. If we recall the expression for the
Laplacian operator in spherical coordinates (Eq. (6.7)) we obtain

r1/2 d2

dr2
χ(r)= C

[
χ(r)

]3/2
,

where

C = C(Ze0)
1/2 = 8

√
2Z1/2e3

0m
3/2

3π�3
.

Finally, putting r = bx, with x dimensionless, we determine the constant b to sim-
plify as much as possible the differential equation. This is obtained for b = C−2/3,
that is

b = 1

2

(
3π

4

)2/3

Z−1/3a0 = 0.885341Z−1/3a0,

where a0 is the radius of the first Bohr orbit. We therefore obtain for χ(x) the
differential equation (known as Thomas-Fermi equation)

x1/2 d2χ

dx2
= χ3/2.



158 7 Atoms with Multiple Valence Electrons

Fig. 7.1 Solution of the
Thomas-Fermi equation

This equation can be solved numerically starting from x = 0 (where χ(0) = 1) by
assigning a test value to the derivative χ ′(0) and proceeding by incrementing x. The
value that produces the correct boundary condition to infinity (χ(∞)= 0) is

χ ′(0)= −1.588558,

and the corresponding solution is shown in Fig. 7.1.
The solution of the Thomas-Fermi equation can be used to determine the total

ionisation energy for a neutral atom, that is the energy required to remove all the
electrons from the atom, by bringing them to an infinite distance from the nucleus.
The method consists in calculating the electrostatic energy Eelec due to the total dis-
tribution of charge and to apply the virial theorem to assert that the binding energy
of the atom is equal to half of the electrostatic energy. Indicating with Ebinding this
binding energy (measured in absolute value) we have

Ebinding = −1

2
Eelec,

or

Ebinding = 1

4

[
Ze2

0

∫ ∞

0

1

r
4πr2n(r)dr + e0

∫ ∞

0
φ(r)4πr2n(r)dr

]
,

where the first integral in the right-hand side represents the electrostatic energy due
to the interaction of the electron cloud with the nucleus, while the second integral
represents the mutual interaction due to the electron cloud. Substituting the expres-
sions for φ(r) and n(r), and introducing the variable x, we obtain, by means of
some algebraic manipulations

Ebinding =
(

4

3π

)2/3 e2
0

2a0
Z7/3

∫ ∞

0

(1 + χ)χ3/2

x1/2
dx.
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Taking into account the Thomas-Fermi differential equation, the integral can be
evaluated by an integration by parts (see Eq. (16.21)). Its value is − 12

7 χ
′(0), so that,

recalling the value of χ ′(0)

Ebinding = −12

7

(
4

3π

)2/3

χ ′(0)Z7/3 e2
0

2a0
= 1.53796Z7/3 e2

0

2a0
= 20.9Z7/3 eV.

The dependence with the 7/3 power of Z is well verified by experimental spec-
troscopy, which also shows that for the first elements of the periodic system the data
are best represented by a numerical coefficient of about 16 instead of 20.9. This dis-
crepancy is not surprising when we recall that the Thomas-Fermi statistical method
is especially appropriate to treat atoms with high Z.

Finally, we emphasize that the Thomas-Fermi statistical method provides the
value for the potential φ(r) due to the nucleus and all the electrons, rather than
the potential energy Vc(r), to be used in the central field approximation. This latter
quantity is in fact the potential energy in which the electron moves in the field cre-
ated by the nucleus and by all the other electrons (excluding itself, of course). The
relation between φ(r) and Vc(r) can only be given in an approximate way. In their
work, Fermi and co-workers often used for Vc(r) the following expression

Vc(r)= −e2
0

r
− (Z − 1)e2

0

r
χ(r/b).

7.5 The Variational Method and the Hartree-Fock Method

The variational method is mainly used to determine, often approximately, the eigen-
value and eigenfunction of the ground level of an atomic system. However, it can be
suitably generalised to extend the calculations also to excited levels. The method is
as follows: consider an atomic system described by the Hamiltonian H and let |n〉
be its eigenstates and En their corresponding eigenvalues. Recalling that the set of
eigenvectors |n〉 is an orthogonal and complete basis, if |ψ〉 is the normalised eigen-
function that describes an arbitrary physical state of the system, it can be expanded
in the form

|ψ〉 =
∑

n

cn|n〉.

The expectation value of the Hamiltonian on the state |ψ〉 is therefore given by

〈H〉 = 〈ψ |H|ψ〉 =
∑

n

|cn|2En.

If we indicate with E0 the minimum of the eigenvalues En, given that En ≥E0, we
have

〈H〉 ≥E0

∑

n

|cn|2 =E0.
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The variational method involves calculating the expectation value 〈H〉 using
some trial wave functions which are dependent on a number of parameters, and
to vary these parameters in order to find the minimum value, 〈H〉min. This latter
value represents an upper limit for the energy of the ground state of the system E0.
It is as close to the true value as good is the choice of the trial wave functions and
the parameters that describe them. Similarly, the wave function that corresponds to
the values of the parameters which minimise 〈H〉 represents an approximate wave
function for the ground state of the system.

We apply the variational method to calculate the energy of the ground state of
helium and of the ions belonging to its isoelectronic sequence (H−, He, Li+, Be++,
etc.).2 The Hamiltonian of such systems is

H = p2
1

2m
+ p2

2

2m
− Ze2

0

r1
− Ze2

0

r2
+ e2

0

r12
, (7.7)

where Z = 1 for the negative hydrogen ion H−, Z = 2 for helium, Z = 3 for Li+,
and so on.

As test function we take the product of two eigenfunctions (one for each elec-
tron), both relative to the ground state of the hydrogenic atom with charge number
z, where z is the parameter to be varied. Since each of the two electrons contributes
to the screening of the nuclear charge, we should expect that z < Z. Recalling
Eqs. (6.19) and (6.13), we write

ψ(r1, r2; z)= z3

πa3
0

e−z(r1+r2)/a0 . (7.8)

We observe in passing that this function is symmetric with respect to the exchange of
the two electrons, so it seems to violate the exclusion principle. Indeed, as we shall
see later, its correct symmetry is obtained by multiplying it by an antisymmetric
spin function. Since the spin is not involved in the problem we are dealing with, we
can neglect this complication.

Now that we have introduced the test function, we need to calculate the expecta-
tion values of the Hamiltonian (7.7) on this function. Recalling the expression of the
Laplacian operator in spherical coordinates (Eq. (6.7)), this leads to the calculation
of integrals of the form

I1 =
∫ ∞

0

1

r2

[
d

dr

(
r2 d

dr
e−zr/a0

)]
e−zr/a0r2 dr,

I2 =
∫ ∞

0
e−zr/a0

1

r
e−zr/a0r2 dr,

I3 =
∫

d3r1

∫
d3r2e−z(r1+r2)/a0

1

r12
e−z(r1+r2)/a0 .

2H− is the negative hydrogen ion, i.e. an hydrogen atom with an extra electron. Such an ion is
stable and provides a significant contribution to the opacity in stellar atmospheres (see Sect. 14.6).
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The first two integrals are easily calculated and give

I1 = −a0

4z
, I2 = a2

0

4z2
.

The calculation of the third integral is more complex and requires the use of an
expression that will we will also use later (see Sect. 8.4). Indicating with Θ the
angle between the unit vectors r1 and r2, and recalling Carnot’s theorem we have

1

r12
= 1
√
r2

1 − 2r1r2 cosΘ + r2
2

.

Denoting by r> and r<, respectively, the larger and smaller of the two distances r1
and r2, one gets

1

r12
= 1

r>

√
1 − 2 r<

r>
cosΘ + ( r<

r>
)2
.

If we recall the definition of the generating function of Legendre polynomials

1
√

1 − 2μx + x2
=

∞∑

n=0

Pn(μ)x
n
(|x| ≤ 1

)
,

we obtain the expression

1

r12
=

∞∑

n=0

rn<

rn+1
>

Pn(cosΘ). (7.9)

Substituting this expression in the integral, and performing the integration on
the polar angles of the two electrons, it is easy to see, given the properties of the
Legendre functions, that only the term with n = 0 contributes to the integral. We
then have3

I3 = 16π2
∫ ∞

0
dr1

∫ ∞

0
dr2

1

r>
e−2z(r1+r2)/a0r2

1 r
2
2 ,

and calculating the integral with elementary methods we get

I3 = 5π2a5
0

8z5
.

Finally, substituting the values for the integrals, we obtain the expectation value of
the Hamiltonian on the test functions

〈H〉 = e2
0

a0

(
z2 − 2Zz+ 5

8
z

)
.

3In the case we are considering, in which the wave functions of the electrons are spherically sym-
metric, this expression for the integral I3 can also be obtained more directly using simple consid-
erations based on Gauss theorem.
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Table 7.1 Ionisation potential of the helium atom and a few ions along its isoelectronic sequence

Ion H− He Li+ Be++ B3+ C4+ N5+ O6+

Calculated values (eV) −0.74 23.1 74.0 152.2 257.6 390.2 550.0 736.9

Experimental values (eV) 0.75 24.6 75.6 153.8 259.3 392.0 551.9 739.1

Error (%) – 6.1 2.1 1.0 0.7 0.5 0.3 0.3

The first term in parentheses is the contribution of the kinetic energy, the second is
due to the Coulomb interaction of the electrons with the nucleus, and the third is
due to the Coulomb interaction between the two electrons.

In the spirit of the variational method we need to find the value z that minimises
〈H〉. This value is easily found by equating to zero the derivative of 〈H〉 with respect
to z. The minimum is when

z = Z − 5

16
,

and we obtain

〈H〉min = − e2
0

a0

(
Z − 5

16

)2

.

The corresponding eigenfunction is given by Eq. (7.8) with (Z − 5
16 ) instead of z.

The result we have obtained can be used to determine the ionisation potential
of the helium atom (and of the ions belonging to its isoelectronic sequence). This
potential is in fact given by the equation

I + 〈H〉min = − e2
0

2a0
Z2,

where the right-hand side represents the energy of the electron in the ground state of
the ion formed after ionisation occurs. By substituting the value 〈H〉min we obtain

I = e2
0

2a0

(
Z2 − 5

4
Z + 25

128

)
.

The comparison with the experimental data is given in Table 7.1.
The table shows that, aside from the ion H−, for which the calculation yields a

negative value of the binding energy, the results of the variational method (obtained
with a test function containing only one free parameter) are relatively accurate, es-
pecially for larger Z. Obviously, better results can be obtained by introducing more
sophisticated test functions. With such functions it is found, for instance, that the
ion H− is indeed stable (see Sect. 14.6).

Once the wave function of the ground state is obtained, the calculation can be
extended to determine the higher energy levels. For example, to obtain the energy
of the first excited level, it is sufficient to calculate the expectation value of the
Hamiltonian on the states described by test functions (dependent on one or more
parameters) that are orthogonal with respect to the wave function of the ground
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state. The minimum in the expectation value (obtained by varying the parameters)
provides an upper limit for the energy of the first excited level.

The variational method that we have illustrated with a simple model for an atom
with two electrons is also used to calculate the energy levels of complex atoms con-
sisting of a large number of electrons. As a first approximation these atoms are de-
scribed by the nonrelativistic Hamiltonian of Eq. (7.2). For these atoms a test wave
function Ψ (containing a number of free parameters) is adopted, and the expectation
value of the Hamiltonian on such wave function is calculated

〈H〉 = 〈Ψ |H|Ψ 〉.
The parameters are then varied until a minimum for 〈H〉 is obtained.

The first numerical applications of this type were performed in the early 1930s,
mainly by Hartree. In these early works, the test function was simply given by the
product of N single-particle wave functions, without any antisymmetrisation. The
single-particle wave functions were also chosen in such a way as to be orthogonal
and normalised. The “best” wave functions were then determined with the varia-
tional method, and the charge density calculated by summing the square moduli of
the single-particle wave functions. Poisson equation (3.4) was then solved in order
to determine the potential φ(r). Once this potential was calculated, approximate
expressions similar to those seen in the previous section were used to estimate the
potential energy Vc(r), and the stationary Schrödinger equation was solved to find
new single-particle wave functions. These wave functions were again parameterised
and the procedure repeated until a self-consistent solution of the problem was found.

Hartree’s work was subsequently generalised by various authors (including in
particular Fock) by taking into account the indistinguishability of the particles. The
result is a complex theory which is now known with the name of Hartree-Fock
theory. This theory describes in a quantitative way the structure of the energy levels
of the simpler atoms and constitutes a starting point for other more sophisticated
calculations, which are in general based on perturbation theory.

7.6 Configurations

The zero-order Hamiltonian H0, introduced in the central field approximation, is
given by the sum of N Hamiltonians formally equal and independent of each other
(see Eq. (7.3)). To find its eigenvalues and eigenvectors it is sufficient to solve the
Schrödinger equation for the single-particle Hamiltonian. By taking into account
also the spin, the solution of this equation is characterized by four quantum numbers
n, l, m, and ms

ψnlmms = 1

r
Pnl(r)Ylm(θ,φ)χms , (7.10)

where Ylm(θ,φ) is the spherical harmonic, and χms is the spin eigenfunction that
can either be

(
1
0

)
, or

(
0
1

)
,
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depending on whether the projection of the spin along the quantisation axis is 1
2 or

− 1
2 , respectively. Pnl(r) is the solution of the radial Schrödinger equation

− �
2

2m

d2

dr2
Pnl(r)+

[
Vc(r)+ �

2l(l + 1)

2mr2

]
Pnl(r)=W0(n, l)Pnl(r), (7.11)

where Vc(r) is the central potential and W0(n, l) is the energy eigenvalue that only
depends on the two quantum numbers n and l. The four quantum numbers n, l, m,
and ms obey the same restrictions we have seen in the cases of the hydrogenic atoms
and the alkali metals, or

n≥ l + 1, |m| ≤ l, ms = ±1

2
.

With regard to the first inequality we note that, for an arbitrary potential Vc(r), the
meaning of the principal quantum number n is related to the number of nodes of
the radial wave function (not counting the origin). This number is in fact given by
(n − l − 1). With the single particle eigenfunctions we can build the eigenfunc-
tions of the Hamiltonian H0. They will be characterized by N sets of quantum
numbers a1, a2, . . . , aN , each set ai being formed by the four quantum numbers
(ni, li ,mi,msi). This eigenfunction has a corresponding eigenvalue

W0 =
∑

i

W0(ni, li), (7.12)

which depends only on the quantum numbers n and l, and not on m and ms . As
a consequence, there are in general several distinct eigenfunctions corresponding
to the same eigenvalue of the Hamiltonian H0. The corresponding physical states
form, as a whole, a so-called configuration, which can be specified by assigning
the number of electrons identified by the pair of quantum numbers n and l, or,
more synthetically, by the number of electrons occupying the orbital (nl). In typical
spectroscopic notation, a configuration is designated by writing

n1 l
q1
1 n2 l

q2
2 · · ·nk l

qk
k ,

where qi is the number of electrons occupying the orbital (ni li), with
∑

i qi = N .
For example, a possible configuration of an atom with 5 electrons is the following

1s22s22p,

where the exponent 1 for the orbital 2p is omitted by convention.
The sets of quantum numbers ai cannot be arbitrary. In fact, due to the Pauli

exclusion principle, the set ai must differ from the set aj (with i = j ) for at least
one of the quantum numbers n, l, m, ms . This means that there are restrictions on the
number of electrons that can occupy a given orbital. From the inequalities written
above, we have in fact that an orbital l can have at most Ql electrons, where

Ql = 2(2l + 1).

Thus, for example, an orbital s can have at most two electrons, an orbital p six, an
orbital d ten, and so on, so a hypothetical configuration such as 1s32s2 does not
represent any physical state (as it violates the Pauli exclusion principle).
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An important characteristic of a configuration is its parity. In the case of single-
particle eigenfunctions, we have already seen that the parity is given by (−1)l , where
l is the azimuthal quantum number. Such concept is easily generalised to configura-
tions. The parity of a configuration is in fact given by

P = (−1)
∑

i li ,

and represents the factor by which the wavefunction of any state belonging to the
configuration needs to be multiplied if the coordinates of all the electrons are in-
verted with respect to the origin. Configurations can either be even or odd. For
example, the configuration 1s22s22p2 is even (P = 1), while 1s22s2p3 is an odd
configuration (P = −1).

Another important concept is the degeneracy. Once a configuration is assigned,
we can ask what is the number of distinct quantum states that correspond to it. One
way to obtain this number is the following. We start denoting by qnl the number of
electrons occupying the orbital (nl) (the so-called subshell of the shell n). To each
of these electrons we can assign any pair of quantum numbers (m,ms) in such a way
that each pair differs from the others by at least one of the two quantum numbers.
Since the number of distinct pairs is Ql , the number we are looking for is given by
the number of possible combinations of qnl objects from a set of Ql objects. For the
degeneracy we therefore have

g =
∏

nl

(
Ql

qnl

)
,

where the product is extended over all the possible values of the quantum numbers n
and l, and where we have introduced the symbol for the binomial coefficient defined
by

(
n

m

)
= n!

m!(n−m)! (0 ≤m≤ n).

About this formula it should be noted that, since
(
n

n

)
= 1,

(
n

0

)
= 1,

it is not necessary to explicitly consider the contributions from both the so-called
closed subshells (those with qnl =Ql) and the empty subshells (those with qnl = 0).
For example, for the configuration

1s22s22p4,

the degeneracy can be evaluated only considering the open subshell 2p, obtaining

g =
(

6
4

)
= 15.

In addition, from one of the properties of the binomial coefficients, namely
(
n

m

)
=
(

n

n−m

)
,
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it follows a rule of symmetry whereby, for example, the degeneracy of the configu-
ration nd4 is the same as that one of nd6, etc.

Finally, we note that the degeneracy of a configuration depends critically on the
fact that the electrons are “equivalent” or “non-equivalent”, that is, if they have
equal or different values of n (for equal l). For example, consider the configura-
tion 1s22s22p3p4p. For this configuration, the degeneracy (due to the three non-
equivalent p electrons) is given by

g =
(

6
1

)
·
(

6
1

)
·
(

6
1

)
= 216.

On the other hand, for the 1s22s22p23p configuration, where we have two equiva-
lent p electrons and one non-equivalent, we have

g =
(

6
2

)
·
(

6
1

)
= 90,

while for the 1s22s22p3 configuration, with three equivalent p electrons, the degen-
eracy is

g =
(

6
3

)
= 20.

As shown by this example, the degeneracy decreases rapidly with increasing the
number of equivalent electrons, an obvious consequence of the Pauli exclusion prin-
ciple.

7.7 The Principle of Formation of the Periodic Table

The Pauli exclusion principle and the central field approximation are the basis of the
so-called principle of formation of the periodic table, with which we can explain,
even if not always in a quantitative manner, the fundamental properties of the pe-
riodic table of the elements. The principle consists in an imaginary “construction”
of atoms (always considered in their ground state) starting from the hydrogen atom
and adding, one by one, an electron and a positive charge to the nucleus.

As we know, the hydrogen atom in its ground state has only one electron in
the subshell 1s. By adding an electron and a positive charge to the nucleus, we
obtain the helium atom, in which the two electrons can “cohabit” in the subshell
1s. Obviously, the 1s state of the helium atom is different from the 1s state of the
hydrogen atom, since the (approximate) central potential for the electrons in the
helium atom is different from the purely Coulomb potential of the hydrogen atom.
The configuration for the ground state of the helium atom is 1s2. With helium, both
the subshell and the shell (which in this case coincide, being n= 1) become closed.
The shells are commonly designated with capital letters, starting with the letter K
and proceeding in alphabetical order, by following the convention
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n 1 2 3 4 5 6 7 . . .
Symbol K L M N O P Q . . .

So, with the helium atom the K-shell becomes closed. Moving on to the next atom,
lithium, the “added” electron has to occupy a state in the L shell. Within this shell,
both s and p orbitals are present, but the s ones have lower energy because their
orbits are more penetrating (recall the discussion in Sect. 6.5 about the alkali met-
als). Therefore, the electron occupies the 2s subshell, and its radial eigenfunction is
much more “expanded” than the radial eigenfunction of the two electrons occupying
the K shell. If we recall the results for the hydrogenic atom, the mean value of the
radial distance 〈r〉 for a 2s state is 4 times larger than the corresponding value for a
1s state and, in this case, the ratio is even greater because the inner electrons experi-
ence a higher effective charge. An estimate based on the considerations in Sect. 7.5
produces an additional factor 3 − 5

16 	 2.7, so that the ratio assumes a value of
the order of 11. As a consequence, the lithium atom has one electron that is more
weakly bound than the others, with a ionisation potential of 5.4 eV (to be compared
with a value of 13.6 eV for hydrogen and 24.5 for helium). Since the chemical prop-
erties of the elements depend only on the peripheral electrons (valence or optical
electrons), one can easily understand the reason why lithium is a chemically active
element with a tendency to release easily an electron (monovalent element).

The next atom is beryllium, with ground (also called normal) configuration
1s22s2, followed by boron, with ground configuration 1s22s22p. Boron is at the
beginning of a “period” of 6 elements with the subshell 2p becoming more and
more filled. The other five elements of the period are carbon, nitrogen, oxygen, flu-
orine and neon. With neon, whose ground configuration is 1s22s22p6, both the 2p
subshell and the L shell become closed. The elements with a closed p subshell have,
from a chemical point of view, a very low tendency to combine with other elements.
Indeed they are called noble gases or inert gases, and, from a physical point of view,
are characterized by having a high ionisation potential. The chemical stability is
due to the fact that a closed subshell is characterized by a “cloud” of electronic
charge having exact spherical symmetry, a consequence of one of the properties of
the spherical harmonics

l∑

m=−l

∣∣Ylm(θ,φ)
∣∣2 = 2l + 1

4π
(independent of θ and φ).

In addition, it is difficult to excite electrons belonging to a closed subshell p, since
they must be moved to orbitals relatively far away in energy (the 3s orbital, for
example, in the case of neon). This does not occur for elements having closed s

subshells such as beryllium (which still has the property that the charge has a spher-
ically symmetric distribution). In the case of beryllium, it is relatively easy to excite
a 2s electron to a 2p orbital, and this explains why beryllium is more chemically
reactive with respect to an element such as neon.

Once a shell is completed, the procedure continues by adding another (weakly
bound) electron, then two, three electrons, etc., each of them more strongly bound,
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until a new shell is filled, reaching maximum chemical stability. This explains the
origin of the periodicity of those properties of the elements that depend on the outer
electrons, such as the spectroscopic and chemical behaviour.

Table 7.2 shows the experimental ground electronic configurations of all the ele-
ments up to uranium (Z = 92). To avoid repetitions, the orbitals of the closed shells
of the preceding noble gases are omitted. For example, the ground configuration for
sodium as shown in the table is 3s. The full description of the configuration is ob-
tained by including the helium and neon configurations so as to obtain 1s22s22p63s.
Inspection of the tables shows that the “building” of the atoms proceeds regularly
until the subshell 3p is completely full with argon (Z = 18). After argon, one might
think that the next subshell to be filled would be the 3d . Instead, we have a reversal,
in the sense that the orbitals 4s are filled before the 3d . This fact is not too sur-
prising when we recall that the Rydberg correction, discussed in the context of the
spectra of the alkaline metals, becomes more important for higher nuclear charge.
The penetration effect of the orbits is such that the energy of the electron in the
4s orbital is lower than the energy in the 3d orbital, which is practically circular.
The subshell 3d therefore begins to fill after the subshell 4s. We obtain in this way
a series of 10 elements ranging from scandium (Z = 21) to zinc (Z = 30). After
zinc, subshell 4p becomes filled, and then we proceed following the track shown
in Fig. 7.2, where each step is marked with the atomic number of the element with
which the next subshell starts to be filled.

It should be noted that, in this filling process of the successive subshells, some
irregularities occur. For example, with barium (Z = 56) we fill the subshell 6s and
then we start filling the 5d subshell to obtain lanthanum, with ground configuration
5d6s2. At this point, instead of continuing with the subshell 5d , we jump to the
subshell 4f , obtaining a series of 14 elements from cerium (Z = 58) to lutetium
(Z = 71), all having properties similar to those of lanthanum (family of the rare
earths or lanthanides). Afterwards, the filling goes on in subshell 5d . Something
very similar occurs with subshells 6d and 5f . The element corresponding to lan-
thanum is actinium (Z = 89), while the family corresponding to the lanthanides is
that one of the actinides.

Other minor irregularities are found here and there, especially during the fill-
ing of subshells d or f . As it appears from Table 7.2, these irregularities occur
for the following elements: chromium, copper, niobium, molybdenum, ruthenium,
rhodium, palladium, silver, gadolinium, platinum, gold and thorium. The ground
configuration for gold, for example, is 4f 145d106s, instead of 4f 145d96s2.

7.8 Configurations of Excited Electrons

With the principle of formation of the periodic table we have found the electron
configurations for all the elements in their ground state, i.e. the so-called normal
configuration. The excitation of one or more electrons to orbitals of higher energy
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Table 7.2 Ground electronic configurations of the elements from hydrogen (Z = 1) to uranium
(Z = 92). The orbitals of the closed shells of the preceding noble gases are omitted for simplic-
ity. For some elements, exceptions to the “rules” described in the text are present. The ground
configuration of chromium, for example, is 3d54s instead of 3d44s2

Z Symb. Element Config.

1 H Hydrogen 1s

2 He Helium 1s2

3 Li Lithium 2s

4 Be Beryllium 2s2

5 B Boron 2s22p

6 C Carbon 2s22p2

7 N Nitrogen 2s22p3

8 O Oxygen 2s22p4

9 F Fluorine 2s22p5

10 Ne Neon 2s22p6

11 Na Sodium 3s

12 Mg Magnesium 3s2

13 Al Aluminium 3s23p

14 Si Silicon 3s23p2

15 P Phosphorus 3s23p3

16 S Sulfur 3s23p4

17 Cl Chlorine 3s23p5

18 Ar Argon 3s23p6

19 K Potassium 4s

20 Ca Calcium 4s2

21 Sc Scandium 3d4s2

22 Ti Titanium 3d24s2

23 V Vanadium 3d34s2

24 Cr Chromium 3d54s

25 Mn Manganese 3d54s2

26 Fe Iron 3d64s2

27 Co Cobalt 3d74s2

28 Ni Nickel 3d84s2

29 Cu Copper 3d104s

30 Zn Zinc 3d104s2

31 Ga Gallium 3d104s24p

32 Ge Germanium 3d104s24p2

33 As Arsenic 3d104s24p3

34 Se Selenium 3d104s24p4

35 Br Bromine 3d104s24p5

36 Kr Krypton 3d104s24p6

37 Rb Rubidium 5s

38 Sr Strontium 5s2

39 Y Yttrium 4d5s2

40 Zr Zirconium 4d25s2

Z Symb. Element Config.

41 Nb Niobium 4d45s

42 Mo Molybdenum 4d55s

43 Tc Technetium 4d55s2

44 Ru Ruthenium 4d75s

45 Rh Rhodium 4d85s

46 Pd Palladium 4d10

47 Ag Silver 4d105s

48 Cd Cadmium 4d105s2

49 In Indium 4d105s25p

50 Sn Tin 4d105s25p2

51 Sb Antimony 4d105s25p3

52 Te Tellurium 4d105s25p4

53 I Iodine 4d105s25p5

54 Xe Xenon 4d105s25p6

55 Cs Cesium 6s

56 Ba Barium 6s2

57 La Lanthanum 5d6s2

58 Ce Cerium 4f 5d6s2

59 Pr Praseodymium 4f 36s2

60 Nd Neodymium 4f 46s2

61 Pm Promethium 4f 56s2

62 Sm Samarium 4f 66s2

63 Eu Europium 4f 76s2

64 Gd Gadolinium 4f 75d,6s

65 Tb Terbium 4f 96s2

66 Dy Dysprosium 4f 106s2

67 Ho Holmium 4f 116s2

68 Er Erbium 4f 126s2

69 Tm Thulium 4f 136s2

70 Yb Ytterbium 4f 146s2

71 Lu Lutetium 4f 145d6s2

72 Hf Hafnium 4f 145d26s2

73 Ta Tantalum 4f 145d36s2

74 W Tungsten 4f 145d46s2

75 Re Rhenium 4f 145d56s2

76 Os Osmium 4f 145d66s2

77 Ir Iridium 4f 145d76s2

78 Pt Platinum 4f 145d96s

79 Au Gold 4f 145d106s

80 Hg Mercury 4f 145d106s2
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Table 7.2 (Continued)

Z Symb. Element Config.

81 Tl Thallium 4f 145d106s26p

82 Pb Lead 4f 145d106s26p2

83 Bi Bismuth 4f 145d106s26p3

84 Po Polonium 4f 145d106s26p4

85 At Astatine 4f 145d106s26p5

86 Rn Radon 4f 145d106s26p6

Z Symb. Element Config.

87 Fr Francium 7s

88 Ra Radium 7s2

89 Ac Actinium 6d7s2

90 Th Thorium 6d27s2

91 Pa Protoactinium 5f 26d7s2

92 U Uranium 5f 36d7s2

Fig. 7.2 Schematic diagram
illustrating the progressive
filling of the subshells
according to the principle of
formation of the periodic
table of the elements. Each
step from subshell to subshell
is marked with the atomic
number of the element with
which the next subshell starts
to be filled

gives rise to additional configurations. Consider for example the carbon atom, hav-
ing ground configuration 1s22s22p2. The excitation of one or more electrons can
lead to various configurations, such as

1s2s22p3 excitation of an electron 1s to 2p,

1s22s2p23s excitation of an electron 2s to 3s,

1s22s23s3p excitation of two electrons 2p to 3s and 3p,

1s22s22p3d excitation of an electron 2p to 3d.

The configurations resulting from the excitation of inner electrons (belonging to
shells or subshells that are closed), such as the first and the second listed above,
generally have corresponding energies that are much higher than those of the ground
configuration. The spectral lines that originate from these configurations therefore
fall in the extreme ultraviolet or in the X-rays. The corresponding spectra are ob-
served in the laboratory mostly in absorption. The configurations that originate from
the excitation of two or more outer electrons, as the third in the list, are responsi-
ble for the appearance of the so-called anomalous terms. These terms are, as the
name itself suggests, an anomaly that is rarely observed and only under particular
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conditions. The configurations that arise from the excitation of a single electron be-
longing to an open subshell, as the fourth in the list, are by far the most important
ones. Virtually all lines of the visible and near ultraviolet spectrum of a given ele-
ment originate from transitions between a configuration of this type and the ground
configuration or between two configurations of this type.

As we have seen in Sect. 7.6, a configuration corresponds to a number g of differ-
ent quantum states, described by the wave functions Ψ (a1, a2, . . . , aN), degenerate
eigenfunctions of the Hamiltonian H0. By considering appropriate linear combina-
tions of these wave functions, it is possible to obtain new functions that are eigen-
functions not only of H0, but also of a set of operators that commute between them-
selves as well as with H0. The most appropriate set is comprised, in most cases,
by the operators L2, Lz, S2, and Sz. We therefore need to establish, for a given
configuration, the possible eigenstates of such operators and, in particular, their cor-
responding values of the quantum numbers L and S. In other words, we need to find
the terms of type L-S (or terms tout court) that originate from a given configuration.
To solve this problem it is necessary to recall some results of the theory of angular
momentum.

7.9 A Summary of Angular Momentum Theory

In quantum mechanics the angular momentum is defined as a vector operator J with
Cartesian components Jx , Jy , and Jz, that satisfy the commutation relations

[Ji, Jj ] =
∑

k

iεijkJk,

which may be condensed in the identity

J × J = iJ.

From these properties we obtain that each component of the angular momentum
commutes with its square, i.e.

[
J, J 2]= 0.

To find the eigenvalues and eigenvectors of the angular momentum we use the
two above equations and take as the maximum set of commuting operators the
square of the vector J and any of its three components, for example the Jz compo-
nent. The result is that the eigenvectors may be identified by two quantum numbers,
j and m, such that j can only be a non-negative integer or a half integer (0, 1

2 , 1, 3
2 ,

etc.), and, for a given j , m can only have one of the (2j + 1) values (−j , −j + 1,
. . . , j − 1, j ). If we indicate by the symbol |j,m〉 such (normalised) eigenvectors,
the eigenvalues are given by

J 2|j,m〉 = j (j + 1)|j,m〉, Jz|j,m〉 =m|j,m〉.
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The relative phases of the eigenvectors are then fixed by setting, by convention, that
the matrix elements of the so-called shift operators J± = Jx ± iJy are real, i.e.

〈j,m± 1|J±|j,m〉 =√j (j + 1)−m(m± 1)=√(j ±m+ 1)(j ∓m).

Consider now two angular momentum operators J1 and J2 that are commuting.
It can be easily proved that the operator sum of the two angular momenta,

J = J1 + J2,

also satisfy the commutation relations characteristic of the angular momenta. Con-
sequently, J is itself an angular momentum, according to quantum mechanics.

To describe the eigenstates common to both angular momenta we can use two
different representations (also called bases). The first basis is the one of the eigen-
vectors of the four commuting operators J 2

1 , J1z, J 2
2 , J2z. If |j1,m1〉 are the eigen-

vectors of J1 and |j2,m2〉 those of J2, the eigenvectors of this basis are given by
the direct product |j1,m1〉|j2,m2〉 and can be indicated with the compact symbol
|j1j2m1m2〉. For them we have

J 2
1 |j1j2m1m2〉 = j1(j1 + 1)|j1j2m1m2〉, J1z|j1j2m1m2〉 = m1|j1j2m1m2〉,
J 2

2 |j1j2m1m2〉 = j2(j2 + 1)|j1j2m1m2〉, J2z|j1j2m1m2〉 = m2|j1j2m1m2〉.
Another basis is given by the eigenvectors of the four commuting operators J 2

1 , J 2
2 ,

J 2, Jz. Their eigenvectors are indicated with the symbol |j1j2JM〉, and are such
that

J 2
1 |j1j2JM〉 = j1(j1 + 1)|j1j2JM〉, J 2

2 |j1j2JM〉 = j2(j2 + 1)|j1j2JM〉,
J 2|j1j2JM〉 = J (J + 1)|j1j2JM〉, Jz|j1j2JM〉 = M|j1j2JM〉.

Since the two bases describe the same vector space, there is a similarity transforma-
tion that relates one basis to the other. We have then

|j1j2JM〉 =
∑

m1m2

|j1j2m1m2〉〈j1j2m1m2|j1j2JM〉, (7.13)

|j1j2m1m2〉 =
∑

JM

|j1j2JM〉〈j1j2JM|j1j2m1m2〉. (7.14)

The coefficients that appear in these transformations, written here in the form of
scalar products, are called Wigner coefficients or more often Clebsh-Gordan coeffi-
cients. These coefficients are identically zero unless

M =m1 +m2,

and unless J is not equal to any of the possible values

J = |j1 − j2|, |j1 − j2| + 1, . . . , j1 + j2 − 1, j1 + j2.

The proof of the first condition is easily obtained by considering the scalar product

〈j1j2m1m2|J1z + J2z|j1j2JM〉,
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and applying the operator J1z + J2z = Jz alternatively on the “bra” or on the “ket”.
We obtain

(m1 +m2 −M)〈j1j2m1m2|j1j2JM〉 = 0,

which shows that, for the Clebsh-Gordan coefficient to be different from zero, we
must necessarily have M = m1 + m2. The proof of the second condition is more
complicated and will be given later.

In place of the Clebsh-Gordan coefficients, recent literature often uses the so-
called 3-j symbols, introduced by Wigner and defined by the equation

〈j1j2m1m2|j1j2JM〉 = (−1)j1−j2+M
√

2J + 1

(
j1 j2 J

m1 m2 −M

)
. (7.15)

The explicit expression of the 3-j symbols (and thus that one of the Clebsh-Gordan
coefficients) can be found with a laborious calculation. By defining in an appropriate
manner the relative phases of the vectors of the two bases, the 3-j symbols (and the
Clebsh-Gordan coefficients) turn out to be real and are given by the expression4

(
a b c

α β −γ

)
= (−1)a−b+γ 1√

2c + 1
〈abαβ|abcγ 〉

= (−1)a−b+γ�(a, b, c)

×√(a + α)!(a − α)!(b + β)!(b − β)!(c + γ )!(c − γ )!
×
∑

ν

(−1)ν
[
(a − α − ν)!(c − b + α + ν)!(b + β − ν)!

× (c − a − β + ν)!ν!(a + b − c − ν)!]−1
, (7.16)

where the index ν takes all the values that give rise to meaningful (i.e. non-negative)
factorials, and where the symbol �(a,b, c) is defined by

�(a,b, c)=
√
(a + b − c)!(a + c − b)!(b + c − a)!

(a + b + c + 1)! . (7.17)

The 3-j symbols satisfy some important relations that we state here without proof
(of course, the Clebsh-Gordan coefficients have similar properties):

(a) the 3-j symbol
(
a b c

α β γ

)

is zero unless α+β+γ = 0 and unless a, b and c satisfy the triangular inequal-
ity |a − b| ≤ c ≤ a + b.

4This formula, due to Racah (1942), is particularly symmetric with respect to the exchange of the
three angular momenta a, b, and c. For the derivation of an equivalent but less symmetrical formula
see, for example, Landi Degl’Innocenti and Landolfi (2004).
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Fig. 7.3 Once m1 and m2 are
defined, the tip of the
vector J, sum of J1 and J2,
lies at any point on the
circumference drawn at the
top. Therefore the vector J is
not uniquely determined

(b) Relations of completeness and orthonormality

∑

αβ

(2c + 1)

(
a b c

α β γ

)(
a b c′
α β γ ′

)
= δcc′δγ γ ′ ,

∑

cγ

(2c + 1)

(
a b c

α β γ

)(
a b c

α′ β ′ γ

)
= δαα′δββ ′ .

(7.18)

(c) By changing the sign of the components of the second row, the 3-j symbol is
multiplied by the sign factor (−1)a+b+c

(
a b c

−α −β −γ

)
= (−1)a+b+c

(
a b c

α β γ

)
. (7.19)

(d) By interchanging any two columns, the 3-j symbol is multiplied by the same
sign factor (−1)a+b+c . For example

(
a b c

α β γ

)
= (−1)a+b+c

(
b a c

β α γ

)
. (7.20)

The Clebsh-Gordan coefficients have an immediate physical interpretation. We
consider two system for which the squares of their angular momenta were mea-
sured, finding the respective values j1(j1 + 1) and j2(j2 + 1), and, separately, the
components of the moments along the z axis were also measured, finding the values
m1 and m2. The square of the absolute value of the Clebsh-Gordan coefficients (the
quantity |〈j1j2m1m2|j1j2JM〉|2) is then, according to the principles of quantum
mechanics, the probability that the measurement of the square of the angular mo-
mentum of the total system gives as a result J (J + 1) and the measurement of the
z component gives M . As can be seen from Fig. 7.3, the result of such a measure-
ment is not unique even in classical physics. Indeed, while M is equal to m1 +m2
(a property that is unchanged in quantum mechanics), the value of the magnitude of
the resulting angular momentum depends on the reciprocal orientation of the two ad-
denda. To this classical uncertainty, we need to add the typical quantum-mechanical
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Fig. 7.4 Schematic diagram
showing how the number of
states having an assigned
value of M varies with M .
The diagram relates to the
particular case in which
j1 = 5 and j2 = 4

one according to which, when measuring the z component of an angular momentum,
the other two components (the x and y components) remain undeterminate.

We can now show that J can have all the possible values (differing by unity) be-
tween |j1 − j2| and (j1 + j2). For this we refer to Fig. 7.4, where the physical states
of the system are identified by the points of the grid, each point being characterized
by a value of m1 and a value of m2. Each of the diagonals sketched in the figure
connects states having the same value of M = m1 +m2. The highest value of M is
(j1 + j2) and there is only one state having such value of M . If we indicate with
N (M) the number of states with a given value of M , we have that N (j1 + j2)= 1.
Turning to the lower value of M , we have N (j1 + j2 − 1)= 2 and, as M decreases,
the number of states increases until the value M = |j1 − j2| is reached, for which
N (|j1 − j2|) = 2jmin + 1, where jmin is the smallest of j1 and j2. When M fur-
ther decreases, N (M) remains unchanged up to M = −(j1 + j2). This is further
illustrated by the histogram of Fig. 7.5, which refers to the particular case j1 = 5,
j2 = 4.

The counting of states with a given value of M allows to determine the values of
J resulting form the sum of the two angular momenta. The fact that there is a state
with the value M = j1 + j2 implies that there must be a value of J equal to j1 + j2.
This means that we can “delete” from the histogram of Fig. 7.5 a state with M =
j1 + j2, a state with M = j1 + j2 −1, and so on, until the cancellation of a state with
M = −j1 − j2. This is equivalent to removing the bottom line from the histogram.
At this point we note that there is one, and only one state with M = j1 + j2 − 1.
This implies that a value of J equal to j1 + j2 − 1 must exist, so we can delete the
second row (from the bottom) of the histogram. By repeating this procedure we can
easily prove that all the possible values of J are

|j1 − j2|, |j1 − j2| + 1, . . . , j1 + j2 − 1, j1 + j2,

as we anticipated. To verify it, we can check that the total number of states is effec-
tively what we expected, i.e. that the following relation is verified

j1+j2∑

J=|j1−j2|
(2J + 1)= (2j1 + 1)(2j2 + 1).
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Fig. 7.5 Histogram showing the variation in the number of states with a given M as a function of
M . The diagram refers to the case where j1 = 5 and j2 = 4

The sum can be performed by distinguishing the two cases j1 ≥ j2 or j1 < j2 and
by taking into account the identity (valid both for the sum of integers and that of
semi-integers)

n2∑

i=n1

i = n2(n2 + 1)− n1(n1 − 1)

2
.

We obtain for example, for j1 ≥ j2,

j1+j2∑

J=j1−j2

(2J + 1)= 2

[
(j1 + j2 + 1)(j1 + j2)

2
− (j1 − j2 − 1)(j1 − j2)

2

]

+ (2j2 + 1)= (2j1 + 1)(2j2 + 1).

In the particular case in which the two quantum numbers j1 and j2 are equal, it is
possible to show that the eigenstates |j1j2JM〉 are divided into two groups having
opposite symmetry with respect to the interchange of the two angular momenta. In
this case, by placing j1 = j2 = j , we have, recalling Eq. (7.13) and the relation
between the Clebsh-Gordan coefficients and the 3-j symbols (Eq. (7.15))

|jjJM〉 =
∑

m1m2

(−1)M
√

2J + 1

(
j j J

m1 m2 −M

)
|jjm1m2〉.

By taking into account the property of symmetry of the 3-j symbols with respect to
the exchange of two adjacent columns (Eq. (7.20)) we can see that after the exchange
of the two angular momenta the eigenstate |jjJM〉 is multiplied by the factor
(−1)2j+J . We therefore obtain that the eigenvectors corresponding to eigenvalues
J = 2j,2j − 2, etc. are symmetric with respect to the exchange of two angular mo-
menta, while the eigenvectors corresponding to the eigenvalues J = 2j − 1,2j − 3,
etc. are antisymmetric. Note that if j is an integer, the group of symmetrical eigen-
vectors ends with J = 0 and that of antisymmetric eigenvectors ends with J = 1.
On the other hand, if j is a half-integer the opposite occurs.
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Fig. 7.6 Schematic diagram
showing the variation with M

of the number of states
having M assigned. The
diagram relates to the case in
which the two particles are
indistinguishable, with both
j1 and j2 equal to 3

Fig. 7.7 Histogram showing
the variation in the number of
states with a given M as a
function of M . The diagram
relates to the case in which
the two particles are
indistinguishable, with both
j1 and j2 equal to 3

We could have obtained this property by imposing the Pauli exclusion principle to
the grid in Fig. 7.4. Suppose that j1 and j2 (with j1 = j2 = j ) are quantum numbers
of an angular momentum (orbital, spin, or total) of two indistinguishable particles,
and that all other possible quantum numbers of the two particles are equal. In this
case, the grid of Fig. 7.4 takes a square form and narrows down, because of the
exclusion principle, into the semi-grid of Fig. 7.6 (which refers to the particular case
j1 = j2 = 3). If we count the number of states with a given value of M , we obtain
the histogram represented in Fig. 7.7. By repeating the above reasoning, it follows
that the possible values for the total angular momentum are J = 2j −1,2j −3, etc.,
until we obtain J = 1 if j is an integer, or J = 0 if j is a half-integer. These are the
states that satisfy the exclusion principle and are then those having a wave function
that is antisymmetric with respect to the exchange of the two particles.

7.10 Terms Originating from Given Configurations

This section deals with the issue of determining, given a configuration, the possible
values of the quantum numbers L and S. We start by considering the most simple
cases, the configurations with a closed subshell, such as s2, p6, d10, f 14, etc. Let us
consider e.g. the p6 case. The possible values of m and ms for the six electrons are
the following

(m,ms)=
(

−1,−1

2

)
,

(
−1,

1

2

)
,

(
0,−1

2

)
,

(
0,

1

2

)
,

(
1,−1

2

)
,

(
1,

1

2

)
,
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and the Pauli exclusion principle does not allow any other combination of quantum
numbers. We therefore have a single quantum state, characterized by

ML =
∑

i

mi = 0, MS =
∑

i

msi = 0,

that is a state with L= 0 and S = 0, i.e. a 1S state.
Similar arguments apply to any other configuration with a closed subshell, so we

conclude that a closed subshell always have null angular momentum (both orbital
and spin). The corresponding term is a 1S. To determine the terms of any configura-
tion, we therefore only need to consider the electrons in open subshells, given that
all those in closed subshells do not contribute to the angular momentum. We have
already seen that such a property holds for the degeneracy of a configuration.

We now consider the configurations with a single electron in an open subshell.
Obviously, the orbital (and spin) angular momentum of the configuration is the same
as that of the single electron, so that we simply have for an ns configuration (n
arbitrary) a term 2S, for an np configuration a term 2P , for an nd configuration a
term 2D, and so on.

When we consider configurations with two or more electrons we need to dis-
tinguish between equivalent and non-equivalent electrons. For example, the config-
uration npn′p (with n = n′), normally indicated with the symbol pp′, has terms
that differ from those originating from the np2 configuration, usually written as p2.
Similarly, the configuration d2d ′ has terms that differ from those of the d3 or the
dd ′d ′′, etc. For the configurations with two non-equivalent electrons, the terms can
be obtained by combining (following the angular momentum rules) the orbital and
spin angular momenta of the two electrons separately, and then coupling each re-
sulting value of L with each resulting value of S. If we consider for example the
configuration dd ′, L can have the values originating from the addition of two angu-
lar momenta each having a value of 2, i.e. the values 0, 1, 2, 3, 4. Similarly, S can
assume the values resulting from the sum of two angular momenta each equal to 1

2 ,
that is either 0 or 1. In the end we obtain the ten possible terms

1S, 1P, 1D, 1F, 1G, 3S, 3P, 3D, 3F, 3G.

Similarly, if we consider the pd configuration, L can have the three values 1, 2, 3
and S the two values 0 and 1, so we have the six terms

1P, 1D, 1F, 3P, 3D, 3F.

Table 7.3 lists the possible terms for some configurations with two non-equivalent
electrons that are often encountered in the spectroscopic analysis.

When considering the terms for two equivalent electrons, we need to recall the
properties on the symmetry of the eigenfunctions discussed in the previous sec-
tion. Given that the total eigenfunction must be antisymmetric with respect to the
exchange of two particles, we have two distinct cases: (a) we consider a symmet-
ric eigenfunction for the spin and an antisymmetric eigenfunction for the orbital
angular momentum, or (b) an antisymmetric eigenfunction for the spin and a sym-
metric eigenfunction for the orbital angular momentum. For the spin eigenfunction,
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Table 7.3 Terms of configurations with two non-equivalent electrons

Configuration Terms

ss′ 1S, 3S

sp 1P , 3P

sd 1D, 3D

sf 1F , 3F

pp′ 1S, 1P , 1D, 3S, 3P , 3D

pd 1P , 1D, 1F , 3P , 3D, 3F

pf 1D, 1F , 1G, 3D, 3F , 3G

dd ′ 1S, 1P , 1D, 1F , 1G, 3S, 3P , 3D, 3F , 3G

df 1P , 1D, 1F , 1G, 1H , 3P , 3D, 3F , 3G, 3H

ff ′ 1S, 1P , 1D, 1F , 1G, 1H , 1I , 3S, 3P , 3D, 3F , 3G, 3H , 3I

Table 7.4 Terms of
configurations with two
equivalent electrons

Configuration Terms

s2 1S

p2 1S, 1D, 3P

d2 1S, 1D, 1G, 3P , 3F

f 2 1S, 1D, 1G, 1I , 3P , 3F , 3H

the S = 1 value corresponds to a symmetric eigenfunction, while S = 0 to an anti-
symmetric eigenfunction. For the orbital angular momentum we have various pos-
sibilities. For example, for two equivalent p electrons we can have the three values
L = 2 (symmetric function), L = 1 (antisymmetric), L = 0 (symmetric). By taking
into account these arguments, we obtain the terms listed in Table 7.4.

The cases with three or more electrons in open subshells are more complicated.
The most appropriate way to deal with these types of cases is group theory, although
the same results can be obtained with a more simplified approach based on the
construction of suitable tables, as described below.

In the case of configurations with three electrons, we still need to distinguish
the cases when the electrons are equivalent or not. We can also have intermediate
cases, with two equivalent electrons and one not. When at least one of the electrons
is non-equivalent, the terms of the configuration can be obtained with the usual
sum rules for two angular momenta, by adding the angular momentum of the third
electron (the non-equivalent one) to the angular momentum obtained for the other
two electrons (either equivalent or not). For example, for the pp′p′′ configuration
we can see from Table 7.3 that the terms arising from the pp′ configuration are the
following: 1S, 1P , 1D, 3S, 3P , 3D. By adding a non-equivalent p electron, we obtain:

(a) from 1S: the term 2P

(b) from 1P : the terms 2S, 2P , 2D

(c) from 1D: the terms 2P , 2D, 2F
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Table 7.5 Terms of configurations with three electrons, where at least two are non-equivalent

Config. Terms

ss′s′′ 2S(2), 4S

ss′p 2P (2), 4P

ss′d 2D(2), 4D

spp′ 2S(2), 2P (2), 2D(2), 4S, 4P , 4D

sp2 2S, 2P , 2D, 4P

spd 2P (2), 2D(2), 2F (2), 4P , 4D, 4F

pp′p′′ 2S(2), 2P (6), 2D(4), 2F (2), 4S, 4P (3), 4D(2), 4F

p2p′ 2S, 2P (3), 2D(2), 2F , 4S, 4P , 4D

pp′d 2S(2), 2P (4), 2D(6), 2F (4), 2G(2), 4S, 4P (2), 4D(3), 4F (2), 4G

pdf 2S(2), 2P (4), 2D(6), 2F (6), 2G(6), 2H (4), 2I (2),4S, 4P (2), 4D(3), 4F (3), 4G(3), 4H (2), 4I

(d) from 3S: the terms 2P , 4P

(e) from 3P : the terms 2S, 2P , 2D, 4S, 4P , 4D

(f) from 3D: the terms 2P , 2D, 2F , 4P , 4D, 4F .

In the end, we obtain the following terms
2S(2), 2P(6), 2D(4), 2F(2), 4S, 4P(3), 4D(2), 4F,

where the numbers in parentheses indicate how many times a term is present (if
more than once). In order to identify each specific term, it is common to write in
parenthesis its “progenitor” term. For example, we can distinguish the two 2S terms
as (1P)2S and (3P)2S, obtained from the 1P and 3P terms respectively.

By repeating a similar procedure as we have seen for the pp′p′′ configuration, we
can easily obtain the results shown in Table 7.5 for the most common configurations.

If on the other hand the electrons are equivalent, the procedure to determine the
possible L and S values becomes more complex, because we cannot easily apply
the angular momentum sum rules to obtain an antisymmetric eigenfunction. In these
cases, the terms can be obtained by writing a table with all the possible combinations
that satisfy Pauli exclusion principle for the m and ms values. A practical example
for the p3 configuration is shown in Table 7.6. The table lists, in each cell of the first
three columns (one for each possible value of m), the number Nm of the electrons
that have that particular value of m. Obviously, such a number can only have the
values Nm = 0,1,2, otherwise the exclusion principle would be violated. Once the
Nm values are specified, the value of ML (shown in the fourth column) is easily
obtained by the equation

ML =
∑

m

mNm.

We next observe that the cells with Nm = 0 or Nm = 2 do not contribute to the
quantum number MS . This is obvious for Nm = 0, while for Nm = 2 this is under-
stood by taking into account the Pauli principle, by which the two electrons must
have anti-parallel spin. The contribution to MS therefore only comes from the cells



7.10 Terms Originating from Given Configurations 181

Table 7.6 The table shows the procedure to obtain the terms for the p3 configuration. See the
text for a description of the first five columns. The symbols in the last column indicate the terms
(× = 2D, �= 2P , + = 4S)

m= 1 m= 0 m= −1 ML MS Terms

2 1 0 2 1
2 , − 1

2 ×
2 0 1 1 1

2 , − 1
2 ×

1 2 0 1 1
2 , − 1

2 �

1 1 1 0 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 × � +
1 0 2 −1 1

2 , − 1
2 �

0 2 1 −1 1
2 , − 1

2 ×
0 1 2 −2 1

2 , − 1
2 ×

with Nm = 1. If we indicate with k the number of such cells, the number of possible
values of MS is then 2k , because we have two distinct possible orientations for the
spin of the electron in each cell. The possible values of MS are obtained by adding
all possible combinations of k addenda equal to ± 1

2 . So, for example, for k = 1 we
have two values of MS equal to 1

2 and − 1
2 ; for k = 2 we have the four values of MS

equal to 1, 0, 0, −1; for k = 3 we have the 8 values 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 ;
and so on. Once the possible values of MS are written in the fifth column, the table
becomes complete and we can proceed to find the terms. We start by considering
the highest value of ML that is listed in the table (ML = 2). This value is associated
with two values of MS , equal to ± 1

2 , so we must have a 2D term, indicated in the
last column of the table with the symbol ×. Obviously, the other possible values
of ML (1,0,−1,−2) associated with the two MS = ± 1

2 values also correspond to
this term. We therefore identify the rows corresponding to the values ML and MS

with the same symbol in the last column and we mentally remove such states from
the table. At this point the largest value of ML is ML = 1, that is again associated
with MS = ± 1

2 . We then have a 2P term, indicated with a new symbol (�). Once
the states corresponding to this term are pinpointed, we are left with states having
ML = 0 and MS = ± 3

2 ,± 1
2 . We then have a last term, 4S, indicated with a different

symbol (+), which completes the list of all possible states. In the end we have found
that the p3 configuration produces three terms, 2P , 2D, and 4S. Another example,
for the d3 configuration, is shown in Table 7.7. From the analysis of this table we
obtain the following terms: 2P , 2D(2), 2F , 2G, 2H , 4P , and 4F .

The way in which these tables are constructed and analysed shows quite clearly
that the terms of a given configuration with q equivalent electrons are the same
as those of the complementary configuration having (Q − q) equivalent electrons,
where Q is the maximum number of electrons that can be present in the subshell. For
example, the p2 and p4 configurations have the same terms. The same holds for the
d3 and d7 configurations, the f 4 and f 10 configurations, and so on. To demonstrate
this, suppose we have constructed the table for the configuration with q electrons
having angular momentum l and exchange each of the numbers contained in the first
columns (corresponding to the possible values of m) with its complement to 2 (i.e.
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Table 7.7 The table shows the procedure for determining the terms derived from the configuration
d3. The symbols in the last column schematically identify the terms as follows: × = 2H , � = 2G,
+ = 4F , ‡ = 2F , © = 2D (first term), � = 2D (second term), ∇ = 4P , † = 2P

2 1 0 −1 −2 ML MS Terms

2 1 0 0 0 5 1
2 , − 1

2 ×
2 0 1 0 0 4 1

2 , − 1
2 ×

2 0 0 1 0 3 1
2 , − 1

2 ×
2 0 0 0 1 2 1

2 , − 1
2 ×

1 2 0 0 0 4 1
2 , − 1

2 �

1 1 1 0 0 3 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 � + ‡

1 1 0 1 0 2 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 � + ‡

1 1 0 0 1 1 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 × � +
1 0 2 0 0 2 1

2 , − 1
2 ©

1 0 1 1 0 1 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 ‡ © ∇
1 0 1 0 1 0 3

2 , 1
2 , 1

2 , 1
2 , − 1

2 , − 1
2 , − 1

2 , − 3
2 × � +

1 0 0 2 0 0 1
2 , − 1

2 ‡

1 0 0 1 1 −1 3
2 , 1

2
1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 × � +
1 0 0 0 2 −2 1

2 , − 1
2 ×

0 2 1 0 0 2 1
2 , − 1

2 �
0 2 0 1 0 1 1

2 , − 1
2 �

0 2 0 0 1 0 1
2 , − 1

2 ©
0 1 2 0 0 1 1

2 , − 1
2 †

0 1 1 1 0 0 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 � ∇ †

0 1 1 0 1 −1 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 ‡ © ∇
0 1 0 2 0 −1 1

2 , − 1
2 �

0 1 0 1 1 −2 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 � + ‡

0 1 0 0 2 −3 1
2 , − 1

2 ×
0 0 2 1 0 −1 1

2 , − 1
2 †

0 0 2 0 1 −2 1
2 , − 1

2 ©
0 0 1 2 0 −2 1

2 , − 1
2 �

0 0 1 1 1 −3 3
2 , 1

2 , 1
2 , 1

2 , − 1
2 , − 1

2 , − 1
2 , − 3

2 � + ‡

0 0 1 0 2 −4 1
2 , − 1

2 ×
0 0 0 2 1 −4 1

2 , − 1
2 �

0 0 0 1 2 −5 1
2 , − 1

2 ×

0 → 2, 1 → 1, 2 → 0). If we indicate with km the numbers contained in the original
table, the new numbers will be (2 − km). The total number of electrons is now given
by

l∑

m=−l

(2 − km)= 2(2l + 1)−
l∑

m=−l

km = 2(2l + 1)− q =Q− q.
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On the other hand, if a row in the original table produced the result ML, for the new
table we have

M ′
L =

l∑

m=−l

m(2 − km)= −ML,

while the values of MS remain unchanged. The tables obtained from the two com-
plementary configurations have therefore the same structure and produce exactly the
same terms.

Finally, we note that in the case of q equivalent electrons, if we denote by p the
number of possible values of m (p = 2l + 1 =Q/2), the number of rows Nrows that
we must consider in the construction of a table like the previous ones is equal to the
number of non-negative integer solutions of the equation

k1 + k2 + · · · + kp = q,

with ki ≤ 2. It is possible to show that such number is given by

Nrows =
∑

r

p!
r!(q − 2r)!(p − q + r)! ,

with the sum extended to all values of r such that the factorials in the denominator
are significant. For example, to build the table for the configuration f 6 we have
(q = 6, p = 7)

Nrows =
3∑

r=0

7!
r!(6 − 2r)!(1 + r)! = 357.

With the above procedures, the terms of a given configurations of equivalent elec-
trons can be determined. The results concerning the most common configurations
are given in Table 7.8 (which also summarises the results already contained in some
of the previous tables).

7.11 The Eigenfunctions of the Non-relativistic Hamiltonian

As we have seen in Sect. 7.6, the configurations are a set or a collection of quantum
states described by eigenfunctions of the form Ψ A(a1, a2, . . . , aN) that satisfy the
Schrödinger equation

H0Ψ
A(a1, a2, . . . , aN)= W0Ψ

A(a1, a2, . . . , aN),

where H0 is the Hamiltonian of Eq. (7.3) and W0 is defined in Eq. (7.12). Such
quantum states are degenerate, and as we have seen the degeneracy is g. If we con-
sider the action of the Hamiltonian H1 (Eq. (7.4)), we need, in general, to evaluate
all the matrix elements of the form

〈
Ψ A(a1, a2, . . . , aN)

∣∣H1
∣∣Ψ A(a′

1, a
′
2, . . . , a

′
N

)〉
,
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Table 7.8 Terms from configurations with equivalent electrons

Config. Terms

s 2S

p, p5 2P

p2, p4 1S, 1D, 3P

p3 2P , 2D, 4S

d, d9 2D

d2, d8 1S, 1D, 1G, 3P , 3F

d3, d7 2P , 2D(2), 2F , 2G, 2H , 4P , 4F

d4, d6 1S(2), 1D(2), 1F , 1G(2), 1I , 3P (2), 3D, 3F (2), 3G, 3H , 5D

d5 2S, 2P , 2D(3), 2F (2), 2G(2), 2H , 2I , 4P , 4D, 4F , 4G, 6S

f , f 13 2F

f 2, f 12 1S, 1D, 1G, 1I , 3P , 3F , 3H

f 3, f 11 2P , 2D(2), 2F (2), 2G(2), 2H (2), 2I , 2K , 2L, 4S, 4D, 4F , 4G, 4I

f 4, f 10 1S(2), 1D(4), 1F , 1G(4), 1H (2), 1I (3), 1K , 1L(2), 1N , 3P (3), 3D(2), 3F (4), 3G(3),
3H (4), 3I (2), 3K(2), 3L, 3M , 5S, 5D, 5F , 5G, 5I

f 5, f 9 2P (4), 2D(5), 2F (7), 2G(6), 2H (7), 2I (5), 2K(5), 2L(3), 2M(2), 2N , 2O, 4S, 4P (2),
4D(3), 4F (4), 4G(4), 4H (3), 4I (3), 4K(2), 4L, 4M , 6P , 6F , 6H

f 6, f 8 1S(4), 1P , 1D(6), 1F (4), 1G(8), 1H (4), 1I (7), 1K(3), 1L(4), 1M(2), 1N(2), 1Q, 3P (6),
3D(5), 3F (9), 3G(7), 3H (9), 3I (6), 3K(6), 3L(3), 3M(3), 3N , 3O, 5S, 5P , 5D(3),
5F (2), 5G(3), 5H (2), 5I (2), 5K , 5L, 7F

f 7 2S(2), 2P (5), 2D(7), 2F (10), 2G(10), 2H (9), 2I (9), 2K(7), 2L(5), 2M(4), 2N(2), 2O,
2Q, 4S(2), 4P (2), 4D(6), 4F (5), 4G(7), 4H (5), 4I (5), 4K(3), 4L(3), 4M , 4N , 6P , 6D,
6F , 6G, 6H , 6I , 8S

that is, all the matrix elements between states belonging to a configuration and the
states belonging either to the same configuration or to different configurations. The
diagonalisation of the resulting matrix leads to the determination of the energy states
of the atomic system (in the non-relativistic approximation).

Obviously, the problem is of great complexity, so it is usual to introduce an ap-
proximation that consists in treating the Hamiltonian H1 as a perturbation of the
Hamiltonian H0 so as to be able to apply the first order perturbation theory. In this
approximation, the Hamiltonian H1 is diagonalised separately for each configura-
tion and the matrix elements between different configurations are omitted. In other
words, if our atomic system consists of N configurations, each having degeneracy
gi(i = 1,2, . . . ,N ), N matrices having dimension gi are diagonalised, instead of a
single matrix having dimension D =∑N

i=1 gi .
It should be emphasized that this approach is approximate and that it neglects

a phenomenon, called configuration interaction, which can be very important in
certain cases. On the other hand, when the interaction between configurations is not
negligible, the quantum numbers which characterize the configurations are not good
quantum numbers anymore, and a configuration can be assigned to a state only as a
zero-order approximation. In this case, one atomic state should be rather described
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by a linear combination of eigenfunctions of the type Ψ A(a1, a2, . . . , aN), with the
sum extended to eigenfunctions of differing configurations. However, given that the
Hamiltonian H1 commutes with the parity operator P , the parity of a state remains
a good quantum number and the above linear combination is in any case restricted to
configurations of the same parity. The interaction between configurations is particu-
larly important for excited states, where the difference between the energies W0 of
neighboring configurations decreases. For low-energy states the interaction between
configurations can be neglected in most cases. In the following we will neglect con-
figuration interaction and determine the energies of the states using perturbation
theory.

With this approximation, as we have said, the problem of finding the energies
of the states that originate from a given configuration implies the diagonalisation
of the Hamiltonian H1 on the degenerate space of the same configuration. This
diagonalisation is not however necessary if we are able to determine a basis on
which the Hamiltonian H1 is already diagonal. Indeed this basis exists and is formed
by the eigenfunctions that describe the terms, that is by the eigenfunctions of the
operators L2, Lz, S2, and Sz that we introduced in the previous section. In fact, if
Ψ (α,L,S,ML,MS) is the eigenfunction of a term (L,S,ML,MS) arising from the
configuration α, and Ψ (α,L′, S′,M ′

L,M
′
S) is the analogous eigenfunction of a term

(L′, S′,M ′
L,M

′
S), taking into account that the operators L2, S2, Lz, Sz commute

with H1, we have

0 = 〈Ψ (α,L,S,ML,MS)
∣∣[L2,H1

]∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉

= [L(L+ 1)−L′(L′ + 1
)]〈

Ψ (α,L,S,ML,MS)
∣∣H1
∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉
,

0 = 〈Ψ (α,L,S,ML,MS)
∣∣[S2,H1

]∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉

= [S(S + 1)− S′(S′ + 1
)]〈

Ψ (α,L,S,ML,MS)
∣∣H1
∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉
,

0 = 〈Ψ (α,L,S,ML,MS)
∣∣[Lz,H1]

∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉

= (ML −M ′
L

)〈
Ψ (α,L,S,ML,MS)

∣∣H1
∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉
,

0 = 〈Ψ (α,L,S,ML,MS)
∣∣[Sz,H1]

∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉

= (MS −M ′
S

)〈
Ψ (α,L,S,ML,MS)

∣∣H1
∣∣Ψ
(
α,L′, S′,M ′

L,M
′
S

)〉
.

These four equations show that the matrix elements of H1 can be different from zero
only if we consider terms having the same values for L, for S, for ML, and for MS .
With the basis of eigenfunctions Ψ (α,L,S,ML,MS), the Hamiltonian is diagonal
in blocks, each block being characterized by the four values (L,S,ML,MS). In
particular, if the configuration does not allow for multiple terms, the Hamiltonian is
diagonal. Furthermore, the matrix elements do not depend on ML and on MS and
can be calculated for any combination of these two quantum numbers. The proof of
this fact is simple and is based on the property that the Hamiltonian commutes with
the shift operators L± = Lx ± iLy , and S± = Sx ± iSy .

The search for the energies of the terms can be done by means of a general
method, the so-called diagonal sum rule, described in the following chapter. In what
follows we present some important results obtained by such a method for two atoms
having a particularly simple structure, such as helium and carbon.
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7.12 The Helium Atom

As we have seen in Sect. 7.7, the ground configuration for the helium atom is 1s2,
with a single 1S term having zero angular momentum. The other most common
configurations are obtained by the excitation of one of the two 1s electrons to an
orbital nl. We therefore have, for example, the excited configurations 1s2s, 1s2p,
1s3s, 1s3p, 1s3d , etc. Each of these configurations has two corresponding terms, a
singlet and a triplet, of the type 1L and 3L.

Consider in particular a configuration 1snl (with n ≥ 2). We denote by ψa(x)
the wave function of the orbital 1s and by ψb(x) the wave function of any of the m

states of the orbital nl. The wave functions of the singlet and triplet states depend
on the spatial coordinates as follows

Ψ
(1L
)= 1√

2

[
ψa(x1)ψb(x2)+ψa(x2)ψb(x1)

]
,

Ψ
(3L
)= 1√

2

[
ψa(x1)ψb(x2)−ψa(x2)ψb(x1)

]
.

The total wave functions are obtained by multiplying the first expression with an
antisymmetric spin wave function (corresponding to S = 0) and the second expres-
sion for a symmetric wave function (S = 1), in such a way as to obtain in any case
an overall antisymmetric wave function. The explicit expression of the spin eigen-
functions is not relevant as the Hamiltonian H1 does not depend on the spin. We can
obtain the correction �E(1L) to the energy of the singlet by calculating the matrix
element

�E
(1L
)= 〈Ψ (1L)∣∣H1

∣∣Ψ
(1L
)〉
.

The Hamiltonian H1 can be rewritten (recall Eq. (7.4))

H1 = f (x1)+ f (x2)+ g(x1,x2),

where

f (x1)= −2e2
0

r1
− Vc(r1), f (x2)= −2e2

0

r2
− Vc(r2), g(x1,x2)= e2

0

r12
,

so we obtain

�E
(1L
)= 〈Ψ (1L)∣∣f (x1)

∣∣Ψ
(1L
)〉+ 〈Ψ (1L)∣∣f (x2)

∣∣Ψ
(1L
)〉

+ 〈Ψ (1L)∣∣g(x1,x2)
∣
∣Ψ
(1L
)〉
.

Substituting the expression for Ψ (1L), we see that the first of the three matrix ele-
ments consists of four terms which are given by

1

2

∫
d3x1

∫
d3x2

∣∣ψa(x1)
∣∣2∣∣ψb(x2)

∣∣2f (x1),

1

2

∫
d3x1

∫
d3x2

∣∣ψa(x2)
∣∣2∣∣ψb(x1)

∣∣2f (x1),
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1

2

∫
d3x1

∫
d3x2ψ

∗
a (x1)ψ

∗
b (x2)ψa(x2)ψb(x1)f (x1),

1

2

∫
d3x1

∫
d3x2ψ

∗
a (x2)ψ

∗
b (x1)ψa(x1)ψb(x2)f (x1).

Performing the integration in d3x2, the last two integrals cancel out, due to the or-
thogonality of the wave functions ψa and ψb , while the first two integrals simplify,
thus giving, respectively

1

2
Ia = 1

2

∫
d3x
∣∣ψa(x)

∣∣2f (x),
1

2
Ib = 1

2

∫
d3x
∣∣ψb(x)

∣∣2f (x).

The second matrix element is calculated in a similar way and leads to the same
result. Finally, the third matrix element, which contains the Coulomb interaction, is
also made up of four terms. Two of them are given, respectively, by

1

2
Jab = 1

2

∫
d3x1

∫
d3x2

∣∣ψa(x1)
∣∣2∣∣ψb(x2)

∣∣2 e2
0

r12
,

1

2
Kab = 1

2

∫
d3x1

∫
d3x2ψ

∗
a (x1)ψ

∗
b (x2)ψa(x2)ψb(x1)

e2
0

r12
,

and the other two are the same (as deduced by exchanging the variables of integra-
tion x1 and x2). Gathering the various contributions we obtain

�E
(1L
)= Ia + Ib +Jab +Kab.

Carrying out the same calculation for the triplet we obtain instead

�E
(3L
)= Ia + Ib +Jab −Kab,

which means that the triplet state has lower energy than the singlet (since it can be
proven that Kab is always positive).

The Coulomb interaction integrals that appear in these expressions (Jab , and
Kab) are commonly referred to as direct and exchange integrals. The direct inte-
gral has an immediate physical interpretation, being equal to the average Coulomb
interaction in the form that might have been expected on the basis of elementary
considerations. The exchange integral is instead a purely quantum mechanical re-
sult and does not have any direct physical interpretation in classical physics.

The result we obtained for the configurations 1s nl for the helium atom is a par-
ticular case (or, more precisely, an extension)5 of a principle that bears the name of
first Hund’s rule. This rule states that among the terms arising from a configuration
of equivalent electrons, that one with the lowest energy is the one which has the
highest multiplicity (i.e. the maximum value of S). The first rule is complemented
by the second Hund’s rule stating that for a given multiplicity, the term with the
lowest energy is the one which has the largest value of the orbital angular momen-
tum L. The first rule has a physical qualitative interpretation. In fact, if we consider

5Hund’s rules apply to terms arising from configurations of equivalent electrons. Here they are
applied to terms of configurations of the type 1s nl.
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Fig. 7.8 Grotrian diagram
for the helium atom. Each
level is identified with the
principal quantum number n
of the optical electron

the term with the highest spin, it corresponds to the spin function having maximum
symmetry with respect to the exchange of the electrons, i.e. to the most antisymmet-
ric spatial wave function. This means that the electrons are as far away as possible
from each other, resulting in a minimum for the energy of the Coulomb repulsion
(which is always positive).

The structure of the terms of the helium atom is schematically shown in the Gro-
trian diagram of Fig. 7.8. In this diagram the system of singlets is drawn separately
from that of the triplets. Since the selection rule �S = 0 (see below) is particularly
well verified for the helium atom, its spectrum was interpreted by early spectro-
scopists as originating from two distinct elements, which were called respectively
parahelium (S = 0, system of singlets) and ortohelium (S = 1, system of triplets).

A number of selection rules apply to the spectra with more than one optical
electron. These rules will be justified theoretically in Chap. 12. For the moment
we simply consider them as empirical rules that explain the reason why only certain
lines are present in the spectra. There are two different types of selection rules,
namely rules regarding the configurations and rules regarding the terms. The first
ones are the following

(a) �l = ±1, (b) even � even, (b′) odd � odd,

while for the second ones we have

(c) �S = 0, (d) �L= ±1,0; 0 � 0.

Rule (a) states that allowed transitions are only between configurations that differ
from each other for the quantum numbers of a single electron. In addition, the az-
imuthal quantum number of the electron must differ by unity between the initial
and final configurations. Rule (b), known as Laporte’s rule, states that allowed tran-
sitions are only those between odd and even configurations (and vice versa). Rule
(c) expresses the fact that the total spin S should remain unchanged, while rule (d)
expresses the fact that the total orbital angular momentum L can vary at most by
unity (excluding the transition 0 → 0, which is forbidden).

In some cases, the selection rules are not independent. For example, in the case
of helium in which an electron always remains in the 1s state, the selection rule
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Fig. 7.9 Grotrian diagram
for the carbon atom. Each
level is labelled with its
spectroscopic notation

on �l coincides with the selection rule on �L. Additionally, Laporte’s rule seems
to be a repetition of the �l rule. In reality, this rule is more general and can also
be applied when there is interaction between configurations (in fact, even when a
particular configuration cannot be assigned to one state, a definite parity can always
be assigned).

These selection rules help us to understand why the only spectral lines that are
observed in the helium spectrum are those outlined in the diagram of Fig. 7.8. The
helium atom has two so-called metastable levels, or two excited levels that cannot
decay to the ground level, or, more generally, to levels of lower energy. The two
metastable levels for helium are the 1S and 3S levels, originating from the 1s2s
configuration.

7.13 The Carbon Atom

The ground configuration for the carbon atom is 1s22s22p2, with the three terms
1S, 1D, and 3P (see Table 7.8). According to the first Hund’s rule, the term with the
lowest energy is the 3P , which therefore is the ground state for the carbon atom.
As we will see in the next chapter, theory predicts that the 1D term should have an
energy lower than the 1S term, with a ratio between the intervals given by

1S − 1D

1D − 3P
= 3

2
.

As shown in the Grotrian diagram of Fig. 7.9, the terms are indeed ordered in en-
ergy as predicted by theory, although the ratio between the intervals is 1.13 instead
of 1.50. This difference, caused mainly by configuration interaction, clearly shows
the limits of the approximations that are introduced for the interpretation of spectro-
scopic data at an elementary level.

The most important configurations with excited electrons are those where one
of the 2p electrons moves to an orbital of higher energy. These are of the type
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1s22s22p np (n = 3,4, . . .), 1s22s22p ns (n = 3,4, . . .), 1s22s22p nd (n = 3,
4, . . .), etc. Each of the configurations of the first kind gives rise to six terms, 1S,
1P , 1D, 3S, 3P , 3D. The configurations of the second kind produce two terms, 1P

and 3P . Finally, the configurations of the third kind produce six terms, 1P , 1D, 1F ,
3P , 3D, 3F . The Grotrian diagram for the carbon atom is schematically shown in
Fig. 7.9. We see from the figure that the term with lowest energy, among the six
originating from the 1s22s22p3p configuration, is the 1P . This fact is not in con-
tradiction with the first Hund’s rule (which would predict a lower energy for the
term 3D), as this rule is strictly valid only for configurations with equivalent elec-
trons. Similarly, for the configuration 1s22s22p3d , the lowest term is the 1D (and
not the 3F ).

The Grotrian diagram also shows some terms belonging to the 1s22s2p3 config-
uration. Such configuration is obtained from the excitation of an innershell electron
but in this case, since the difference in energy between the 2s and 2p orbitals is
relatively small, some of the corresponding terms are below the ionisation limit of
the atom. The configuration has in principle six terms, 1P , 1D, 3S, 3P , 3D, 5S, three
of which are shown in the diagram.

In conclusion of this chapter we note that, despite the huge amount of work
dedicated to the observation and analysis of atomic spectra (laboratory and astro-
physical), the knowledge of the energy levels of atoms and ions is still far from
complete. Sufficiently complete analyses are available only for those atoms (or ions)
with few electrons in open shells. The analysis of the metals belonging to the transi-
tion groups is still rather incomplete and even more so is that one of the lanthanides
and actinides, groups characterized by a considerable complexity in their atomic
structure.



Chapter 8
Term Energies

In the previous chapter we introduced the nonrelativistic Hamiltonian of a com-
plex atom and we saw how it can be separated into two parts using the central
field approximation: a zero order Hamiltonian whose eigenvectors, in general de-
generate, are the states belonging to the different configurations, and a “corrective”
Hamiltonian containing various terms including, in particular, the Coulomb repul-
sion between electrons. By neglecting the interaction between configurations, which
is equivalent to consider the corrective Hamiltonian as a perturbation of the zero or-
der Hamiltonian, we have seen, in the particular case of the helium atom, how we
can express the energies of the terms by means of integrals which involve single
particle eigenfunctions relative to the zero order Hamiltonian. In this chapter we
generalise the results obtained for the helium atom to any atom, also using pertur-
bation theory. We will obtain general results that can be directly compared with
the spectroscopic data. These results, although approximated, constitute the starting
point for the development of more sophisticated treatments that are currently used
for the detailed analysis of atomic spectra.

8.1 The Diagonal Sum Rule

Neglecting the interaction between configurations, the energies of the terms of a
given configuration are obtained by diagonalising the Hamiltonian H1 of Eq. (7.4)
on the degenerate space of the configuration. This, in principle, implies the diagonal-
isation of a matrix of order g (the degeneracy of the configuration) having elements
of the form

〈
Ψ A(a1, a2, . . . , aN)

∣∣H1
∣∣Ψ A(a′

1, a
′
2, . . . , a

′
N

)〉
,

where (a1, a2, . . . , aN) and (a′
1, a

′
2, . . . , a

′
N) are two sets of quantum numbers

corresponding to the same configuration. As we have seen in Sect. 7.11, the
diagonalisation can be avoided by finding suitable linear combinations of the
Ψ A(a1, a2, . . . , aN) such that they are eigenfunctions of the L2 and S2 operators.
Such combinations are generally difficult to obtain, so we follow a different method.
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To start with, we note that each of the g degenerate wavefunctions Ψ A(a1, a2,

. . . , aN) is an eigenvector of the operators Lz and Sz, with the corresponding eigen-
values ML and MS given by

ML =
N∑

i=1

mi, MS =
N∑

i=1

msi,

where mi and msi are, respectively, the magnetic quantum number and the quantum
number of the projection (along the z axis) of the spin of the i-th electron. Since the
Hamiltonian H1 commutes with the operators Lz and Sz, the Hamiltonian is block-
diagonal. Each block (i.e. each single submatrix) is characterized by a suitable pair
of values (ML,MS).

Suppose now that we have actually performed the diagonalisation of one of these
sub-matrices. The energies of the terms compatible with the values of ML and MS

that characterise the submatrix would then appear on its diagonal. By recalling a
fundamental property of matrices, that the trace of a matrix is invariant under a
similarity transformation, we obtain the following conclusion: given a pair of values
(ML,MS), the sum of the energies of all the terms compatible with these values is
equal to the sum of the diagonal matrix elements of the form

〈
Ψ A(a1, a2, . . . , aN)

∣∣H1
∣∣Ψ A(a1, a2, . . . , aN)

〉
,

where Ψ A(a1, a2, . . . , aN) is an eigenfunction of Lz and Sz that corresponds, re-
spectively, to the eigenvalues ML and MS . The energies of the terms are often ob-
tained with these simple considerations by linear combinations of diagonal matrix
elements.

We now clarify these considerations with an example. Consider the pp′ config-
uration that, as we have seen, produces the six terms 1S, 1P , 1D, 3S, 3P , 3D. The
maximum value for ML is 2, and the maximum for MS is 1. These two values of
(ML,MS) are only compatible with the 3D term. If we indicate with the same sym-
bol the energy of the term, we can write

3D = [2,1],
where we have introduced the shortened symbol [ML,MS] to indicate the sum of
the diagonal matrix elements of the Hamiltonian H1 on all the states Ψ A that have
as eigenvalues of Lz and Sz the values ML and MS , respectively. If we proceed,
lowering the ML and MS values until they both reach zero, we obtain the other
equations

3D + 3P = [1,1], 3D + 3P + 3S = [0,1], 3D + 1D = [2,0],
3D + 1D + 3P + 1P = [1,0], 3D + 1D + 3P + 1P + 3S + 1S = [0,0].

(8.1)

Inverting these equations gives, after some simple algebra
3D = [2,1], 3P = [1,1] − [2,1], 3S = [0,1] − [1,1],
1D = [2,0] − [2,1], 1P = [1,0] − [2,0] − [1,1] + [2,1],
1S = [0,0] − [1,0] − [0,1] + [1,1].
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Table 8.1 Energies of the terms of the configuration pp′ written as sums of diagonal matrix ele-
ments of electron states of the form (m±

1 ,m
±
2 )

Configuration pp′

3D = (1+,1+)
3P = (1+,0+)+ (0+,1+)− (1+,1+)
3S = (1+,−1+)+ (0+,0+)+ (−1+,1+)− (1+,0+)− (0+,1+)
1D = (1+,1−)+ (1−,1+)− (1+,1+)
1P = (1+,0−)+ (1−,0+)+ (0+,1−)+ (0−,1+)− (1+,1−)− (1−,1+)− (1+,0+)− (0+,1+)

+ (1+,1+)
1S = (1+,−1−)+ (1−,−1+)+ (0+,0−)+ (0−,0+)+ (−1+,1−)+ (−1−,1+)− (1+,0−)

− (1−,0+)− (0+,1−)− (0−,1+)− (1+,−1+)− (0+,0+)− (−1+,1+)+ (1+,0+)
+ (0+,1+)

The quantities denoted by the symbols [ML,MS] are sums of diagonal matrix
elements. Each matrix element can be identified using the values of m and ms of
each electron (we recall that the other quantum numbers n and l are already specified
by the configuration). Because of this, for two-electron configurations, we use a
compact notation of the type1

(
m±

1 ,m
±
2

)

to indicate the diagonal matrix element of the Hamiltonian on the state where the
electron 1 has magnetic quantum number m1 and spin quantum number +1/2 or
−1/2, and the electron 2 has magnetic quantum number m2 and spin quantum num-
ber +1/2 or −1/2. With this notation, it becomes simple to identify all the pairs of
the type (m±

1 ,m
±
2 ) that contribute to the sum [ML,MS]. In our particular case we

have

[2,1] = (1+,1+), [1,1] = (1+,0+)+ (0+,1+),
[0,1] = (1+,−1+)+ (0+,0+)+ (−1+,1+), [2,0] = (1+,1−)+ (1−,1+),
[1,0] = (1+,0−)+ (1−,0+)+ (0+,1−)+ (0−,1+),
[0,0] = (1+,−1−)+ (1−,−1+)+ (0+,0−)+ (0−,0+)+ (−1+,1−)

+ (−1−,1+).

Substituting these expressions in Eq. (8.1), we obtain the results shown in Table 8.1.
In the end, we have been able to express the energies of the terms as algebraic

sums of diagonal matrix elements of the Hamiltonian H1 on eigenstates of the
Hamiltonian H0. We note that in the final equations in Table 8.1 the matrix element
indicated with the symbol (1+,1−) is different from the element indicated with the
symbol (1−,1+). This occurs because the two electrons are non-equivalent, and the

1The symbol is introduced in the classic atomic spectroscopy book of Condon and Shortley (1935).
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Table 8.2 Term energies of the configurations p2, p3 and p2p′. The symbol 2D(2) that appears
in the box relative to the configuration p2p′ represents the sum of the energies of the two 2D terms
originating from such configuration. The symbol 2P (3) has a similar meaning

Configuration p2

3P = (1+,0+)
1D = (1+,1−)
1S = (1+,−1−)+ (1−,−1+)+ (0+,0−)− (1+,0+)− (1+,1−)

Configuration p3

4S = (1+,0+,−1+)
2D = (1+,1−,0+)
2P = (1+,1−,−1+)+ (1+,0+,0−)− (1+,1−,0+)

Configuration p2p′

4D = (1+,0+;1+)
4P = (1+,−1+;1+)+ (1+,0+;0+)− (1+,0+;1+)
4S = (1+,−1+;0+)+ (1+,0+;−1+)+ (−1+,0+;1+)− (1+,−1+;1+)− (1+,0+;0+)
2F = (1+,1−;1+)
2D(2) = (1+,0−;1+)+ (1−,0+;1+)+ (1+,0+;1−)+ (1+,1−;0+)− (1+,1−;1+)

− (1+,0+;1+)
2P (3) = (1+,1−;−1+)+ (1+,0+;0−)+ (1+,0−;0+)+ (1−,0+;0+)+ (1+,−1+;1−)

+ (1+,−1−;1+)+ (1−,−1+;1+)+ (0+,0−;1+)− (1+,0−;1+)− (1−,0+;1+)
− (1+,0+;1−)− (1+,1−;0+)− (1+,−1+;1+)− (1+,0+;0+)+ (1+,0+;1+)

2S = (1+,0+;−1−)+ (1+,0−;−1+)+ (1−,0+;−1+)+ (1+,−1+;0−)+ (1+,−1−;0+)
+ (1−,−1+;0+)+ (0+,0−;0+)+ (0+,−1+;1−)+ (0+,−1−;1+)+ (0−,−1+;1+)
− (1+,1−;−1+)− (1+,0+;0−)− (1+,0−;0+)− (1−,0+;0+)− (1+,−1+;1−)
− (1+,−1−;1+)− (1−,−1+;1+)− (0+,0−;1+)− (1+,−1+;0+)− (1+,0+;−1+)
− (−1+,0+;1+)+ (1+,−1+;1+)+ (1+,0+;0+)

order within parentheses is important. In the case of configurations with two equiva-
lent electrons, however, the order within the parentheses is irrelevant. In such a case
matrix elements as (0+,0+) should not appear in the expressions for the energies
of the terms because the corresponding wavefunctions refer to states that violate the
Pauli exclusion principle.

The method described above for the configuration pp′ is based on the general
rule that the trace of a matrix is invariant under a similarity transformation. In spec-
troscopic applications such rule is called the diagonal sum rule. The method can be
applied to any configuration and implies some algebra, often laborious. Table 8.2
shows the results for the configurations p2, p3, and p2p′. For the latter case it is
necessary to introduce the notation (m±

1 ,m
±
2 ;m±

3 ) to distinguish the two equivalent
electrons, with indices 1 and 2, from the non-equivalent electron with index 3.
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It should be emphasized that in the last case, that of the p2p′ configuration, it is
not possible to use the diagonal sum rule to determine separately the energy of the
two 2D terms and of the three 2P terms. Only the sum of the energies of repeated
terms can be obtained. This is a general limitation of the diagonal sum rule. To
determine the individual energies of the repeated terms it is necessary to diagonalise
the sub-matrix relative only to those terms.

8.2 Calculation of Diagonal Matrix Elements

We now consider the calculation of the diagonal matrix element

〈
Ψ (a1, a2, . . . , aN)

∣
∣H1
∣
∣Ψ (a1, a2, . . . , aN)

〉
.

The Hamiltonian H1 (see Eq. (7.4)) is composed of the sum of an operator f (i)
relative to each electron, and of the sum of an operator g(i, j), relative to all distinct
pairs of electrons. g(i, j) is symmetric in the exchange of the i-th electron with the
j -th electron. Explicitly

H1 = F + G =
N∑

i=1

f (i)+
∑

i<j

g(i, j), (8.2)

where

f (i)= −Vc(ri)− Ze2
0

ri
, g(i, j)= e2

0

rij
. (8.3)

By recalling that the function Ψ (a1, a2, . . . , aN) is of the type of a Slater determi-
nant (see Eq. (7.1), with NA = 1/

√
N !), we have for the first term of H1

〈
Ψ (a1, a2, . . . , aN)

∣∣F
∣∣Ψ (a1, a2, . . . , aN)

〉

= 1

N !
∑

P

∑

Q

N∑

i=1

(−1)P+Q

× 〈P[ψa1(x1)ψa2(x2) · · ·ψaN (xN)
]∣∣f (xi)

∣∣Q
[
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

]〉
,

with the sum extended to all possible P and Q permutations of the coordinates of the
electrons in the bra and ket, respectively. The sum contains N × (N !)2 terms. The
generic term of the sum is, apart from the sign,

〈
ψa′

1
(x1)

∣∣ψa′′
1
(x1)

〉〈
ψa′

2
(x2)

∣∣ψa′′
2
(x2)

〉 · · · 〈ψa′
i
(xi)
∣∣f (xi)

∣∣ψa′′
i
(xi)
〉 · · ·

× 〈ψa′
N
(xN)

∣∣ψa′′
N
(xN)

〉
,
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(a′
1, a

′
2, . . . , a

′
N) and (a′′

1 , a
′′
2 , . . . , a

′′
N) being two arbitrary (and in general distinct)

permutations of (a1, a2, . . . , aN). Since the eigenfunctions ψaj are orthonormal, this
term is zero unless a′

1 = a′′
1 , a′

2 = a′′
2 , . . . , a′

N = a′′
N . We therefore have

〈
Ψ (a1, a2, . . . , aN)

∣
∣F
∣
∣Ψ (a1, a2, . . . , aN)

〉

= 1

N !
∑

P

N∑

i=1

〈
P
[
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

]∣∣f (xi)
∣∣

P
[
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

]〉
,

so that the sum is made only of N ×N ! terms. We now consider the N ! terms of the
sum that contain the matrix element of f (xi), with i fixed. (N − 1)! of these terms
are equal to 〈ψa1(xi)|f (xi)|ψa1(xi)〉, (N−1)! are equal to 〈ψa2(xi)|f (xi)|ψa2(xi)〉,
and so on until the (N −1)! that are equal to 〈ψaN (xi)|f (xi)|ψaN (xi)〉. We therefore
obtain

〈
Ψ (a1, a2, . . . , aN)

∣∣F
∣∣Ψ (a1, a2, . . . , aN)

〉= 1

N

N∑

i=1

N∑

j=1

〈
ψaj (xi)

∣∣f (xi)
∣∣ψaj (xi)

〉
.

On the other hand, once the matrix element is calculated, it does not depend anymore
on the xi coordinates of the electron, so that one finally gets

〈
Ψ (a1, a2, . . . , aN)

∣∣F
∣∣Ψ (a1, a2, . . . , aN)

〉=
N∑

j=1

〈
ψaj (x)

∣∣f (x)
∣∣ψaj (x)

〉
,

or, shortening the notations with obvious symbols

〈
Ψ (a1, a2, . . . , aN)

∣∣F
∣∣Ψ (a1, a2, . . . , aN)

〉=
N∑

j=1

〈aj |f |aj 〉. (8.4)

Despite the formal complications introduced by the antisymmetrisation of the
eigenfunctions, the result that we have obtained for the diagonal matrix element of
the operator F is obvious and intuitive. In practice, we need to sum the diagonal
matrix element of the single particle operator f on all the single particle states ai
occupied by the electrons.

We calculate now the diagonal matrix element of the operator G. We have
〈
Ψ (a1, a2, . . . , aN)

∣∣G
∣∣Ψ (a1, a2, . . . , aN)

〉

= 1

N !
∑

P

∑

Q

∑

i<j

(−1)P+Q

× 〈P[ψa1(x1)ψa2(x2) · · ·ψaN (xN)
]∣∣g(xi, xj )

∣∣

Q
[
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

]〉
.

As in the previous case for the operator F , if we write in explicit form the generic
term of the sum

〈
ψa′

1
(x1)

∣∣ψa′′
1
(x1)

〉〈
ψa′

2
(x2)

∣∣ψa′′
2
(x2)

〉 · · ·
× 〈ψa′

i
(xi)ψa′

j
(xj )

∣∣g(xi, xj )
∣∣ψa′′

i
(xi)ψa′′

j
(xj )

〉 · · · 〈ψa′
N
(xN)

∣∣ψa′′
N
(xN)

〉
,
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we see that the matrix element is non-zero in two cases, i.e. when we have

case (a) a′
1 = a′′

1 , a
′
2 = a′′

2 , . . . , a
′
i = a′′

i , . . . , a
′
j = a′′

j , . . . , a
′
N = a′′

N,

or when we have

case (b) a′
1 = a′′

1 , a
′
2 = a′′

2 , . . . , a
′
i = a′′

j , . . . , a
′
j = a′′

i , . . . , a
′
N = a′′

N.

In case (a), the permutation Q is the same as the permutation P, while in case (b) it
is the same as P, with in addition the exchange of the quantum numbers of particles
i and j . If we indicate such permutation with P′, we have that

(−1)P+P′ = −1,

because the two permutations P and P′ have different parity. Based on these consid-
erations, we obtain
〈
Ψ (a1, a2, . . . , aN)

∣∣G
∣∣Ψ (a1, a2, . . . , aN)

〉= 1

N !
∑

P

∑

i<j

Aij − 1

N !
∑

P

∑

i<j

Bij ,

where

Aij = 〈P[ψa1(x1)ψa2(x2) · · ·ψaN (xN)
]∣∣g(xi, xj )

∣∣P
[
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

]〉
,

Bij = 〈P[ψa1(x1)ψa2(x2) · · ·ψaN (xN)
]∣∣g(xi, xj )

∣∣P′[ψa1(x1)ψa2(x2) · · ·ψaN (xN)
]〉
.

We now draw our attention on a particular pair (i, j). Out of the N ! terms of the
sum, there are (N − 2)! that give as a result

{〈
ψa1(xi)ψa2(xj )

∣∣g(xi, xj )
∣∣ψa1(xi)ψa2(xj )

〉

− 〈ψa1(xi)ψa2(xj )
∣∣g(xi, xj )

∣∣ψa2(xi)ψa1(xj )
〉}
,

(N − 2)! that give a similar result with the pair of states (a1, a3) instead of the pair
(a1, a2), and so on, for all possible ordered pairs of states (ar , as). We then note that,
since the operator g(i, j) is symmetric with respect to the exchange of the particles,
the ordered pair (ar , as) produces the same result as the ordered pair (as, ar ). We
therefore obtain

〈
Ψ (a1, a2, . . . , aN)

∣∣G
∣∣Ψ (a1, a2, . . . , aN)

〉

= 2

N(N − 1)

∑

i<j

∑

pairs ar ,as

{〈
ψar (xi)ψas (xj )

∣∣g(xi, xj )
∣∣ψar (xi)ψas (xj )

〉

− 〈ψar (xi)ψas (xj )
∣∣g(xi, xj )

∣∣ψas (xi)ψar (xj )
〉}
,

where the sum runs over the non-ordered pairs. The result does not depend anymore
on the values of the indices i and j , once the matrix elements that appear in this
equation are calculated. We note that the sum over i and j implies N(N − 1)/2
terms. We therefore have, in compact notation

〈
Ψ (a1, a2, . . . , aN)

∣∣G
∣∣Ψ (a1, a2, . . . , aN)

〉

=
∑

pairs ar ,as

[〈ar , as |g|ar , as〉 − 〈ar , as |g|as, ar 〉
]
. (8.5)
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The matrix elements appearing with the positive sign in the right-hand side are
called “direct”, while the others are called “exchange”. The contribution of the latter
to the total energy of an atomic system is called the contribution due to the exchange
energy. The direct matrix elements have an immediate physical interpretation, being
integrals of the type

∫ ∣∣ψar (x1)
∣∣2∣∣ψas (x2)

∣∣2 e2
0

r12
dx1 dx2.

The exchange matrix elements, however, are a consequence of the antisymmetric
character of the eigenfunctions, i.e. of the exclusion principle, and do not have a
classical analogue.

8.3 Single Particle Matrix Elements

In the previous section we have related the diagonal matrix elements of operators of
the type F and G between states of N particles to matrix elements between states of
single particle (for the operator F ) or between two particle states (in the case of the
operator G). We now calculate explicitly these matrix elements taking into account
that the single particle eigenfunctions are of the type (see Eqs. (7.10) and (7.11))

ψnlmms = 1

r
Pnl(r)Ylm(θ,φ)χms ,

where Pnl(r) is the reduced radial eigenfunction, solution of the Schrödinger equa-
tion

− �
2

2m

d2

dr2
Pnl(r)+

[
Vc(r)+ �

2l(l + 1)

2mr2

]
Pnl(r)=W0(n, l)Pnl(r),

Vc(r) being the central potential. Recalling the expression for the operator F given
by Eqs. (8.2) and (8.3), the first integral to be evaluated is of the type

∫
|ψnlmms |2

[
−Vc(r)− Ze2

0

r

]
r2 sin θ dr dθ dφ.

Taking into account the property of the spherical harmonics given in Eq. (6.12), we
obtain a radial integral, function of n and l, defined by

I (n, l)= −
∫ ∞

0
P 2
nl(r)

[
Vc(r)+ Ze2

0

r

]
dr. (8.6)

Obviously, the explicit expression for I (n, l) can only be calculated once the poten-
tial Vc(r) is known and the reduced radial functions Pnl(r) have been determined.

In summary, the results of the previous chapter and those obtained here allow us
to write the energy of a given configuration, due to the Hamiltonian H0 and to the
F part of the Hamiltonian H1, in the form

W =
∑

subshells

qnl
[
W0(n, l)+ I (n, l)

]
, (8.7)
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where qnl is the number of electrons in the subshell nl. Such energy is the same for
all the g states of the configuration. Therefore, the F part of the Hamiltonian H1
does not remove the degeneracy.

8.4 Matrix Elements of the Coulomb Interaction

With regard to the Coulomb interaction, two different types of matrix elements
need to be calculated, the direct ones and the exchange ones, traditionally named
J and K . These integrals are defined by

J (a, b)= 〈a, b| e
2
0

r12
|a, b〉, K(a, b)= 〈a, b| e

2
0

r12
|b, a〉,

where a and b are two different sets of quantum numbers, i.e.

a = (na, la,ma,msa ), b = (nb, lb,mb,msb ).

More generally, we calculate a matrix element of the type

〈a, b| e
2
0

r12
|c, d〉.

By writing in explicit form the eigenfunctions, we have

〈a, b| e
2
0

r12
|c, d〉

= δ(msa ,msc )δ(msb ,msd )

∫ ∞

0
dr1

∫ ∞

0
dr2

× Pnala (r1)Pnblb (r2)Pnclc (r1)Pnd ld (r2)

∫ π

0
dθ1

∫ π

0
dθ2

∫ 2π

0
dφ1

∫ 2π

0
dφ2

× Y ∗
lama

(θ1, φ1)Y
∗
lbmb

(θ2, φ2)Ylcmc (θ1, φ1)Yldmd
(θ2, φ2)

e2
0

r12
sin θ1 sin θ2,

where the two Kronecker delta are due to the scalar products of the spin eigenfunc-
tions. To perform the integral we recall Eq. (7.9), which we rewrite here

1

r12
=

∞∑

l=0

rl<

rl+1
>

Pl(cosΘ),

where r< and r> are, respectively, the smaller and the larger between r1 and r2, and
where Θ is the angle between the unit vectors r1 and r2. Using the cosine rule, we
have

cosΘ = cos θ1 cos θ2 + sin θ1 sin θ2 cos(φ1 − φ2),

and the Legendre function of argument cosΘ can be expressed, using the so-called
addition theorem, in the form

Pl(cosΘ)= 4π

2l + 1

l∑

m=−l

Y ∗
lm(θ1, φ1)Ylm(θ2, φ2).
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We then have

1

r12
=

∞∑

l=0

rl<

rl+1
>

4π

2l + 1

l∑

m=−l

Y ∗
lm(θ1, φ1)Ylm(θ2, φ2).

Substituting this expression into the matrix element, we obtain

〈a, b| e
2
0

r12
|c, d〉

= e2
0δ(msa ,msc )δ(msb ,msd )

∞∑

l=0

4π

2l + 1

×
[∫ ∞

0
dr1

∫ ∞

0
dr2

rl<

rl+1
>

Pnala (r1)Pnclc (r1)Pnblb (r2)Pnd ld (r2)

]

×
l∑

m=−l

[∫ π

0
sin θ1 dθ1

∫ 2π

0
dφ1Y

∗
lama

(θ1, φ1)Ylcmc (θ1, φ1)Y
∗
lm(θ1, φ1)

]

×
[∫ π

0
sin θ2 dθ2

∫ 2π

0
dφ2Y

∗
lbmb

(θ2, φ2)Yldmd
(θ2, φ2)Ylm(θ2, φ2)

]
.

The integrals over the solid angle can be evaluated by recalling the conjugation
properties of the spherical harmonics (Eq. (6.11)) and Weyl’s theorem, according to
which we have, in terms of the 3-j symbols

∫ π

0
sin θ dθ

∫ 2π

0
dφYl1m1(θ,φ)Yl2m2(θ,φ)Yl3m3(θ,φ)

=
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)

4π

(
l1 l2 l3
0 0 0

)(
l1 l2 l3
m1 m2 m3

)
. (8.8)

We therefore obtain, for the angular part, the following expression

2l + 1

4π

√
(2la + 1)(2lb + 1)(2lc + 1)(2ld + 1)(−1)ma+m+mb

×
(
la lc l

0 0 0

)(
lb ld l

0 0 0

)(
la lc l

−ma mc −m

)(
lb ld l

−mb md m

)
,

which can be rewritten in a more symmetric form by changing the summation index
m into −m, and taking into account the properties of the 3-j symbols (Eqs. (7.19)
and (7.20)). Noting also that, being mb =md +m, we have

(−1)ma+m+mb = (−1)ma+2m+md = (−1)ma+md ,

we obtain, still for the angular part,

2l + 1

4π

√
(2la + 1)(2lb + 1)(2lc + 1)(2ld + 1)(−1)ma+md

×
(
la lc l

0 0 0

)(
ld lb l

0 0 0

)(
la lc l

−ma mc m

)(
ld lb l

−md mb m

)
.
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We note that this expression is zero unless the two integers (la + lc + l) and (lb +
ld + l) are both even and unless m is equal both to (ma −mc) and to (md −mb). This
means, moreover, that the two integers (ma − mc) and (md − mb) must be equal.
The same expression for the angular part is generally written in a more compact
form by introducing the ck(a, b) symbol, defined by

ck(a, b)= ck(la,ma; lb,mb)= (−1)ma
√
(2la + 1)(2lb + 1)

×
(
la lb k

0 0 0

)(
la lb l

−ma mb m

)
.

We then obtain

〈a, b| e
2
0

r12
|c, d〉 = e2

0δ(msa ,msc )δ(msb ,msd )

∞∑

k=0

ck(a, c)ck(d, b)

×
∫ ∞

0
dr1

∫ ∞

0
dr2

rk<

rk+1
>

Pnala (r1)Pnclc (r1)Pnblb (r2)Pnd ld (r2),

where the sum over k, formally extended between 0 and ∞, is in fact limited by the
triangular inequality implicitly contained in the ck(a, c) and ck(b, d) symbols.

From this general expression, it is easy to obtain, by simple substitution, the
corresponding expressions for the direct and exchange matrix elements, traditionally
written in the following form

J (a, b)= 〈a, b| e
2
0

r12
|a, b〉 =

∞∑

k=0

ak(a, b)F k(a, b),

K(a, b)= 〈a, b| e
2
0

r12
|b, a〉 = δ(msa ,msb )

∞∑

k=0

bk(a, b)Gk(a, b),

where

ak(a, b)= ck(a, a)ck(b, b)

= (−1)ma+mb(2la + 1)(2lb + 1)

×
(
la la k

0 0 0

)(
lb lb k

0 0 0

)(
la la k

−ma ma 0

)(
lb lb k

−mb mb 0

)
,

bk(a, b)= [ck(a, b)]2 = (2la + 1)(2lb + 1)

(
la lb k

0 0 0

)2(
la lb k

−ma mb m

)2

,

F k(a, b)= e2
0

∫ ∞

0
dr1

∫ ∞

0
dr2

rk<

rk+1
>

P 2
nala

(r1)P
2
nblb

(r2), (8.9)

Gk(a, b)= e2
0

∫ ∞

0
dr1

∫ ∞

0
dr2

rk<

rk+1
>

Pnala (r1)Pnblb (r1)Pnala (r2)Pnblb (r2). (8.10)

The quantities Fk and Gk can be calculated from the eigenfunctions Pnl(r), which
depend on the central potential Vc(r). The ak and bk coefficients can instead be
directly calculated. They have the following symmetry properties with respect to
the arguments
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ak(la,ma; lb,mb)= ak(lb,mb; la,ma)= ak(la,−ma; lb,mb)

= ak(la,ma; lb,−mb),

bk(la,ma; lb,mb)= bk(lb,mb; la,ma)= bk(la,−ma; lb,−mb).

These results allow us to express the diagonal matrix elements of the Coulomb
interaction in the form

〈
Ψ (a1, a2, . . . , aN)

∣∣ e
2
0

r12

∣∣Ψ (a1, a2, . . . , aN)
〉

=
∑

pairs a,b

[
J (a, b)−K(a,b)

]

=
∑

pairs a,b

[ ∞∑

k=0

ak(a, b)F k(a, b)− δ(msa ,msb )

∞∑

k=0

bk(a, b)Gk(a, b)

]

, (8.11)

where a and b are any two states of the set (a1, a2, . . . , aN) and where the sum is
over all the N(N − 1)/2 distinct pairs.

8.5 Sums over Closed Subshells

The sums that express the matrix elements of the Coulomb interaction are consid-
erably simplified when the configuration contains closed subshells. Referring first
to the direct integrals, consider an electron belonging to a given subshell (nb, lb).
We need to evaluate the contribution of the matrix element of the Coulomb interac-
tion originating from all possible pairs formed by such an electron and any of the
electrons belonging to a closed subshell (na, la). To do this we need to compute the
following sum

S =
∑

shell a

J (a, b)=
∑

msama

∑

k

ak(a, b)F k(a, b).

Substituting the expression for ak(a, b) of the previous section, we obtain

S = (−1)mb(2la + 1)(2lb + 1)
∑

k

(
la la k

0 0 0

)(
lb lb k

0 0 0

)(
lb lb k

−mb mb 0

)

× Fk(a, b)
∑

msama

(−1)ma

(
la la k

−ma ma 0

)
.

To evaluate the sum over ma appearing in this expression, we need to recall the
properties of the 3-j symbols. Since we have, from Eq. (7.16)

(
la la 0

−ma ma 0

)
= (−1)la+ma

1√
2la + 1

, (8.12)
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we can write
∑

ma

(−1)ma

(
la la k

−ma ma 0

)

= (−1)la
√

2la + 1 ×
∑

ma

(
la la 0

−ma ma 0

)(
la la k

−ma ma 0

)
,

and considering the property of the 3-j symbols given by Eq. (7.18)

∑

ma

(−1)ma

(
la la k

−ma ma 0

)
= δk,0(−1)la

√
2la + 1.

If we finally take into account that the sum over msa produces a factor 2, we get

S = (−1)la+mb2(2la + 1)3/2(2lb + 1)

(
la la 0
0 0 0

)(
lb lb 0
0 0 0

)

×
(

lb lb 0
−mb mb 0

)
F 0(a, b),

and recalling again Eq. (8.12) for expressing the 3-j symbols with two zeros in the
last column, we obtain

∑

shell a

J (a, b)= 2(2la + 1)F 0(a, b), (8.13)

where

F 0(a, b)= F 0(na, la;nb, lb)= e2
0

∫ ∞

0
dr1

∫ ∞

0
dr2

1

r>
P 2
nala

(r1)P
2
nblb

(r2).

As we can see, this expression does not depend on the quantum numbers mb and
msb of the electron in the subshell b. We then have that, if the subshell b is also
closed

∑

shells a,b

J (a, b)= 4(2la + 1)(2lb + 1)F 0(na, la;nb, lb). (8.14)

Similar calculations can be performed for the exchange integrals. Again, con-
sider an electron belonging to the subshell (nblb). We need to evaluate the exchange
contribution to the matrix element of the Coulomb interaction originating from all
possible pairs formed by such an electron and any of the electrons belonging to a
closed subshell (na, la). To do this we need to calculate the sum

∑

shell a

K(a, b)

=
∑

msama

δ(msa ,msb )
∑

k

bk(a, b)Gk(a, b)

=
∑

ma

∑

k

(2la + 1)(2lb + 1)

(
la lb k

0 0 0

)2(
la lb k

−ma mb m

)2

Gk(a, b).
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The sum over ma can be evaluated considering that, being m=ma −mb and being
mb fixed, we can formally extend such sum also to m. Recalling the property given
in Eq. (7.18), we then have

∑

shell a

K(a, b)= (2la + 1)
∑

k

(
la lb k

0 0 0

)2

Gk(a, b), (8.15)

and since this contribution does not depend on mb and on msb , we obtain, if the
subshell b is also closed

∑

shells a,b

K(a, b)= 2(2la + 1)(2lb + 1)
∑

k

(
la lb k

0 0 0

)2

Gk(na, la;nb, lb).
(8.16)

We have just discussed the case when the two electrons belong to different sub-
shells a and b. But these results can also be extended to the case of pairs of electrons
belonging to the same closed subshell. We obtain
∑

shell a

[
J
(
a, a′)−K

(
a, a′)]

= 2(2la + 1)2
[
F 0(na, la;na, la)− 1

2

∑

k

(
la la k

0 0 0

)2

Fk(na, la;na, la)
]
,

where we have taken into account the fact that

Gk(na, la;na, la)= Fk(na, la;na, la).
We can rewrite the same expression in this equivalent form
∑

shell a

[
J
(
a, a′)−K

(
a, a′)]= (2la + 1)(4la + 1)F 0(na, la;na, la)

− (2la + 1)2
∑

k>0

(
la la k

0 0 0

)2

Fk(na, la;na, la).
(8.17)

All quantities that we have calculated, relative to the sums over closed sub-
shells, are independent of the quantum numbers of the electrons belonging to the
open subshells. We have therefore obtained the important result that the contribu-
tions of Coulomb energy from closed subshells do not remove the degeneracy of
a given configuration. Such degeneracy can be removed only by a very small frac-
tion of all possible pairs (a, b), i.e. those pairs where both electrons belong to open
subshells. A sample calculation for the ground configuration of the silicon atom,
1s22s22p63s23p2, is presented in Sect. 16.8.

8.6 Terms Structure

As we have seen, the closed subshells do not remove the degeneracy of a given con-
figuration. They only provide a contribution to the energy that is the same for all
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Table 8.3 Values of the
coefficients ak and bk , for the
only possible values of
k = 0,2, for the p2

configuration

l1 m1 l2 m2 a0 a2 b0 b2

1 1 1 0 1 −2/25 0 3/25

1 1 1 1 1 1/25 1 1/25

1 1 1 −1 1 1/25 0 6/25

1 0 1 0 1 4/25 1 4/25

terms. The so-called multiplet structure, i.e. the energy order of the terms and the
values of the energy differences between terms, are determined solely by the elec-
trons belonging to the open subshells. They need to be evaluated on a case by case
basis, by means of the results contained in Tables 8.1, 8.2, and Eq. (8.11). In the
following, we only discuss the calculations for the p2 configuration, noting that, for
this case of two equivalent electrons, there is only a single possible pair. Further-
more, the quantities Fk(a, b) and Gk(a, b) that appear in Eq. (8.11) coincide, so the
equation can be written in the form

〈
Ψ (a1, a2)

∣∣ e
2
0

r12

∣∣Ψ (a1, a2)
〉

=
∞∑

k=0

[
ak(a1, a2)− δ(ms1,ms2)b

k(a1, a2)
]
Fk(a1, a2).

The results of Table 8.2 show that Eq. (8.11) has to be evaluated for various com-
binations of the quantum numbers of the two electrons. This requires the evaluation
of several 3-j symbols, which results in the values of the quantities ak and bk that
are displayed in Table 8.3. Using such values, we obtain the following results for
the energies of the terms

3P = F 0 − 1

5
F 2, 1D = F 0 + 1

25
F 2, 1S = F 0 + 2

5
F 2.

We can see that, since F 2 is positive, the structure of the terms follows the first
Hund’s rule, already illustrated in Sect. 7.12. According to this rule, the term with
the lowest energy is the one having the highest multiplicity (the term 3P in this
case). The order, according to increasing energy, of the other two terms is 1D, 1S.
Furthermore, we obtain a numerical result for the ratio between the energy intervals.
We have in fact

R=
1S − 1D

1D − 3P
= 3

2
.

This theoretical result can be tested against spectroscopic observations of atoms
(or ions) having the configuration p2 as an open shell (C I, N II, O III, Si I, Ge I, Sn I,
etc.). The experimental data show that the R ratio for such atoms varies between
1.13 and 1.50, in reasonable agreement with the theoretical prediction. The differ-
ences can be attributed to configuration interaction and to the relativistic corrections
to the Hamiltonian that will be discussed in the following chapter.



Chapter 9
More Details on Atomic Spectra

Spectroscopic measurements normally reach a very high level of accuracy, which
means that the non-relativistic approximation introduced in the previous chapter is
not sufficient, in the vast majority of cases, to give a quantitatively adequate de-
scription of the atomic spectra. In particular, on the basis of this approximation, we
cannot explain the presence in the atomic spectra of an important phenomenon such
as the fine structure. This phenomenon can be adequately described considering
the contribution to the energy of the atom due to the intrinsic angular momentum
of the electron. The result is the removal of the degeneracy in the non-relativistic
Hamiltonian and the consequent separation of the terms (identified with the quan-
tum numbers L and S) in atomic levels characterized by the quantum number J . In
this chapter we describe in detail this phenomenon, together with other phenomena
which similarly produce the removal of degeneracy of the atomic states, either due
to external agents (such as a magnetic field) or internal ones (nuclear spin). This
will lead to the description of other characteristic effects of atomic spectra such as
the Zeeman effect, the Paschen-Back effect and the hyperfine structure.

9.1 The Spin-Orbit Interaction

The discussions presented in Chaps. 7 and 8 are based on the approximation of a
nonrelativistic Hamiltonian. Now, it necessary to introduce the relativistic correc-
tions and analyse in detail their effect on the atomic levels. Taking into account the
results obtained in Sect. 5.5, when we considered the first order non-relativistic limit
to the Dirac equation, and in particular Eq. (5.13), we now assume, as a first approx-
imation, that the relativistic corrections are simply described by the Hamiltonian H2

given by1

1It is the fifth term in the square bracket of Eq. (5.13), that one of the spin-orbit interaction, where
we made the substitution σ i = 2si .

E. Landi Degl’Innocenti, Atomic Spectroscopy and Radiative Processes,
UNITEXT for Physics, DOI 10.1007/978-88-470-2808-1_9, © Springer-Verlag Italia 2014
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H2 =
N∑

i=1

ξ(ri)�i · si , (9.1)

where the sum is extended over al the electrons and where the function ξ(r) is given
by

ξ(r)= �
2

2m2c2

1

r

d

dr
Vc(r). (9.2)

Actually, Eq. (5.13) has two other nonrelativistic corrections, the p4 term and the
Darwin term. However, these terms do not explicitly contain operators of angular
momentum. They only depend on the variable r and on the operator ∂/∂r . There-
fore, it is reasonable to think that the effects of such terms can be included into the
central potential term Vc(r). We also point out that the Hamiltonian H2 describes
only the spin-orbit interaction, i.e. the interaction between the orbital angular mo-
mentum and the intrinsic angular momentum of the electron, and therefore neglects
the mutual interaction between the intrinsic angular momenta, such as the spin-spin
interaction. Such interaction terms are however only important for the helium atom
(and its isoelectronic sequence), and would require a separate discussion. We can
say that in practice the Hamiltonian H2 of Eq. (9.1) provides a good approximation
for all atoms with the exception of helium.

We now look at how the various angular momentum operators commute with the
Hamiltonian H2. We start by calculating the commutator of the total orbital angular
momentum L =∑N

j=1 �j

[H2,L] =
N∑

i=1

N∑

j=1

[
ξ(ri)�i · si ,�j

]
.

Since the operators relative to a given particle commute with all the operators rel-
ative to different particles, the double sum becomes a single sum. We note that
the orbital angular momentum operator �i commutes with both the function ξ(ri)

(which depends only on the radial coordinate ri ) and the spin operator si . If we re-
call the commutation properties of the Cartesian components of the �i operator, we
therefore obtain, with simple algebra

[H2,L] = i
N∑

i=1

ξ(ri)�i × si .

Similarly, the commutator with the total spin S =∑N
j=1 sj is

[H2,S] = −i
N∑

i=1

ξ(ri)�i × si ,

hence the commutator with the total angular momentum J = L + S is zero

[H2,J] = 0.
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In general, when relativistic corrections are introduced, L and S are no longer
good quantum numbers (since the corresponding operators L2 and S2 do not com-
mute with the Hamiltonian). The quantum number that is still “good” in all gener-
ality is J , the total angular momentum. However, if the Hamiltonian H2 is a pertur-
bation of the nonrelativistic Hamiltonian, i.e. if the following inequalities hold

H0 � H1 � H2,

we can then use perturbation theory so that L and S remain good quantum numbers
and the effect of the relativistic Hamiltonian can be evaluated by calculating the
matrix elements within the subspace identified by a particular pair of (L,S) values
and diagonalising then the resulting matrix. This is known as the Russell-Saunders
coupling scheme or simply L-S coupling. In this scheme we have a hierarchy of
Hamiltonians that are “applied one at a time”. We start by solving the Schrödinger
equation with the Hamiltonian H0 of Eq. (7.3) thus finding the energies of the con-
figurations. We then consider the action of the Hamiltonian H1 of Eq. (7.4) for a
given configuration. We treat it as a perturbation, and find the energies of the terms,
each characterized by the L and S values. Finally, for a given term, we consider
the action of the Hamiltonian H2 as a perturbation, finding the energy of the levels,
each characterized by the value of J .

Within the Russell-Saunders scheme, we therefore need to evaluate the matrix
elements of H2 on the degenerate space of a given term. We have seen in Sect. 7.11
that the eigenfunctions are of the type Ψ A(α,L,S,ML,MS) (recall that the α sym-
bol represents the configuration), and that the degeneracy is (2L + 1)(2S + 1). As
we have previously seen, instead of evaluating the matrix elements of H2 on this
basis, it is more convenient to introduce a new basis, where the total angular mo-
mentum J is diagonal. In this way, the Hamiltonian H2 becomes diagonal since it
commutes with J. The eigenfunctions of the new basis will be denoted by the sym-
bols Ψ A(α,L,S,J,M) and can be obtained with suitable linear combinations of
Ψ A(α,L,S,ML,MS) involving the Clebsh-Gordan coefficients or the 3-j symbols
(see Sect. 7.9 and in particular Eq. (7.13)). Through the Clebsh-Gordan coefficients
we have

Ψ A(α,L,S,J,M)=
∑

MLMS

〈LSMLMS |LSJM〉Ψ A(α,L,S,ML,MS),

or, in the more compact Dirac notation

|αLSJM〉 =
∑

MLMS

〈LSMLMS |LSJM〉|αLSMLMS〉.

To evaluate the effect of the Hamiltonian H2 it is therefore sufficient to consider the
diagonal matrix elements

〈αLSJM|H2|αLSJM〉.
These computations will be carried out in Sect. 9.3, after a discussion on the matrix
elements of some special operators.
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9.2 The Wigner-Eckart Theorem and the Projection Theorem

The vector operators that are commonly encountered in theoretical spectroscopy
satisfy particular commutation rules with respect to the angular momentum. These
rules are intimately connected with the properties of the transformation of the Carte-
sian components of a vector under rotations in ordinary space and are of the form

[Jl, vk] = i
∑

m

εlkmvm,

where v is a vector operator and J is the total angular momentum of the physical
system that is being considered, or of the subsystem on which the v operator acts.

This commutation rule applies to an extensive class of vector operators (actually
to all vector operators, as long as the total angular momentum of each subsystem is
included in J). Some examples are given below; their proofs are trivial and are not
presented here.

(a) The total angular momentum satisfies the commutation rule with respect to it-
self.

(b) For a system consisting of more subsystems, if J = J1 + J2 + · · · , and if each
angular momentum commutes with all other angular momenta, then each sum-
mand satisfies the commutation rule with respect to itself and with respect to J.

(c) For a system composed of a single particle, both the coordinate r and the mo-
mentum p satisfy the commutation rule with respect to both the orbital angular
momentum � and the total angular momentum j = � + s, where s is the spin.

(d) Still for a system composed of a single particle, s satisfies the commutation rule
with respect to both itself and j.

(e) For a system composed of N particles, if J = �1 + �2 + · · · + �N + s1 + s2 +
· · · + sN , then all the following operators satisfy the commutation rule with
respect to J: the coordinate ri , the momentum pi , the orbital angular momentum
�i , the spin momentum si , and the total angular momentum ji (all relative to the
i-th particle).

(f) The rule is satisfied by any linear combination of vector operators that satisfy
the rule itself.

(g) The rule is satisfied by the vector product of two vector operators that satisfy
the rule itself.

Finally, we note that, if v and w are two vector operators that satisfy the rule, their
scalar product v · w commutes with J.

An important consequence of the above commutation rule is the so-called
Wigner-Eckart theorem. Using this theorem, it is possible to find a particularly sim-
ple expression for the matrix elements of the so-called spherical components of
the vector operators between eigenstates of the angular momentum. The spherical
components of a vector operator, vq (q = −1,0,1), are defined, starting from the
Cartesian components, as follows

v−1 = 1√
2
(vx − ivy), v0 = vz, v1 = − 1√

2
(vx + ivy). (9.3)
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For the matrix elements of such components we have (Wigner-Eckart theorem)
〈
αJM|vq |α′J ′M ′〉= 〈J ′1M ′q

∣∣JM
〉〈
αJ‖v‖α′J ′〉,

where 〈J ′1M ′q|JM〉 is a Clebsh-Gordan coefficient and where 〈αJ‖v‖α′J ′〉 is the
so-called reduced matrix element (independent of M , M ′, and q) of the vector op-
erator v. If we use the 3-j symbols instead of the Clebsh-Gordan coefficients, the
Wigner-Eckart theorem can be rewritten in the form

〈
αJM|vq |α′J ′M ′〉= (−1)J

′+M+1
√

2J + 1

(
J J ′ 1

−M M ′ q

)〈
αJ‖v‖α′J ′〉. (9.4)

Taking into account the properties of the 3-j symbols, we can see that the matrix
element can only be non-zero if the following “selection rules” are satisfied

�J = ±1,0, 0 � 0, �M = ±1,0.

The Wigner-Eckart theorem, presented here without giving a formal proof, is
actually more general. The matrix elements between eigenstates of the angular mo-
mentum of irreducible tensor operators of any rank k (k = 0,1,2, . . .) can in fact
be expressed, using this theorem, in terms of the 3-j symbols and of the reduced
matrix elements. The vector operators, once written in spherical components, are
irreducible tensor operators of rank 1.

The Wigner-Eckart theorem can be used to demonstrate another important the-
orem, called the projection theorem, which concerns the diagonal matrix elements
with respect to the quantum number J . To prove this theorem, we consider the ma-
trix element of the operator J · v. It is simple to verify that such scalar product can
be written, using spherical components, in the form

J · v =
∑

q

(−1)qJ−qvq, (9.5)

from which we obtain
〈
αJM|J · v|α′JM ′〉=

∑

q

(−1)q
〈
αJM|J−qvq |α′JM ′〉.

If we insert between the operators J−q and vq the identity operator written in the
form

1 =
∑

α′′

∑

J ′′

∑

M ′′

∣∣α′′J ′′M ′′〉〈α′′J ′′M ′′∣∣,

taking into account that the operator J−q is diagonal with respect to the quantum
numbers α and J , and applying twice the Wigner-Eckart theorem, we obtain

〈
αJM|J · v|α′JM ′〉=

∑

qM ′′
(−1)q+(J+M+1)+(J+M ′′+1)(2J + 1)

×
(

J J 1
−M M ′′ −q

)(
J J 1

−M ′′ M ′ q

)

× 〈αJ‖J‖αJ 〉〈αJ‖v‖α′J
〉
.
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We note that the exponent of (−1) can be written as

q + (J +M + 1)+ (J +M ′′ + 1
)= q + (J +M + 1)− (J +M ′′ + 1

)

= q +M −M ′′ = 0.

In addition, if we change the sign of the second line of the second 3-j, we reverse the
first two columns of the same symbol, and bear in mind the orthonormality property
of the 3-j symbols (Eqs. (7.19), (7.20) and (7.18)), we obtain

〈
αJM|J · v|α′JM ′〉= 〈αJ‖J‖αJ 〉〈αJ‖v‖α′J

〉
δMM ′ .

This expression, in the particular case where v = J, can be used to evaluate the
reduced matrix element of J. In fact, bearing in mind that the eigenvalue of J 2 is
J (J + 1) and equalling α to α′, we have

J (J + 1)= 〈αJM|J · J|αJM〉 = (〈αJ‖J‖αJ 〉)2.
We now consider the following matrix element

〈
αJM

∣∣Jq(J · v)
∣∣α′JM ′〉.

If we insert as done above the identity between the Jq and (J · v) operators, apply
twice the Wigner-Eckart theorem (once in its direct and once in its inverted form),
and take into account the previous results, we obtain

〈
αJM

∣∣Jq(J · v)
∣∣α′JM ′〉

= 〈αJM|Jq |αJM ′〉〈αJM ′∣∣J · v
∣∣α′JM ′〉

= (−1)J+M+1
√

2J + 1

(
J J 1

−M M ′ q

)
J (J + 1)

〈
αJ‖v‖α′J

〉

= J (J + 1)
〈
αJM|vq |α′JM ′〉.

We therefore conclude that, to evaluate the diagonal matrix elements with respect
to J , the following operator identity holds

J 2v = J(J · v),

i.e., when J = 0

v = J(J · v)
J 2

. (9.6)

This equation can be interpreted physically by saying that the vector v precedes
rapidly around the angular momentum J in such a way that the components of v
perpendicular to J are on average zero and the only “effective” component that is
left is directed along J, as exemplified in Fig. 9.1. From an historical point of view,
we note that the projection theorem was commonly used, albeit intuitively, since the
first applications of quantum mechanics to atomic physics. The fact that it can be
demonstrated in a rigorous manner constitutes a formal proof of the correctness of
these applications.
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Fig. 9.1 The vector v
precedes rapidly around J so
that its components in the
direction perpendicular to J
are on average zero

9.3 The Landé Interval Rule

Under the assumption of the Russell-Saunders coupling, the corrections to the term
energies �EJ due to the Hamiltonian H2 of Eq. (9.1) are given by diagonal matrix
elements of the form

�EJ =
N∑

i=1

〈αLSJM|ξ(ri)�i · si |αLSJM〉.

To calculate these matrix elements, it is convenient to use the basis of the eigenvec-
tors of L2, S2, Lz, and Sz, by applying the usual similarity transformation in terms
of the Clebsh-Gordan coefficients (Eq. (7.13))

�EJ =
∑

MLMS

∑

M ′
LM

′
S

〈LSJM|LSMLMS〉

×
N∑

i=1

〈
αLSMLMS

∣∣ξ(ri)�i · si
∣∣αLSM ′

LM
′
S

〉〈
LSM ′

LM
′
S

∣∣LSJM
〉
.

In the central matrix element, the operator ξ(ri)�i acts only on the angular variables,
while the operator si acts only on the spin variables. Recalling that the eigenvector
|αLSMLMS〉 can also be written as a direct product |αLML〉|SMS〉, we obtain for
such matrix element

〈
αLSMLMS

∣∣ξ(ri)�i · si
∣∣αLSM ′

LM
′
S

〉

= 〈αLML

∣∣ξ(ri)�i
∣∣αLM ′

L

〉 · 〈SMS |si |SM ′
S

〉
.

The matrix elements in the right-hand side can be evaluated using the projection
theorem (Eq. (9.6)). We obtain

〈
αLSMLMS

∣∣ξ(ri)�i · si
∣∣αLSM ′

LM
′
S

〉

= ζi(α,LS)
〈
αLML|L|αLM ′

L

〉 · 〈SMS |S|SM ′
S

〉

= ζi(α,LS)
〈
αLSMLMS |L · S|αLM ′

LM
′
S

〉
,
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where we have introduced the quantity ζi(α,LS) (independent of the quantum num-
bers ML and MS ) defined by

ζi(α,LS)= 〈αLML|ξ(ri)L · �i |αLML〉〈SMS |S · si |SMS〉
L(L+ 1)S(S + 1)

. (9.7)

We can then write
∑

i

〈
αLSMLMS

∣
∣ξ(ri)�i · si

∣
∣αLSM ′

LM
′
S

〉

= ζ(α,LS)
〈
αLSMLMS |L · S|αLSM ′

LM
′
S

〉
, (9.8)

where we have put

ζ(α,LS)=
N∑

i=1

ζi(α,LS). (9.9)

By introducing this expression in the equation for �EJ and summing on the Clebsh-
Gordan coefficients, we finally get

�EJ = ζ(α,LS)〈αLSJM|L · S|αLSJM〉.
With these various steps, we have shown that, to calculate the diagonal matrix

elements on the basis of the eigenvectors |αLSJM〉, the Hamiltonian H2 is equiv-
alent, aside from a proportionality factor, to the operator L · S. Noting also that

J 2 = (L + S)2 = L2 + S2 + 2L · S,

we obtain

L · S = 1

2

(
J 2 −L2 − S2),

so that

�EJ = 1

2
ζ(α,LS)

[
J (J + 1)−L(L+ 1)− S(S + 1)

]
.

Through this formula we can easily evaluate the term structure, i.e. the energies
of the “multiplet levels” in which the term splits due to the relativistic corrections
of the Hamiltonian (basically, due to the spin-orbit interaction). In particular, for the
energy interval between two successive levels, we have

�EJ −�EJ−1 = ζ(α,LS)J,

a result that is stated as follows: the interval between two successive levels of a
multiplet is proportional to the highest J value of the pair. This fact is known as the
Landé interval rule. This rule can conveniently be used to verify “a posteriori” how
valid the LS coupling is for the description of a particular term of an atom (or ion),
by comparing the observed with the predicted energy intervals.

To illustrate these concepts, we consider the special case of the ground term
of iron, identified as a5D in spectroscopic notations (the a symbol represents the
ground configuration 1s22s22p63s23p63d64s2). Since L = 2 and S = 2, we can
have five different values of J , i.e. J = 0,1,2,3,4, and since the constant ζ(α,LS)
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Fig. 9.2 The ground term of
the iron atom, a5D has a
negative ζ value, and splits
into five fine-structure levels,
each characterized by a
particular value of J . The
energy differences between
the levels satisfy the Landé
interval rule

is negative (see below and Sect. 16.9), the multiplet is called inverted and the smaller
J values correspond to higher energies. The fine structure of the multiplet is shown
in Fig. 9.2, together with the corresponding interval rule. Assuming equal to unity
the interval between the J = 0 and J = 1 levels, theory predicts that the successive
intervals should have the values 2, 3, and 4, respectively. The spectroscopic analysis
shows that such intervals are equal to 2.05, 3.20, and 4.62, so we can conclude that
the LS coupling scheme is reasonably valid to describe this term.

Finally, we note that if one considers the center of gravity (in energy) of a multi-
plet, defined by

〈�EJ 〉 =
∑

J

(2J + 1)�EJ ,

we obtain

〈�EJ 〉 = ζ(α,LS)

L+S∑

J=|L−S|
(2J + 1)

[
J (J + 1)−L(L+ 1)− S(S + 1)

]
.

By means of the elementary formulae that give the sums of powers of the first n
integers (or half-integers), one can easily verify that

〈�EJ 〉 = 0,

which means that the spin-orbit interaction splits a term in a multiplet without mod-
ifying the mean energy.

By applying the projection theorem, we have been able to obtain directly the
Landé interval rule, and also an expression for the constant ζ(α,LS) that quantifies
the separation between the levels (Eqs. (9.9) and (9.7)). In some simple cases, this
expression can be further developed by elementary methods if we assume (some-
thing that is intuitive) that the electrons belonging to closed subshells do not bear
any contribution to ζ(α,LS). This implies that the sum over the electrons appearing
in Eq. (9.9) can be restricted to only the optical electrons.

If we consider for example the case of a single electron in the subshell nl, the
value of ζ(α,LS) can easily be determined from Eq. (9.7). Noting that L = � and
that S = s and recalling the expression of the function ξ(r) (Eq. (9.2)), we obtain

ζ(α,LS)= ζnl,



216 9 More Details on Atomic Spectra

where

ζnl = �
2

2m2c2

∫ ∞

0
P 2
nl(r)

1

r

[
d

dr
Vc(r)

]
dr. (9.10)

Since Vc(r) is a predominantly increasing function2 of r , the quantity ζnl is positive.
It can be directly evaluated once the expression for the central potential Vc(r) and
that of the corresponding wave functions Pnl(r) are known.

In the case of two electrons (equivalent or non-equivalent), we note that the L ·�1
operator (as well as similar ones) can be expressed by diagonal operators. We have
in fact, since �2 = L − �1,

�2
2 = (L − �1)

2,

from which we obtain

L · �1 = 1

2

(
L2 + �2

1 − �2
2

)
.

Similarly, we have

L · �2 = 1

2

(
L2 + �2

2 − �2
1

)
, S · s1 = 1

2

(
S2 + s2

1 − s2
2

)
,

S · s2 = 1

2

(
S2 + s2

2 − s2
1

)
.

For a term originating from the two-electron configuration n1l1 and n2l2, recalling
that s2

1 = s2
2 = 3

4 and excluding the singlet cases (for S = 0 there is no fine structure
and the formulae are undetermined), from Eqs. (9.9) and (9.7) we obtain

ζ
(
n1l1n2l2,

3L
)= 1

4
ζn1l1

L(L+ 1)+ l1(l1 + 1)− l2(l2 + 1)

L(L+ 1)

+ 1

4
ζn2l2

L(L+ 1)+ l2(l2 + 1)− l1(l1 + 1)

L(L+ 1)
. (9.11)

In particular, if the two electrons are equivalent (but do not fill the subshell),

ζ
(
nl2, 3L

)= 1

2
ζnl.

When three or more electrons (equivalent or not) are present, the calculation of
ζ(α,LS) cannot be made anymore using elementary methods but must be done
using the diagonal sum rule. A particular case is discussed in detail in Sect. 16.9.
Using the diagonal sum rule, one can easily prove that, for the configurations having
equivalent electrons, the sign of ζ(α,LS) is positive when the number of electrons
occupying the open subshell is lower than half the maximum number of electrons
that may occupy the subshell, that is if qnl < Ql/2 = (2l + 1), with the notation
used in Sect. 7.6. Vice versa, if qnl >Ql/2, the value of ζ(α,LS) is negative.

2In case of complex atoms, there are indeed restricted intervals in r where the function Vc de-
creases.
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Fig. 9.3 Out of the nine
possible transitions among
the J levels shown in the
figure, only six are allowed by
the selection rule �J = 0,±1

Whenever ζ(α,LS) is positive, the energy of the levels increases with J , while
the opposite occurs when ζ(α,LS) is negative. In the first case we say that we are
dealing with regular multiplets, while in the second case we have inverted multi-
plets, as in Fig. 9.2. All this can be summarized by the empirical rule that takes the
name of third Hund’s rule. This rule states that the multiplets arising from equivalent
electrons are regular when less than half of the subshell is occupied, while they are
inverted when more than half of the subshell is occupied.3 For example, if we con-
sider configurations of equivalent p electrons, the configurations p and p2 give rise
to regular multiplets, the configuration p3 is undecidable, the configurations p4 and
p5 give rise to inverted multiplets, while the configuration p6, which corresponds
to a closed subshell, produces only one term (1S) that does not split into a multiplet.

The fine-structure levels of a multiplet can combine with the levels of another
multiplet if they obey the selection rules

�J = 0,±1, 0 � 0,

which need to be added to those already presented in Sect. 7.13, concerning the
transitions between configurations and terms. This set of spectral lines is called a
multiplet of lines and each multiplet (which corresponds to a pair of terms) has
an appropriate numbering in the spectroscopic tables (the numbering is in practice
arbitrary and is mainly due to historical reasons).

As an example we consider the multiplet number 1 of C I, originating from the
transition between the 2p3s3P and the 2p3p3D terms. The 3P term has three fine-
structure levels, 3P0, 3P1, and 3P2, as also does the 3D term which consists of the
three levels, 3D1, 3D2, and 3D3. Once the selection rules are taken into account, we
obtain a multiplet of six spectral lines, as shown in Fig. 9.3.

3The case in which exactly half of the subshell is occupied is undecidable, given that theory pre-
dicts a null result for ζ . In fact, the experimental values of ζ are very small for these configurations.
The fact that their value is not strictly zero must be attributed to the breakdown of the approxima-
tions that we have introduced.
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9.4 The j-j Coupling and the Intermediate Coupling

The results of the previous sections were obtained within the LS coupling scheme,
based on the “hierarchy” of Hamiltonians synthesized by the inequalities H0 �
H1 � H2. Although the LS coupling is appropriate to describe the spectra of nu-
merous elements and ions (and in particular the simpler elements, having a low
charge number Z), there are many situations in which it ceases to be valid because
the two Hamiltonians H1 and H2 are comparable or, in some cases, because the
spin-orbit Hamiltonian dominates over the Hamiltonian of Coulomb interaction. To
treat these limiting cases, in which

H0 � H2 � H1,

we adopt a different scheme, known as j-j coupling.
The Hamiltonian H2 does not commute with the operators L and S, but it is sim-

ple to demonstrate that it commutes with the total angular momenta ji of the single
electrons (as well as with the total angular momentum J). The effect of the Hamil-
tonian H2 on the degenerate states of the Hamiltonian H0 (i.e. the configurations),
is to split a configuration in a number of terms characterized by the set of quantum
numbers ji , instead of the quantum numbers L and S. As usual, to determine the ac-
tion of H2 on the degenerate eigenstates of H0, it is convenient to introduce a basis
on which H2 is already diagonal. In order to do so, we start with the single-particle
functions ψnlmms and consider those linear combinations (obtained with the Clebsh-
Gordan coefficients) that are eigenstates of the operators j2 and jz. If we indicate
by mj the eigenvalue of the operator jz, such eigenfunctions are of the form

ψnljmj
=
∑

mms

〈lsmms |lsjmj 〉ψnlmms .

By means of these single-particle eigenfunctions, it is then possible to obtain eigen-
functions for the total system of N electrons that are antisymmetric (i.e. of the Slater
determinant type). Denoting by b1 the set of quantum numbers (n, l, j,mj ) of the
first electron, by b2 the set of the second electron, and so on, we obtain the eigen-
functions Ψ A(b1, b2, . . . , bN), in a very similar way as we have seen for the eigen-
functions Ψ A(a1, a2, . . . , aN). While these latter ones are more appropriate for the
LS coupling, the present ones are more appropriate for the j-j coupling. The Hamil-
tonian H2 is diagonal on this basis, because it can be written in the form

H2 =
N∑

i=1

ξ(ri)�i · si =
N∑

i=1

ξ(ri)
1

2

(
j2
i − �2

i − s2
i

)
,

hence we obtain
〈
Ψ A(b1, b2, . . . , bN)

∣∣H2
∣∣Ψ A(b1, b2, . . . , bN)

〉

= 1

2

N∑

i=1

ζni li

[
ji(ji + 1)− li (li + 1)− 3

4

]
,

where the quantities ζnl are the same as those introduced in Eq. (9.10).
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Consider now a given configuration. To start with, we note that the contribution
of the closed subshells is zero. In fact, for a closed nl subshell, the possible values
of j are, if l = 0, (l − 1

2 ) and (l + 1
2 ), and we have

l+1/2∑

j=l−1/2

(2j + 1)

[
j (j + 1)− l(l + 1)− 3

4

]
= 0.

For example, consider the p6 configuration, for which the two possible values of j
are 1

2 and 3
2 . We have two electrons with j = 1

2 (each having one of the two possible
projections mj = ± 1

2 ) and four electrons with j = 3
2 (each having one of the four

possible projections mj = ± 1
2 ,± 3

2 ). This example shows the meaning of the sum
that appears in the previous equation.

There remains to consider only the electrons belonging to open subshells. With-
out expanding the calculations in full generality, we simply consider the case of two
non-equivalent p electrons, i.e. the configuration npn′p (with n = n′). Since both
electrons can have j = 1

2 or j = 3
2 , we have four states with energies E(j1, j2) given

by

E

(
3

2
,

3

2

)
= 1

2
(a + b), E

(
3

2
,

1

2

)
= 1

2
a − b,

E

(
1

2
,

3

2

)
= −a + 1

2
b, E

(
1

2
,

1

2

)
= −a − b,

where

a = ζnp, b = ζn′p.

We therefore obtain for the pp′ configuration a term structure that is deeply different
from the structure obtained with the LS coupling (that, by the way, has six terms
instead of four). The same procedure can be applied to the np2 configuration, of
two equivalent electrons. In this case we obtain three terms with energies

E

(
3

2
,

3

2

)
= a, E

(
3

2
,

1

2

)
= −1

2
a, E

(
1

2
,

1

2

)
= −2a,

where

a = ζnp.

The j-j coupling terms are degenerate. For example, in the case of the configura-
tion p2, the three terms that we have obtained are respectively degenerate 6 times,
8 times and 1 time. We could then go on and calculate the matrix elements of the
Hamiltonian H1 (i.e. of the Coulomb interaction) on such degenerate space. This is
however a rather complex topic and we will not discuss it further here.

As we have already said, in many cases the two Hamiltonians H1 and H2 are
comparable so that neither the L-S nor the j-j coupling can be applied. These cases
are called of intermediate coupling and the atomic structure calculations are much
more complex since the two Hamiltonians must be diagonalised simultaneously and
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not one at a time. In general, the preferred choice is to use the basis of eigenstates of
the LS coupling (the base where the operators L2, Lz, S2 and Sz are diagonal). The
atomic states, characterized in any case by the quantum numbers J and M (recall
that the total Hamiltonian commutes with the operator J) can then be expressed, in
general, with linear combinations of the form

|αJM〉 =
∑

LS

CLS |αLSJM〉, (9.12)

where the sum is extended to all the L and S values that are compatible with the con-
figuration α and with the value of J . The CLS are the coefficients of the expansion,
obtained with the above diagonalisation. They satisfy the normalisation condition

∑

LS

|CLS |2 = 1.

In most cases, there is a particular value of the pair of quantum numbers (L,S)
such that the relative coefficient is much greater than all the others. If we specify
with (L0, S0) such pair of values, it is common practice in spectroscopy to assign
to the state the quantum numbers L0, S0, even if, in reality, such assignment is only
approximate. A very similar situation occurs for the configurations, when configu-
ration interaction is non-negligible. The quantum numbers α,L,S that are assigned
to a particular atomic state, either listed in spectroscopic tables or in Grotrian dia-
grams, must then always be thought of as approximate. The order of the approxima-
tion depends on the ratio between the coefficients of the terms of the expansion that
are neglected and the coefficient of the dominant term.

9.5 The Zeeman Effect (Classical Approach)

This effect was discovered in 1896 by the Dutch physicist Pieter Zeeman. He ob-
served that, in the presence of a relatively intense magnetic field (of the order of
a thousand gauss in the original experiments), the spectral lines of some elements
split into various components with special characteristics in terms of intensity and
polarisation. The results of the Zeeman experiences can be summarised as follows:

(a) when observing the radiation from a lamp discharge immersed in a magnetic
field, a spectral line becomes separated, in the simplest cases, in three compo-
nents.

Denoting by ν0 the frequency of the unperturbed line, the three components
are located at the frequencies ν0 − νL, ν0, and ν0 + νL, where νL is the so-called
Larmor frequency4 given by

νL = e0B

4πmc
= 1.3996 × 106B s−1, (9.13)

where B is the magnetic field in gauss.

4In terms of angular frequencies, the Larmor frequency is ωL = 2πνL = e0B/(2mc). It is therefore
equal to half the cyclotron frequency which we introduced in Chap. 3 (see Eq. (3.30)).
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(b) When observing in a direction parallel to the magnetic field, the central com-
ponent disappears while the other two components are circularly polarised, one
with right polarisation, the other with left polarisation.

(c) When observing in a direction perpendicular to the magnetic field, the three
components are linearly polarised. The central component is polarised in a di-
rection parallel to the magnetic field (component π ), while the other two are
polarised in a direction perpendicular to the magnetic field (components σ ).

Zeeman’s observations were quickly interpreted by Zeeman himself and by
Lorentz within the classical theory of the electron (Quantum Mechanics was not
yet born). According to this theory, the atoms are treated as classical oscillators
consisting of an electric charge which moves under the action of an elastic restoring
force. To interpret the emission of a spectral line at the frequency ν0, one assumes
phenomenologically that the elastic force is such as to give a resonance frequency of
the oscillator equal to ν0. Denoting by x the coordinate of the charge, it is assumed
that, in the absence of external perturbations, the equation of motion of the charge
is

d2x
dt2

= −4π2ν2
0x.

When we introduce a magnetic field B, the equation of motion is modified by the
presence of the Lorentz force. Assuming that the oscillating charge is an electron
with mass m and charge −e0, the equation of motion is therefore

d2x
dt2

= −4π2ν2
0 x − e0

mc

dx
dt

× B.

If we write the vector x in terms of its Cartesian components, the differential equa-
tions that we have obtained turn out to be coupled. To uncouple them, it is convenient
to introduce the components of x on the three unit vectors u−1, u0, and u1 defined
by

u−1 = 1√
2
(i + ij), u0 = k, u1 = 1√

2
(−i + ij),

where (i, j,k) is a Cartesian orthogonal triad with the unit vector k directed along
the magnetic field. Writing then x =∑α xαuα , and noting that

uα × B = Buα × u0 = −iBαuα (α = −1,0,1),

we obtain for the xα components the following uncoupled equations

d2xα

dt2
= −4π2ν2

0xα + 4π iανL
dxα
dt

.

Searching for a solution of this equation of the form

xα =Aαe−2π iναt ,

with Aα constant, we obtain for να the second order equation

ν2
α + 2ανLνα − ν2

0 = 0,
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Fig. 9.4 Classical oscillator
model. The frequency is ν0
for the linear oscillator, and
ν0 ± νL for the circular
oscillators

and noting that for typical laboratory magnetic fields (B < 105 G) νL � ν0, we have

να = ν0 − ανL.

By means of the classical theory of the electron we have obtained a result that
perfectly explains Zeeman’s observations: under the action of a magnetic field we
have obtained three distinct oscillators with frequencies ν0 −νL, ν0, and ν0 +νL. The
oscillator at the frequency ν0 is a linear oscillator directed along the magnetic field,
while the other two are circular oscillators that are perpendicular to the magnetic
field and of opposite direction, as shown in Fig. 9.4. With these oscillators we can
easily explain the characteristics observed by Zeeman in terms of frequency and
polarisation properties of the various components.

However, further observations of the Zeeman effect, carried out on an increasing
number of spectral lines and with spectroscopic equipment having greater resolving
power, showed the existence of a more complex phenomenology (ultimately due
to the spin of the electron) that could not be interpreted in the framework of the
classical theory developed by Zeeman and Lorentz. For these more complex cases
the term “anomalous Zeeman effect” was introduced in order to distinguish them
from those of the “normal Zeeman effect”, characterized by the experimental facts
described above and explained by the classical theory. Today, in light of the modern
quantum theory, the distinction between normal and anomalous Zeeman effect is
obsolete since the interpretation is done through the quantum theory, which is able
to explain consistently the two cases.

9.6 The Zeeman Effect (Quantum Approach)

The effect of a uniform magnetic field on an atomic system can be evaluated by
adding to the “unperturbed” Hamiltonian a term that describes the interaction be-
tween the system and the magnetic field. Such term was determined, for a single
electron, in Sect. 5.4 where we discussed the non-relativistic limit of the Dirac equa-
tion. Generalising Eq. (5.11) to the case of N electrons, and recalling the definition
of μ0 (Eq. (5.17)), the magnetic Hamiltonian can then be written as

HM = μ0(L + 2S) · B + e2
0B

2

8mc2

N∑

i=1

r2
i⊥,
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where ri⊥ is the component of the position vector of the i-th electron in the plane
perpendicular to B. The second term that appears in the r.h.s. of this equation, the
so-called diamagnetic term, is negligible, compared to the first. In fact the two terms
become comparable for a “critical” value of the magnetic field given by

Bc 	 �c

e0〈r2⊥〉 ,

and, assuming for 〈r⊥〉 a value of the order of the first Bohr orbit, we have, with
simple algebra,

Bc 	 e3
0m

2c

�3
= 2.351 × 109 G.

This value is very high and well above the typical magnetic field strengths achiev-
able in the laboratory. Even in astronomical objects, a magnetic field of the order of
Bc is rare. It is thought that such high values of B can only be found in magnetic
white dwarfs or in neutron stars (pulsars). On the other hand the magnetic energy
μ0Bc associated with Bc is exactly equal to the ionisation energy of the hydrogen
atom and, for these magnetic field values, the atomic structure calculations should
be carried out ab initio. Neglecting then the second term, we assume for the mag-
netic Hamiltonian the expression

HM = μ0(L + 2S) · B = μ0(J + S) · B,

or, introducing a Cartesian coordinate system such that the z axis is directed along
the direction of the magnetic field

HM = μ0B(Jz + Sz).

The magnetic Hamiltonian satisfies the following commutation rules

[HM, Jz] = 0, [HM, Jx] = 0, [HM, Jy] = 0,

which means that, in general, the quantum number J loses its property of being a
good quantum number, while such property is preserved for the magnetic quantum
number M . The effect of the magnetic Hamiltonian on the atomic levels can be
easily evaluated if this Hamiltonian can be regarded as a perturbation with respect
to the unperturbed Hamiltonian H = H0 + H1 + H2. In this case, regardless of
the type of coupling valid for the eigenstates of H, it is sufficient to calculate the
diagonal matrix elements

〈αJM|HM|αJM〉 = μ0B〈αJM|Jz + Sz|αJM〉,
since the non-diagonal matrix elements are zero (HM commutes with Jz). Applying
the projection theorem (Eq. (9.6)) we have, for J = 0,

μ0B〈αJM|Jz + Sz|αJM〉 = μ0BM

[
1 + 〈αJM|J · S|αJM〉

J (J + 1)

]
,

and for J = 0,

μ0B〈αJM|Jz + Sz|αJM〉 = 0.
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The (aJ ) level therefore becomes split into (2J + 1) sublevels, due to the effect
of the magnetic field. Each of such levels (called magnetic sublevels or Zeeman
sublevels), is characterized by the magnetic quantum number M and has an extra
energy (with respect to the non-magnetic case) given by

�EM = μ0BMgJ ,

where gJ , defined by the expression (independent of M),

gJ = 1 + 〈αJM|J · S|αJM〉
J (J + 1)

,

is a dimensionless quantity called the Landé factor.
Landé factors can easily be calculated only under LS coupling. In fact, in this

case, writing the eigenvector |αJM〉 in the form |αLSJM〉, and noting that

J · S = 1

2

[
J 2 + S2 −L2],

we have

〈αLSJM|J · S|αLSJM〉 = 1

2

[
J (J + 1)+ S(S + 1)−L(L+ 1)

]
,

so that

gJ (LS)= 1 + J (J + 1)+ S(S + 1)−L(L+ 1)

2J (J + 1)
= 3

2
+ S(S + 1)−L(L+ 1)

2J (J + 1)
.

In intermediate coupling, the calculation of the Landé factors is more complex and
involves the coefficients CLS , implicitly defined in Eq. (9.12). With such coeffi-
cients, we can generally write

gJ =
∑

LS

|CLS |2gJ (LS),

where gJ (LS) has the value given by the previous expression and where the sum
is extended to all values of L and S that are compatible with the configuration and
with the value of J . Landé factors are easily measured by means of spectroscopic
observations, so their values can be used to quantitatively establish how appropriate
the LS coupling scheme is for the description of a specific term. This is done by
comparing the observed Landé factors for the levels of a term with the values cal-
culated in LS coupling. For example, for the ground term of iron, a5D, the Landé
factors observed spectroscopically are 1.498 (J = 1), 1.494 (J = 2), 1.497 (J = 3),
and 1.496 (J = 4), while gJ (LS) is equal to 1.5 for all four levels.

We now consider two levels, one lower with quantum numbers (αJ ) and Landé
factor gJ and one higher with quantum numbers (α′J ′) and Landé factor g′

J . The
spectral line of frequency ν0 (in the absence of the field) splits, by the effect of the
magnetic field, into various components, each characterized by the pair of quantum
numbers M and M ′, and by the frequency

ν
(
M,M ′)= ν0 + νL

(
g′
JM

′ − gJM
)
,
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where we have introduced the Larmor frequency νL, already defined in Eq. (9.13)
(also equal to μ0B/h). The number of components is considerably reduced (with
respect to all the possibilities) because of the selection rule on M

�M = ±1,0.

Each component is also characterized by a “strength” and by a specific polarisation
property. Anticipating a result that will be formally demonstrated later, we observe
that the strength of a spectral line is proportional (in the dipole approximation) to
the quantity

1∑

q=−1

∣∣〈ψi|rq |ψf〉
∣∣2,

where |ψi〉 and |ψf〉 are the wave functions of the initial and final states of the
transition, and where rq is the spherical component of the vector r defined by

r =
N∑

i=1

ri .

If we apply the Wigner-Eckart theorem (from which the selection rules can easily
be obtained), we have that the transition between the lower sublevel, characterized
by the quantum number M , and the upper sublevel, characterized by the quantum
number M ′, has a strength proportional to

∣∣〈αJM|rq |α′J ′M ′〉∣∣2 = (2J + 1)

(
J J ′ 1

−M M ′ q

)2 ∣∣〈αJ‖r‖α′J ′〉∣∣2,

where q = M − M ′. Eliminating from these expressions all quantities that do not
depend on the magnetic quantum numbers, we get the “relative strength” of the
components

Sq
(
M,M ′)= 3

(
J J ′ 1

−M M ′ q

)2

,

where the factor 3 has been introduced so that the strengths are normalised to 1. In
fact, for Eq. (7.18) we have

∑

MM ′
Sq
(
M,M ′)=

∑

MM ′
3

(
J J ′ 1

−M M ′ q

)2

= 1. (9.14)

It is possible to show that the components with q = 0 are of type π , while those with
q = ±1 are of type σ , as defined in the previous section. These properties establish
the character of polarisation of all the components when observing along a direction
that is parallel or perpendicular to the magnetic field.

Once the strengths and shifts of all the components are known, it is possible to
construct a diagram, called Zeeman pattern, where a series of vertical segments,
one for each component, are drawn at their respective frequency. Each segment has
a length proportional to the strength of the single component. The frequencies are
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Table 9.1 Frequency shifts
(expressed in units of the
Larmor frequency νL) and
relative strengths of the
transitions between Zeeman
sublevels belonging to the
upper 3P1 and lower 3D2 level

q M ′ M Shift Strength

1 1 2 − 5
6

6
10

0 1 − 7
6

3
10

−1 0 − 9
6

1
10

0 1 1 2
6

3
10

0 0 0 4
10

−1 −1 − 2
6

3
10

−1 1 0 9
6

1
10

0 −1 7
6

3
10

−1 −2 5
6

6
10

expressed in Lorentz units νL, and the segments are drawn upwards for the π com-
ponents and downwards for the σ components. Consider for example the transition
between a lower 3D2 level and a higher 3P1 level. If the two levels can both be
considered in LS coupling, the corresponding Landé factors are given by

gJ
(3D2

)= 7

6
, gJ

(3P1
)= 3

2
.

The strengths and shifts of the individual components are shown in Table 9.1, while
the possible transitions and the Zeeman diagram are illustrated in Fig. 9.5.

If we consider the particular case of a level in LS coupling originating from a
singlet term, the Landé factor is equal to unity, as we get from the expression of
gJ (LS) with the substitution S = 0 and L = J . For a transition between two such
levels, the frequencies of the components are given by

ν
(
M,M ′)= ν0 + νL

(
M ′ −M

)
,

and we see that all the components with q = M −M ′ = 1 have frequency ν0 − νL,
those with q = 0 have ν0, and those with q = −1 have ν0 + νL.

On the other hand, the sum of the strengths of the components of each type
is equal to 1 (see the normalisation equation (9.14)), so we obtain a very simple
Zeeman diagram as the one shown in panel (c) of Fig. 9.5. In this case we have the
so-called normal Zeeman effect while otherwise we have the anomalous Zeeman
effect. The normal Zeeman effect, which corresponds to the absence of spin, is the
only case that can also be treated classically.

Finally, we note that the frequency (or wavelength) shifts due to the Zeeman
effect are relatively small and that instruments with high resolving power are neces-
sary in order to highlight this effect even for values of the magnetic field of the order
of a thousand gauss. If we indicate with �ν the frequency interval between two Zee-
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Fig. 9.5 Panel (a) shows the transitions between Zeeman sublevels belonging to the upper 3P1
and lower 3D2 level. Panel (b) shows the resulting Zeeman pattern, with the π components drawn
upwards and the σ components drawn downwards. Panel (c) shows the pattern in the case of the
normal Zeeman effect

man components, we have that as an order of magnitude �ν 	 νL. Assuming a field
of 103 G, we find, for a spectral line at 5000 Å (ν0 = 6 × 1014 s−1),

�ν

ν0
	 2.3 × 10−6.

A spectrometer with a resolving power of the order of 106 is therefore necessary to
observe the Zeeman effect induced by a magnetic field of 1000 G on a spectral line
in the visible.

9.7 The Paschen-Back Effect

The theory of the Zeeman effect developed in the previous section is based on the
assumption that the magnetic Hamiltonian HM is a perturbation with respect to the
total (non-magnetic) Hamiltonian H. For this to be the case, it is obviously neces-
sary that HM is a perturbation with respect to H0, H1, and H2. There are, however,
some important physical situations in which the magnetic field is sufficiently intense
to produce a splitting of the magnetic sublevels comparable to the interval between
the different levels originating from a term (fine structure). In the case where the
more common L-S coupling scheme is valid, such physical situations give rise to
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Fig. 9.6 Splitting of a 3P

level due to the magnetic field
in the complete Paschen-Back
regime. Each magnetic
sublevel is characterized by
the pair of values (ML,MS).
Note that two sublevels are
degenerate

the so-called Paschen-Back effect. It is common to distinguish between the com-
plete Paschen-Back effect, when the following inequality holds

H2 � HM,

and the incomplete Paschen-Back effect when we have instead

H2 	 HM.

Note that in the case of the Zeeman effect we have

H2 � HM.

With increasing magnetic field we have first the Zeeman effect, then the incom-
plete Paschen-Back, then the complete Paschen-Back effect. The values of the mag-
netic field at which the transition occurs between the various regimes depend on the
particular atomic term that is being considered. If this term is characterized by a
certain value of the quantity ζ(α,LS), we can define a characteristic value of the
magnetic field, BPB, such that

μ0BPB = ζ(α,LS).

The three different regimes (Zeeman, incomplete Paschen-Back and complete
Paschen-Back) are then found for B � BPB, B 	 BPB, and B � BPB, respectively.

We start by considering first the complete Paschen-Back effect. To calculate the
effect of the magnetic Hamiltonian on the structure of a term, it is convenient to
use the degenerate basis |αLSMLMS〉 on which HM is diagonal. For the matrix
elements of HM we find

〈αLSMLMS |HM|αLSMLMS〉 = μ0B〈αLSMLMS |Lz + 2Sz|αLSMLMS〉
= μ0B(ML + 2MS).

The equations shows that, for example, a 3P term is split by the magnetic field into
seven components, two of which are doubly degenerate (see Fig. 9.6).

We now consider the transition between two different terms and denote by
(αLSMLMS ) the quantum numbers of the lower term and by (α′L′S′M ′

LM
′
S ) those

of the higher term. The spectral line of frequency ν0 in the absence of a magnetic
field becomes split into several components each characterized by the frequency

ν
(
MLMS,M

′
LM

′
S

)= ν0 + νL
[
M ′

L −ML + 2
(
M ′

S −MS

)]
.
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The relative strengths of the various components can be derived in a similar way as
for the Zeeman effect. In this case, we need to calculate a quantity of the form

1∑

q=−1

∣∣〈αLSMLMS |rq |α′L′S′M ′
LM

′
S

〉∣∣2.

Noting that rq is an operator that only acts on the orbital variables and not on the
spin, we find

1∑

q=−1

∣∣〈αLSMLMS |rq |α′L′S′M ′
LM

′
S

〉∣∣2

=
1∑

q=−1

∣∣〈αLML|rq |α′L′M ′
L

〉∣∣2δSS′δMSM
′
S
,

and applying the Wigner-Eckart theorem we can express the relative strength of the
various components with the formula

Sq
(
MLMS,M

′
LM

′
S

)= 3

(
L L′ 1

−ML M ′
L q

)2

δSS′δMSM
′
S
,

which shows that for the complete Paschen-Back effect we have the selection rules

�MS = 0, �ML = ±1,0.

The expression for the frequencies of the components becomes simplified because
of the selection rule on MS

ν
(
MLMS,M

′
LMS

)= ν0 + νL
(
M ′

L −ML

)
.

The transitions having the same value for �ML have the same frequencies and
the sum of their relative strengths is 1. For the complete Paschen-Back effect we
therefore obtain the same Zeeman diagram as shown in Fig. 9.5, panel (c), i.e. the
diagram for the normal Zeeman effect.

The incomplete Paschen-Back effect is considerably more complex since the
spin-orbit (H2) and the magnetic (HM) Hamiltonians need to be diagonalised simul-
taneously. H2 is diagonal on the vector basis |αLSJM〉, while HM is diagonal on
the basis |αLSMLMS〉. Once one of the basis is chosen, all the matrix elements (di-
agonal and not) need to be calculated, and then the matrix needs to be diagonalised.
The problem is partially simplified since both Hamiltonians commute with Jz

[H2, Jz] = [HM, Jz] = 0,

so the matrix is block-diagonal, each block being characterized by a particular value
of M = ML + MS . In general, the computations need to be done numerically and
show that, as the magnetic field increases, the structure of the levels changes con-
tinuously from a typical Zeeman effect to a complete Paschen-Back effect.5

5For a discussion of this topic see, for example, Condon and Shortley (1935) or Landi
Degl’Innocenti and Landolfi (2004).
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9.8 Hyperfine Structure, Isotope Effect

When spectral lines are examined with spectroscopic devices having very high re-
solving power, it is found, since the year 1920, that for several elements atomic spec-
tral lines are divided into a number of components, extremely close to each other,
having typical intervals in terms of wave number of the order of one hundredth of
cm−1, i.e., in terms of wavelength, of the order of some mÅ (for lines in the visi-
ble spectrum). Today we know that this so-called hyperfine structure is due to the
influence of the atomic nucleus on the energy levels of the atom, an hypothesis orig-
inally proposed by Pauli, and later fully confirmed. Such influence has a dual nature
being due, on the one hand, to the fact that the isotopes of an element have different
mass and nuclear volume (isotope effect) and, secondly, to the presence of the spin
of the nucleus (nuclear spin effect). Obviously, the first effect is present only when
analyzing spectroscopically an element composed of two or more isotopes, while
the second effect is present even for an isotopically pure element (provided that its
nuclear spin is not null). In this section we will analyze the first effect. The second
effect is discussed in the following section.

The analysis of the isotope effect is simple only in the case of hydrogenic atoms.
In fact, we have seen in Sect. 6.1 that the energy of the n-th level of the hydrogenic
atom is given by (cf. Eq. (6.4))

En = −mre
4
0Z

2

2�2

1

n2
,

where mr is the reduced mass, i.e.

mr = mMn

m+Mn
, (9.15)

with m the electron mass and Mn the mass of the nucleus. If we have two isotopes
with masses M1 and M2, and denote by ν1 and ν2 the frequencies of two corre-
sponding lines of their spectra, we have

ν1

ν2
= (mr)1

(mr)2
= M1

M2

m+M2

m+M1
,

or, through a series expansion (m�M1,M2),

ν1

ν2
= 1 +m

(
1

M2
− 1

M1

)
.

Considering for example the case of hydrogen and deuterium, and remembering that
the mass of the deuterium nucleus is twice that of hydrogen, we get

νD

νH
= 1 + m

2Mp
	 1 + 1

3672
,

where Mp is the proton mass. The frequencies of the deuterium lines are therefore
all higher than the corresponding frequencies of the hydrogen lines, their ratio being
of the order of 1.0003. Obviously, the opposite occurs for wavelengths. The Hα line
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of deuterium, for example, is found to be shifted towards shorter wavelengths by
1.79 Å, with respect to the Hα line of hydrogen.

For non-hydrogenic atoms the effect of the mass can be evaluated with the fol-
lowing considerations. The total kinetic energy T of a system of N electrons orbit-
ing around a nucleus of mass Mn is given by

T =
N∑

i=1

p2
i

2m
+ P 2

2Mn
,

where pi is the momentum of the i-th electron and P is the momentum of the nu-
cleus. On the other hand, in the rest frame of the atom we must have

P +
N∑

i=1

pi = 0,

so, obtaining P from this equation and substituting it in the expression of the kinetic
energy, we find, with simple algebraic transformations

T =
N∑

i=1

p2
i

2mr
+
∑

i<j

pi · pj
Mn

,

where mr is the reduced mass defined in Eq. (9.15). As shown by this equation, the
effect of the finite mass of the nucleus is twofold. On the one hand, the electron mass
is replaced by the reduced mass. On the other hand, many additional energy terms
appear, as many as the number of possible pairs of electrons. The effect of these
terms can be quantitatively evaluated adding a correction term (of nuclear mass) to
the atomic Hamiltonian given by

Hn.m. =
∑

i<j

pi · pj
Mn

,

and then determining the effect of this atomic Hamiltonian on the levels using per-
turbation theory. For heavy atoms this mass effect decreases compared to the case of
hydrogen, mainly due to the decrease in the relative difference between the masses
of the isotopes.

On top of this effect due to the mass, we also have the effect of nuclear volume
which can be evaluated, at least as an order of magnitude, in the following way. In
the atomic theory developed in the previous chapters we have always assumed that
the nucleus is a point-like particle. In fact this is a zero order approximation that
leads to a divergent potential at the origin. A better approximation, although crude,
is to consider the nucleus as a uniformly charged sphere with a radius r0 being of
the order of the nuclear dimensions (r0 	 10−13 cm). The potential in which the
electrons move thus differs, in proximity of the nucleus, from the purely Coulomb
potential due to a point-like nucleus. To calculate this potential, we use the Gauss
theorem that, for r ≤ r0, gives the equation

4πr2E(r)= 4πQ(r)= 4πZe0
r3

r3
0

,
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Fig. 9.7 The potential
energy of the electron, V (r),
due to the charge of the
nucleus, differs depending on
whether one considers a
nucleus that is point-like or
has a finite dimension with
distributed charge. The graph
illustrates schematically this
difference. The dimensions of
the nucleus, r0, are greatly
exaggerated in the figure

where E(r) is the electric field, Q(r) is the charge contained within the sphere of
radius r , and Z is the nuclear charge number. The electric field is therefore, for
r ≤ r0

E(r)= Ze0
r

r3
0

,

and originates from the potential

φ(r)= −Ze0r
2

2r3
0

+C,

where C is a constant that can be determined by imposing that for r = r0 we have
φ = Ze0/r0. Applying this continuity condition we find

φ(r)= Ze0

2r0

(
3 − r2

r2
0

)
, r ≤ r0.

The effect of a finite nucleus is therefore that of introducing a corrective term (of
nuclear volume) to the Hamiltonian, given by

Hn.v. =
N∑

i=1

[
−Ze2

0

2r0

(
3 − r2

i

r2
0

)
+ Ze2

0

ri

]
, ri ≤ r0.

Such term is schematically shown in Fig. 9.7.
We can now calculate the variation in the energy of a configuration, �E, caused

by this correction to the Hamiltonian. This is done with perturbation theory, noting
that the Hamiltonian Hn.v. is diagonal on the basis of the eigenfunctions of the form
of Eq. (7.1), Ψ A(a1, a2, . . . , aN), since it commutes with the operators �i and si .
We have

�E = Ze2
0

2r0

N∑

i=1

I(ai),
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where

I(ai)=
∫

r≤r0

∣∣ψnilimimsi
(x)
∣∣2
(

−3 + r2

r2
0

+ 2r0

r

)
d3x.

To evaluate this integral we note that r0 is much smaller than the typical scales over
which the wave function varies, so we have

I(ai)= ∣∣ψnilimimsi
(0)
∣∣2
∫

r≤r0

(
−3 + r2

r2
0

+ 2r0

r

)
d3x,

and evaluating the integral with elementary methods we get

I(ai)= 4π

5
r3

0

∣∣ψnilimimsi
(0)
∣∣2.

Substituting in the expression for �E we finally obtain the result

�E = 2πZe2
0r

2
0

5

N∑

i=1

∣∣ψnilimimsi
(0)
∣∣2.

As we can see, the correction to the energy is positive, and only the s electrons (i.e.
those for which ψ(0) = 0) contribute to it. Furthermore, the correction depends on
r0, so we obtain different values of �E for different isotopes. This is the nuclear
volume effect.

9.9 Hyperfine Structure, Effect Due to the Nuclear Spin

A nucleus (more properly a nuclide) with mass number A and charge number Z
is composed of A nucleons, namely Z protons and A − Z neutrons. Both protons
and neutrons are particles with spin 1

2 and such spins are added (according to the
addition rules of angular momenta) to give the total spin I of the nucleus. The as-
sociated quantum number I is necessarily half-integer if A is odd, and integer if A
is even. The value of I that belongs to a given nucleus6 can be inferred from obser-
vations or, in some cases, can be obtained according to models of nuclear structure.
Experiments show that all even-even nuclei (i.e. those composed of an even number
of protons and an even number of neutrons) have spin zero. The nuclei that do not
belong to this class have, in general, I = 0.

A nuclear magnetic moment is always associated with a nuclear spin. It can be
expressed in the form

μI = gNμNI.

6We refer here to the spin of the nucleus in its ground state. In nuclear reactions the nucleus can be
brought to excited levels having, in general, different values of I .
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In this formula, μN is the so-called nuclear magneton, defined with a formula very
similar to that one of the Bohr magneton μ0 (Eq. (5.17)), with the difference that
we now have the proton mass instead of the electron mass

μN = e0�

2Mpc
= m

Mp
μ0 	 1

1836
μ0.

The quantity gN is instead a purely numeric factor of the order of unity (different
for each nuclide), called gyromagnetic nuclear ratio. For an isolated proton gN =
2.79290, while for an isolated neutron gN = −1.91315. For the deuterium nucleus
(composed of a proton and a neutron, having I = 1) we have gN = 0.85741, which
shows that the value gN of a nucleus cannot be simply obtained by summing the gN
values of its nucleons.

The nuclear magnetic moment interacts with the electron cloud and the inter-
action is described, in first approximation, by an Hamiltonian, called of hyperfine
structure, of the type7

Hh.s. = A(α, J )J · I, (9.16)

where A(α, J ) is a quantity which depends on the quantum numbers of the state
|αJM〉. Without going into the details of the theory which allows one to calculate
the A(α, J ) value, we can simply provide an order of magnitude estimate for this
quantity. We can think of the nuclear magnetic moment as interacting with the mag-
netic moment of the electron cloud and, since the interaction energy of two dipoles
is proportional to the product of the moduli of the dipoles and inversely proportional
to the cube of the distance between them, we have, as an order of magnitude (a0 is
the radius of the first Bohr orbit)

A(α, J )	 μNμ0

a3
0

	 e8
0m

2

c2�4Mp
= 1.264 × 10−18 erg,

that is an energy value equivalent to 6.37 × 10−3 cm−1, or 191 MHz. Comparing
this expression with the analogous one valid for fine structure (see Eq. (5.14)), we
reach the conclusion that the typical energies of hyperfine structure are about 2000
times lower than those of fine structure.

The intrinsic angular momentum of the nucleus introduces an additional degree
of freedom that must be described by appropriate quantum numbers. An atomic
level that in the absence of nuclear spin is represented by the state vector |αJM〉
must now be described by a new eigenvector of the form |αJIMMI 〉, where I is
the nuclear spin quantum number (in the sense that the eigenvalue of the operator
I 2 is I (I + 1)), and where MI is the quantum number relative to the operator Iz.
Instead of this basis, it is more convenient to consider the basis |αJIFMF 〉 where

7Equation (9.16) is the first term of a multipolar expansion and represents the dipole interaction
between the spin of the nucleus and that of the electron cloud. It is sometimes necessary to add the
next term which describes the quadrupole interaction. This term brings an additional contribution
to Eq. (9.17) of the form B[K(K + 1) − 4I (I + 1)J (J + 1)/3], where B is a new constant and
where K = F(F + 1)− I (I + 1)− J (J + 1).
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F = J + I is the total angular momentum (electronic + nuclear) of the atom. The
Hamiltonian of hyperfine structure is diagonal on the basis |αJIFMF 〉. Noting that

J · I = 1

2

(
F 2 − J 2 − I 2),

we have, for the energy correction due to the nuclear spin,

�E(F)= 〈αJIFMF |Hs.i.|αJIFMF 〉
= 1

2
A(α, J )

[
F(F + 1)− J (J + 1)− I (I + 1)

]
. (9.17)

We therefore obtain the result that the hyperfine structure levels have very similar
energy intervals as those given by the Landé rule for the fine structure levels.

For example, for the ground state of the hydrogen atom we have J = 1
2 and I = 1

2
so that we have the two possibilities, F = 0, and F = 1, with respective energies

�E(F = 0)= −3

4
A, �E(F = 1)= 1

4
A.

The interval between the two fine structure levels is A and has been measured to
be equal to 1.420 GHz, i.e. about seven times the order of magnitude value we
have estimated. The transition between these hyperfine structure levels gives rise
to a spectral line that falls in the radio domain at 21.1 cm. The observation of this
line, traditionally known as the “21-cm line”, is of fundamental importance in as-
trophysics to study our own Galaxy, but also other galaxies, and H I regions.

Another particularly important example is that of the ground level 6s2S1/2 of
the isotope 133 of cesium. This isotope has nuclear spin equal to 7/2, so there are
two levels of hyperfine structure, characterized by the quantum numbers F = 3 and
F = 4, respectively. The energy interval between these levels is known with such
a precision that, since 1967, the definition of the unit of time in the International
System is just based on it. The second is in fact defined as the duration of 9 192 631
770 periods of the radiation emitted by the transition between these two hyperfine
levels of the isotope 133 of cesium.



Chapter 10
Laws of Thermodynamic Equilibrium

In the previous chapters we have reviewed the fundamental properties of the radia-
tion field and those of atomic systems. Before we move on to a quantum description
of the interaction between these systems, is it necessary to study, in all generality,
their physical characteristics in the particular case of thermodynamic equilibrium.
On the one hand this study is interesting by itself, since in many cases the physi-
cal systems (whether they are the object of laboratory experiments or astronomical
observations) can be considered, at least in first approximation, in conditions close
to those of thermodynamic equilibrium. On the other hand, the laws that can be de-
rived, being based on the first and second laws of thermodynamics, are extremely
general and can therefore provide very useful control methods to test any theory
(more or less approximate), that can be used for the description of the systems and
their interactions.

10.1 The Principles of Statistical Equilibrium

We start by considering a physical system with N degrees of freedom described,
within classical mechanics, by the dynamic variables qi and the corresponding con-
jugate moments pi (i = 1,2, . . . ,N ). Let H(qi,pi) be the Hamiltonian of the sys-
tem. The statistical properties of the system in thermodynamic equilibrium can be
derived using a general principle. Although this principle can be more or less jus-
tified by probabilistic arguments,1 sometimes it is preferred to consider it directly
as a postulate. The principle states that the probability dP to find the system in the
elementary cell dΓ of the phase space is given by the expression

dP =Ae−βH(qi ,pi ) dΓ, (10.1)

1A simple formal derivation is presented in Sect. 16.10. For a more in-depth analysis see, for
example, Schrödinger (1961).
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where

dΓ = dq1 dq2 · · ·dqN dp1 dp2 · · ·dpN , β = 1

kBT
,

with kB the Boltzmann constant (kB = 1.3806 × 10−16 erg K−1), T the absolute
temperature, and A a normalisation constant to be determined by imposing that the
integral of dP over the whole phase space is equal to unity

∫
Ae−βH(qi ,pi ) dΓ = 1.

We note that the value of the constant A is related to the (arbitrary) zero value of the
energy. In fact, if we apply the transformation

H(qi,pi)→H(qi,pi)+E0,

with E0 constant, we obtain

A→AeβE0 ,

and the expression for dP is invariant with respect to E0.
The same principle can be generalised directly to quantum systems. Let H be

the quantum Hamiltonian of the physical system, and let E1,E2, . . . ,En, . . . be the
energies of the quantum states (supposed to be nondegenerate)2 obtained by solving
the stationary Schrödinger equation. The probability Pj to find the system in the
state j with energy Ej is given by

Pj =Ae−βEj , (10.2)

where A is (again) a normalisation constant to be determined so that
∑

j

Ae−βEj = 1.

The normalisation constant is therefore given by

A= 1

Z ,

where the quantity Z , known as the “sum over states”, is

Z =
∑

j

e−βEj .

All the laws of thermodynamics can be derived from these simple considera-
tions if it is assumed, following the fundamental hypothesis of Boltzmann, that the
entropy of the system is given by the expression

S = −kB

∑

j

Pj lnPj .

2If the solution of the stationary Schrödinger equation involves degenerate eigenvalues, the corre-
sponding states must all be individually numbered in the series E1,E2, . . . ,En, . . . .
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We now discuss some of the consequences of the hypotheses we have introduced.
Substituting the expression for Pj in this equation, we get

S = −kB

∑

j

Ae−βEj (lnA− βEj ),

that, recalling the previous equations, becomes

S = kB

[
lnZ + β

∑

j

AEje−βEj

]
.

We now notice that the internal energy of the system, traditionally denoted by the
symbol U , is obviously given by

U =
∑

j Eje−βEj

∑
j e−βEj

=
∑

j Eje−βEj

Z =
∑

j

AEje−βEj ,

and can also be expressed by the equation

U = − ∂

∂β
lnZ.

On the other hand, substituting in the equation defining the entropy we have

S = kB[lnZ + βU ],
from which we obtain

lnZ = S

kB
− βU = β(ST −U)= −βF, (10.3)

where F = U − T S is the Helmholtz free energy. Finally, this relation can be used
to express the internal energy in the form

U = − ∂

∂β
lnZ = ∂

∂β
(βF)= F + β

∂F

∂β
.

To establish a more complete connection with the laws of thermodynamics, we
must also consider the fact that the thermodynamic transformations in many cases
imply changes in the system that are related not only to the temperature but also to
other macroscopic variables, such as, for example, the volume V , the pressure P or
the number of particles N . Within the above general formalism, these changes result
in changes in the energy levels Ej . Therefore, the above formula needs to be more
conveniently written in the form

U = F + β

(
∂F

∂β

)

V,N

.

If we consider, for example, an infinitesimal thermodynamic transformation in
which a fluid (with a constant number of particles) undergoes a variation of tem-
perature δT and a change in volume δV , the free energy undergoes the change

δF = δ(U − T S)= δU − SδT − T δS.
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On the other hand, according to the first principle of thermodynamics, the variation
in internal energy is given by

δU = δQ− PδV,

where δQ = T δS is the amount of heat absorbed by the system and where P is the
pressure. For the variation of the free energy we then have

δF = −SδT − PδV,

and we obtain the equations

S = −
(
∂F

∂T

)

V,N

, P = −
(
∂F

∂V

)

T ,N

.

The second equation defines directly the pressure that, using Eq. (10.3), is given by

P = 1

β

(
∂ lnZ
∂V

)

β,N

= 1

βZ

[
∂

∂V

(∑

j

e−βEj

)]

β,N

= −
∑

j (
∂Ej

∂V
)Ne−βEj

∑
j e−βEj

.

The equations that we have derived are, at the same time, extremely simple and
very general. However, their application to practical cases is often complex, espe-
cially when one needs to take into account the indistinguishability of the particles or
the Pauli exclusion principle. In addition, we point out that the determination of the
energies Ej of the quantum states of a system is, except in schematic cases, a prob-
lem practically insolvable. However, there are sufficiently simple cases in which
the above principle quickly leads to some interesting consequences. These cases are
those in which the total Hamiltonian of the system can be expressed as the sum
of many independent Hamiltonians, each relative to a different degree of freedom.
The simple case of a system of N free, non-interacting particles is discussed in the
following section.

10.2 Maxwell’s Velocity Distribution

Consider a physical system consisting of N non-interacting free particles. To fix
ideas we can assume that the particles are electrons, although all the results that we
will obtain are independent of the intrinsic nature of the particles (except for the
bosonic or fermionic character which is of paramount importance). For N nonrel-
ativistic electrons moving in a plasma (that is electrically neutral, so the energy of
the Coulomb interaction is null), the Hamiltonian of the system is

H =
N∑

i=1

p2
i

2m
,

where pi is the momentum operator of the i-th electron. Since the Hamiltonian is
the sum of N independent Hamiltonians, the eigenstates of the overall system can
be constructed from the eigenstates of the individual Hamiltonians, i.e. from the
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single-particle eigenfunctions. As we know, these are characterized by the quantum
numbers p, eigenvalue of the momentum, and ms , projection of the spin along the
quantisation axis. If we apply the fundamental principle in the form of Eq. (10.2),
we can then express the probability P that the electron 1 is in the state (p1,ms1),
electron 2 in the state (p2,ms2), . . . , and electron N in the state (pN ,msN ) through
the equation

P =Ae−β(
∑

i

p2
i

2m ) =Ae−β
p2

1
2m e−β

p2
2

2m · · · e−β
p2

N
2m .

We can now ask what is the probability, denoted by P ′, that an electron, say elec-
tron 1, occupies the state (p,ms) regardless of the states being occupied by the
other electrons. If we do not have complications related to the indistinguishability
of the particles, such probability is obtained using the usual probabilistic rules, i.e.
by fixing in the previous equation the value of (p1,ms1) to (p,ms) and summing
over all possible values of (p2,ms2), (p3,ms3), . . . , (pN ,msN ). Using this method,
justified only when the probabilities are independent, we obtain the expression

P ′ =A′e−β
p2

2m ,

where A′ is a new normalization constant. It should be noted that this result could
have been obtained directly by applying the fundamental principle of the previous
section (Eq. (10.2)) to a system composed of a single electron (the electron 1) and
neglecting all the others. This type of approach is however not justified in general,
even if in some cases it can lead to the correct result.

The complexities introduced by the indistinguishability of the particles, which
we have ignored to obtain the equation above, are twofold. Firstly, since the elec-
trons are indistinguishable, the state of the system in which the electron 1 occupies
the state (p1,ms1), the electron 2 occupies the state (p2,ms2), . . . , the electron N
occupies the state (pN ,msN ), is physically indistinguishable from any other state
of the system obtained by permuting in an arbitrary way the order of the particles
that occupy the different states. To take this into account, either we introduce the
occupation number of the states of single particle and require that this number is
equal to 0 or 1, or, more simply, we divide the volume of the phase space available
to the system by N !, i.e. we perform the substitution

dΓ → dΓ

N ! .
The 1/N ! factor affects the normalisation constant A and its introduction is inessen-
tial if we do not consider physical phenomena involving transformations that alter
the number of particles making up the system.

Secondly, we need to take into account the Pauli exclusion principle. The com-
plications arising from this principle begin to occur at very high densities, when
the number of electrons becomes comparable with the number of quantum states
available to the electrons themselves. In such cases the above arguments cannot be
followed, as the probability that an electron occupies a given state is not any longer
independent of the probability that another electron occupies the same or a differ-
ent state. In other words, the probabilities are no longer independent of each other
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and it is essential to introduce the formalism of the occupation numbers. With this
formalism the results of the Fermi-Dirac statistics can be obtained from the above
principle, as described below in Sect. 10.6. When the system is far from this situ-
ation, i.e. is, as we say, far from being degenerate, the formula obtained for P ′ is
correct.

As an application, we now derive the velocity distribution of the electrons, i.e. the
probability dΠ that an electron has a velocity vector within the element of volume
d3v (of the velocity space) centred around the vector v. To do this, we need to just
count the number of quantum states corresponding to d3v and use the expression
for P ′ obtained above. It is easier to count the number of states in the momentum
space, using the principle according to which the extension in phase-space of a
single quantum state is h3, with h Planck’s constant. If V is the physical volume
available to the electrons, the number of states dN with momentum within d3p is
given by

dN = 2V
h3

d3p,

where the factor 2 has been introduced to take into account the two possible orien-
tations of the spin. Noting also that, for non-relativistic electrons, p = mv, so that
d3p =m3 d3v, we obtain

dΠ = Be− 1
2βmv2

d3v,

where B is a another constant given by

B = 2Vm3

h3
A′.

The normalisation constant B is determined requiring that the integral of dΠ over
the entire velocity space is equal to unity. Alternatively, we could have required
that such integral is equal to N (the total number of electrons), or N /V (number
of electrons per unit of volume). Obviously this would imply changing the physical
meaning of dΠ . Recalling that

∫ ∞

−∞
e−x2

dx = √
π,

the constant B can easily be calculated. Finally, putting dΠ = P(v)d3v, we obtain

P(v)=
(
βm

2π

)3/2

e− 1
2βmv2

. (10.4)

The probability P(v)dv that the electron has a velocity (in absolute value) between
v and v + dv can be obtained from this expression. Noting that d3v = 4πv2 dv, we
have

P(v)=
√

2(βm)3

π
v2e− 1

2βmv2
.

This distribution is known as the Maxwellian distribution of velocities, although
the same name is also used to describe the distribution of the velocity vector P(v)
(Eq. (10.4)).
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10.3 The Saha-Boltzmann Equation

Consider a physical system consisting of a neutral atom and N electrons contained
in a cavity of volume V that is in thermodynamic equilibrium at the tempera-
ture T . The energy levels of the atom can be characterized by two discrete indices
r and k. With r we indicate the degree of ionisation that can assume the values
r = 0,1,2, . . . , rmax, where rmax is 1 for hydrogen, 2 for helium, and so on. With
r fixed, k numbers the energy levels ordered by increasing energy from the ground
level of the ion, for which we assume k = 0. Each level has an energy Tr,k and a
degeneracy gr,k . We denote by I1 the first ionisation potential, by I2 the second ion-
isation potential, and so on. In addition, we denote by Er,k the energy of the k-th
level of the atom r-times ionised and we assume that this energy is measured from
the corresponding ground level (Er,0 = 0 for any r). The energy of the level (r, k),
relative to the energy of the ground state of the neutral atom, is then given by

Tr,k =Er,k +
r∑

i=0

Ii (r ≤ rmax),

where we have put I0 = 0. Obviously, when the atom is r-times ionised, the cavity
contains (N + r) electrons.

If we apply to our physical system the fundamental principle in the form of
Eq. (2.10), the probability P that the atom is in the state (r, k) and that the (N + r)

electrons have kinetic energies ε1, ε2, . . . , εN+r is given by

P =Agr,ke−βTr,ke−βε1 e−βε2 · · · e−βεN+r .

However, if we are simply interested in the probability Pr,k that the atom is in the
state (r, k), but not in the particular state in which the free electrons are, we need
to perform the sum of P over all possible states of such electrons. This sum can be
performed easily only if we are far from degeneracy. In this case, in fact, the only
effect of the indistinguishability of the electrons is the reduction of the volume of
the phase space by a factor (N + r)! and we obtain

Pr,k =Agr,ke−βTr,k
1

(N + r)!
∫

e−βε1
dΓ1

h3

∫
e−βε2

dΓ2

h3
. . .

∫
e−βεN+r

dΓN+r

h3
,

where dΓi is the volume element in the phase space available to the i-th electron.
The integrals that appear in the right-hand side are all equal. If we consider the
nonrelativistic case in which ε = p2/(2m), these integrals are of the same form as
the integral of the previous section used to find the normalisation constant of the
Maxwellian distribution of velocities. Repeating the same steps, we find that the
single integral, that we denote by Nq(T ), is

Nq(T )= 2V
h3

(
2πm

β

)3/2

, (10.5)

where the factor 2 originates, as usual, from taking into account the spin. This in-
tegral has a precise physical meaning. It represents the number of quantum states
available to a free electron in thermodynamic equilibrium at the temperature T . An
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order of magnitude estimate for this quantity can be obtained as follows: at the tem-
perature T , an electron can have a maximum momentum pmax of the order of

p2
max

2m
= 1

β
.

Taking into account the two possible orientations for the spin, the number of quan-
tum states available to the electron is therefore given by

2 4
3πp

3
maxV

h3
= 8πV

3h3

(
2m

β

)3/2

.

The correct expression is obtained from this estimate by simply multiplying it by a
numerical factor equal to 3

√
π/4 	 1.3.

The probability Pr,k can then be expressed using the quantity Nq(T )

Pr,k =Agr,ke−βTr,k
1

(N + r)!
[
Nq(T )

]N+r
.

We see that the probability is proportional to the number of quantum states available
to all the (N + r) electrons. This probability can be rewritten in a more meaning-
ful way by including in the normalisation constant the number of quantum states
available to the N electrons (note that N is a constant). Putting

A′ =A
1

N !
[
Nq(T )

]N
,

we obtain

Pr,k =A′gr,ke−βTr,k
N !

(N + r)!
[
Nq(T )

]r
.

If the number of particles is very large, the ratio N !/(N + r)! is equal to N−r .
Denoting by Ne the electron density (Ne = N/V) and recalling Eq. (10.5), we get
the final expression

Pr,k =A′gr,ke−βTr,k

[
2

Neh3

(
2πm

β

)3/2]r
.

This equation contains both the Saha and the Boltzmann equations (or laws), and
is often called the Saha-Boltzmann equation. The Boltzmann equation is obtained
by expressing the ratio between the probabilities Pr,k and Pr,j relative to two levels
k and j of the same ionisation degree r . We have

Pr,k

Pr,j

= gr,k

gr,j
e−β(Tr,k−Tr,j ).

Recalling the expression of Tr,k , and introducing the temperature T instead of β , we
get

Pr,k

Pr,j

= gr,k

gr,j
e−(Er,k−Er,j )/(kBT ). (10.6)
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The Saha equation is instead obtained by first calculating the probability Pr that
the atom is in the ionisation degree r , independently of the level k. Recalling the
definition of Tr,k , we have

Pr =
∑

k

Pr,k =A′ur(β)e−βTr,0

[
2

Neh3

(
2πm

β

)3/2]r
,

where we have introduced the quantity ur(β), known as the partition function, de-
fined by

ur(β)=
∑

k

gr,ke−βEr,k .

If we now write the ratio between the probability that the atom is in two successive
ionisation states we obtain

Pr+1

Pr

= ur+1(β)

ur(β)
e−β(Tr+1,0−Tr,0)

2

Neh3

(
2πm

β

)3/2

,

or, recalling that Tr+1,0 −Tr,0 = Ir+1, and introducing the temperature in place of β

Pr+1

Pr

= ur+1(T )

ur(T )
e−Ir+1/(kBT )

2

Neh3
(2πmkBT )

3/2. (10.7)

This is the Saha equation, or ionisation equation. It was discovered by the Indian
physicist M.N. Saha in the early 1920s. It turned out to have a fundamental impor-
tance for our understanding of stellar spectra.

About the Saha and Boltzmann equations, we note that the left-hand sides of
these equations are often expressed in terms of ratios of populations, rather than in
terms of ratios of probabilities. These ratios are equal, an obvious consequence of
the probabilistic interpretation of thermodynamics. For example, the Saha equation
can also be written, with obvious notations, as

Nr+1Ne

Nr

= ur+1(T )

ur(T )
e−Ir+1/(kBT )

2

h3
(2πmkBT )

3/2,

and noting that the right-hand side is a function only of temperature, the equation
can also be written as

Nr+1Ne

Nr

=K(T ).

In this form the Saha equation becomes a special case of a more general equation,
known as the law of mass action or equation of Guldberg-Waage, which is used,
especially in chemistry, to relate the density (or concentrations) of the reagents of a
reaction in thermodynamic equilibrium. For example, for the chemical reaction

A+B �AB,

with A and B any elements, we have, in thermodynamic equilibrium

NANB

NAB
=K(T ).
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Obviously, in the case of the Saha equation, we have a “ionisation reaction”, rather
than a chemical reaction, i.e. with obvious symbols

Ar+1 + e− �Ar.

As an application of the Saha equation we now calculate the ionisation degree
of a plasma composed of pure hydrogen at the equilibrium temperature T and pres-
sure Pg. Denoting by NH and NH+ the density of neutral and of ionised hydrogen
atoms, respectively, the degree of ionisation x (with 0 ≤ x ≤ 1) is defined by the
equation

x = NH+

NH +NH+
.

Form the Saha equation we have

NH+

NH
= x

1 − x
= e−IH/(kBT )

2

uH(T )Neh3
(2πmkBT )

3/2,

where IH is the ionisation potential of hydrogen and uH(T ) is the partition function
of neutral hydrogen (the partition function of ionised hydrogen is by definition 1).
The electron density can be expressed in terms of the total pressure of the gas Pg.
For a non-degenerate plasma we have

Pg = kBT (NH +NH+ +Ne)= kBT (NH + 2Ne)= kBTNe
1 + x

x
,

which gives

Ne = x

1 + x

Pg

kBT
.

Substituting this value of Ne into the Saha equation, we obtain the following equa-
tion of second degree in x

x2

1 − x2
= C,

where the dimensionless quantity C is given by

C = (πm)3/2(2kBT )
5/2

uH(T )h3Pg
e−IH/(kBT ).

Solving the equation we find

x =
√

C

1 +C
.

Substituting the numerical values of the constants in C and assuming uH = 2 (a very
rough approximation that however does not affect significantly the results) we have,
numerically,

C = 0.3334T 5/2P−1
g e−1.5777×105/T ,

with T in K and Pg in dyne cm−2. The numerical results obtained from the solution
of the equation are shown in Fig. 10.1.
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Fig. 10.1 Ionisation degree
of a plasma of pure hydrogen
as a function of the
temperature T (K) and the
gas pressure Pg (dyne cm−2).
The three curves are labelled
by the values of the ionisation
degree x. The points A, B,
and C represent the physical
conditions of the solar
photosphere, the centre of the
Sun and the solar corona,
respectively

10.4 The Black-Body Radiation

Consider the physical system constituted by the electromagnetic radiation enclosed
in a cavity in thermodynamic equilibrium at the temperature T . Such a physical
system is called a black body and can be realised in the laboratory by drilling a
small hole (so small as not to affect substantially the condition of thermodynamic
equilibrium) in the wall of a furnace internally lined with lampblack and brought
to high temperatures. By analysing spectroscopically the radiation coming from the
hole, one can determine the specific intensity Iν of the black body radiation. This
quantity is often denoted by the symbol Bν .

As we shall see, the expression for Bν can be found by using the general princi-
ples of statistical thermodynamics described in Sect. 10.1. This expression confirms
a number of properties which can be inferred classically by applying the first and
second laws of thermodynamics and which are interesting to discuss, especially for
the historical importance of the black-body radiation in the development of modern
physics.

The first statement that can be made classically about blackbody radiation is that
the function Bν must be a universal function of temperature. We must have, as it can
be proved using the second law of thermodynamics, that Bν = Bν(T ), without any
dependencies on other parameters (such as the nature of the walls of the furnace,
any substance that is located in its interior, etc.). Still using the second principle of
thermodynamics it can also be shown that the black-body radiation is homogeneous,
isotropic and not polarised. If that was not the case it would be possible to design
a cyclic machine that could produce work at the expense of a single heath source,
something that contradicts the second principle. Another consequence of the princi-
ples of thermodynamics is the dependence of the total energy density on the fourth
power of the temperature. To show this, consider the system consisting of the elec-
tromagnetic radiation contained in a cylinder fitted with a movable piston having
its inner surface perfectly reflecting (see Fig. 10.2). For an infinitesimal thermody-
namic transformation due to the expansion of a volume dV we have, according to
the first law of thermodynamics
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Fig. 10.2 The radiation field
contained in the cylinder is
subject to an infinitesimal
expansion with exchange of
heat to or from the external
medium

dU = δQ− δL= δQ− P dV,

where U is the internal energy of the system, δQ the amount of heat absorbed by
the system in the transformation, δL the work done by the system on the medium
and P the pressure. If we denote by u the internal energy density, we have U = uV

and therefore, since u depends only on temperature T

dU = V
du

dT
dT + udV.

To evaluate the δL we need to calculate the pressure acting on the piston. Taking
into account that the radiation is isotropic, i.e. that the energy density of the radiation
which propagates within the solid angle dΩ is given by udΩ/(4π) and that the
surface of the piston is perfectly reflecting, we have from Eq. (1.13)

P =
∫ 2π

0
dφ
∫ π/2

0
2
u

4π
cos2 θ sin θ dθ,

where θ and φ are the polar angles defined in Fig. 10.2. Evaluating the integral we
obtain, with simple algebra

P = u

3
,

hence

δL= u

3
dV.

Substituting the expressions for dU and for δL in the equation that formulates the
first principle and solving for δQ we obtain

δQ= V
du

dT
dT + 4

3
udV.

We now recall that if the transformation is reversible (which implies the absence
of friction in the motion of the piston and equal temperatures between the radiation
and the heath source furnishing the δQ), the second law of thermodynamics requires
that the quantity

δQ

T
= V

T

du

dT
dT + 4

3

u

T
dV

is an exact differential. For this the so-called Schwarz criterion needs to be satisfied,
i.e.

∂

∂V

(
V

T

du

dT

)
= ∂

∂T

(
4

3

u

T

)
,
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from which we obtain, with simple algebra

du

dT
= 4

u

T
.

Solving this differential equation we finally obtain

u= aT 4,

where a is a constant of integration.
We note that the above considerations also allow us to determine the entropy of

the radiation field. Substituting in fact the expression for u we have

dS = δQ

T
= 4aV T 2 dT + 4

3
aT 3 dV,

or, by integration

S = 4

3
aT 3V,

where, to fix the constant of integration, we have used the third law of thermodynam-
ics, which states that the entropy is zero at T = 0. For an adiabatic transformation
of the radiation field we then have

T V 1/3 = const.,

or, recalling that P = u/3 = aT 4/3,

pV 4/3 = const.,

that is the usual law for adiabatic transformations with the exponent γ = 4
3 .

Beyond the integral law that we have just derived for u, the classical theory also
allows to determine the expression of the function Bν(T ). However, we will see that
this expression is physically inconsistent and not in accordance with experiments
(except in the limit of low frequencies). As we have seen in Sect. 4.3, a physi-
cal system consisting of the radiation field in a cavity of volume V is described in
quantum theory by a Hamiltonian that is equal to the sum of many Hamiltonians of
harmonic oscillator, independent of each other, one for each mode of the field. Sim-
ilar arguments as those developed there can also be made classically. In this case we
obtain that, numbering the modes with the integer index k, the classical Hamiltonian
can be written in the form

H =
∑

k

H(pk, qk)=
∑

k

γkp
2
k + δkq

2
k ,

where qk is the canonical coordinate relative to the mode k, pk is the associated
kinetic conjugate moment, and γk and δk are quantities that depend on the index k,
but that we do not need to further specify.3 According to the fundamental principle

3Recalling the considerations of Sect. 4.2, such quantities can be expressed as a function of the
coefficients ckλ and c∗

kλ, as well as the frequency (or wavenumber).
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of Eq. (10.1), the probability dP that the variable q1 is between q1 and q1 + dq1,
the variable p1 is between p1 and p1 + dp1, and so on, is given by

dP =Ae−βH(p1,q1)e−βH(p2,q2) · · · e−βH(pk,qk) · · ·dq1 dp1 dq2 dp2 · · ·dqk dpk · · · ,
where A is the normalisation constant. Since all the Hamiltonians are independent
of each other, the reduced probability dΠ that the variable q1 is between q1 and
q1 + dq1 and the variable p1 is between p1 and p1 + dp1 can be obtained by inte-
grating over all possibilities for the other variables q2,p2, . . . , qk,pk, . . . . We have

dΠ =A′e−βH(p1,q1) dq1 dp1,

where A′ is a new normalisation constant given by

A′ = 1
∫

dq1
∫

dp1e−βH(p1,q1)
.

The average energy relative to mode 1 is therefore given by

ε1 =
∫

dq1
∫

dp1H(p1, q1)e−βH(p1,q1)

∫
dq1
∫

dp1e−βH(p1,q1)
,

and can also be expressed in the form

ε1 = − d

dβ

{
ln

[∫
dq1

∫
dp1e−βH(p1,q1)

]}
.

Substituting the expression for the Hamiltonian and performing the integrations we
obtain with simple algebra

ε1 = 1

β
= kBT .

This result, obtained for mode 1, is independent of the particular characteristics
of the mode itself and therefore applies to all modes. In other words, classically the
average energy of an harmonic oscillator is always equal to kBT , whatever the phys-
ical properties of the oscillator. By means of this property, and recalling Eqs. (4.16)
and (4.13) we obtain for the functions Bν and uν

[
Bν(T )

]
class = 2ν2

c2
kBT ,

[
uν(T )

]
class = 2ν2

c3
kBT .

This result is in flagrant contradiction with experimental results at high frequen-
cies. Moreover, when integrating the function uν over all frequencies we obtain a
divergent integral, which means that the energy per unit volume of the radiation
field should be infinite. This fact is usually known as the ultraviolet catastrophe. It
was to resolve these contradictions that Planck was led to introduce his quantum
hypothesis.

We can repeat the same probabilistic arguments, still taking into account the fact
that the modes are independent, but introducing the quantum result that the eigen-
values of a generic mode k relative to the frequency ν are given by nhν, with n an
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arbitrary integer. The probability Π(n) that the mode is in the state with eigenvalue
nhν (i.e. that we have n photons) is then given by

Π(n)=A′e−βnhν,

where A′ is a normalisation constant given by

A′ = 1
∑∞

n=0 e−βnhν
.

The average energy of the mode is therefore

ε(ν)=
∞∑

n=0

Π(n)nhν =
∑∞

n=0 nhνe−βnhν

∑∞
n=0 e−βnhν

,

which can be written in the form

ε(ν)= − d

dβ
ln

[ ∞∑

n=0

e−βnhν

]

.

The sum is carried out easily by recalling that, for an arbitrary number q of
absolute value less than 1 (|q|< 1) we have

∞∑

n=0

qn = 1

1 − q
.

Thus we obtain, with simple algebra

ε(ν)= hν

eβhν − 1
, (10.8)

from which we obtain

Bν(T )= 2hν3

c2

1

eβhν − 1
, uν(T )= 2hν3

c3

1

eβhν − 1
.

These expressions are in agreement with the experimental facts and the function
Bν(T ) is called the Planck function (although this name is sometimes used for
uν(T ), or for the associated functions Bλ(T ) and uλ(T )).

The total energy density u can be calculated by simply integrating over frequen-
cies and angles the expression for uν . We have

u=
∮

dΩ
∫ ∞

0

2hν3

c3

1

eβhν − 1
dν.

Putting x = βhν we obtain, with a change of variable

u= 8π

β4h3c3

∫ ∞

0

x3

ex − 1
dx.

The integral is equal to π4/15 and we obtain the so-called Stefan-Boltzmann law

u= aT 4, (10.9)
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where the constant a, known as the constant of the radiation density, is given by

a = 8π5

15

k4
B

h3c3
= 7.566 × 10−15 erg cm−3 K−4.

As we can see, we have again obtained the expression for the radiation density,
previously derived from purely classical considerations. The quantum formulation
provides the value for the constant a that was left undetermined in the classical
theory.

If we consider the integral over frequencies of the Planck function, i.e. we con-
sider the quantity B(T ) defined by

B(T )=
∫ ∞

0
Bν(T )dν,

we obtain, with a calculation similar to the previous one,

B(T )= ac

4π
T 4.

The quantity πB(T ) is the flux of the black body radiation, i.e. the amount of energy
flowing, per unit time, through the unit surface of a black body (in all directions and
at all frequencies). In fact, introducing a coordinate system with the polar axis z

directed along the normal to the surface, the flux F is given, with obvious notations,
by the expression

F =
∫ ∞

0
dν
∫ 2π

0
dφ
∫ π/2

0
cos θBν(T ) sin θ dθ = πB(T ),

so we have

F = πB(T )= ac

4
T 4.

The quantity ac/4 is traditionally denoted by the symbol σ and is called the Stefan-
Boltzmann constant. We then have

F = σT 4, (10.10)

where

σ = ac

4
= 2π5

15

k4
B

h3c2
= 5.670 × 10−5 erg cm−2 s−1K−4.

10.5 Properties of the Black-Body Radiation

The spectrum of the black body radiation, described by the Planck function

Bν(T )= 2hν3

c2

1

ehν/(kBT ) − 1
, (10.11)
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has a number of important properties that we are going to discuss. We start by con-
sidering the limit of the function at low frequencies, i.e. we suppose that

hν

kBT
� 1.

Expanding the exponential in power series we obtain

Bν(T )= 2ν2

c2
kBT .

This expression, known as the law of Rayleigh and Jeans, does not contain Planck’s
constant and is in fact the black body law which is obtained within the classical
theory (as we saw in the previous section). The condition hν � kBT implies that the
energy of the photons is much less than the thermal energy so that we can neglect
the quantum nature of the radiation field. In other words, the energy of the photons
behaves as a continuum and the application of the classical theory is fully justified.
In astrophysical objects, the law of Rayleigh and Jeans is generally well verified at
radio frequencies and at microwaves.

If we consider instead the limit at high frequencies, namely for

hν

kBT
� 1,

the Planck equation assumes the form

Bν(T )= 2hν3

c2
e−hν/(kBT ).

This expression was derived by Wien on the basis of ad hoc arguments that turned
out to be not entirely correct to describe the black body radiation at all frequen-
cies. In reality, Wien correctly demonstrated, on the basis of the Doppler effect and
of thermodynamic principles, that the black body radiation spectrum should be de-
scribed by an equation of the type (Wien equation)

Bν(T )=Kν3f

(
ν

T

)
,

with K constant and f (x) an arbitrary function. Wien’s arguments were correct, but
the ad-hoc hypothesis that the f (x) function was of the type exp(−x) (instead of
the type 1/[exp(x)− 1]) was later shown to be valid only at high frequencies.

An important property of the black body radiation is the fact that, at a given
frequency, the intensity of the radiation monotonically increases with temperature.
The proof is simple, as is obtained from the equation

∂Bν(T )

∂T
= 2h2ν4

c2kBT 2

ehν/(kBT )

[ehν/(kBT ) − 1]2
> 0.

As a consequence, the plot of Bν(T ) as a function of ν (with T fixed) consists of
a curve that, with increasing T , becomes progressively higher enveloping those of
lower T as shown in Figs. 10.3 and 10.4.
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Fig. 10.3 The Planck
function is plotted versus
frequency (in linear scale) for
five different values of the
temperature. Bν and ν are in
c.g.s. units, and the
temperature is in K

Fig. 10.4 The Planck
function is plotted versus
frequency (in logarithmic
scale) for five different values
of the temperature. Notice
that the differences in the
temperature are much larger
than those of Fig. 10.3. Bν

and ν are in c.g.s. units, and
the temperature is in K

Another important property of the black body radiation is related to the frequency
νmax at which the function has a maximum (for a given T ). Introducing the reduced
variable x = hν/(kBT ), Planck equation becomes

Bν(T )= 2k3
BT

3

h2c2
b(x),

where

b(x)= x3

ex − 1
.

The maximum of the function b(x) is obtained by solving the transcendent equation

x = 3
(
1 − e−x

)
,

that has the solution xmax 	 2.82. Therefore, we have

hνmax = 2.82kBT ,
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or, numerically

νmax = 5.88 × 1010T Hz,

where T is in K. This equation shows that the frequency of the maximum increases
linearly with increasing temperature, a law which is known as Wien’s displacement
law.

Finally, we note that, in some cases, the specific intensity of the blackbody radi-
ation is described by the function Bλ(T ) (instead of Bν(T )). The two functions are
related in this way (see Eq. (4.12))

Bλ(T )= c

λ2
Bν(T )= ν2

c
Bν(T ).

Expressing the function in terms of the wavelength (instead of the frequency), we
have

Bλ(T )= c1

πλ5

1

ec2/(λT ) − 1
,

where the constants c1 and c2, known as the first and second constants of the radia-
tion, are given by

c1 = 2πhc2 = 3.742 × 10−5 erg cm2 s−1, c2 = hc

kB
= 1.439 cm K.

As in the Bν(T ) case, we can also find the value of the wavelength λmax for which
Bλ(T ) has a maximum for a given T . Putting y = c2/T , we have

Bλ(T )= 2k5
BT

5

h4c3
b̃(y),

where

b̃(y)= y5

ey − 1
.

The maximum of the function b̃(y) is obtained by solving the transcendent equation

y = 5
(
1 − e−y

)
,

that has the solution ymax 	 4.97. Therefore, we have

λmaxT = c2

4.97
,

or, numerically

λmaxT = 0.290 cm K.

It should be noted that the location of the maximum of the function Bλ(T ) does not
correspond to the point where Bν(T ) has its maximum. This is not surprising, since
in one case we consider the energy flowing per unit of frequency interval, and in the
other per unit of wavelength interval. The above expressions of νmax and λmax show
that the product νmaxλmax is about 0.568c.
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10.6 The Fermi-Dirac Statistics

Consider a macroscopic physical system S in thermodynamic equilibrium at the
temperature T , composed of a very large number N , of indistinguishable, non-
interacting particles obeying the Pauli exclusion principle (gas of fermions). Sup-
pose we have numbered the single-particle states by a discrete index and denote by
εi the energy of the i-th state. Let us fix our attention on a particular single-particle
state, marked by the index k, with energy εk . According to the general principle of
Eq. (10.2), the probability p0(k) that in the k-th state there are no particles, i.e. that
the occupation number of such a state is 0, is given by the expression

p0(k)=A
∑

n1,n2,...,nk−1,nk+1,...

e−β(n1ε1+n2ε2+···+nk−1εk−1+nk+1εk+1+···),

where A is a constant, β = 1/(kBT ), and where the sum is extended to all the solu-
tions of the equation

n1 + n2 + · · · + nk−1 + nk+1 + · · · =N,

with the occupation numbers n1, . . . , nk−1, nk+1, . . . that can only be equal to 0 or 1.
The probability p1(k) that in the k-th state there is one particle is instead given by

p1(k)=Ae−βεk
∑

n1,n2,...,nk−1,nk+1,...

e−β(n1ε1+n2ε2+···+nk−1εk−1+nk+1εk+1+···),

where the sum is extended to all the solutions of the equation

n1 + n2 + · · · + nk−1 + nk+1 + · · · =N − 1,

with n1, . . . , nk−1, nk+1, . . . that can only be equal to 0 or 1.
Consider now the ratio p0(k)/p1(k). We have

p0(k)

p1(k)
= eβεk

Z(β,N)

Z(β,N − 1)
,

where Z(β,N) is the sum over the states of the (physically unreal) system S′, ob-
tained from the system S by conceptually deleting the k-th elementary state, and in
which there are N particles. Z(β,N − 1) has a similar meaning, with the difference
that (N − 1) particles are instead present in S′. Since the physical system contains
an extremely large number of elementary states, the distinction between S′ and S is
totally inessential, so the quantities Z(β,N) and Z(β,N − 1) can be considered in
all effects the sums over the states relative to the “initial” physical system S. De-
noting by x the ratio Z(β,N)/Z(β,N − 1) and taking the natural logarithm, we
have

lnx = ln
[
Z(β,N)

]− ln
[
Z(β,N − 1)

]
.

Furthermore, considering that N is a very large number and the values of the ener-
gies εj are fixed (which implies that the volume of the physical system is constant),
we can write

lnx =
(

∂

∂N
ln
[
Z(β,N)

]
)

β,V

.
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This partial derivative is related to the chemical potential μ, defined in thermody-
namics by the equation

μ=
(
∂F

∂N

)

β,V

,

where F is the Helmholtz free energy. In fact, since (see Eq. (10.3))

ln
[
Z(β,N)

]= −βF,

we have

lnx = −β

(
∂F

∂N

)

β,V

= −βμ.

Recalling the definition of x, we then have

p0(k)

p1(k)
= eβ(εk−μ).

On the other hand, the average occupation number of the elementary state k is given
by the expression

n̄k = p1(k)

p0(k)+ p1(k)
= 1

p0(k)
p1(k)

+ 1
,

so we obtain

n̄k = 1

eβ(εk−μ) + 1
.

This is the fundamental equation describing the statistics of particles that obey
the Pauli exclusion principle. It is known as the equation of the Fermi-Dirac statis-
tics. It expresses the average occupation number of the single-particle state having
energy εk as a function of the same energy and of the chemical potential μ. Since
the above argument can be repeated for any single-particle state, the index k can be
omitted in the previous formula so to obtain

n̄(ε)= 1

eβ(ε−μ) + 1
.

10.7 The Bose-Einstein Statistics

In a similar way as in the previous section, we now consider a macroscopic physical
system in thermodynamic equilibrium at the temperature T , composed of N indis-
tinguishable non-interacting bosons (gas of bosons). Suppose we have numbered
the single-particle states with a discrete index and denote by εi the energy of the
i-th state. Let us fix our attention on a particular state, marked by the index k, with
energy εk . According to the general principle of Eq. (10.2), the probability pn(k)

that in the k-th state there are n particles is given by the expression

pn(k)=Ae−nβεk
∑

n1,n2,...,nk−1,nk+1,...

e−β(n1ε1+n2ε2+···+nk−1εk−1+nk+1εk+1+···),
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where A is a constant, β = 1/(kBT ), and where the sum is extended to all the solu-
tions of the equation

n1 + n2 + · · · + nk−1 + nk+1 + · · · =N − n,

with the numbers n1, n2, . . . that can be equal to an arbitrary integer 0,1,2, . . . (i.e.
not only equal to 0 and 1 as in the previous case for the fermions).

Consider now the ratio p0(k)/pn(k). We have

p0(k)

pn(k)
= enβεk

Z(β,N)

Z(β,N − n)
,

where the meaning of the quantities Z(β,N) and Z(β,N − n) is the same as in
the case discussed in the previous section for the fermions. Denoting by x the ratio
Z(β,N)/Z(β,N − n) and taking the natural logarithm, we have

lnx = ln
[
Z(β,N)

]− ln
[
Z(β,N − n)

]
,

and considering that N is a very large number and the volume is constant, we can
write

lnx = n

(
∂

∂N
ln
[
Z(β,N)

])

β,V

,

or

lnx = −nβμ,

where μ is the chemical potential. Recalling the definition of x, we then have

p0(k)

pn(k)
= enβ(εk−μ),

or
pn(k)

p0(k)
= e−nβ(εk−μ).

On the other hand, the average occupation number of the state k is given by

n̄k =
∑

n npn(k)∑
n pn(k)

,

or, dividing numerator and denominator by p0(k)

n̄k =
∑

n ne−nβ(εk−μ)

∑
n e−nβ(εk−μ)

.

The ratio of the two sums can easily be calculated following the same procedure
used to deduce Eq. (10.8). Putting z = β(εk −μ), we have

n̄k =
∑

n ne−nz

∑
n e−nz

= − d

dz
ln

(∑

n

e−nz

)
,

and if z > 0, which implies μ< εk , we obtain

n̄k = d

dz
ln
(
1 − e−z

)= 1

ez − 1
.
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Repeating the final considerations of the previous section, we finally obtain the fun-
damental equation describing the Bose-Einstein statistics

n̄(ε)= 1

eβ(ε−μ) − 1
.

We note that, in the case of the radiation field, the photons behave effectively
as bosons, but their total number is not fixed, a priori. The chemical potential μ is
therefore null and the previous equation becomes simpler

n̄(ε)= 1

eβε − 1
.

This equation coincides with the formula we obtained for the average number of
photons per mode of frequency ν, if we replace ε with hν.



Chapter 11
Interaction Between Matter and Radiation

In the previous chapters we have provided a quantum description of the radiation
field in vacuum (Chap. 4) and of isolated atomic systems (Chaps. 5–9). We now
move on to describe their mutual interaction by introducing some general methods,
also based on quantum mechanics, with which we will be able to handle many phe-
nomena associated with the absorption, emission and scattering of radiation, typical
of laboratory and astrophysical plasmas. The combination of these methods is now
commonly referred to by the name of quantum electrodynamics and represents one
of the most successful achievements of theoretical physics, both from the point of
view of the precision of the results obtained, and the elegance of the formalism.
We will illustrate in this chapter the fundamental concepts and their simplest ap-
plications by considering only first order phenomena, i.e. phenomena involving the
emission and the absorption of a single photon. We will formally derive the equa-
tions for the evolution of the populations of an atomic system in the presence of the
radiation field (statistical equilibrium equations) and the equations for the evolution
of the radiation field in the presence of an atomic system (equation of radiative trans-
fer). The most relevant second order phenomena (where two photons are involved)
will be treated in Chap. 15.

11.1 The Interaction Hamiltonian

Consider a physical system composed of an atom, described by the quantum Hamil-
tonian HA, and by the radiation field, described by the quantum Hamiltonian HR.
In the absence of interaction, the Hamiltonian of the system is obviously

H0 = HA +HR, (11.1)

where, recalling Eq. (4.9),

HR =
∑

kλ

�ωk

(
a

†
kλakλ + 1

2

)
,
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with the sum extended to all possible modes of the radiation.
To obtain the Hamiltonian describing the interaction between the atom and the

radiation field we use the principle of minimal coupling described in Sect. 5.2. We
operate in the atomic Hamiltonian for each electron the formal substitution (cf.
Eq. (5.5))

pi → pi + e0

c
AR(ri ) (i = 1,2, . . . ,N),

where the index i numbers the N electrons of the atom and where AR(ri ) is the
vector potential of the radiation field evaluated at the point where the i-th electron
is located. The other substitution, implicit in the principle of minimal coupling, i.e.

Ei →Ei + e0φR(ri ),

does not have in this case any effect because the scalar potential φR of the radiation
field is zero. If we assume for HA the nonrelativistic expression (Eq. (7.2)), the
principle of minimal coupling produces the new Hamiltonian H′

A given by

H′
A =

N∑

i=1

{
1

2m

[
pi + e0

c
AR(ri )

]2

− Ze2
0

ri

}
+
∑

i<j

e2
0

rij
.

Putting

H′
A = HA +HI,

with HI the interaction Hamiltonian, and noting that div AR = 0, we obtain

HI = e0

mc

N∑

i=1

pi · AR(ri )+ e2
0

2mc2

N∑

i=1

[
AR(ri )

]2
. (11.2)

We are interested in obtaining a perturbative expansion of the interaction Hamil-
tonian, so we neglect the second term (quadratic in the vector potential AR).1 Re-
calling the expansion of the vector potential in terms of the creation and annihilation
operators (see Eq. (4.5)), the interaction Hamiltonian is

HI = e0

m

∑

kλ

√
2π�

ωkV

(
akλ

∑

i

pi · ekλeik·ri + a
†
kλ

∑

i

pi · e∗
kλe−ik·ri

)
. (11.3)

11.2 The Kinetic Equations

Consider a physical system described by the Hamiltonian

H = H0 +HI,

1As we will see in Chap. 15, the term in A2
R describes second order processes, in particular Thom-

son scattering.



11.2 The Kinetic Equations 263

where H0 is the unperturbed Hamiltonian and HI is the perturbing Hamiltonian (in
our case the interaction Hamiltonian). The system evolves in time according to the
Schrödinger equation

i�
∂

∂t

∣∣ψ(t)
〉= (H0 +HI)∣∣ψ(t)

〉
.

To solve this equation we use the so-called “method of the variation of the con-
stants”. Suppose that we have previously solved the stationary Schrödinger equa-
tion for H0, finding the eigenvectors |α〉 and the corresponding eigenvalues Eα that
satisfy the equation

H0|α〉 =Eα|α〉. (11.4)

We expand the wavefunction |ψ(t)〉 in series of such eigenvectors (with the relative
temporal factor) to obtain

∣∣ψ(t)
〉=
∑

β

cβ(t)|β〉e−iEβt/�.

The coefficients cβ are function of time and are reduced to some constants in the
absence of perturbation (i.e. when HI = 0).2 We then substitute this expansion into
the Schrödinger equation to obtain

∑

β

i�ċβ(t)|β〉e−iEβt/� =
∑

β

cβ(t)HI|β〉e−iEβt/�,

where we have used the dot (Newton’s) notation for the differentiation with respect
to time (ċβ = dcβ/(dt)). We now apply a scalar multiplication of both sides by 〈α|.
Taking into account the orthonormality property of the eigenvectors |β〉, we have

i�ċα(t)=
∑

β

cβ(t)HI
αβeiωαβ t ,

where we have put

HI
αβ = 〈α|HI|β〉,

and where we have introduced the so-called Bohr angular frequencies

ωαβ = Eα −Eβ

�
. (11.5)

If we now assume that the interaction Hamiltonian does not depend on time, the
previous equation can be integrated between the initial time (t = 0) and the generic
time t . We have

cα(t)= cα(0)+ 1

i�

∑

β

HI
αβ

∫ t

0
cβ
(
t ′
)
eiωαβ t

′
dt ′.

2This fact justifies the name of the method (variation of constants) to denote the procedure followed
here for the solution of the Schrödinger equation.
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Fig. 11.1 The function
behaves, for t → ∞, as
2πtδ(ωαγ )

This equation can be used again to express the coefficient cβ(t ′) appearing within
the integral. In doing so we obtain the equation

cα(t)= cα(0)+ 1

i�

∑

β

HI
αβ

∫ t

0
cβ(0)e

iωαβ t
′
dt ′

+ 1

(i�)2

∑

βγ

HI
αβHI

βγ

∫ t

0
dt ′eiωαβ t

′
∫ t ′

0
dt ′′cγ

(
t ′′
)
eiωβγ t

′′
. (11.6)

Such procedure can be repeated ad libitum and we obtain a perturbative expansion
with the n-th term containing n matrix elements of the interaction Hamiltonian. If
we interrupt the sum at the k-th term, substituting the c(t) coefficient appearing
in the last integral with c(0), we obtain a perturbative theory at the order k in the
probability amplitude.

We start by considering the particular case of the theory at the lowest order, which
reduces Eq. (11.6) to the first row. We also assume that the system is, at time t = 0,
in the pure state |γ 〉. All the cβ(0) are null, with the exception of cγ (0) that is equal
to unity. Solving the integral we obtain

cα(t)= 1

�
HI

αγ

1 − eiωαγ t

ωαγ

,

hence

∣
∣cα(t)

∣
∣2 = 1

�2

∣
∣HI

αγ

∣
∣2 4 sin2(ωαγ t/2)

ω2
αγ

.

The function of time that appears in this expression behaves, at the limit for t → ∞,
as a Dirac delta (see Eq. (2.9)). This fact can be rigorously proven within the theory
of distributions, and is illustrated by the graph in Fig. 11.1. We have

lim
t→∞

4 sin2(ωαγ t/2)

ω2
αγ

= 2πtδ(ωαγ ),
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hence

∣∣cα(t)
∣∣2 = 2π

�2

∣∣HI
αγ

∣∣2tδ(ωαγ ). (11.7)

This expression shows that the square of the absolute value of the cα(t) coeffi-
cient, which physically represents the probability to find the system in the state |α〉
at time t , increases linearly with time. Obviously, at the same time the cγ coefficient
must decrease. This feedback effect is however not contained in Eq. (11.7). To de-
termine it, it is convenient to follow a more sophisticated procedure which will lead
to the kinetic equations defining the evolution of the system. To do this, we return to
Eq. (11.6) and substitute cγ (t ′′) with cγ (0) (second order perturbative expansion in
the probability amplitude). The integrals over time can be evaluated with elementary
methods, and we obtain

cα(t)= cα(0)− 1

�

∑

β

HI
αβcβ(0)

eiωαβ t − 1

ωαβ

+ 1

�2

∑

βγ

HI
αβHI

βγ cγ (0)

(
eiωαγ t − 1

ωαγ ωβγ

− eiωαβ t − 1

ωαβωβγ

)
. (11.8)

When calculating the square modulus of cα(t) we obtain from this equation nine
different terms. Of these nine terms we only consider those that are at most quadratic
in the matrix elements of HI, to be consistent with the second order perturbative
expansion in the probability amplitude. Taking into account that HI is a Hermitian
operator, so that (HI

αβ)
∗ = HI

βα , with some simple algebra we obtain

∣∣cα(t)
∣∣2 = ∣∣cα(0)

∣∣2 − 1

�

[∑

β

HI
αβcβ(0)c

∗
α(0)

eiωαβ t − 1

ωαβ

+ C.C.
]

+ 1

�2

∑

βδ

HI
αβHI

δαcβ(0)c
∗
δ (0)

eiωαβ t − 1

ωαβ

e−iωαδt − 1

ωαδ

+ 1

�2

[∑

βγ

HI
αβHI

βγ cγ (0)c
∗
α(0)

(
eiωαγ t − 1

ωαγ ωβγ

− eiωαβ t − 1

ωαβωβγ

)
+ C.C.

]
,

where the symbol [· · · + C.C.] indicates that we need to add to the term in brackets
its complex conjugate.

This expression can be greatly simplified if we adopt some approximations with
respect to the initial conditions of the system. The approximation that is usually
introduced is to suppose that the bilinear quantities in the cα(0) coefficients are on
average zero when the two coefficients refer to different states, or

〈
cα(0)c

∗
β(0)

〉= 〈∣∣cα(0)
∣∣2〉δαβ.

The average that we perform on the physical system is to be understood as the
temporal average to be executed with respect to the initial time, or as a statistical
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average of many possible different realizations of the system itself.3 The quantities
〈|cα(t)|2〉 then represent the diagonal matrix elements of a suitable operator, called
the density matrix, and are commonly referred to by the symbol ρα(t). This approx-
imation, sometimes called the random phase approximation, is equivalent to saying
that the system is not in a pure state but, rather, in a mixture of states such that the
non-diagonal elements of the density matrix (also known as quantum interferences,
or coherences) are zero. The random phase approximation leads to valid results for a
wide class of physical phenomena. But it is not applicable when the phase relations
between different states play an important role in the physical phenomenon under
study. A particular example is when we want to study the interaction between radi-
ation and an atomic system taking into account also the polarisation phenomena. In
this case, the phase relations become essential and the random phase approximation
is not applicable anymore but must be replaced by less stringent assumptions. A in-
depth study of this topic is discussed in Sect. 16.11 where the evolution equation for
the coherences of a physical system is derived.4

Introducing the random phase approximation in the equation for |cα(t)|2 and
noting that the term linear in HI does not produce any contribution because the
diagonal matrix elements HI

αα are (or can be assumed to be) null.5 With the new
notations we obtain the equation

ρα(t)= ρα(0)+ 1

�2

∑

β

∣∣HI
αβ

∣∣2 4 sin2(ωαβt/2)

ω2
αβ

ρβ(0)

− 1

�2

∑

β

∣∣HI
αβ

∣∣2 4 sin2(ωαβt/2)

ω2
αβ

ρα(0).

Going to the limit for t → ∞, recalling the definition of the Bohr angular frequen-
cies (Eq. (11.5)) and noting that all the terms in the right-hand side depend linearly
on time, we can write the kinetic equation for the ρα quantities in the form

dρα
dt

= 2π

�

∑

β

ρβ
∣∣HI

αβ

∣∣2δ(Eα −Eβ)− 2π

�

∑

β

ρα
∣∣HI

αβ

∣∣2δ(Eα −Eβ). (11.9)

11.3 Fermi’s Golden Rule

The kinetic equation (11.9) expresses the temporal variation of the ρα quantity, i.e.
the variation of the probability to find the system in the state |α〉. In the equation
there are two terms: a term with positive sign that describes an increase in ρα due to

3The demonstration that the two types of averages are the same is far from trivial. In statistical
mechanics, one usually refers to statements of this type by invoking the so-called ergodic theorem.
4For further discussions on polarisation phenomena see Landi Degl’Innocenti and Landolfi (2004).
5The diagonal matrix elements HI

αα are effectively null in the applications that are considered in
the following, where the interaction Hamiltonian is the one of Eq. (11.3).
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the transitions from |β〉 = |α〉 states to the |α〉 state, and a negative term describing
the decrease of ρα due to the transitions out of the |α〉 state to the |β〉 = |α〉 states.
The equation can be simply interpreted by saying that there is a transition probability
per unit time between the states |α〉 and |β〉 given by

Pαβ = Pβα = 2π

�

∣∣HI
αβ

∣∣2δ(Eβ −Eα). (11.10)

This formula is called the Fermi golden rule. The presence of the Dirac delta is
such that the transition probability is different from zero only between isoenergetic
states, an obvious manifestation of the principle of conservation of energy. It should
be noted that this formula is substantially already contained in Eq. (11.7) and, in
principle, it is not therefore necessary to consider the second order Eq. (11.6) to ob-
tain it. As we have already noticed, however, Eq. (11.7) is not sufficient to determine
the kinetic equations for the lack of the feedback term.

Writing the kinetic equation in terms of the transition probability per unit time,
we have

dρα
dt

=
∑

β

ρβPβα − ρα
∑

β

Pαβ,

from which, summing on α, we get

d

dt

∑

α

ρα =
∑

αβ

(ρβPβα − ραPαβ)= 0.

We then obtain the result
∑

α

ρα = cost.,

as we should have obviously expected, according to the probabilistic interpreta-
tion of the ρα . The constant that represents the normalisation value for the sum of
probabilities is in general set to one. The kinetic equations are a system of N homo-
geneous differential equations of first degree, where N is the number of states that
occur in the particular physical phenomenon that is considered. In principle, once
the transition probabilities are known, the system can be solved starting from ap-
propriate boundary conditions. In stationary situations, i.e. when we have for each
state α

dρα
dt

= 0,

the system of differential equations reduces to a homogeneous linear system of N
equations in N unknowns. The previous condition, i.e.

∑

αβ

(ρβPβα − ραPαβ)= 0,

implies that the determinant of the system is zero so the quantities ρα are determined
apart from a proportionality factor that is fixed by the normalisation condition.
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Finally, we note that, for the calculation of the transition probability, the quantity
that is essential to be determined is the matrix element of the interaction Hamilto-
nian between the eigenstates of the unperturbed Hamiltonian. The calculation of this
quantity is discussed in the next section for the case we are interested in, namely the
interaction between matter and radiation.

11.4 The Matrix Element

We now apply the general considerations carried out in the two previous sections to
the interaction between an atomic system and the radiation field. The unperturbed
and the interaction Hamiltonian are given, respectively, by Eqs. (11.1) and (11.3).
The eigenstates of the unperturbed Hamiltonian, defined by Eq. (11.4), are the direct
product of the eigenstates of the atomic system by the eigenstates of the radiation
field. We will denote the first with the symbol |un〉 and the corresponding eigenval-
ues of the energy with the symbol εn, assuming that we have solved, for the atomic
system, the stationary Schrödinger equation

HA|un〉 = εn|un〉.
We now simplify the notations for the radiation field, with respect to those used in
Chap. 4. We can think of numbering the modes with an index j which substitutes
the pair of indices (k, λ), and, neglecting the vacuum energy, write the Hamiltonian
HR in the form

HR =
∑

j

hνj a
†
j aj .

We denote the relative eigenvectors by the symbol |n1, n2, . . . , nl, . . .〉 or, more syn-
thetically, by the symbol |{nl}〉. We then have, with these new notations,

HR
∣∣{nl}

〉=
(∑

j

hνjnj

)∣∣{nl}
〉
.

Furthermore, with the new notations the interaction Hamiltonian (11.3) becomes

HI = e0

m

∑

j

√
h

2πνjV

(
aj

∑

i

pi · ejeikj ·ri + a
†
j

∑

i

pi · e∗
j e−ikj ·ri

)
.

The results we have obtained in the previous section can be applied to the case of
the matter-radiation interaction with the formal substitutions

|α〉 → ∣∣un, {nl}
〉
, ρα → ρn,{nl}, Eα →En,{nl} = εn +

∑

j

hνjnj ,

HI
αβ → 〈

un, {nl}
∣
∣HI
∣
∣um,

{
n′
l

}〉
.

An approximation is commonly introduced to calculate the matrix element. It is
called the dipole approximation, and consists in substituting the exponentials that
appear in the expression for HI with unity, i.e.

eikj ·ri 	 e−ikj ·ri 	 1.
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To understand the degree of approximation introduced, we expand the exponential
in series. We have

eikj ·ri = 1 + ikj · ri − 1

2
(kj · ri )2 + · · · , (11.11)

so the approximation is correct when the following inequality is well satisfied

kj · ri � 1.

On the other hand, as an order of magnitude we have

kj · ri 	 a0

λj
,

where λj is the wavelength of the mode we consider and a0 is the radius of the first
Bohr orbit. We therefore see that the dipole approximation is well justified at the
wavelengths of the visible radiation. For example, for λj = 5000 Å, the ratio a0/λj
is about 10−4. Within the dipole approximation, putting

p =
∑

i

pi ,

the Hamiltonian of the interaction assumes the simplified form

HI = e0

m

∑

j

√
h

2πνjV
(
ajp · ej + a

†
jp · e∗

j

)
.

Noting then that the aj and a
†
j operators act only on the eigenstates of the radiation

field, while the p operator acts only on the eigenstates of the atomic system, the
matrix element can be written in the form
〈
un, {nl}

∣∣HI
∣∣um,

{
n′
l

}〉

= e0

m

∑

j

√
h

2πνjV
[〈{nl}

∣∣aj
∣∣{n′

l

}〉〈un|p|um〉 · ej + 〈{nl}
∣∣a†

j

∣∣{n′
l

}〉〈un|p|um〉 · e∗
j

]
.

We calculate the matrix element of the atomic system first. We transform it from a
matrix element of the operator p in a matrix element of the operator r. To do this,
we consider the following commutator

[HA, r] =
[
HA,

∑

i

ri

]
,

and assume, neglecting relativistic corrections, that the atomic Hamiltonian is that
one given in Eq. (7.2). Within these approximations we obtain

[HA, r] =
[∑

k

p2
k

2m
,
∑

i

ri

]
=
∑

i

[
p2
i

2m
, ri

]
= −i

�

m

∑

i

pi = −i
�

m
p,

so that

〈un|p|um〉 = i
m

�
〈un|[HA, r]|um〉 = 2π i

m

h
(εn − εm)〈un|r|um〉.
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Introducing also the notations

νnm = εn − εm

h
, rnm = 〈un|r|um〉,

we obtain

〈un|p|um〉 = 2π imνnmrnm.

The quantities νnm are called Bohr (cyclic) frequencies and are simply related to the
Bohr angular frequencies introduced in Eq. (11.5) by the relation νnm = ωnm/(2π).
The quantity rnm is called dipole matrix element (between the states |un〉 and |um〉),
although rigorously such name should actually be given to the matrix element of the
operator d = −e0r, that represents the dipole moment of the electron cloud.

We now consider the matrix elements of the radiation field. We recall the re-
sults obtained in Sect. 4.3 for the matrix elements of the operators of creation and
annihilation. From Eqs. (4.10) and (4.11) we derive that the matrix element of the
annihilation operator 〈{nl}|aj |{n′

l}〉 is always zero unless the occupation numbers
contained in the bra are all equal to the occupation numbers contained in the ket,
with the exception of the j mode, for which we must have n′

j = nj + 1. In other
words, for the matrix element to be non-zero, we must have

n′
1 = n1, n

′
2 = n2, . . . , n

′
j−1 = nj−1, n

′
j = nj + 1, n′

j+1 = nj+1, . . . .

Given a set {nl} of occupation numbers, we denote by the symbol {nl + 1j } the set
obtained from the previous one by increasing by one the occupation number of the
j mode and keeping all the others the same. We then obtain

〈{nl}
∣∣aj
∣∣{nl + 1j }

〉=√nj + 1,

and with similar considerations
〈{nl}

∣∣a†
j

∣∣{nl − 1j }
〉= √

nj .

By substituting the results we obtained for the matrix elements of the atomic system
and for those of the radiation field, we obtain for the non-vanishing matrix elements
of the interaction Hamiltonian

〈
un, {nl}

∣∣HI
∣∣um, {nl + 1j }

〉= iνnme0

√
2πh(nj + 1)

νjV
rnm · ej , (11.12)

〈
un, {nl}

∣∣HI
∣∣um, {nl − 1j }

〉= iνnme0

√
2πhnj
νjV

rnm · e∗
j . (11.13)

The difference in the energies of the states between which the matrix element is
calculated is, respectively,

En,{nl} −Em,{nl+1j } = εn − εm − hνj = h(νnm − νj ),

En,{nl} −Em,{nl−1j } = εn − εm + hνj = h(νnm + νj ).



11.5 Elementary Processes 271

Fig. 11.2 Feynman diagrams for the elementary processes of spontaneous emission (left) and
absorption (right). In the first case, the atomic system goes from the upper level a to the lower
level b and a photon is emitted in the mode k. In the second case, the system goes from level b to
level a and a photon is absorbed from the mode k

11.5 Elementary Processes

As an application of the formalism developed in the previous section, we now con-
sider the elementary process of spontaneous emission. As initial and final states of
the overall system (atom plus radiation) we consider the states described by the state
vectors

|Ψi〉 = |ua;0,0, . . . ,0, . . .〉, |Ψf〉 = |ub;0,0, . . . ,1k, . . .〉. (11.14)

The initial state |Ψi〉 is the state in which the atom is in the level |ua〉 of energy εa ,
and the radiation field is in the vacuum state. The final state |Ψf〉 is that one in which
the atom is in level |ub〉 of energy εb , while the radiation field is in the state where
there is only one photon in the mode denoted by the index k.

To identify in a schematic way the process we are dealing with, it is useful to
introduce a diagram such as that one shown on the left panel of Fig. 11.2. Such
a diagram is called Feynman diagram, from the name of the American physicist
who first introduced such schematic representations of the elementary processes in
quantum electrodynamics. In a Feynman diagram, the solid straight lines represent
the electrons, while the wavy lines represent the photons. Each interaction between
electrons and photons is represented by a junction of two straight lines and a wavy
one at a vertex, which represents emission or absorption of a photon by an electron.
Thinking that “time” runs from left to right in the diagram, at the vertex the electron
“jumps” from the upper level a to the lower level b, while a photon is emitted in the
mode k.

The probability per unit time that the process of spontaneous emission occurs is
given by Fermi’s golden rule

Pf i = 2π

�

∣
∣〈Ψf|HI|Ψi〉

∣
∣2δ(Ef −Ei).

The matrix element of the interaction Hamiltonian can be calculated using
Eq. (11.13). A simple substitution results in

∣∣〈Ψf|HI|Ψi〉
∣∣2 = 2πhe2

0ν
2
ab

νkV
∣∣rba · e∗

k

∣∣2, Ef −Ei = h(νk − νab),
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and we obtain

Pf i = 8π3e2
0νab

hV
∣∣rba · e∗

k

∣∣2δ(νk − νab). (11.15)

It is important to clarify that the atomic levels a and b, eigenstates of the atomic
Hamiltonian, are in general spatially degenerate and need to be characterized by
some internal quantum numbers that we denote by α and β , respectively. For exam-
ple, the wavefunction of the level a that we have simply denoted by |ua〉 (in Dirac
notation) is in reality of the type |αaJaMa〉, where αa is a collection of quantum
numbers that describe the configuration and the term, Ja is the quantum number for
the total angular momentum, and Ma the magnetic quantum number. Since Ma can
assume any value between −Ja and Ja in steps of one, the level is degenerate ga
times, with ga = 2Ja + 1. The wavefunction of any of the ga sublevels of level a
can therefore be denoted by the symbol |uaα〉 and, similarly, any of the sublevels
of level b by the symbol |ubβ〉. Once the sublevel is also specified, both in terms of
its initial and final state, the probability of the transition per unit time (Eq. (11.15))
assumes the form

Pf i = 8π3e2
0νab

hV
∣∣rbβ,aα · e∗

k

∣∣2δ(νk − νab), (11.16)

where

rbβ,aα = 〈ubβ |r|uaα〉.
We now perform an average of the squared modulus of the matrix element that
appears in Eq. (11.16) over all possible “orientations” of the atom with respect to
the unit vector e∗

k , i.e. we consider the average over all values of the degeneracy
parameters α and β . It is possible to show that using the Wigner-Eckart theorem the
following relation holds6

1

gagb

∑

α,β

∣
∣rbβ,aα · e∗

k

∣
∣2 = 1

3
|rba |2, (11.17)

where

|rba |2 = |rab|2 = 1

gagb

∑

α,β

|rbβ,aα|2 = 1

gagb

∑

α,β

〈ubβ |r|uaα〉 · 〈uaα|r|ubβ〉,

so that we can conclude that, averaging over the spatial degeneracy, the probability
per unit time that the atom decays from any sublevel of level a into any sublevel of
level b and that, at the same time, a photon is emitted in the mode k is given by

Pf i = 8π3e2
0νab

3hV |rba |2δ(νk − νab). (11.18)

6This property is formally derived in Sect. 16.12. Intuitively, we can think of the factor 1
3 as the

result of the average over the solid angle of a factor of the type cos2 θ , where θ is the angle between
the rba vector and the polarisation unit vector.
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From this expression for Pf i we can obtain both the probability πab per unit time
that the atom decays from level a to level b, and the probability π(e)(ν,�) per unit
time that a photon is emitted in any of the two modes (characterized by different
polarisations) of frequency ν and direction �. To obtain πab we note that Pf i gives
the combined probability that the atom decays from any sublevel of level a into any
sublevel of level b and, at the same time, a photon is emitted in the mode k. For the
known laws of probability we then need to sum Pf i over all possible lower sublevels
and all possible modes. We then have

πab = gb
∑

k

Pf i,

with the sum extended to all the possible modes of the radiation field. To perform
the sum, we recall that the number of modes with frequency between ν and ν + dν
and direction within the solid angle dΩ is given by Eq. (4.14), or

dN = 2Vν2

c3
dνdΩ.

Transforming the sum over the k modes in an integral over frequency and solid angle
and recalling Eq. (11.18) gives

πab = gb

∮
dΩ
∫ ∞

0

16π3e2
0νabν

2

3hc3
|rba |2δ(ν − νab)dν. (11.19)

Finally, evaluating the integral, we have

πab =Aab,

where

Aab = 64π4e2
0ν

3
ab

3hc3
gb|rba |2. (11.20)

The quantity Aab is called the Einstein coefficient for spontaneous emission (or
de-excitation) from level a to level b. As a memory aid we note that its expression
can be obtained by a semi-classical method. Applying the Lorentz model, we can
think of an atom as an electron oscillating at frequency ν. If x is the instantaneous
amplitude of the oscillation, the magnitude of the electron acceleration is 4π2ν2x

and the electron emits radiation with an average power 〈W 〉 given by the Larmor
equation (3.22)

〈W 〉 = 2e2
0〈a2〉
3c3

= 32π4e2
0ν

4〈x2〉
3c3

,

where 〈x2〉 is the average of x2 with respect to time. If we then assume that the
harmonic oscillator has an energy 1

2hν, the characteristic time τ for it to loose its
energy is given by

τ = hν

2〈W 〉 ,
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from which we obtain a de-excitation rate per unit time given by

1

τ
= 2〈W 〉

hν
= 64π4ν3e2

0

3hc3

〈
x2〉.

As we can see, this expression coincides with that one in Eq. (11.20) if we iden-
tify the oscillator frequency ν with the transition frequency νab , and the classical
quantity 〈x2〉 with gb|rba |2.

We now proceed to determine the quantity π(e)(ν,�), i.e. the probability per unit
time that a photon in a mode of frequency ν and direction � is emitted. For this it is
sufficient to multiply Eq. (11.18) by the factor gb to take into account that the atom
can decay in any of the sublevels of the lower level. We obtain

π(e)(ν,�)= 8π3e2
0νab

3hV gb|rba|2δ(ν − νab).

As we can see, this expression contains at the denominator the volume V of the
cavity in which the radiation field has been quantised. This dependence on V arises
from the fact that we are considering the interaction between the radiation field and
a single atomic system, which we have supposed being in an arbitrary sublevel of
level a. If we consider the more realistic situation in which Na atoms in level a are
actually present in the cavity, and if we assume that each atom emits independently
from the others, the right-hand side of the previous equation must be multiplied by
Na and we get

π(e)(ν,�)= Na

8π3e2
0νab

3h
gb|rba|2δ(ν − νab), (11.21)

where we have introduced the quantity Na =Na/V , the number density of atoms in
level a.

The results that we found for the Einstein coefficient (Eq. (11.20)) and the prob-
ability π(e)(ν,�) (Eq. (11.21)) are related to the choice of the initial and final states
|Ψi〉 and |Ψf〉 of Eq. (11.14). We should note that these results do not change if we as-
sume that an arbitrary number of photons (instead of zero) are present in the modes
different from mode k, as long as the number of such photons is equal in the initial
and final states. This means that an elementary process as that one described in the
Feynman diagram of Fig. 11.2 (left panel) is not affected by the possible presence of
photons in modes different from k. If we assume instead that nk photons (instead of
zero) are present in the mode k in the initial state |Ψi〉 and (nk + 1) photons (instead
of one) are present in the final state |Ψf〉, the transition probability Pf i is still given
by the expression in Eq. (11.18) multiplied by the factor (nk + 1) which originates
from the square of the modulus of the matrix element of the interaction Hamilto-
nian (see Eq. (11.13)). This multiplicative factor is very important as it describes a
particular phenomenon known as stimulated emission. The presence of photons in a
particular mode “stimulates” the atom to emit photons in the same mode, and such
effect increases as the number of photons that are present in the mode increases. The
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phenomenon of stimulated emission is the principle of operation of the laser7 and is
now the basis of many technological applications. If account is taken of stimulated
emission, the discussions that we have carried out previously to find the probabil-
ities per unit time of de-excitation of the atom πab and of emission of a photon
π(e)(ν,�) need to be modified and lead to additional terms. In fact, starting from
Eq. (11.19) we obtain, with the addition of the term of stimulated emission

πab = gb

∮
dΩ
∫ ∞

0

16π3e2
0νabν

2

3hc3
|rba |2

[
nν(�)+ 1

]
δ(ν − νab)dν,

where we have introduced the symbol nν(�) to denote the number of photons that
are present in the mode of frequency ν and direction �, independently of the po-
larisation. The contribution originating from the unity term present in the square
bracket within the integral has been already evaluated and provides the Einstein
coefficient Aab . The other term is evaluated by introducing the average number of
photons per mode n̄ν defined by

n̄ν = 1

4π

∮
nν(�)dΩ. (11.22)

We obtain

πab =Aab(1 + n̄νab ). (11.23)

The effect of stimulated emission is therefore to increase the de-excitation probabil-
ity of the atom. Similarly, when evaluating the probability per unit time of emission
of a photon including stimulated emission, we find that Eq. (11.21) must be substi-
tuted with the following one

π(e)(ν,�)= Na

8π3e2
0νab

3h
gb|rba |2

[
1 + nν(�)

]
δ(ν − νab). (11.24)

As a further application, we now discuss the elementary process of absorption.
As initial and final states of the whole system (atom and radiation) we consider the
states described by the vectors

|Ψi〉 = |ub;0,0, . . . ,1k, . . .〉, |Ψf〉 = |ua;0,0, . . . ,0, . . .〉.
The initial state |Ψi〉 is the state in which the atom is in the energy level |ub〉 while
the radiation field is in the state in which there is only one photon in the mode iden-
tified by the index k. The final state |Ψf〉 is that one in which the atom is in the
energy level |ua〉 and the radiation field is in the vacuum state. The process that we
are describing is shown in the right panel of Fig. 11.2 and the corresponding prob-
ability per unit of time is still given by Fermi’s golden rule. The matrix element of
the interaction Hamiltonian between the states |Ψi〉 and |Ψf〉 can be calculated with

7The word laser is an acronym that stands for Light Amplification by Stimulated Emission of the
Radiation.
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Eq. (11.12) and we obtain for the transition probability per unit time the analogue
of Eq. (11.15) relative to the elementary process of spontaneous emission, i.e.

Pf i = 8π3e2
0νab

hV |rab · ek |2δ(νk − νab).

This expression actually coincides with Eq. (11.15). Indeed, since the r operator is
Hermitian, for the matrix elements we have rab = r∗

ba , hence

|rab · ek |2 = ∣∣rba · e∗
k

∣∣2.

We also note that the elementary process that we are considering is exactly the
inverse process of that one considered at the beginning of this section. We have
therefore verified the important property that an elementary process and its inverse
process have the same probability per unit time to occur. This is actually obvious,
when one considers that, according to Fermi’s golden rule, we must have Pf i = Pif.

The result we have obtained for the elementary process can be generalised to
the case when we have nk photons (instead of one) in the initial state and (nk − 1)
photons (instead of zero) in the final state. Still using Eq. (11.12) we can easily find
that the expression for the probability Pf i given above simply needs to be multiplied
by nk , so we have

Pf i = 8π3e2
0νab

hV |rab · ek |2nkδ(νk − νab).

In a similar way as we did previously, we can now calculate the probability per
unit time πba that the atom goes from level b to level a by absorbing a photon
from any mode, as well as the probability per unit time π(a)(ν,Ω) that a photon is
removed from a mode of frequency ν and direction �. Repeating similar steps as
done previously, we find

πba = ga

gb
Aabn̄νab , (11.25)

π(a)(ν,�)= Nb

8π3e2
0νab

3h
ga|rba |2nν(�)δ(νab − ν), (11.26)

where Nb is the number density of atoms in level b.

11.6 The Statistical Equilibrium Equations

The discussion of the elementary processes that we have carried out in the previous
section allows to obtain the general equations that govern the temporal evolution of
the atomic populations in an arbitrary physical system, whether it be a laboratory
or an astrophysical plasma. Consider for this a collection of atoms, all of the same
species, and suppose, for simplicity, that each of them has only two energy levels,
an upper energy level for which we will use the index a and a lower energy level for
which we will use the index b. Suppose further that the two levels are degenerate
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and denote by ga and gb their degeneracy. We will also assume the presence of a
radiation field that, at the frequency νab corresponding to the transition between
the two levels (νab = (εa − εb)/h), has an average number of photons per mode
given by n̄νab . Denoting by Na and Nb the number of atoms in the levels a and
b, respectively, (the so called populations), and taking into account the elementary
probabilities πab and πba that we found in the previous section, the populations
evolve over time according to the equations

dNa

dt
= −πabNa + πbaNb,

dNb

dt
= −πbaNb + πabNa.

Substituting the values of πab and πba given by Eqs. (11.23) and (11.25) we obtain
the so-called statistical equilibrium equations

dNa

dt
= −Aab(1 + n̄νab )Na + ga

gb
Aabn̄νabNb,

dNb

dt
= −ga

gb
Aabn̄νabNb +Aab(1 + n̄νab )Na.

As we can see, the two equations are redundant, because

dNa

dt
+ dNb

dt
= 0.

This means that the total number of atoms is conserved and the equations can only
establish the ratio between the two populations.

The statistical equilibrium equations are traditionally written in a different way
by introducing, in place of the average number of photons per mode, the average
value of the intensity of the radiation field. Recalling Eq. (4.15), which links the
number of photons with the specific intensity of the radiation field, and Eq. (11.22),
which defines the average number of photons per mode, and defining the average of
the intensity of the radiation field over the solid angle as

Jν = 1

4π

∮
Iν(�)dΩ,

we have

Jνab = 2hν3
ab

c2
n̄νab .

With this latter quantity, the statistical equilibrium equations can be written in the
form

dNa

dt
= −AabNa −BabJνabNa +BbaJνabNb,

dNb

dt
= −BbaJνabNb +AabNa +BabJνabNa,

where we have put
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Fig. 11.3 Schematic representation of the various processes that contribute to the equations of
statistical equilibrium for a given level n. (1) Absorption from lower levels; (2) spontaneous emis-
sion from upper levels; (3) stimulated emission from upper levels; (4) spontaneous emission to
lower levels; (5) stimulated emission to lower levels, (6) absorption to upper levels. The wavy
lines describe processes induced by the radiation field while the solid lines indicate spontaneous
processes

Bab = c2

2hν3
ab

Aab = 32π4e2
0

3h2c
gb|rba |2, (11.27)

Bba = c2

2hν3
ab

ga

gb
Aab = ga

gb
Bab = 32π4e2

0

3h2c
ga|rba |2. (11.28)

The quantities Bab and Bba are called the Einstein coefficients for stimulated emis-
sion and absorption, respectively.

Having introduced these notations, we are now able to write the equations for the
statistical equilibrium for an atom with an arbitrary number of energy levels. For the
population of a generic level n, denoting by the index i the lower levels (i.e. those
of lower energy) and by the index s the higher levels (i.e. those with higher energy),
the evolution equation of the population becomes

dNn

dt
=
∑

i

BinJνniNi +
∑

s

AsnNs +
∑

s

BsnJνsnNs

−
∑

i

AniNn −
∑

i

BniJνniNn −
∑

s

BnsJνsnNn. (11.29)

The six terms appearing in the above equation are represented schematically in
Fig. 11.3, where the solid lines represent spontaneous transitions (proportional to
the Einstein coefficients A), while the wavy lines represent transitions induced by
the radiation field (proportional to the products of the Einstein coefficients B by
the average intensity of the radiation field J ). In particular, the wavy lines end-
ing with an arrow directed upwards represent absorption phenomena, while those
ending with an arrow directed downwards represent phenomena of stimulated emis-
sion. The numbers within the circles in the figure are related to the order of the
various terms in Eq. (11.29). In other words, the terms 1 and 6 represent absorp-
tion processes produced by the radiation field; the terms 2 and 4 represent processes
of spontaneous emission; finally, the terms 3 and 5 represent processes of induced
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(or stimulated) emission. Note that processes 1, 2, and 3 contribute to populate the
level n and are preceded by a plus sign in the equation, while processes 4, 5, and 6
contribute to de-populate the level and are preceded by a minus sign in the equation.

11.7 Einstein Coefficients

The Einstein coefficients, derived in the previous sections for an arbitrary atomic
system by means of quantum electrodynamics methods, were introduced by the
famous German physicist long before the formalisation of this theory by a physical
reasoning of this type. Consider two energy levels of an atomic system and denote
by εa and εb the energies of the upper and lower levels, respectively, and by ga and
gb the relative degeneracies. Let νab be the frequency of the transition between the
two levels:

hνab = εa − εb.

If the atomic system is immersed in a radiation field having, at the frequency νab ,
the average intensity Jνab , then we have a transition probability per unit time from
the lower to the upper level given by

πba = BbaJνab ,

with Bba independent of the radiation field. This expression is consistent with ex-
periment, since it states, being by hypothesis Bba independent of the radiation field,
that the transition probability is proportional to the average intensity of the radia-
tion field, a law that corresponds to the well known phenomenon of absorption. On
the other hand, for the transition probability from the upper level to the lower one,
the laws of physics—known at the time of Einstein’s work—simply resulted in an
equation of the type

πab =Aab,

with Aab independent of the radiation field. Indeed, at the time, only the phe-
nomenon of spontaneous emission was known, and not that of induced (or stim-
ulated) emission.

Einstein pointed out that the two expressions for πba and πab were incompatible
with the laws of thermodynamics. If we assume, in fact, that the atomic system is
in a cavity in thermodynamic equilibrium at the temperature T , since the coeffi-
cients Aab and Bba are independent of the radiation field, we obtain that at the limit
T → ∞ the ratio πba/πab also tends to infinity, with the result that all the atoms
would be in the upper level, in clear contradiction with the Boltzmann law, which
instead states that the ratio of the populations should be equal to the ratio of the
statistical weights (see Eq. (10.6) and consider the limit for T → ∞). To solve this
contradiction, Einstein postulated that a new term, also proportional to the radiation
field, should be added to the equation for the transition probability πab:

πab =Aab +BabJνab .
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With a simple thermodynamic reasoning, Einstein was therefore able to predict the
existence of stimulated emission, a physical mechanism which was not known at
the time.

By means of thermodynamic considerations, it is also possible to establish the
relations among the coefficients introduced in the previous equations. According to
these, the population of the upper level Na satisfies the differential equation

dNa

dt
= −(Aab +BabJνab )Na +BbaJνabNb.

In stationary conditions we therefore have

Na

Nb

= BbaJνab

Aab +BabJνab
.

Assuming that we are in thermodynamic equilibrium, and taking the limit T → ∞,
we obtain

lim
T→∞

Na

Nb

= Bba

Bab

.

On the other hand, from the Boltzmann equation we must have

lim
T→∞

Na

Nb

= ga

gb
,

so that one gets

Bba = ga

gb
Bab.

In general, for an arbitrary T , substituting for Na/Nb the value given by the Boltz-
mann equation, writing Bba in terms of Bab and recalling that at thermodynamic
equilibrium the average intensity of the radiation field is given by the Planck func-
tion (Jνab = Bνab (T ), with Bν(T ) given by Eq. (10.11)), we obtain, with simple
algebra

Aab = 2hν3
ab

c2
Bab.

With this thermodynamic reasoning we can then establish the correct relation be-
tween the Einstein coefficients. The above equations in fact contain the same re-
sults, already expressed in Eqs. (11.27) and (11.28), which we obtained using the
principles of quantum electrodynamics. However, we must note that thermodynam-
ics alone is not sufficient to determine the explicit expression of the Einstein co-
efficients, similarly to what we saw in the previous chapter for the constant a that
appears in the Stefan law (Eq. (10.9)).

11.8 The Radiative Transfer Equation

Referring to the same physical system that we introduced at the beginning of
Sect. 11.6, we now consider the temporal evolution of the number of photons con-
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tained in a mode of the radiation field characterized by the frequency ν and direc-
tion �. By means of Eqs. (11.24) and (11.26) that express, respectively, the proba-
bility that a photon is added to or subtracted from the same mode, we obtain

dnν(�)

dt
= −π(a)(ν,�)+ π(e)(ν,�),

or

dnν(�)

dt
= 8π3e2

0νab

3h
|rba |2δ(ν − νab)

{−Nbganν(�)+Nagb
[
1 + nν(�)

]}
.

The time derivative that appears in this equation must be interpreted as a total (or
Eulerian) derivative, since it expresses the change in the number of photons in time
as we follow the photons in their movement. If we denote by s the spatial coordi-
nate measured along the direction of propagation and we consider that the radiation
propagates with velocity c, we have

d

dt
= ∂

∂t
+ c

d

ds
.

Performing this substitution and assuming to be in stationary conditions (which is
equivalent to neglect the term ∂/(∂t)), we obtain

dnν(�)

ds
= 8π3e2

0νab

3hc
|rba |2δ(ν − νab)

{−Nbganν(�)+Nagb
[
1 + nν(�)

]}
.

The equation that we have found is the so-called radiative transfer equation. Con-
sistently with our hypotheses, it was obtained for an atom with two levels, an upper
level a and a lower level b.

The transfer equation is traditionally formulated in a different way by referring
to the specific intensity of the radiation field instead of the number of photons per
mode. To obtain the standard formulation, it is sufficient to recall Eq. (4.15), which
expresses the relation between these two quantities. Multiplying the above equation
by the factor (2hν3/c2) and rearranging the various terms, we obtain with some
simple algebra

d

ds
Iν(�)= −k(a)ν Iν(�)+ k(s)ν Iν(�)+ εν,

where the three quantities k
(a)
ν , k(s)ν , and εν , respectively called the absorption co-

efficient, the coefficient of stimulated emission (or negative absorption), and the
emission coefficient, are given by

k(a)ν = Nb

8π3e2
0νab

3hc
ga|rba |2δ(ν − νab),

k(s)ν = Na

8π3e2
0νab

3hc
gb|rba |2δ(ν − νab),

εν = Na

16π3e2
0ν

4
ab

3c3
gb|rba |2δ(ν − νab).

(11.30)

The expressions that we found for the three coefficients are valid for a two-level
atom (the “ upper” level a and the “lower” level b). Their generalisation to the case
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of an atom with many levels is trivial and is simply obtained by summing over all
possible pairs of levels. For a given level n, denoting as in Fig. 11.3 by the index
i any level with lower energy and by the index s any level of higher energy and
summing over n we have

k(a)ν =
∑

n

∑

s

Nn

8π3e2
0νsn

3hc
gs |rns |2δ(ν − νsn),

k(s)ν =
∑

n

∑

i

Nn

8π3e2
0νni

3hc
gi |rin|2δ(ν − νni),

εν =
∑

n

∑

i

Nn

16π3e2
0ν

4
ni

3c3
gi |rin|2δ(ν − νni).

(11.31)

We finally remark that the transfer equation can be written in the simplified form

d

ds
Iν(�)= −kνIν(�)+ εν,

where

kν = k(a)ν − k(s)ν .

The coefficient kν introduced in this way is called absorption coefficient corrected
for stimulated emission.8 Putting

Sν = εν

kν
= εν

k
(a)
ν − k

(s)
ν

,

the transfer equation assumes the form

d

ds
Iν(�)= −kν

[
Iν(�)− Sν

]
. (11.32)

The Sν function is known as the source function. As we shall see in the next Section,
an atomic system in thermodynamic equilibrium at the temperature T satisfies the
so-called Kirchhoff law

Sν = Bν(T ),

where Bν(T ) is the Planck function.

11.9 The Absorption and Emission Coefficients

A simple dimensional analysis of the transfer equation shows that the absorption
coefficient and that of stimulated emission have the dimensions of the reciprocal of
a length and are thus expressed (in the cgs system of units) in cm−1. The emission

8It is often improperly called absorption coefficient tout court. In reality, this latter name should

be reserved for k(a)ν .
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coefficient has instead the dimensions of energy per unit volume and per unit time
and is expressed (still in cgs units) in erg cm−3 s−1. Integrating in frequency, the
contribution of each atomic transition to these coefficients can be related to the
Einstein coefficients previously introduced. Referring to the case of a two-level atom
and integrating in frequency Eqs. (11.30), we have

k
(a)
R =

∫
k(a)ν dν = Nb

8π3e2
0νab

3hc
ga|rba|2,

k
(s)
R =

∫
k(s)ν dν = Na

8π3e2
0νab

3hc
gb|rba|2,

εR =
∫

ενdν = Na

16π3e2
0ν

4
ab

3c3
gb|rba|2.

(11.33)

Comparing these expressions with those of the Einstein coefficients given by
Eqs. (11.20), (11.27) and (11.28), we have

k
(a)
R = hνab

4π
NbBba, k

(s)
R = hνab

4π
NaBab, εR = hνab

4π
NaAab.

These equations express the obvious relations that should exist between quantities
that appear in the statistical equilibrium equations and the quantities that appear in
the transfer equation. Considering for example the emission coefficient, we obvi-
ously have that the energy emitted per unit time and per unit volume is given by
the number of atoms per unit of volume in the upper level Na multiplied by the
de-excitation probability of the atom per unit time Aab and by the energy hνab
emitted in the transition. The factor 4π in the denominator is due to the fact that the
emission coefficient is defined per unit solid angle, while the product of the three
previous terms gives the energy emitted in the whole solid angle.

In general, the coefficients of absorption and emission are expressed by a double
sum over all atomic levels (see Eqs. (11.31)). Since the levels can be either free
or bound, the contributions to the individual coefficients are, as shown in Fig. 11.4:
(a) bound-bound transitions; (b) bound-free (or free-bound) transitions; and (c) free-
free transitions. The bound-free (and free-free) transitions produce an absorption
coefficient that behaves as a continuous function in frequency. Indeed, if we consider
the contribution to the absorption coefficient due to the transition between the bound
state b and the continuum state c, we can transform the sum over the upper states
s that appears in the expression for k(a)ν within Eqs. (11.31) in a sum over the free
states. Denoting by dnc the number of free states with energy between ε and ε+ dε,
we have

dnc =Dc(ε)dε,

where Dc(ε) is the energy density of the continuum states. For the absorption coef-
ficient at frequency ν we then have

k(a)ν = Nb

8π3e2
0ν

3hc

∫
|rbc|2δ(νcb − ν)Dc(ε)dε.
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Fig. 11.4 In this schematic
Grotrian diagram, the free
states are represented by the
shaded area. The possible
transitions are:
(a) bound-bound transitions;
(b) bound-free transitions;
(c) free-free transitions

Taking into account the Dirac delta, the integral is performed immediately and leads
to the expression

k(a)ν = Nb

8π3e2
0ν

3c
|rbc|2Dc(εb + hν),

which can be written in the form

k(a)ν = σνNb, (11.34)

where σν , the cross section for photoionisation from level b, is given by

σν = 8π3e2
0ν

3c
|rbc|2Dc(εb + hν).

The function σν has a continuous variation with frequency. It has a threshold at the
frequency νs such that

εb + hνs = I,

where I is the ionisation potential of the atom. For frequencies ν < νs the cross
section for photoionisation is zero (photoelectric effect).

For free-free transitions we obtain an expression of the absorption coefficient that
is entirely analogous to the one derived above, with the only difference that now Nb

represents the number of atoms per unit of volume that are present in the free level b.
Finally, regarding the bound-bound transitions, the formalism that we have de-

veloped leads to a discontinuous behaviour of the absorption coefficient of the type
of a “comb” of Dirac delta functions. This result originates from our assumption
that the atoms are isolated (i.e. are not interacting with other “perturbing” particles)
and static (i.e. are not moving). Furthermore, in our derivation we stopped at the
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second order in the perturbative expansion of the probability amplitude. As we shall
see in the next section, when we abandon these approximations we obtain that the
Dirac delta functions must be replaced by suitable line profiles (normalised to 1 in
frequency) that we denote by the symbol ϕ. For example, for the transition between
the levels a and b, the various coefficients can be written in the form9

k(a)ν = k
(a)
R ϕ(νab − ν), k(s)ν = k

(s)
R ϕ(νab − ν), εν = εRϕ(νab − ν),

(11.35)

with
∫

ϕ(νab − ν)dν = 1.

With these expressions, the source function in the line can be written in the form

Sν = εν

k
(a)
ν − k

(s)
ν

= εR

k
(a)
R − k

(s)
R

,

and recalling the expressions for the coefficients εR , k(a)R and k
(s)
R

Sν = NaAab

NbBba −NaBab

.

Finally, recalling the relations among the Einstein coefficients, we obtain

Sν = 2hν3

c2

1
gaNb

gbNa
− 1

. (11.36)

At the thermodynamic equilibrium at temperature T the populations are given by
the Boltzmann equation (Eq. (10.6)) and the source function becomes

Sν = 2hν3

c2

1

ehνab/(kBT ) − 1
,

which practically coincides with the Planck function Bν(T ) being νab 	 ν. This
results shows the validity of the Kirchhoff law in the particular case of a two level
atom.

11.10 Profile of the Emission Coefficient

The profile of the emission (or absorption) coefficient due to an atomic transition
is not infinitely narrow because there are several causes that contribute to its broad-
ening. Excluding the effects due to the presence of any external electromagnetic

9In principle, the profiles for emission and stimulated emission can be different from each other
and different from that one relative to absorption. The hypothesis to consider them equal, contained
in Eqs. (11.35), is known as the approximation of total redistribution in frequency. For an in-depth
discussion of this topic see, for example, Mihalas (1978).
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fields (Zeeman effect, Stark effect, etc.), and the effect due to hyperfine structure,
we have generally three different types of broadening, namely: natural broadening,
collisional broadening, and broadening due to thermal motions, also called Doppler
broadening.

The natural broadening is ultimately related to the uncertainty principle. Consider
for example the transition between the upper level a and the lower level b. If Aab

is the Einstein coefficient for spontaneous de-excitation, the average lifetime of the
upper level is given by 1/Aab . For the time-energy uncertainty principle, we then
have that the energy of such level presents a broadening �E given by

�E
1

Aab

	 h,

where h is Planck’s constant. The transition has therefore a broadening in frequency
�ν given by

�ν = �E

h
	Aab.

An additional broadening mechanism is caused by the fact that during the emis-
sion process the atom is perturbed by collisions with other particles. Although there
are various quantum theories that treat these phenomena in a more or less satis-
factory way, here we prefer to infer the line profiles resulting from the natural and
collisional broadening using a semi-classical, simplified argument. For this we as-
sume that the emitting atom is an harmonic oscillator of frequency ν0 and that its
amplitude of oscillation decays exponentially over time with the decay constant β .
If the oscillator is not perturbed by collisions, it emits an electric field of the form

E(t)=Ae−βt cos(2πν0t − φ) (t ≥ 0),

where A and φ are the amplitude and the phase of the oscillation. The effect of col-
lisions with electrons (or with other charged particles present in the medium) can be
modelled considering that collisions are processes that take place instantaneously
(impact approximation) and that each collision introduces in the electric field emit-
ted by the atom a phase shift of random amplitude. As a result of collisions, the
electric field can therefore be described by the function

E(t)=Ae−βt cos
[
2πν0t − φ(t)

]
(t ≥ 0),

where φ(t) is a function having a stochastic character with discontinuities at each
instant at which a collision occurs. A possible realisation of the function E(t) is
shown in Fig. 11.5.

The spectrum of the radiation emitted by the oscillator is obtained, as we saw
in Chap. 2, evaluating the Fourier transform of the function E(t). Introducing the
frequency ν in place of the angular frequency ω, we have, from Eq. (2.1)

Ê(ν)= 1

2π

∫ ∞

−∞
E(t)e2π iνtdt.



11.10 Profile of the Emission Coefficient 287

Fig. 11.5 Variation with time
of the function E(t) for a
particular realisation of the
collisional processes. In this
particular case, there are
about 10 collisions in 5
oscillation periods of the
electric field. Both the time t
and the function E(t) are
expressed in arbitrary units

Substituting the expression of E(t) and considering only the Fourier transform at
positive frequencies, we have

Ê(ν)= A

4π

∫ ∞

0
e2π i(ν−ν0)t−βt+iφ(t)dt.

For the square of the modulus of the Fourier transform we thus have

∣∣Ê(ν)
∣∣2 = A2

16π2

∫ ∞

0
dt1

∫ ∞

0
dt2e2π i(ν−ν0)(t1−t2)−β(t1+t2)+i[φ(t1)−φ(t2)].

The quantity �φ = φ(t1) − φ(t2) has a stochastic character. If during the time in-
terval between t1 and t2 (or between t2 and t1) no collision occur, �φ = 0 and we
have

ei�φ = 1.

If instead many collisions occur within the same interval, taking into account the
fact that the phases introduced by individual collisions are random, we obtain, by
averaging over all possible “collisional histories”,

ei�φ = 0.

Denoting by f the frequency of collisions (number of collisions per unit time), we
can reasonably assume that the following approximation holds

ei�φ = e−f |t1−t2|.
Substituting this expression in the integral we thus have

∣∣Ê(ν)
∣∣2 = A2

16π2

∫ ∞

0
dt1

∫ ∞

0
dt2e2π i(ν−ν0)(t1−t2)−β(t1+t2)−f |t1−t2|.

The double integral appearing in this expression can be computed by distinguishing
in the (t1, t2) plane two regions, A and B, as illustrated in Fig. 11.6. Noting that the
integral relative to the region B can be obtained from that one relative to region A
by changing sign to the quantity (ν − ν0), we obtain
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Fig. 11.6 Region A is that
one where t1 < t2, while in
region B we have t2 < t1

∣∣Ê(ν)
∣∣2 = A+B,

where

A = A2

16π2

∫ ∞

0
dt1

∫ ∞

t1

dt2e2π i(ν−ν0)(t1−t2)−β(t1+t2)−f (t2−t1),

and where B is obtained from A with the substitution (ν − ν0) → (ν0 − ν). The
double integral is calculated with elementary methods, and adding B to A, we get

∣∣Ê(ν)
∣∣2 = A2

64π4

β + f

β

1

(ν − ν0)2 + (
β+f
2π )2

.

The quantity β is in general expressed in the form β = γ /2, so that γ represents the
decay constant of the square amplitude of the dipole oscillation and can therefore
be interpreted as the inverse of the average lifetime of the upper level (γ = Aab).
Introducing γ we then have

∣∣Ê(ν)
∣∣2 = A2

64π4

γ + 2f

γ

1

(ν − ν0)2 + (
γ+2f

4π )2
,

and, putting

Γ = γ + 2f

4π
,

we obtain the expression for the line profile, normalised in frequency

φ(ν − ν0)= 1

π

Γ

(ν − ν0)2 + Γ 2
.

This function that describes the variation of the profile with frequency is called the
Lorentz function (or Lorentzian function). The quantity Γ , called damping constant,
contains both a natural and a collisional contribution. It can be written in the form

Γ = Γn + Γc,

where

Γn = γ

4π
, Γc = f

2π
.
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As we already stated, there is a further cause of broadening of the emission (or
absorption) coefficient due to the thermal movement of the atoms. We denote by
P(w)dw the probability that the component of the velocity of the atom along the
direction of the emitted radiation is comprised between w and w + dw. By means
of Eq. (10.4), this probability can be expressed in the form

P(w)= 1√
πwT

e−(w/wT)
2
,

where we have introduced the thermal velocity wT defined by the equation

wT =
√

2kBT

M
,

M being the atom mass. Because of the Doppler effect, an atom moving with a ve-
locity component w has (at the lowest relativistic order) an emission profile centred
around the frequency ν′

0 given by

ν′
0 = ν0

(
1 + w

c

)
.

The emission profile due to the collection of atoms is then given by

ϕ(ν − ν0)=
∫ ∞

−∞
1

π

Γ

(ν − ν0 − ν0w/c)2 + Γ 2

1√
πwT

e−(w/wT)
2
dw.

This expression is commonly simplified by introducing the quantities

�νD = ν0
wT

c
, a = Γ

�νD
, v = ν − ν0

�νD
,

which represent, respectively, the Doppler width of the emission coefficient (in fre-
quency units), the reduced damping constant, and the distance in frequency from
the center of the line normalised to the Doppler width. With the change of variable
y =w/wT, the above integral can be put in the form

ϕ(ν − ν0)= 1√
π�νD

H(v,a), (11.37)

where the function H(v,a), known as the Voigt function, is defined by

H(v,a)= a

π

∫ ∞

−∞
e−y2

(v − y)2 + a2
dy.

The Voigt function has some properties which can be deduced from its general
expression:

∫ ∞

−∞
H(v,a)dv = √

π, lim
a→0

H(v,a)= e−v2
,

lim
a→∞H(v,a)= 1√

π

a

v2 + a2
.
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Fig. 11.7 Plot of the Voigt
function H(v,a) for a = 0
(full line), a = 0.2 (dotted
line) and a = 1 (dashed line)

The first property allows one to show with simple algebra that the profile ϕ(ν − ν0)

is normalised to 1 in frequency
∫ ∞

−∞
ϕ(ν − ν0)dν = 1.

The other two properties show that, in the limiting case of negligible damping, the
Voigt function takes the form of a Gaussian. In the opposite limit, in which thermal
broadening is negligible, the Voigt function degenerates into a Lorentzian. In gen-
eral, the Voigt function is similar to a Gaussian around v = 0 and to a Lorentzian in
the wings. Typical examples are shown in Fig. 11.7.



Chapter 12
Selection Rules and Line Strengths

The results presented in the previous chapter show that, due to the effect of the inter-
action with the radiation field, the transition probability between two energy levels
of an atomic system is, in first approximation, proportional to the square of the mag-
nitude of the dipole matrix element evaluated between the atomic eigenfunctions
relative to the levels themselves. In this chapter we will see how this property leads
in a natural way to the various selection rules that we presented previously, and we
will discuss their limits of validity. We will also see how we can evaluate in a quan-
titative way the relative strengths of the various lines belonging to a fine-structure
multiplet that originates from the transitions between two terms. In Sect. 12.5 we
present an application regarding the physical principles that justify the presence of
forbidden lines in the spectra of some astronomical objects of particular relevance
(solar corona, gaseous nebulae, planetary nebulae, etc.).

12.1 Selection Rules for the Quantum Numbers

The transition probability between two quantum states described by the state vec-
tors |um〉 and |un〉 is proportional, within the dipole approximation, to the squared
modulus of the matrix element1 〈um|r|un〉. Whenever such matrix element is null
we have a so-called forbidden transition.

On the contrary, if the matrix element is not null, we have a so-called allowed
transition. In almost all cases (with the exception of the Paschen-Back effect) the
atomic eigenfunctions can be written in the form |αJM〉, where α indicates a set of
quantum numbers specifying the configuration and other internal physical quantities
(such as the L and S values in the case of L-S coupling, or the j values of the single
electrons in the case of j-j coupling), J is the eigenvalue of the total angular mo-
mentum (of the electrons), and M is the magnetic quantum number. The calculation

1Since |〈um|r|un〉|2 = |〈un|r|um〉|2, the transition probability does not depend on which of the two
quantum states appears in the bra or in the ket.
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of the matrix element between two such states can easily be done if we consider,
instead of the Cartesian components of the vector r, its spherical components, de-
fined in Eq. (9.3). By applying the Wigner-Eckart theorem in the form of Eq. (9.4)
we have
〈
αJM|rq |α′J ′M ′〉= (−1)J

′+M+1
√

2J + 1

(
J J ′ 1

−M M ′ q

)〈
αJ‖r‖α′J ′〉,

where 〈αJ‖r‖α′J ′〉 is the reduced matrix element of the dipole operator. The matrix
element is not null (hence the transition is allowed) only if the triangular inequality
between the angular momenta of the first row in the 3-j symbol is satisfied, and if the
sum of the symbols in the second row is zero. These selection rules must therefore
apply

�J = ±1,0, J = 0 � J ′ = 0, �M = ±1,0.

Whenever the atomic states are described in the L-S coupling scheme, the matrix
element that needs to be calculated is

〈
αLSJM|rq |α′L′S′J ′M ′〉.

Changing the basis, the eigenvectors |αLSJM〉 and |α′L′S′J ′M ′〉 can be expressed,
through suitable Clebsh-Gordan coefficients, in the form

|αLSJM〉 =
∑

MLMS

〈LSMLMS |LSJM〉|αLSMLMS〉,
∣∣α′L′S′J ′M ′〉=

∑

M ′
LM

′
S

〈
L′S′M ′

LM
′
S

∣∣L′S′J ′M ′〉∣∣α′L′S′M ′
LM

′
S

〉
.

Substituting we obtain
〈
αLSJM|rq |α′L′S′J ′M ′〉

=
∑

MLMS

∑

M ′
LM

′
S

〈LSMLMS |LSJM〉

× 〈L′S′M ′
LM

′
S

∣∣L′S′J ′M ′〉〈αLSMLMS |rq |α′L′S′M ′
LM

′
S

〉
. (12.1)

The operator rq acts only on the orbital coordinates and not on the spin. The matrix
element of rq in the right-hand side is then given by the expression

〈
αLSMLMS |rq |α′L′S′M ′

LM
′
S

〉

= 〈αLML|rq |α′L′M ′
L

〉〈
SMS

∣∣S′M ′
S

〉= 〈αLML|rq |α′L′M ′
L

〉
δSS′δMSM

′
S
,

and, using again the Wigner-Eckart theorem,
〈
αLSMLMS |rq |α′L′S′M ′

LM
′
S

〉

= (−1)L
′+ML+1

√
2L+ 1

(
L L′ 1

−ML M ′
L q

)〈
αL‖r‖α′L′〉δSS′δMSM

′
S
. (12.2)

Substituting this expression in Eq. (12.1), we see that the matrix element is not zero
only if these selection rules are satisfied

�L= ±1,0, L= 0 � L′ = 0, �S = 0, �ML = ±1,0, �MS = 0.
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Finally, for an atom with hyperfine structure, we need to consider the matrix
element

〈
αJIFMF |rq |α′J ′IF ′M ′

F

〉
.

With similar steps as described above, we easily obtain the selection rules

�F = ±1,0, F = 0 � F ′ = 0, �MF = ±1,0.

12.2 Selection Rules for the Configurations

Consider two distinct configurations of a given atom. As we have seen in Sects. 7.1
and 7.6, one of the g degenerate states of a given configuration can be described by
a wavefunction of the type detailed in Eq. (7.1), i.e.

Ψ A(a1, a2, . . . , aN)= 1√
N !
∑

P

(−1)P P
[
ψa1(x1)ψa2(x2) · · ·ψaN (xN)

]
,

where (a1, a2, . . . , aN) is a set of quantum numbers that specify the single particle
states. The dipole matrix element between two given states (the first belonging to a
configuration and the second to the other) is therefore given by
〈
Ψ A(a1, a2, . . . , aN)|r|Ψ A(a′

1, a
′
2, . . . , a

′
N

)〉

= 1

N !
∑

P

∑

Q

N∑

i=1

(−1)P+Q

× 〈P [ψa1(x1)ψa2(x2) · · ·ψaN (xN)
]|ri |Q

[
ψa′

1
(x1)ψa′

2
(x2) · · ·ψa′

N
(xN)

]〉
.

This sum contains N × (N !)2 terms. The generic term is proportional to the product

〈ψā1 |ψā′
1
〉〈ψā2 |ψā′

2
〉 · · · 〈ψāi |ri |ψā′

i
〉 · · · 〈ψāN |ψā′

N
〉,

being (ā1, ā2, . . . , āN ) a given permutation of the set (a1, a2, . . . , aN) and (ā′
1, ā

′
2,

. . . , ā′
N) a given permutation of the other set (a′

1, a
′
2, . . . , a

′
N). This term is zero

unless all the sets āk are equal to the corresponding ā′
k , except for āi , which can be

different from ā′
i . So we must have

ā1 = ā′
1, ā2 = ā′

2, . . . , āi−1 = ā′
i−1, āi+1 = ā′

i+1, . . . , āN = ā′
N.

In order for the matrix element 〈Ψ A(a1, a2, . . . , an)|r|Ψ A(a′
1, a

′
2, . . . , a

′
n)〉 to be dif-

ferent from zero, we must then have that (N − 1) of the sets belonging to the en-
semble (a1, a2, . . . , aN ) coincide with (N − 1) of the sets belonging to the other
ensemble (a′

1, a
′
2, . . . , a

′
N ). This implies that if k is the index for which the ak set

does not have the corresponding one among the a′
j , the wavefunction of the second

state must have the form

Ψ A(a′
1, a

′
2, . . . , a

′
N

)= ±Ψ A(a1, a2, . . . , a
′
k, . . . , aN

)
,
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where the sign factor ± is related to the number (even or odd) of exchanges that
are needed to order the set (a′

1, a
′
2, . . . , a

′
N) in the required form. We therefore have

(when the matrix element is not null)
〈
Ψ A(a1, a2, . . . , aN)|r|Ψ A(a′

1, a
′
2, . . . , a

′
n

)〉

= ±〈Ψ A(a1, . . . , ak, . . . , aN)|r|Ψ
(
a1, . . . , a

′
k, . . . , aN

)〉

= ± 1

N !
∑

P

∑

Q

N∑

i=1

(−1)P+Q

× 〈P [ψa1(x1) · · ·ψak (xk) · · ·ψaN (xN)
]|ri |

Q
[
ψa1(x1) · · ·ψa′

k
(xk) · · ·ψaN (xN)

]〉
.

In order that the single summand of this sum is not zero, we must have that Q is
the same permutation as P and also that, for a given i, the permutation is such as to
bring the two unmatched sets of quantum numbers, ak and a′

k , at the i-th position.
By so doing we obtain N(N −1)! =N ! terms all contributing the same amount, and
we have

〈
Ψ A(a1, a2, . . . , aN)|r|Ψ A(a′

1, a
′
2, . . . , a

′
n

)〉= ±〈ψak (xk)|rk|ψa′
k
(xk)

〉
,

a formula which shows that the matrix element between the two configurations is
simply given by the single-particle matrix element evaluated for the single electron
that “jumps” from the state ak to the state a′

k . The dipole transitions are therefore
possible only between two configurations that differ in the quantum numbers of one
and only one electron. In addition, for the transition to be allowed, it is necessary
that, denoting by (n, l,m,ms) and (n′, l′,m′,m′

s) the sets of the quantum numbers
of such electron in the initial and final states of the transition, we must have I = 0,
where

I = δmsm′
s

∫
ψ∗
nlm(r)rψn′l′m′(r)d3r.

Recalling the expression of the single-particle wavefunctions (Eq. (7.10)) and
Eqs. (9.3), the spherical components Iq of this integral are

Iq = δmsm′
s

∫ ∞

0
Pnl(r)Pn′l′(r)r dr

∮

4π
Y ∗
lm(θ,φ)Yl′m′(θ,φ)fq(θ,φ)dΩ,

where fq(q = −1,0,1) are the three spherical components of the unit vector di-
rected along r, i.e.

f−1 = 1√
2

sin θ(cosφ − i sinφ), f0 = cos θ,

f1 = − 1√
2

sin θ(cosφ + i sinφ).

To calculate the angular part of the integral, we recall the explicit expressions of the
spherical harmonics Y1q(θ,φ) (cf. Eq. (6.13)), for which we have

fq =
√

4π

3
Y1q(θ,φ),
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and we use the Weyl theorem (Eq. (8.8)) which expresses the integral over the solid
angle of the product of three spherical harmonics. Recalling also the conjugation
property of the spherical harmonics (Eq. (6.11)), we obtain

∮

4π
Y ∗
lm(θ,φ)Yl′m′(θ,φ)fq(θ,φ)dΩ = (−1)m

√
(2l + 1)

(
2l′ + 1

)

×
(
l l′ 1
0 0 0

)(
l l′ 1

−m m′ q

)
,

hence

Iq = δmsm′
s
(−1)m

√
(2l + 1)

(
2l′ + 1

)( l l′ 1
0 0 0

)(
l l′ 1

−m m′ q

)
R,

where R is the radial integral given by

R=
∫ ∞

0
Pnl(r)Pn′l′(r)r dr.

The equation that we have obtained contains all the selection rules for transitions
between configurations. In fact, if we recall the property of the 3-j symbol regarding
the inversion of the sign of the quantum numbers appearing in the second row (see
Eq. (7.19)), we have

(
l l 1
0 0 0

)
= 0,

so that, from the Kronecker delta and the 3-j symbols contained in the expression of
Iq , we obtain the selection rules

�l = ±1, �m= ±1,0, �ms = 0.

The dipole transitions are therefore possible only between configurations that differ
in their quantum numbers l and l′ by one and only one electron. These quantum
numbers must in fact obey the relation �l = l − l′ = ±1.

If we consider the parity P of the two configurations, we see that, being P =
(−1)

∑
i li , the parity of the two configurations for a dipole transition must be differ-

ent. We have then obtained Laporte’s rule

even � even, odd � odd.

Laporte’s rule is very general, because it also applies when configuration interaction
is present. In such cases a state of the atomic system is described with an eigenfunc-
tion that is a linear combination of eigenfunctions of the type Ψ A(a1, a2, . . . , an),
all of the same parity. Laporte’s rule is therefore valid also when configuration in-
teraction is present.

12.3 Forbidden Transitions

The selection rules that we determined in the previous section apply, all and only,
for electric dipole transitions. Any atomic system has, however, other types of elec-
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tromagnetic multipoles (magnetic dipole, electric quadrupole, etc.) that we have ne-
glected within the formalism developed in Chap. 11. Recall that, in addition to the
dipole approximation (that is to perform the substitution eik·r → 1), we introduced
two other approximations, by assuming for the atomic Hamiltonian its nonrelativis-
tic expression (a first time to obtain the interaction Hamiltonian via the minimal
coupling principle, and a second time to relate the matrix elements of the operator p
to those of the operator r). Since these two approximations neglect the relativis-
tic corrections to the atomic Hamiltonian, it is to be expected that the higher-order
multipole contributions play a more important role in complex atoms than in simple
atoms.

To estimate these multipole contributions to the transition probability, we start
by calculating the order of magnitude of the Einstein coefficient for spontaneous
emission for an electric dipole transition. Recalling Eq. (11.20), we introduce two
dimensionless quantities, ξ and ζ by putting

|rba|2 = ξ2a2
0, νab = ζ

e2
0

2ha0
.

In this way, the dipole matrix element is expressed in terms of the radius of the
first Bohr orbit, while the frequency of the transition is expressed in terms of the
frequency that corresponds to the ionization of the hydrogen atom. With simple
transformations we obtain

Ae.d. = α4c

6a0
ζ 3ξ2gb 	 2.677 × 109ζ 3ξ2gb s−1,

where α is the fine structure constant. Since the dimensionless factor ζ 3ξ2 that ap-
pears in this equation is generally less than or of the order of 0.1, the Einstein coeffi-
cients for the spectral lines that fall in the visible region of the spectrum are typically
of the order of 107–108 s−1.

When the dipole matrix element between two states is null, the matrix ele-
ment of the magnetic dipole can be non-zero, or the matrix element of the electric
quadrupole can be non-zero, and so on. In these cases the transition is forbidden
and the Einstein coefficient, which would be zero in the dipole approximation, is
much lower, by some orders of magnitude, than the corresponding coefficient for an
allowed transition. Without going into a formal derivation, but recalling the classi-
cal results that we obtained for the multipolar expansion in Sect. 3.10, we simply
mention the fact that the Einstein coefficient for a magnetic dipole transition can be
obtained using the same formula valid for the electric dipole, with the substitution
of the electric dipole operator e0r with the magnetic dipole operator μ. It follows
that, as an order of magnitude, we have (with obvious notations)

Am.d.

Ae.d.
	
(

μ0

e0a0

)2

= α2

4
= 1.331 × 10−5,

where μ0 is the so-called Bohr magneton defined in Eq. (5.17). Magnetic dipole
transitions therefore have Einstein coefficients that are about 105 times lower than
those of electric dipole transitions.
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Regarding the electric quadrupole transitions, if we recall the series expansion of
the exponential eik·r in Sect. 11.4 (in particular Eq. (11.11)), we have

Ae.q.

Ae.d.
	
(
a0

λ

)2

,

where λ is the wavelength of the transition. In the visible region of the spectrum,
electric quadrupole transitions have Einstein coefficients that are about 108 lower
than those of electric dipole transitions.

The selection rules for magnetic dipole and electric quadrupole transitions are
different from those of electric dipole transitions. For the first ones, for example,
the �S = 0 selection rule is not valid anymore, as is Laporte’s rule. For the electric
quadrupole transitions, it is the selection rule on J that changes, since in this case we
have �J = 0,±1,±2, with the exclusion of the transitions 0 → 0, 0 → 1, 1 → 0,
and 1

2 → 1
2 , which are forbidden.

12.4 Semi-forbidden Transitions

The transitions that violate some of the selection rules that we have seen in the previ-
ous sections (12.1 and 12.2) due to the fact that the spectroscopic denomination that
is assigned to one of the states (or both) is approximate are called semi-forbidden
transitions. Consider for example a transition between two atomic states, the first of
which is rigorously described by the L-S coupling scheme, while the other by the
intermediate coupling scheme. The first state is then described by an eigenvector of
the form |α′L′S′J ′M ′〉, while the second is described by an eigenvector of the form
(see Eq. (9.12) and the related discussion)

|αJM〉 = CL0S0 |αL0S0JM〉 +
∑

LS =L0S0

CLS |αLSJM〉,

where L0 and S0 are the values of L and S of the (approximate) spectroscopic
denomination and where the coefficients of the expansion are such that

|CLS | � |CL0S0 | 	 1.

If one of the selection rules on L or on S is violated, i.e. we have

�L= L0 −L′ = ±1,0, or �S = S0 − S′ = 0,

or if both are violated, the transition could be (naively) considered a forbidden
transition, as it would effectively be when also the second state could be rig-
orously described in L-S coupling. Indeed, if we calculate the matrix element
|〈α′L′S′J ′M ′|r|αJM〉|2, we find that it can be non-zero since in the series expan-
sion of |αJM〉 there can be one or more state vectors |αLSJM〉 for which we have

�L= L−L′ = ±1,0, �S = S − S′ = 0.
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Fig. 12.1 Schematic
Grotrian diagram for the
ground configuration
1s22s22p2 of doubly ionised
oxygen. The configuration
has three terms, 1S, 1D and
3P (see Table 7.4), the last
being split into three
fine-structure levels. The two
N1 and N2 spectral lines are
the so-called forbidden
transitions of “Nebulium”

The matrix element is proportional to the corresponding quantity |CLS |2 and there-
fore is, in general, much smaller than the matrix element relative to an allowed tran-
sition. Typical values of the Einstein coefficients for such semi-forbidden transitions
are of the order of 103–106 s−1.

Similar considerations, developed here for the case of a state for which the in-
termediate coupling applies, can be repeated, regarding the selection rules for the
configurations, for states in which there is configuration interaction.

12.5 Forbidden Lines in Astronomical Objects

Some forbidden lines belonging to elements cosmically abundant are particularly
prominent in the spectra of various astronomical objects, such as the solar corona,
gaseous nebulae, planetary nebulae, H I regions, etc. A typical example are the two
N1 and N2 lines of the [O III] spectrum,2 which are shown in the schematic Grotrian
diagram of Fig. 12.1. The two lines are both forbidden because they violate the
selection rule on configurations (which states that the initial and final configurations
must differ for the quantum numbers of one electron), the Laporte’s rule, and finally
also the �S = 0 selection rule.

The fact that these lines are particularly prominent in the spectra of nebulae is
intimately related with the very low density of these astronomical objects (from
10−20 to 10−17 g cm−3) and can be adequately explained on the basis of a sim-
plified model of the atom, such as that shown in Fig. 12.2, which reproduces the
essential points of the physics of atomic excitation in nebulae. The atom can be ex-
cited to a higher energy level (level a) from its ground state (level b) by absorption
of radiation (typically ultraviolet radiation due to one of the hot young stars that
light up the nebula). From level a, the atom can then return to the ground state or
can decay to a metastable level m via an allowed transition, both processes taking

2The symbol [O III] is commonly used to indicate the spectrum of forbidden lines of twice ionised
oxygen. This convention of encompassing the symbol of the element by a square bracket applies
to the spectrum of forbidden lines of any element or ion.
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Fig. 12.2 Schematic atomic model showing the possibility to observe forbidden lines in nebular
objects. The forbidden line originates from the transition between the metastable level m and the
ground level b (dashed line). The atom is pumped by the radiation field into level a, from which it
can spontaneously decay towards either level b or level m

place by spontaneous de-excitation. Finally, from level m, the atom can return to
the ground state still by spontaneous de-excitation, but via a forbidden transition.
Note that this simple model neglects the processes of stimulated emission and the
absorption processes in the forbidden line and the subordinate line. This is justified
as in nebulae the radiation field due to the hot central star is very diluted and, in
addition, it is much more intense in the ultraviolet than in the visible.

By applying the statistical equilibrium equations (Eq. (11.29)) to the temporal
evolution of the population of level a, we obtain, in stationary conditions, the fol-
lowing equation

dNa

dt
=NbBbaJνab −Na(Aab +Aam)= 0,

where we have introduced, with obvious notation, the Einstein coefficients for the
single transitions and the average intensity of the radiation field at the frequency of
the transition between levels a and b. By solving the equation we get

Na = BbaJνab

Aab +Aam

Nb.

For the evolution of the population of level m we have, still in stationary conditions

dNm

dt
=NaAam −NmAmb = 0, (12.3)

from which we obtain

Nm = Aam

Amb

Na.

Since the transition between levels m and b is forbidden, we have Aam � Amb ,
hence Nm � Na , i.e. the population of the metastable level is much larger than
the one of the excited level a. The number of photons emitted per unit time in the
transition between levels m and b is given by NmAmb, while the number of those
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emitted in the transition between levels a and m is given by NaAam. Denoting by
R such ratio, we have

R = NmAmb

NaAam

,

and taking into account the previous equation, we see that R = 1. This means that
the number of photons emitted in the forbidden transition is equal to the number of
photons emitted in the allowed transition.

A more accurate calculation can be performed by taking into account the absorp-
tion in the subordinate line. This implies modifying Eq. (12.3) which assumes the
form, with obvious notation

dNm

dt
=NaAam −Nm(Amb +BmaJνam)= 0.

Solving for the Nm/Na ratio and substituting the result into the definition of R we
obtain

R=
(

1 + BmaJνam

Amb

)−1

,

or, taking into account the relations between the Einstein coefficients

R=
(

1 + Aam

Amb

ga

gm
n̄νam

)−1

,

where n̄νam is the averaged number of photons per mode at frequency νam.
Consider a hot star that illuminates with its radiation a nebula. The averaged

number of photons per mode at the distance d from the star is given by

n̄νam = n̄∗
(
R∗
d

)2

,

where n̄∗ is the similar quantity at the surface of the star and where R∗ is the stellar
radius. Substituting, the expression for R can be written in the form

R=
[

1 +
(
dc

d

)2]−1

,

where the “critical distance”, dc is given by

dc =R∗

√

n∗
Aam

Amb

ga

gm
.

For example, if the central star has an effective temperature of 2 × 104 K, at typical
frequencies of the visible one has n̄∗ 	 0.3, and assuming a ratio of 108 between the
two Einstein coefficients, we get dc 	 5 × 103R∗. At distances greater than about
5000 stellar radii, the ratio of photons emitted in the two spectral lines is practically
equal to unity, as we obtained in the simplified case considered previously.

The above considerations cease to be valid when there are other types of pro-
cesses, in addition to the radiative ones, that populate or de-populate the atomic



12.6 Relative Strengths Within Multiplets in L-S Coupling 301

levels. As we shall see in the next chapter, collisional processes (here neglected be-
cause of the very low density of the medium) cause a drastic decrease in the popula-
tion of the metastable levels. In laboratory plasmas and stellar atmospheres, where
densities are orders of magnitude higher than those of nebular objects, the emission
in forbidden lines is actually much lower than the emission in allowed lines, so the
forbidden lines are essentially absent in the spectra.

From an historical point of view it is important to note that the interpretation of
the two N1 and N2 lines was for a long time a real puzzle so that these lines, in
the absence of an appropriate explanation, were attributed to a hypothetical element
called “Nebulium”. Their identification as lines of the [O III] spectrum was due to
the American astronomer Bowen in 1928 (Bowen 1928).

In a similar way, the so-called auroral lines, the green line at 5577 Å and the red
line at 6300 Å, responsible for the brightness of the sky in polar aurorae, were
subsequently identified as forbidden lines of the neutral oxygen spectrum [O I].
These lines are due respectively to the transitions 1S0 → 1D2 and 1D2 → 3P2 oc-
curring within the terms of the ground configuration of neutral oxygen3 1s22s22p4.
A similar situation occurs for the various lines observed in the spectrum of the so-
lar corona (also initially attributed to a hypothetical element, called “coronium”).
These lines correspond to forbidden transitions between the lowest terms of vari-
ous highly-ionised ions such as Fe X, Fe XI, Fe XIII, Fe XIV, Fe XV, Ni XII, Ni XIII,
Ni XV, Ni XVI, Ca XII, Ca XIII, Ca XV, Ar X, Ar XIV, etc. The presence of forbid-
den lines in the auroral and coronal spectra is due to a physical mechanism com-
pletely analogous to that seen for the nebular spectra, with the only difference that
the pumping mechanism from level b to level a is due, in the first case, to the ex-
citation of the atoms of the upper atmosphere by the high-energy charged particles
streaming from the Sun (solar wind), and, in the second case, to the excitation of the
atoms by the electrons that, in the corona, have kinetic temperatures of the order of
106 K. The interpretation of the auroral lines was given by McLennan (1928) and
that of the coronal lines by Edlén (1942).

12.6 Relative Strengths Within Multiplets in L-S Coupling

Consider a fine-structure multiplet of spectral lines due to the transition between
two terms, both in L-S coupling. The total spin of the terms is S and the total orbital
angular momentum is L for the lower term and L′ for the upper term. Starting from
the considerations set out in the first section of this chapter, it is possible to relate
the dipole matrix elements relative to transitions between any of the lower levels,

3Remember that the configurations p2 and p4, being complementary, give rise to the same structure
of terms (see Table 7.8). The Grotrian diagram of the ground configuration of neutral oxygen is
therefore structurally equal to that of Fig. 12.1, apart from the obvious differences in the separations
between the levels and from the energy reversal in the three J = 0,1,2 levels of the 3P term, due
to the third Hund’s rule.
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characterized by the total angular momentum quantum number J , to those relative
to any of the higher levels, characterized by the quantum number J ′. Returning to
Eqs. (12.1) and (2.12) and introducing the 3-j symbols in place of the Clebsh-Gordan
coefficients (Eq. (7.15)), we have for the dipole matrix element

〈
αLSJM|rq |α′L′SJ ′M ′〉

=
∑

MLM
′
LMS

(−1)L−S+M
√

2J + 1

×
(

L S J

ML MS −M

)
(−1)L

′−S+M ′√
2J ′ + 1

(
L′ S J ′
M ′

L MS −M ′
)

× (−1)L
′+ML+1

√
2L+ 1

(
L L′ 1

−ML M ′
L q

)
〈
αL‖r‖α′L′〉.

On the other hand, applying directly the Wigner-Eckart theorem to the same matrix
element we have, through Eq. (9.4)

〈
αLSJM|rq |α′L′SJ ′M ′〉

= (−1)J
′+M+1

√
2J + 1

(
J J ′ 1

−M M ′ q

)〈
αLSJ‖r‖α′L′SJ ′〉.

Using these equations we can find a relation between the reduced matrix elements.
With simple transformations we obtain

(−1)J
′+M+1

(
J J ′ 1

−M M ′ q

)〈
αLSJ‖r‖α′L′SJ ′〉

=
∑

MLM
′
LMS

(−1)L+M−M ′+ML+1
√(

2J ′ + 1
)
(2L+ 1)

(
L S J

ML MS −M

)

×
(

L′ S J ′
M ′

L MS −M ′
)(

L L′ 1
−ML M ′

L q

)〈
αL‖r‖α′L′〉.

We now multiply both sides for the following 3-j symbol
(

J J ′ 1
−M M ′ q

)
,

and sum over M and M ′. Recalling the property of the 3-j symbols of Eq. (7.18),
for which we have

∑

MM ′

(
J J ′ 1

−M M ′ q

)2

= 1

3
,

we obtain

1

3

〈
αLSJ‖r‖α′L′SJ ′〉

=
∑

MM ′MLM
′
LMS

(−1)L−J ′−M ′+ML
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×
√(

2J ′ + 1
)
(2L+ 1)

(
J J ′ 1

−M M ′ q

)(
L S J

ML MS −M

)

×
(

L′ S J ′
M ′

L MS −M ′
)(

L L′ 1
−ML M ′

L q

)〈
αL‖r‖α′L′〉.

The sum over the four 3-j symbols that appears in the right-hand side can be ex-
pressed using the Racah coefficients, or the equivalent 6-j symbols of Wigner (which
are related to the Racah coefficients by a simple sign factor). Such quantities arise
naturally within the theory of angular momentum in relation to the addition of three
angular momenta.4 The sign factor that appears in the previous equation, multiplied
by the product of the four 3-j symbols, is just the Racah coefficient W(LS1J ′;JL)
multiplied by the factor 1

3 , so we obtain

〈
αLSJ‖r‖α′L′SJ ′〉=

√(
2J ′ + 1

)
(2L+ 1)W

(
LS1J ′;JL)〈αL‖r‖α′L′〉.

Alternatively, in terms of the 6-j symbols, taking into account the definition

W(abcdef )= (−1)a+b+c+d

{
a b e

d c f

}
,

we have
〈
αLSJ‖r‖α′L′SJ ′〉=

√(
2J ′ + 1

)
(2L+ 1)(−1)L+S+J ′+1

{
L S J

J ′ 1 L′
}

× 〈αL‖r‖α′L′〉.
Given a transition between two arbitrary levels, the line strength (or strength of

the transition) is defined as the quantity5

S = e2
0(2J + 1)

∣∣〈αJ‖r‖α′J ′〉∣∣2.
Taking into account the Wigner-Eckart theorem and the properties of the 3-j symbols
we can easily show that the line strength is symmetric under the exchange of the two
levels, being

(2J + 1)
∣∣〈αJ‖r‖α′J ′〉∣∣2 = (2J ′ + 1

)∣∣〈α′J ′‖r‖αJ 〉∣∣2.
Using the previous results, the strength of a line belonging to a multiplet can there-
fore be expressed by the following equation

SJJ ′ = e2
0(2J + 1)

∣
∣〈αLSJ‖r‖α′L′SJ ′〉∣∣2

= e2
0(2J + 1)

(
2J ′ + 1

)
(2L+ 1)

{
L S J

J ′ 1 L′
}2 ∣∣〈αL‖r‖α′L′〉∣∣2,

or

SJJ ′ = sJJ ′Smult,

4See for example Brink and Satchler (1968).
5The line strength is proportional to the quantity |rab|2 = |rba |2 introduced in Chap. 11. As shown
in Sect. 16.12, we have S = e2

0(2Ja + 1)(2Jb + 1)|rab|2.
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where Smult is the strength of the multiplet

Smult = e2
0(2L+ 1)

∣∣〈αL‖r‖α′L′〉∣∣2,

and where the relative line strength sJJ ′ is given by

sJJ ′ = (2J + 1)
(
2J ′ + 1

)
{
L L′ 1
J ′ J S

}2

.

Taking into account the following relation valid for the 6-j symbols

∑

k

(2k + 1)(2f + 1)

{
a b k

c d f

}{
a b k

c d g

}
= δfg,

we obtain

∑

J ′
sJJ ′ = 2J + 1

2L+ 1
,

∑

J

sJJ ′ = 2J ′ + 1

2L′ + 1
.

These two formulae express the sum rule, discovered empirically by Ornstein,
Burger and Dorgelo, which states that “the sum of the line strengths of a multi-
plet that originate from a given lower level is proportional to the statistical weight
of such level and, similarly, the sum of the strengths of the lines that originate from
a given upper level is proportional to the statistical weight of the level itself.”

The relative strengths of the different lines of a multiplet can be easily determined
by knowing the relevant 6-j symbols or the Wigner coefficients. Often, the definition
of the relative strength is slightly modified, noting that

∑

JJ ′
sJJ ′ =

∑

J

2J + 1

2L+ 1
= (2L+ 1)(2S + 1)

2L+ 1
= 2S + 1.

The normalised relative strength (sJJ ′)norm can therefore be defined by

(sJJ ′)norm = (2J + 1)(2J ′ + 1)

2S + 1

{
L L′ 1
J ′ J S

}2

, with
∑

JJ ′
(sJJ ′)norm = 1.

The above formulae for the relative strengths of the transitions within a multiplet
are known as the Kronig, Sommerfeld, and Hönl formulae. They were originally
obtained using the correspondence principle. As an example, consider the multiplet
relative to the transition 3P → 3D of Fig. 9.3. The lower term is composed of three
fine-structure levels having J = 0,1,2, while the upper term is composed of three
levels with J ′ = 1,2,3. In total, we have six lines corresponding to the transitions
J → J ′ of the form 0 → 1, 1 → 1, 1 → 2, 2 → 1, 2 → 2 e 2 → 3. The other three
transitions are forbidden by the selection rules on J . To obtain the relative strengths
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Table 12.1 Normalised
relative strengths of the
transitions within the 3P –3D

multiplet

Transition Normalised relative strength

3P0–3D1
1
9

3P1–3D1
1
12

3P1–3D2
1
4

3P2–3D1
1

180
3P2–3D2

1
12

3P2–3D3
7
15

of the transitions within the multiplet we need to calculate the relative 6-j symbols.
This can be done using the following formula (Racah 1942)

{
a b c

d e f

}

=�(abc)�(aef )�(dbf )�(dec)
∑

z

(−1)z(z+ 1)!

× [(z− a − b − c)!(z− a − e − f )!(z− d − b − f )!(z− d − e − c)!
× (a + b + d + e − z)!(b + c + e + f − z)!(a + c + d + f − z)!]−1

,

where the �(abc) symbol is defined in Eq. (7.17). With simple algebra we obtain
{

1 2 1
1 0 1

}
= 1

3
,

{
1 2 1
1 1 1

}
= 1

6
,

{
1 2 1
2 1 1

}
= − 1

2
√

5
,

{
1 2 1
1 2 1

}
= 1

30
,

{
1 2 1
2 2 1

}
= − 1

10
,

{
1 2 1
3 2 1

}
= 1

5
.

From these values the relative strengths, given in Table 12.1, are obtained and the
sum rules can be easily verified.

Very similar formulae exist for the multiplets of hyperfine structure. These can
be obtained from the corresponding formulae holding for fine structure multiplets
by means of the formal transformations

L→ J, S → I, J → F.

The relative strengths of the lines of a hyperfine structure multiplet are therefore
given by the equation

(sFF ′)norm = (2F + 1)(2F ′ + 1)

2I + 1

{
J J ′ 1
F ′ F I

}2

, with
∑

FF ′
(sFF ′)norm = 1.



Chapter 13
Non-equilibrium Plasmas

In laboratory and astrophysical plasmas, the conditions of excitation of the atoms
are determined not only by their interaction with the electromagnetic field, but also
by collisional processes between the atoms and the particles of the plasma. In this
chapter we show how it is possible to describe this type of processes and what is
their impact on atomic populations.

13.1 The Kinetic Temperature of the Electrons

We have seen in Chap. 10 that at thermodynamic equilibrium the electrons of an
electrically neutral plasma have a velocity distribution described by a Gaussian
function (the so-called Maxwellian distribution of velocities). The condition of ther-
modynamic equilibrium is, however, an idealized condition that, in practice, can be
realized only with a certain degree of approximation. Both astrophysical and labora-
tory plasmas that are commonly observed for spectroscopic applications must—just
for the fact that they are observable—emit radiation towards the external environ-
ment, which necessarily implies a situation of non-equilibrium, at least for their
more exterior layers. In such situations, the concept of temperature loses its mean-
ing, as do all the laws of thermodynamic equilibrium. For example, the distribution
of the populations of an atomic species between the different states of ionisation and
excitation cannot be determined anymore by the Saha-Boltzmann law but must be
determined by solving the statistical equilibrium equations. In principle it is there-
fore to be expected that under non-equilibrium conditions the distribution of the
velocities of the electrons differs from the Maxwellian distribution.

However, there is a wide range of physical conditions in which, despite an overall
non-equilibrium, the velocity distribution of the electrons is effectively Maxwellian.
This is due to the fact that the collisional processes, which cause the redistribution
of kinetic energy between the various electrons and therefore tend to establish a con-
dition of equilibrium, are much more effective than the processes that are opposed
to the establishment of the condition of equilibrium.
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The processes of the first type are the elastic electron-electron collisions (and
also the elastic electron-atom collisions that are, however, less effective). The pro-
cesses of the second type are the inelastic electron-atom collisions, in which an
electron transfers part of its kinetic energy which is converted into internal energy
(excitation or ionisation) of the atomic system, or the superelastic electron-atom col-
lisions in which the inverse processes occur (the electron gains kinetic energy due to
de-excitation or recombination of the atom). Without pretending to give a rigorous
proof of this fact, we simply develop some order of magnitude considerations to
show that, in general, the mean free times between two successive processes of the
first type are much shorter than the mean free times of the processes of the second
type. This justifies, albeit not quite rigorously, that the velocity distribution of the
electrons can be considered as Maxwellian to within a good approximation.

Denoting by Ne the electron density and by σE the cross section for elastic
electron-electron collisions, the mean free time between two elastic collisions τE

is given by

τE 	 1

NeσEv
,

where v is the typical velocity of the electrons. Similarly, denoting by Na the density
of the atoms and by σA the cross section for inelastic (or superelastic) electron-atom
collisions, the mean free time between two collisions of this type is given by

τA 	 1

NaσAv
.

From the two previous equations we obtain

τE

τA
	 NaσA

NeσE
.

The cross section σE can be estimated in the following way. Suppose that an electron
having kinetic energy ε approaches another electron at rest. We can assume that the
two electrons collide only if the incident electron will have a distance from the other
electron less than a critical value bc given by the equation

e2
0

bc
= ε.

In this case, in fact, the energy due to the Coulomb repulsion becomes comparable
to the kinetic energy and we have an appreciable exchange of energy between the
two particles. Solving for bc and averaging over the energy of the particles we get

σE 	 b2
c 	 e4

0

〈ε2〉 	 e4
0

〈ε〉2
.

Now we introduce the parameter Te, the kinetic temperature of the electrons (or
electron temperature), with the relation

〈ε〉 	 kBTe.
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By substitution we obtain, as an order of magnitude,

σE 	 e4
0

k2
BT

2
e

	 2.8 × 10−6T −2
e cm2,

with Te in K. If we consider for example a temperature range typical of stellar atmo-
spheres (4 × 103 K < Te < 2 × 104 K), the cross section σE varies between 10−13

and 10−14 cm2. The actual calculation of the cross section σA is more complex and
has to be performed by means of a quantum-mechanical approach. The result is
that, for the same temperature range, the value of σA is approximately of the order
of 10−21 or 10−22 cm2. We therefore obtain, as an order of magnitude

τE

τA
	 10−8Na

Ne
,

and even in the presence of a weakly ionised plasma with Ne/Na = 10−4, we still
obtain a value of the order of 10−4 for this ratio.

We can conclude that an electron undergoes a large number of elastic collisions
before suffering an inelastic (or superelastic) one, so that such collision will not be
able to alter appreciably the Maxwellian distribution of velocity. The above consid-
erations lead us to the conclusion that at a given point of a typical stellar atmosphere
we can uniquely define a parameter Te (kinetic temperature of the electrons) that
characterizes the velocity distribution of the electrons. This parameter maintains a
well defined operational definition, unlike the thermodynamic temperature T that
completely loses its significance in non-equilibrium conditions.

13.2 Electron-Atom Collisions

Consider the collision between an electron having kinetic energy ε and an atom of a
given atomic species. If the atom is, before the collision, in the energy level |ub〉, it
could be excited by the collision with the electron to the level |ua〉 of higher energy.1

For this process to occur, it is necessary that the relation ε ≥ (εa − εb) is satisfied.
After the collision, the electron is found to have a kinetic energy ε′ given by

ε′ = ε − (εa − εb).

Obviously, the inverse process can also occur, i.e. the collision is followed by the
de-excitation of the atomic level |ua〉 to the level |ub〉. In this case, the energy of the
colliding electron is given, after the collision, by

ε′ = ε + (εa − εb).

The processes of the first type are called inelastic electron-atom collisions, while
those of the second type are called superelastic electron-atom collisions (although
some authors prefer to speak of collisions of the first and of the second kind, respec-
tively).

1As in Chap. 11, we use here the index a to denote the upper level and the index b to denote the
lower level.
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Fig. 13.1 Schematic representation of the collisional processes that contribute to the statistical
equilibrium equations of a given level (the intermediate level in the figure). (1) Inelastic collisions
from lower levels; (2) superelastic collisions from higher levels; (3) superelastic collisions to lower
levels; (4) inelastic collisions to higher levels

The effect of the collisions on the atomic populations can be conveniently de-
scribed by means of statistical equilibrium equations similar to those which we in-
troduced in Chap. 11 for the interaction of an atom with the radiation field. For the
population of a given level n, denoting by the index i the lower levels (i.e. those with
lower energy) and by the index s the upper levels (i.e. those having higher energy),
the equation describing the evolution of the system, if there are only collisions, is
written in the form

dNn

dt
=
∑

i

NiC
(A)
in +

∑

s

NsC
(S)
sn −

∑

i

NnC
(S)
ni −

∑

s

NnC
(A)
ns . (13.1)

The four terms appearing in this equation are shown in the diagram of Fig. 13.1.
The quantities C(A)

ba and C
(S)
ab appearing in this equation are called collisional rates.

They are due, respectively, to inelastic and superelastic collisions. These quantities
are obviously proportional to the density of the colliding particles. They also depend
on the velocity distribution of the particles and on atomic properties related to the
wavefunctions of the two levels between which the transition occurs. For electronic
collisions, the rate for inelastic collisions from level b to level a can be expressed
by means of the cross section

C
(A)
ba =Ne

∫ ∞

v0

σba(v)f (v)v dv,

where Ne is the electron density, f (v) is the velocity distribution of the electrons,
and σba(v) is the cross section for collisional excitation relative to the velocity v.
The limit of integration v0 is the threshold velocity, i.e. the minimum electron ve-
locity for the electron to be able to excite the atom from level b to level a. It is given
by

1

2
mv2

0 = εa − εb.
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Similarly, the rate for superelastic collisions is given by

C
(S)
ab =Ne

∫ ∞

0
σab(v)f (v)v dv,

where σab(v) is the cross-section for collisional de-excitation.

13.3 The Einstein-Milne Relations

When the velocity distribution of the colliding electrons is Maxwellian, it can be
proved, by means of thermodynamic considerations, that the two collisional rates
introduced in the previous section are simply related. These thermodynamic consid-
erations, due to Milne, are very similar to those previously developed by Einstein
to determine the relations between the coefficients involved in the statistical equi-
librium equations for the interaction between atoms and radiation (Einstein coeffi-
cients, see Sect. 11.7). For this reason, these relations are called Milne or Einstein-
Milne relations.

Consider an atom consisting of only two levels, a and b, subject to collisions by
a plasma of electrons with density Ne. If the system is in thermodynamic equilib-
rium at the temperature T , we can invoke the so-called principle of detailed balance
to assert that the number of collisional transitions (due to the electrons) that occur
between level a and level b are exactly balanced by the number of collisional tran-
sitions (also due to the electrons) that occur between level b and level a. In other
words, at thermodynamic equilibrium conditions, a perfect balance must hold for
any process that contributes to populate or de-populate the atomic levels regardless
of the number and of the characteristics of the physical processes that are simultane-
ously in operation (radiative processes, collisional processes still with electrons, but
among other pairs of levels, collisional processes with other atomic species, etc.).
Otherwise, in fact, it would be possible to construct an ideal machine, working in
cycle, which could produce work at the expense of a single source, which would
contradict the second law of thermodynamics. If we denote then by Ña and Ñb the
populations of the levels a and b in thermodynamic equilibrium, we must have,
writing the evolution equation for the population of level a,

0 = dNa

dt
= ÑbC

(A)
ba − ÑaC

(S)
ab .

Solving this equation and using the Boltzmann equation to express the ratio Ñb/Ña

(Eq. (10.6)), we obtain, in thermodynamic equilibrium at the temperature T ,

C
(S)
ab

C
(A)
ba

= Ñb

Ña

= gb

ga
e(εa−εb)/(kBT ).

On the other hand, the two collisional rates depend only on atomic factors and on
the velocity distribution of the electrons. The result that we have obtained thus con-
tinues to be valid even outside thermodynamic equilibrium, as long as the velocity
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distribution of the electrons is Maxwellian. If we are under these conditions, far less
restrictive than the thermodynamic equilibrium, and if we denote by Te the kinetic
temperature of the electrons, we obtain the Einstein-Milne relation

C
(S)
ab

C
(A)
ba

= gb

ga
e(εa−εb)/(kBTe). (13.2)

13.4 The Two-Level Atom in Non-equilibrium Conditions

Consider a two-level atom that interacts with a radiation field having, at the fre-
quency ν corresponding to the transition, the mean intensity Jν . Let the atom be
subject to collisions with a population of electrons having kinetic temperature Te.
Taking into account both collisional processes (Eq. (13.1)) and radiative processes
(Eq. (11.29)), the statistical equilibrium equation for the population of the upper
level is

dNa

dt
= −Na

(
Aab +BabJν +C

(S)
ab

)+Nb

(
BbaJν +C

(A)
ba

)
.

In stationary conditions, solving the equation we obtain

Nb

Na

= Aab +BabJν +C
(S)
ab

BbaJν +C
(A)
ba

.

We now substitute this result into the expression for the source function given by
Eq. (11.36). Taking into account the relations between the Einstein coefficients
(Eqs. (11.27) and (11.28)) and the Einstein-Milne relations between the collisional
rates (Eq. (13.2)), with some algebra we obtain

Sν = Jν + εBν(Te)

1 + ε
, (13.3)

where Bν is the Planck function and where we have introduced the quantity ε de-
fined by

ε = C
(S)
ab (1 − e−hν/(kBTe))

Aab

.

Apart from a correction factor of the order of unity, ε represents the ratio between
the number of de-excitations of the upper level due to superelastic collisions and
the number of de-excitations due to spontaneous emission. The general expression
that we have found for Sν allows us to write, inverting Eq. (11.36), the ratio of the
populations Nb/Na in the form

Nb

Na

= gb

ga

(
2hν3

c2Sν
+ 1

)
.

If we introduce n̄ν = Jνc
2/(2hν3) as the average number of photons per mode at

frequency ν, and n̄ν(Te) = Bν(Te)/(2hν3) as the average number of photons per
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mode relative, at the same frequency, to the blackbody radiation of temperature Te,
we obtain

Nb

Na

= gb

ga

(
1 + ε

n̄ν + εn̄ν(Te)
+ 1

)
. (13.4)

The above expressions (Eqs. (13.3) and (13.4)) assume a special form in three
limiting cases of particular importance.

(a) The first case is when ε � 1. Substituting in the expressions for the source
function and for the ratio between the populations we get

Sν = Bν(Te),
Nb

Na

= gb

ga
ehν/(kBTe).

In this case the collisions are extremely effective and are able to thermalise
the atomic populations at the kinetic temperature. For the ratio of populations
we obtain the Boltzmann equation (Eq. (10.6)), while for the source function
we obtain the Planck function, both relative to the temperature Te. This limiting
case is known as local thermodynamic equilibrium (LTE).

(b) The second case is when ε � 1 and, at the same time, εBν(Te)� Jν . Substitut-
ing in the same equations we get

Sν = Jν,
Nb

Na

= gb

ga

(
1

n̄ν
+ 1

)
.

This time the collisions have a completely negligible role and the source func-
tion is just the average over the solid angle of the incoming radiation. The atom
simply behaves as a scattering centre of the radiation. For the atomic popula-
tions, defining a suitable “radiation temperature” Tr through the equation

n̄ν = 1

ehν/(kBTr) − 1
,

we obtain
Nb

Na

= gb

ga
ehν/(kBTr),

which shows that the atomic populations are in equilibrium with the radiation
temperature. The parameter Tr that we have so defined is however a completely
ad hoc parameter. Indeed, for an arbitrary radiation field, there is a different Tr
value for each frequency.

(c) Finally, the third case is when the inequalities ε � 1 and εBν(Te) � Jν hold.
Again substituting we obtain

Sν = εBν(Te),
Nb

Na

= gb

ga

(
1

εn̄ν(Te)
+ 1

)
.

This is an intermediate case in which, although the collisions are not very ef-
fective in de-populating the upper level, the kinetic temperature is so high and
the radiation field is so diluted that actually the collisions (and not the radiative
processes) are populating the upper level.
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The three cases that we have schematically described here are suitable to de-
scribe, in a qualitative way, the conditions of excitation of an atom which is located,
respectively, in the photosphere, in the chromosphere and in the solar corona. For
laboratory plasmas, the most common physical situations are those described by
case (a) (plasma with high densities, as discharge lamps) or by case (b) (plasmas of
low densities, for experiments of optical pumping with lasers).



Chapter 14
Radiative Transfer

The radiation that propagates in an extended medium is subject to continuous emis-
sion and absorption processes that modify its intensity and spectral distribution.
These phenomena are governed by the equation of radiative transfer that we have
formally obtained in Chap. 11 from the principles of quantum electrodynamics. By
solving this equation, it is possible to relate the observed properties of the radiation
emerging from an extended medium with the intrinsic properties of the plasma re-
sponsible for its emission. In this chapter, we explore this issue by analysing in detail
the prototype case for which the theory of radiative transfer was developed, namely
the case of stellar atmospheres. The considerations presented here can be easily ex-
tended to deal with specific problems encountered in the analysis of the propagation
of radiation in non-astrophysical environments, such as laboratory plasmas or the
Earth’s atmosphere.

14.1 Formal Solution of the Radiative Transfer Equation

In Sect. 11.8 we have seen that the equation of radiative transfer for the specific
intensity of the radiation field that propagates, at frequency ν along the direction �
inside a plasma takes the form (Eq. (11.32))

d

ds
Iν(�)= −kν

[
Iν(�)− Sν

]
,

where s is the spatial coordinate measured along the direction �, kν is the absorp-
tion coefficient (corrected for stimulated emission) and Sν is the source function.
In general, kν and Sν are function of the coordinate s and, if we assume that these
quantities are known, the radiative transfer equation can easily be solved.

We now introduce, in place of the geometrical coordinate s, the so-called specific
optical depth (function of ν) by the equation

dτν = −kν ds.

As shown by the equation, the optical depth is defined in the direction opposite
to that of the propagation of the radiation, which reflects the point of view of an
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Fig. 14.1 The radiation
propagates along the direction
from point P2 to point P1.
The spatial coordinate is
measured starting from point
O while the optical depth is
measured starting from point
A in the direction opposite to
that of the propagation

observer receiving the radiation. Considering the plasma contained within a fixed
geometrical thickness, for example between the points P1 and P2 of Fig. 14.1, char-
acterized by the coordinates s1 and s2 (with s1 > s2), the corresponding optical
thickness is, by simple integration of the above equation

τν(P1,P2)=
∫ s1

s2

kν(s)ds.

The optical thickness depends on frequency. A fixed geometrical optical thickness is
defined as being optically thin when τν � 1 or optically thick when τν � 1. From a
physical point of view, a medium is optically thin at the frequency ν when a photon
of that frequency has a negligible probability to be absorbed as it travels across it.
Conversely, if the medium is optically thick, the photon has a probability practically
equal to unity to be absorbed within the medium.

For a fixed direction �, we can simplify the notations by omitting such argument
in the notation for the intensity. Dividing the transfer equation for kν and changing
the sign, we have

dIν
dτν

= Iν − Sν.

To solve this equation we multiply both sides for the e−τν factor. We obtain

e−τν
dIν
dτν

= e−τν Iν − e−τν Sν,

or

d

dτν

(
e−τν Iν

)= −e−τν Sν.

With reference to Fig. 14.1, we integrate this equation between the points P2 and P1

that have corresponding optical depths τ (2)ν and τ
(1)
ν , with τ

(1)
ν < τ

(2)
ν . We obtain

e−τ
(1)
ν Iν

(
τ (1)ν

)− e−τ
(2)
ν Iν

(
τ (2)ν

)= −
∫ τ

(1)
ν

τ
(2)
ν

Sν(τν)e
−τν dτν,
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or

Iν
(
τ (1)ν

)= Iν
(
τ (2)ν

)
e−(τ

(2)
ν −τ

(1)
ν ) +

∫ τ
(2)
ν

τ
(1)
ν

Sν(τν)e
−(τν−τ

(1)
ν ) dτν. (14.1)

This result is easily interpreted in the following way. The intensity at P1 is given by
the intensity at P2 (the boundary condition) multiplied by the attenuation factor due
to the absorption between points P2 and P1, with in addition the contribution due to
the emission within the interval between the two points. The contribution due to the
infinitesimal optical depth element dτν centred at the generic point P is multiplied
by the relative attenuation factor due to the absorption between points P and P1. In
particular, if we consider the radiation emerging from a plasma and we put τ (1)ν = 0,
the previous equation can be written in the form

Iν(0)= Iν(τν)e
−τν +

∫ τν

0
Sν
(
τ ′
ν

)
e−τ ′

ν dτ ′
ν.

In many cases, especially in astrophysics, we have to deal with plasmas that
are practically infinite in one direction (consider, for example, a stellar atmosphere
where we are interested in expressing the emerging intensity as a function of the
local properties of the atmosphere itself). In such cases, one must consider the limit
of the above equation for τν → ∞, and, assuming that we have

lim
τν→∞ Iν(τν)e

−τν = 0,

we obtain

Iν(0)=
∫ ∞

0
Sν(τν)e

−τν dτν. (14.2)

The above mathematical limit is in practice always met because otherwise one
would obtain the absurd result that the intensity emerging from the medium has
an infinite value. Equation (14.2) expresses in all generality the intensity emerging
from a semi-infinite medium, i.e. from a medium that is undefined in the direction
opposite to that of the emerging radiation. This equation is the basis of the quanti-
tative interpretation of stellar spectra.

14.2 Radiative Transfer in Stellar Atmospheres

To determine the specific intensity of the radiation emitted from a stellar atmo-
sphere, a number of approximations are generally introduced. They are used to
simplify the problem from a mathematical point of view in order to obtain cer-
tain analytical results that are valid as a zero order approximation. The first of these
approximations consists in neglecting the curvature of the surface layers of the star
due to its spherical shape. This approximation is in general well justified because
the thickness of the atmosphere (defined as the surface layer from which the ob-
served radiation originates) is much smaller than the radius of the star. For the Sun,
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Fig. 14.2 Schematic
representation of a
plane-parallel atmosphere in
which the physical properties
depend only on the height z
and the radiation field only on
z and on the angle θ (the
heliocentric angle)

for example, the thickness H is less than or of the order of a thousand km, so we
have (R� is the radius of the Sun)

H

R�
≤ 103 km

7 × 105 km
	 1.4 × 10−3.

We next assume that the physical properties of the atmosphere depend only on the
height z (measured from an origin that we do not need to specify at the moment) and
not on the other two coordinates x and y. The radiation field, which in stationary
conditions depends on the frequency, on the point P and the direction �, in this
case depends only on the height z and on the angle θ (called the heliocentric angle
in the case of the Sun), defined as in Fig. 14.2. When we introduce this further
approximation we say that we are dealing with a plane-parallel atmosphere.

Denoting by Iν(z,μ) the specific intensity of the radiation that propagates along
the direction identified by the angle θ (with μ = cos θ ), the transfer equation be-
comes

μ
d

dz
Iν(z,μ)= −kν

[
Iν(z,μ)− Sν

]
,

and if we assume that we are in Local Thermodynamic Equilibrium (LTE)

μ
d

dz
Iν(z,μ)= −kν

[
Iν(z,μ)−Bν(T )

]
,

where Bν(T ) is the Planck function, which only depends on the local temperature.
The transfer equation can be formally solved by introducing the specific optical

depth tν , measured along the vertical in the sense of increasing depth (note that this
quantity differs from that defined by the symbol τν in the previous section which
refers to the optical depth measured along the beam). Putting

dtν = −kν dz,

and using the results of the previous section we have that the emergent intensity is
given by

Iν(0,μ)=
∫ ∞

0
Bν(T )e

−tν/μ
dtν
μ

. (14.3)
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This expression can be conveniently approximated in order to obtain some qualita-
tive results. If we assume, for example, that the Planck function is linear in tν , i.e.
that

Bν(tν)= aν + bνtν,

with aν and bν constants, we obtain with simple integrations

Iν(0,μ)= aν + bνμ= Bν(tν = μ).

The so-called Eddington-Barbier approximation consists in assuming that this iden-
tity is valid in general (although, rigorously, it is only valid when the Planck function
is linear in tν ). With this approximation we thus have

Iν(0,μ)	 Bν(tν = μ).

If we assume that the temperature in the stellar atmosphere is a given function of
the geometrical height z, i.e. T = T (z), to determine the emerging intensity using
the Eddington-Barbier approximation it is sufficient to calculate the height z̃ for
which tν = μ and we obtain

Iν(0,μ)	 Bν

[
T (z̃)

]
.

Since in general the temperature decreases with z in a stellar atmosphere, we should
expect two different phenomena:

(a) for a fixed frequency, the intensity emitted by the star is greater at the center
(μ= 1) than at the limb (μ→ 0). This phenomenon, known as limb darkening,
is observable only on the Sun (as it is impossible with current technologies to
spatially resolve the radiation from other stars). This phenomenon is due to the
fact that, when observing at the center of the Sun, we can penetrate into deeper
layers of the solar atmosphere. When observing at the limb, instead, we observe
the outer layers, which are cooler (and therefore less bright).

(b) For a fixed μ, since the absorption coefficient is a function of frequency, we
have a lower intensity at those frequencies for which the absorption coefficient
is higher and a higher intensity at the frequencies for which the absorption co-
efficient is lower. Obviously, “lower” and “higher” are here to be understood in
a relative sense, i.e. with respect to an “average” Planck function not specified.
In other words, one can think that a stellar spectrum is constituted by a “modu-
lated” Planck function with an increase at the frequencies where the absorption
coefficient is small and a decrease at those where the absorption coefficient is
large. In this way, we can readily explain the discontinuities in the continuum
spectrum which are observed at the limits of the series (typical is the sudden
decrease in the continuum at wavelengths shorter than 3647 Å, the so-called
Balmer discontinuity). Similarly, the absorption coefficient has a rapid variation
within a frequency range centered around a spectral line, with a very high value
at the center of the line and a much lower value in the wings of the line. This
explains, qualitatively, the presence of absorption lines in stellar spectra and
suggests that, when emission lines are observed instead, the temperature should
increase with height (stellar chromospheres).
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Fig. 14.3 The radiation
emitted by the stellar surface
element identified by the
angle θ is inclined by the
same angle with respect to the
local vertical

Regarding stars other than the Sun, as we said, it is not possible to observe the
variation of the intensity with μ. What is observed instead is the average intensity
of the radiation on the stellar disk Īν defined by (see Fig. 14.3), with R∗ the stellar
radius

πR2∗ Īν =
∫ π/2

0
dθ
∫ 2π

0
dφIν(0, θ)R

2∗ cos θ sin θ,

or

Īν(0)= 2
∫ 1

0
Iν(0,μ)μdμ.

Substituting in this equation the above formal solution and inverting the order of the
integrations, we obtain

Īν(0)= 2
∫ ∞

0
dtνBν(T )

∫ 1

0
e−tν/μ dμ.

The integral in dμ can be expressed in terms of known functions. With the substitu-
tion w = 1/μ we have

∫ 1

0
e−tν/μ dμ=

∫ ∞

1
e−wtν

1

w2
dw.

Recalling the definition of the exponential integral functions

En(x)=
∫ ∞

1

e−xt

tn
dt (n≥ 1), (14.4)

we obtain
∫ 1

0
e−tν/μ dμ= E2(tν),

so that

Īν = 2
∫ ∞

0
Bν(T )E2(tν)dtν . (14.5)
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We obtain the analogue of the Eddington-Barbier approximation by assuming that
Bν(T ) is a linear function of tν . In this case, taking into account that

∫ ∞

0
En(x)dx = 1

n
,

∫ ∞

0
xEn(x)dx = 1

n+ 1
,

we obtain

Īν = Bν

(
tν = 2

3

)
.

The Eddington-Barbier approximation for the mean intensity emitted by a stellar
atmosphere is then

Īν 	 Bν

(
tν = 2

3

)
.

14.3 The Grey Atmosphere

Consider a plane-parallel atmosphere in local thermodynamic equilibrium. As
shown by Eqs. (14.3) and (14.5), the emerging intensity can be expressed with an
integral that involves the knowledge of the Planck function (i.e. of the temperature)
at the different optical depths. When the variation of the temeparature with depth is
known (together with the variation of other physical quantities such as the pressure),
we say that we have a “model of a stellar atmosphere”.

More or less sophisticated models of a stellar atmosphere can be constructed,
depending on the amount of physical information that is introduced in the descrip-
tion of the atmosphere itself. The simplest of these models (and also the first from
the historical point of view) is the so-called model of the grey atmosphere. In this
model we consider, as a starting point, a plane-parallel atmosphere in local thermo-
dynamic equilibrium and radiative equilibrium. With regard to the latter concept,
we note that energy can flow through a stellar atmosphere by means of three distinct
physical mechanisms: radiation, convection, and conduction. The third is in many
cases negligible. A stellar atmosphere is said to be in radiative equilibrium when the
energy flows only via radiation.

Consider a given height z in the stellar atmosphere. The net energy flowing per
unit time through the unit surface at frequency ν is given by

Fν(z)= 2π
∫ 1

−1
μIν(z,μ)dμ.

The quantity Fν(z) is called monochromatic flux. The radiation coming from the
interior contributes to it with a positive sign (μ> 0), while the one coming from the
exterior contributes to it with a negative sign (μ < 0). The monochromatic flux at
the surface is related to the quantity Īν , previously introduced, by the relation

Fν(0)= πĪν.
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The condition of radiative equilibrium implies that the integral of the monochro-
matic flux over all frequencies is constant, i.e. is independent of z. In formulae,
defining the total flux F by the equation

F =
∫ ∞

0
Fν dν = 2π

∫ ∞

0
dν
∫ 1

−1
μIν(z,μ)dμ, (14.6)

the radiative equilibrium hypothesis implies

dF

dz
= 0.

The value of F is in general parametrised through the effective temperature Teff,
defined by the relation (see Eq. (10.10))

F = σT 4
eff,

where σ is the Stefan-Boltzmann constant. It represents the temperature that a black-
body should have to irradiate the same flux as the star. The flux is also related to the
luminosity L∗ and to the stellar radius R∗ via the relation

F = L∗
4πR2∗

.

For the Sun, for which

L� = 3.845 × 1033 erg s−1, R� = 6.9626 × 1010 cm,

we have

F = 6.312 × 1010 erg cm−2 s−1, Teff = 5776 K.

The further hypothesis which is introduced in the model of the grey atmosphere
(which justifies its name) consists in assuming that the absorption coefficient kν is
independent of frequency. This assumption greatly simplifies the problem from a
mathematical point of view but is not at all realistic from a physical point of view.
Obviously, the model that is obtained in this way must be considered as a sort of
zero order model for a real stellar atmosphere.

In the grey atmosphere we can define, instead of the specific optical depth tν , a
“universal” optical depth t , and the transfer equation becomes

μ
d

dt
Iν(t,μ)= Iν(t,μ)−Bν(t).

Integrating the transfer equation in dν and defining

I (t,μ)=
∫ ∞

0
Iν(t,μ)dν, B(t)=

∫ ∞

0
Bν(t)dν,

we obtain

μ
d

dt
I (t,μ)= I (t,μ)−B(t).

As we can see, the hypothesis that the absorption coefficient kν is independent of
frequency allows one to write a single transfer equation for the quantities integrated
in frequency. This is the fundamental simplification of the grey atmosphere.
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From I (t,μ), the intensity integrated in frequency, its various moments can be
defined by integrating over the solid angle. The moment of order n, Mn(t), is defined
by

Mn(t)= 1

4π

∮
μnI (t,μ)dΩ = 1

2

∫ 1

−1
μnI (t,μ)dμ.

The zero-order moment is the mean intensity of the radiation field and is denoted by
the symbol J (t)

J (t)=M0(t)= 1

2

∫ 1

−1
I (t,μ)dμ. (14.7)

The first-order moment is proportional to the flux of radiating energy. In fact, we
have, recalling Eq. (14.6)

F(t)= 4πM1(τ )= 2π
∫ 1

−1
μI (t,μ)dμ.

Finally, the second-order moment is proportional to the radiation pressure and is
denoted by the symbol K(t)

K(t)=M2(t)= 1

2

∫ 1

−1
μ2I (t,μ)dμ.

Integrating in dμ the transfer equation divided by 2, we obtain

1

4π

dF(t)

dt
= J (t)−B(t),

and using the hypothesis of radiative equilibrium (F = const.) we have

J (t)= B(t). (14.8)

Multiplying the transfer equation by μ/2 and integrating in dμ we have

dK(t)

dt
= F

4π
,

which, once solved, gives

K(t)= F t

4π
+C,

where C is a constant to be determined using the boundary conditions.
We note that for t → ∞, i.e. at the base of the atmosphere, we would expect

the radiation field to become isotropic. Under this hypothesis, and even under the
less restrictive hypothesis that the intensity varies linearly with μ according to the
expression

I (t,μ)= a(t)+ b(t)μ,

with a(t) and b(t) independent of μ, the quantities J and K can be related to each
other, being

K(t)= 1

3
J (t).
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If we assume that this relation is valid for any value of t (and not only for t → ∞)
we adopt the so-called Eddington approximation, so that the problem of the grey
atmosphere can be solved analytically. In fact, using the previous relations, we have

B(t)= J (t)= 3K(t)= 3

4π
F t +C′,

with C′ = 3C. To determine the constant C′ we use the boundary conditions relative
to the surface of the star (t = 0). If the star is isolated (i.e. does not belong to a double
or multiple system), the flux at the surface can be calculated using the equation
(obtained from the formal solution of the transfer equation)

F = 2π
∫ 1

0
μI (0,μ)dμ= 2π

∫ 1

0
dμμ

∫ ∞

0
B(t)e−t/μ dt

μ
.

Substituting the expression for B(t) and performing the calculation we obtain

C′ = F

2π
,

so that we have for B(t)

B(t)= 3F

4π

(
t + 2

3

)
.

Finally, recalling that

B(t)= σ

π
T 4(t), F = σT 4

eff,

we obtain the law expressing the dependence of the temperature on the optical depth
for the grey atmosphere (in the Eddington approximation)

T (t)= Teff
4

√
3

4

(
t + 2

3

)
. (14.9)

In particular, we see that at the surface of the atmosphere we have

T (0)= 0.841Teff,

and that, for t = 2
3 , we obtain T = Teff.

The centre-to-limb variation of the emerging intensity can also be determined
from the expression of B(t). We have, in fact,

I (0,μ)=
∫ ∞

0

3F

4π

(
t + 2

3

)
e−t/μ dt

μ
= 3F

4π

(
μ+ 2

3

)
.

Defining the limb darkening ratio r(μ) by the equation

r(μ)= I (0,μ)

I (0,1)
,

we obtain

r(μ)= 3μ+ 2

5
.

This limb darkening variation can be compared to the results made available by solar
observations. The difference between the theoretical and observed value of r(μ) is
always within 5 % (see Fig. 14.4).
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Fig. 14.4 Comparison
between the limb darkening
ratio resulting from the grey
atmosphere model (full line)
and the observed solar values
(points)

14.4 The Hopf Equation

The model of the grey atmosphere can be solved exactly from the mathematical
point of view, although this implies the numerical solution of an integral equation.
The exact solution is obtained by writing the function B(t) in the form

B(t)= 3F

4π

[
t + q(t)

]
, (14.10)

where q(t) is a suitable function, known as Hopf function. We should expect that
this function has a small variation centred around the 2

3 value, which is obtained
from the Eddington approximation.

We fix a specific value of t in the atmosphere and express separately the inten-
sity of the radiation for beams propagating upwards and downwards. Recalling the
formal solution of the transfer equation (Eq. (14.1)), we have

I (t,μ) =
∫ ∞

t

B
(
t ′
)
e−(t ′−t)/μ dt ′

μ
(μ > 0),

I (t,μ)=
∫ t

0
B
(
t ′
)
e−(t−t ′)/(−μ) dt ′

−μ
(μ < 0).

Using these expression we can find the mean value of the intensity of the radiation
field over the solid angle J (t), as defined in Eq. (14.7). Recalling that in the grey
atmosphere B(t)= J (t) (see Eq. (14.8)), we obtain

B(t)= 1

2

[∫ 1

0
dμ
∫ ∞

t

B
(
t ′
)
e−(t ′−t)/μ dt ′

μ
+
∫ 0

−1
dμ
∫ t

0
B
(
t ′
)
e−(t−t ′)/(−μ) dt ′

−μ

]
.
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Table 14.1 Values of the
Hopf function q(t) for a
selection of values of t

t q(t) t q(t) t q(t)

0. 0.577 0.3 0.663 1.5 0.705

0.01 0.588 0.4 0.673 2.0 0.708

0.03 0.601 0.5 0.680 2.5 0.709

0.05 0.611 0.6 0.686 3.0 0.710

0.1 0.628 0.8 0.694 5.0 0.710

0.2 0.650 1.0 0.699 ∞ 0.710

This equation can be transformed by exchanging the order of integration and apply-
ing the substitution w = 1/μ in the first integral, and the substitution w = −1/μ in
the second integral. By doing so, we obtain

B(t)= 1

2

[∫ ∞

t

dt ′B
(
t ′
)∫ ∞

1
e−w(t ′−t) dw

w
+
∫ t

0
dt ′B

(
t ′
)∫ ∞

1
e−w(t−t ′) dw

w

]
,

from which, recalling the definition of the integro-exponential functions given by
Eq. (14.4), we obtain

B(t)= 1

2

∫ ∞

0
B
(
t ′
)
E1
(∣∣t − t ′

∣∣)dt ′.

We now introduce the Hopf function (Eq. (14.10)) and we find the following integral
equation, known as the Hopf equation

t + q(t)= 1

2

∫ ∞

0

[
t ′ + q

(
t ′
)]

E1
(∣∣t − t ′

∣∣)dt ′.

This equation can be solved numerically to obtain the results shown in Table 14.1.
As we can see, the Hopf function is monotonic and increases from the 0.577 value
(for t = 0) to the 0.710 value (for t → ∞). It effectively differs very little from the
2
3 value, obtained by means of the Eddington approximation.

The exact solution for the function T (t) of a grey atmosphere can be expressed
using the Hopf function. Repeating the steps that led to Eq. (14.9), we easily find
that such equation must be substituted by the following one

T (t)= Teff
4

√
3

4

[
t + q(t)

]
.

This function is plotted in Fig. 14.5 (full line), together with the function of
Eq. (14.9) (dashed line), obtained through the Eddington approximation. The two
curves differ very little, with a maximum percentage variation of 3.5 % at t = 0.

14.5 Realistic Models of Stellar Atmospheres

The model of the grey atmosphere that we have discussed in the two previous sec-
tions is a rough approximation for a stellar atmosphere since the absorption coeffi-
cient is actually a variable function of frequency and can be assumed constant only
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Fig. 14.5 Variation of the
temperature as a function of t
in a grey atmosphere. The full
line is the exact solution
while the dashed line is the
solution obtained with the
Eddington approximation

in reasonably narrow frequency intervals. The advantage of the model is only to
provide an analytical (or semi-analytical) approximation of the physical structure of
the atmosphere. From this point of view it can be compared to the polytropic models
of stellar interiors.

With the advent of modern computers it has been possible, since the end of the
1950s, to build more realistic models of stellar atmospheres. These models involve
the self-consistent solution of a set of differential equations and are based, in gen-
eral, on the usual approximation of the plane-parallel atmosphere in local thermody-
namic equilibrium. Together with the equation of radiative transfer for the specific
intensity

μ
d

dz
Iν(z,μ)= −kν

[
Iν(z,μ)−Bν(z)

]
,

the equation of radiative equilibrium, that of hydrostatic equilibrium, and the perfect
gas law are considered, namely

dF

dz
= d

dz

∫ ∞

0
dν2π

∫ 1

−1
μIν(z,μ)dμ= 0,

dP

dz
= −ρg, P = ρ

μ̄mH
kBT .

In these equations, P is the pressure of the gas in the stellar atmosphere, ρ is its
density, g is the gravity at the stellar surface, μ̄ is the mean molecular weight and
mH is the unit of atomic weight. Considering P and T as independent variables, and
assuming that we know how kν and μ̄ are related to P and T (see the next section
for the expression of kν as a function of these two variables), we can numerically
solve the equations by taking into account the suitable boundary conditions. Such
conditions are the following ones

F = σT 4
eff,
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which sets the value of the radiation flux;

Iν(0,μ < 0)= 0,

which means that the star is isolated, hence not externally illuminated.
From the solution of the equations one obtains the model of the stellar atmo-

sphere, i.e. a table of P(z) and T (z) values. The model depends explicitly only on
three parameters: the effective temperature Teff, the gravity at the stellar surface g,
and a set of numbers {Ai} which characterise the chemical abundances of the el-
ements. The dependence on this latter parameter is contained in the kν(P,T ) and
μ̄(P,T ) functions.

14.6 The Continuum Spectrum

For the analysis of stellar spectra it is often necessary to calculate, as a function of
frequency, the specific intensity that emerges from a stellar atmosphere described
by an appropriate theoretical model.1 Once the functions P(z) and T (z) are given,
the integrals appearing in the r.h.s. of Eq. (14.3) or (14.5) need to be evaluated. The
greatest difficulty in the calculation is in expressing the relation between the optical
depth and the height, i.e. in finding the function

tν = tν(z).

Since this relation is derived from the integration of the differential equation

dtν = −kν(z)dz,

the problem is ultimately reduced in finding the expression of the absorption coeffi-
cient kν for a given height z.

In the spectral regions where no line is present, the absorption coefficient (also
called opacity in astrophysics) is solely due to the bound-free, free-free and scat-
tering processes. The processes that contribute most to the opacity in stellar atmo-
spheres are the following ones:

(a) photo-ionisation of the hydrogen atom. An hydrogen atom in a bound state ab-
sorbs a photon and becomes ionised. Such process can schematically be written
as a “reaction” of the type H + hν → H+ + e−;

(b) free-free transitions between states of positive energy of the hydrogen atom, i.e.
processes of inverse Bremsstrahlung: H+ + e− + hν → H+ + e−;

(c) photo-ionisation of the negative hydrogen ion: H− + hν → H + e−;
(d) processes of the type (a) and (b) for the helium atom and any other element

relatively abundant in stellar atmospheres (O, C, N, Si, Mg, Ne, Fe, etc.);

1In the case of the Sun, given its close proximity and the possibility to perform very detailed obser-
vations. appropriate empirical models are also available. These models explicitly take into account
the fact that the atmosphere is not strictly in radiative equilibrium. For an in-depth discussion see
Landi Degl’Innocenti (2008).
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(e) Thomson scattering on free electrons and Rayleigh scattering on atoms or ions.

The contribution to the absorption coefficient for each process can be computed
using the general methods described in Sect. 11.9, with the exception of the pro-
cesses related to step (e) for which the classical results of Chap. 3 can be used.
Without analysing in detail all the processes, we explicitly consider here only the
contribution to the absorption coefficient due to the H− ion. This can be regarded
as the prototype of the various processes and in any case it is the most important for
the atmosphere of the Sun and the stars of solar type.

As we have already noted in Sect. 7.5, a hydrogen atom and a free electron can
“combine” to produce a stable negative ion having a binding energy of the order
of 0.75 eV. The resulting state, in analogy to the ground state of helium, is a state
of the type 1s2 1S0. The stability of this ion was predicted theoretically by Bethe
(1929) by means of a variational calculation similar to that described in Sect. 7.5
but containing a greater number of free parameters. The value currently accepted
for the binding energy of the H− ion is equal to 0.75416 eV. A photon having a
wavelength less than the threshold value of 1.6438 µm is able to ionize the H− ion
and the relative absorption coefficient is given by Eq. (11.34), or

k(a)ν = σνNH− ,

where NH− is the density of the H− ions (number of ions per unit volume) and σν
is the cross section of the process. The theoretical calculation of the cross section
implies, as we have seen, the evaluation of the dipole matrix element between the
initial and final states of the transition and this, in turn, implies the knowledge of
the eigenfunctions of the bound state and of the free states of the H− ion. Detailed
calculations performed by Chandrasekhar and collaborators in the 1950s give for σν
the values plotted in Fig. 14.6. The cross section shows a maximum of about 1.4 a2

0
(a0 being the radius of the first Bohr orbit) around 8500 Å and is slightly lower than
this value throughout the whole visible spectrum (the region where the intensity of
the radiation field is maximum for solar-type stars).

Once σν is known, the problem of finding the value of the absorption coefficient
becomes the problem of determining the density of the H− ions in an atmosphere
characterized by given values of P and T . This is in turn a very general problem
that, as we shall see, involves the ionisation balance of all the elements present in
the atmosphere. The details of the calculation, developed in the following, can be
considered as a characteristic example of similar calculations that need to be carried
out to determine the density of all the chemical species that are present in a stellar
atmosphere.

Suppose we know the abundances of all the elements relative to hydrogen, and
denote these abundances with the symbol AHe for helium, and AMi

for the generic
element characterised by the index i. If we also suppose, for simplicity, that in the
atmosphere the maximum degree of ionisation of helium and of all other elements
is 1, and we neglect the contribution of the “minor” species (such as molecules and
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Fig. 14.6 Photo-ionisation
cross section of the negative
ion of the hydrogen atom.
The cross section is in units
of a2

0 , while the wavelength is
in µm

the H− ion itself, which is generally a good approximation),2 we have by Dalton’s
law of partial pressures

P = Pe + (PH + PH+)+ (PHe + PHe+)+
∑

i

(PMi
+ PM+

i
),

where Pe is the electron pressure, PH the pressure due to the neutral hydrogen atoms,
PH+ the pressure due to the ionised hydrogen atoms, and so on. On the other hand,
since the plasma is neutral, we must have

Pe = PH+ + PHe+ +
∑

i

PM+
i
.

We now introduce the ionisation ratios for the single species

x = PH+

PH + PH+
, y = PHe+

PHe + PHe+
, zi =

PM+
i

PMi
+ PM+

i

,

that, according to the Saha equation (Eq. (10.7)), are known functions of T and Pe.
Substituting in the previous equations and introducing the abundances relative to
hydrogen we have

P = Pe + (PH + PH+)

(
1 +AHe +

∑

i

AMi

)
,

Pe = (PH + PH+)

(
x + yAHe +

∑

i

ziAMi

)
,

2An exception are the stars of late spectral type (cool stars) for which the molecules play an im-
portant role.



14.6 The Continuum Spectrum 331

from which, eliminating (PH + PH+), we get

P = Pe

(
1 + 1 +AHe +∑i AMi

x + yAHe +∑i ziAMi

)
.

Regarding this equation, we note that since all the abundances are negligible with
respect to those of hydrogen and helium, the sum over i at the numerator can be
omitted. The analogous sum at the denominator cannot be omitted, however, since,
due to the low ionisation potential of the metals, some of the zi may be close to
unity while x and y are nearly null. For this reason P is a function of Pe that is
very sensitive to the AMi

abundances, something that is intuitive from a physical
point of view. Returning now to the above equation and recalling that x, y and zi
are functions of T and Pe, we have

P = P(T ,Pe).

This equation can be inverted numerically to obtain

Pe = Pe(T ,P ).

Once Pe is known, the partial pressures of the single species can easily be obtained.
For example, the partial pressure of neutral hydrogen is

PH = (1 − x)(PH + PH+)= (1 − x)
P − Pe

1 +AHe +∑i AMi

.

Finally, we can determine, using the Saha equation, the ratio r between the partial
pressure of the H− ion and the partial pressure of neutral hydrogen. We have

NH− = PH−

kBT
= rPH

kBT
= r(1 − x)

kBT

P − Pe

1 +AHe +∑i AMi

.

It should be noted that this result was obtained by assuming that the density of the
negative hydrogen atoms was much less than the densities of the neutral or ionised
hydrogen atoms (otherwise the explicit contribution of the partial pressure of the
H− ions should have been included in the starting equations for P and Pe). This
approximation is fully justified for stellar atmospheres where the fraction of H− ions
is negligible compared to the total hydrogen (in the solar atmosphere, for example,
the ratio NH−/NH varies between 10−9 and 10−7).

We have therefore solved the problem of determining the contribution of the H−
ion to the absorption coefficient kν . In reality we also need to take into account the
fact that the absorption coefficient we have calculated is k(a)ν and not kν = k

(a)
ν −k

(s)
ν .

However, when in LTE, we simply have

kν = k(a)ν

[
1 − e−hν/(kBT )

]
,

so that the correction due to the stimulated emission is easily introduced. All the
other contributions to kν can be obtained with similar calculations, and the absorp-
tion coefficient then becomes determined as a function of T and P , i.e. as a function
of height z. This allows us to solve the transfer equation and determine the contin-
uum spectrum of the radiation emitted by the star.
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14.7 Spectral Lines in Local Thermodynamic Equilibrium

Around a spectral line in local thermodynamic equilibrium, the transfer equation
assumes the form

μ
dI (ν,μ)

dz
= −[kν + kRϕ(ν − ν0)

][
I (ν,μ)−Bν(T )

]
,

where kR is the line absorption coefficient corrected for stimulated emission and in-
tegrated in frequency,3 and where ϕ(ν − ν0) is the profile (normalised in frequency)
given by Eq. (11.37). The continuum absorption coefficient kν is practically con-
stant around a spectral line (the width of a line is typically a fraction of an Å while
kν varies on a scale of the order of hundreds of Å). We can therefore put kν = kc,
with kc independent of frequency. We then define the optical depth in the continuum
tc by the equation

dtc = −kc dz.

With this definition the transfer equation assumes the form

μ
dI (ν,μ)

dtc
= [1 + η0H(v,a)

][
I (ν,μ)−Bν(T )

]
,

where we have put

η0 = kR

kc
√
π�νD

.

This equation can be solved numerically for a given atmospheric model. The
calculation of the quantity η0 can be done in a similar way to what was done in
the previous section for the calculation of the continuum absorption coefficient. It
is just necessary to calculate the density of the absorbing atoms (ionized atoms of
iron, for example, in the case of a line belonging to the spectrum of Fe II) and de-
duce, using the Boltzmann equation, the fraction of these atoms in the lower level of
the transition. The knowledge of such a quantity, together with that of the Einstein
coefficients for the transition, and to that of kc and �νD, allows one to obtain η0
at all heights. Regarding the Voigt profile, i.e. the function H(v,a), it is then nec-
essary to know the value of the reduced damping constant a and the value of the
Doppler width �νD. In general, these quantities also vary with z because both the
pressure (and therefore the frequency of collisions) and the temperature vary. The
Voigt profile is therefore a function of z and this should be taken into account in the
numerical calculation.

Although the quantitative analysis of spectral line profiles requires, in many
cases, a numerical solution of the transfer equation, an analytical solution can be
found by introducing a number of simplifying assumptions. These assumptions, al-
though not strictly verified in stellar atmospheres, can give a qualitative idea about
the mechanisms that contribute to characterize the shapes of the line profiles ob-
served in stellar spectra. Suppose then that:

3At local thermodynamic equilibrium we have kR = k
(a)
R {1− exp[−hν0/(kBT )]}, with k

(a)
R defined

in Eq. (11.33).
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(a) the ratio η0 between the absorption coefficient in the line and the absorption
coefficient in the continuum is constant with the optical depth tc;

(b) the Voigt profile H(v,a) is constant with tc;
(c) the Planck function Bν(T ) is a linear function of tc

Bν(T )= B0(1 + βtc),

with β constant. When we introduce these assumptions we are dealing with a
so-called Milne-Eddington atmosphere.

Substituting the expression of Bν(T ) in the formal solution of the transfer equa-
tion we obtain for the emerging intensity

Iν(0,μ)= B0

[
1 + βμ

1 + η0H(v,a)

]
.

We note that, far from the centre of the line, the function H(v,a) tends to zero and
the intensity to a constant value (which represents the intensity of the continuum
next to the line) given by

Ic = B0(1 + βμ).

Conversely, if we consider the limit of a very strong line (η0 → ∞), the intensity
around line center tends to a saturation value (which is a lower limit) given by

Is = B0.

We can therefore define a sort of “universal profile” rν by subtracting the saturation
value from the intensity and then normalising to the continuum intensity. We have

rν = Iν(0,μ)− Is

Ic
= βμ

1 + βμ

1

1 + η0H(v,a)
.

The βμ/(1+βμ) factor is related to the thermodynamic characteristics of the atmo-
sphere (through β) and the value of the heliocentric angle (through μ). The remain-
ing factor gives the form of the line profile. It depends on frequency only through
the parameter v (recall that v = (ν − ν0)/�νD). Denoting such factor by p(v), i.e.
putting

p(v)= 1

1 + η0H(v,a)
,

we note that for weak lines (η0 � 1) we have, by a series expansion

p(v)	 1 − η0H(v,a).

in this case we are far from saturation and the line profile is a sort of “negative” of
the profile of the absorption coefficient. For strong lines (η0 � 1), instead, we obtain
that p(v) tends to zero for a whole range of values of v such that η0H(v,a) � 1.
In this case we have extreme saturation. The line profile is very different from that
of the absorption coefficient, having a nearly flat central profile (in the so-called
core of the line) and very extended wings (that depend strongly on the value of the
damping constant a). Figure 14.7 shows the shape of the profile p(v) for different
values of the line strength η0 and for a = 0.1.
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Fig. 14.7 Graph of the
profile of p(v) as a function
of the reduced wavelength v,
for different values of the line
strength η0. The plot is
obtained for a damping
constant a = 0.1

14.8 Spectral Lines in Non-equilibrium Conditions

The local thermodynamic equilibrium hypothesis allows one to determine with a
certain simplicity the line profiles once a model stellar atmosphere is known. This
hypothesis is however not always verified because the strongest lines are formed
in the outer layers of a stellar atmosphere, where the density is lower and the col-
lisions with the electrons in the plasma are not sufficient to thermalise the atomic
populations (chromosphere). In the case of the solar atmosphere, for example, the
hypothesis of local thermodynamic equilibrium cannot be applied for the calcula-
tion of the profiles of the Ca II H and K lines, of the spectral lines of hydrogen (such
as e.g. H α), of the Na I D lines, and several other spectral lines in the visible and
in the ultraviolet. In these cases the transfer equation is the same as that written in
the previous section with the difference that, in place of the Planck function Bν(T ),
one must consider the source function Sν . However, as shown by Eq. (13.3) for the
two-level atom case, the source function depends on the radiation field itself and
the formal solution of the transfer equation is not sufficient anymore to solve the
problem.

In these cases we resort to more complex calculations which involve the so-called
non-LTE theory.4 Simplifying as much as possible the method, the problem can be
addressed as follows. Suppose that we know, as a function of the height z, a zero
order approximation for the populations of the levels of a given atomic species (for
example the populations of the levels of the ionised calcium atom, if we are inter-
ested in calculating the profiles of the Ca II H and K lines). One could start, for
example, from the populations obtained from the Saha-Boltzmann equations using
the values of P and T given by the model atmosphere. Once the populations are
known, we then locally compute the coefficients appearing in the radiative transfer

4For an in-depth discussion see, for example, Mihalas (1978).
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Fig. 14.8 To solve the coupled equations of the statistical equilibrium and radiative transfer we
follow the auto-consistent loop method shown here

equation (written for each direction in the stellar atmosphere). Solving with numer-
ical methods the transfer equation, we can then determine the radiation field present
at any point of the atmosphere (as a function of frequency and direction). At this
point we consider the statistical equilibrium equations for the atomic populations
taking into account both radiative and collisional processes. These equations form,
for each height z, a system with known coefficients (since the radiation field is
known) and the system may be solved with appropriate numerical methods. This
gives a first-order approximation for the populations and the process is repeated un-
til we reach convergence of the solution as exemplified in Fig. 14.8. The solution
for the radiation field at the surface of the stellar atmosphere provides the profiles
of the spectral lines of interest.

Although this method is, in principle, simple and direct, it requires the knowl-
edge of a number of numerical techniques on which we cannot delve here. Such
techniques have been developed since the early 1950s and are still evolving.



Chapter 15
Second Order Processes

We have shown in Chap. 11 how one can describe the quantum interaction between
the radiation field and material systems. We used an appropriate theoretical frame-
work, known as quantum electrodynamics, to obtain, with an expansion at the lowest
perturbative order, a number of results about the more elementary processes that oc-
cur in the interaction between radiation and atomic systems, namely the processes
of absorption and emission (spontaneous and stimulated) of photons. Quantum elec-
trodynamics has however a much wider scope. The purpose of this chapter is to
deduce further consequences, obtained by extending the perturbation theory to the
second order. These consequences affect the interaction of radiation with electrons,
free or bound, either non-relativistic or relativistic. In particular, we will analyse
the scattering processes of free non-relativistic electrons (Thomson scattering), of
bound non-relativistic electrons (Rayleigh and Raman scattering) and of relativistic
electrons (Compton effect). The study of this latter effect will lead us to obtain the
properties of the cross section (equation of Klein-Nishina) and of the polarisation
of the emitted radiation. We will also develop some considerations with respect to
the exchange of energy between photons and relativistic electrons, which are the ba-
sis of the inverse Compton effect. The topics covered in this chapter are a valuable
complement to the ones we already developed in Chap. 3 using exclusively classical
(non-quantum) electrodynamics.

15.1 Introduction

Within the framework of quantum electrodynamics we discussed in Sect. 11.5 the
elementary processes of interaction between radiation and material systems. In that
section we saw how the interaction Hamiltonian between an atomic system and
the radiation field leads to the appearance of particular transitions described by the
Feynman diagrams of Fig. 11.2. These diagrams refer to the processes of absorption
or emission in which a single photon is involved and, for this reason, are rightly
called processes of the first order. The probability of transition per unit time is given

E. Landi Degl’Innocenti, Atomic Spectroscopy and Radiative Processes,
UNITEXT for Physics, DOI 10.1007/978-88-470-2808-1_15, © Springer-Verlag Italia 2014

337

http://dx.doi.org/10.1007/978-88-470-2808-1_15


338 15 Second Order Processes

by Fermi’s golden rule (Eq. (11.10)) and is null if the conservation of energy be-
tween the initial the final state of the transition is not verified.

The conservation of energy, and the fact that a single photon can be involved in
the process, considerably limits the number of physical phenomena that can be de-
scribed by first-order processes. If we consider, for example, the interaction between
photons and free electrons, we easily see that first order processes are not possible.
Consider in fact the hypothetical absorption of a photon by a free electron and, in
the first instance, let us assume that the energies involved are non-relativistic. When
we evaluate the transition probability per unit time, the matrix element is not null
only if the conservation of the momentum is verified (see Sect. 16.13). Therefore
we must have

pf = pi + �k,

where pi and pf are, respectively, the initial and final momenta of the free electron,
and where k is the wave vector of the absorbed photon. On the other hand, for the
conservation of energy, implicit in Fermi’s golden rule, we must also have

p2
f

2m
= p2

i

2m
+ �ω,

where ω = ck. Substituting the conservation of the momentum in this equation and
introducing the angle θ , formed by the directions of the vectors pi and k, we obtain
the following kinematic relation

�ω = 2mc2
(

1 − pi cos θ

mc

)
.

The result we have obtained with our non-relativistic hypothesis is however not
acceptable, as the energy of the photon results in being of the order of the rest
energy of the electron, which is in contradiction with our assumption. We can then
try to drop this hypothesis by using the relativistic formula for energy conservation,
namely

√
c2p2

f +m2c4 =
√
c2p2

i +m2c4 + �ω.

Substituting again, after a few algebraic steps we obtain the equation

p2
i sin2 θ +m2c2 = 0,

that cannot in any way be satisfied. The example we have considered clearly il-
lustrates the implicit limitations in quantum electrodynamics, when only first order
processes are accounted for.

Another example is the interaction of a photon of a given frequency with an
atomic system whose energy levels have energies εn (n= 0,1,2, . . .). If we assume
for example that the atom is initially in the ground energy level, having energy ε0,
and if the frequency ω is such that none of the following relations is satisfied

�ω = εn − ε0 (n= 1,2, . . .),

then the atom is completely “transparent” to the radiation itself, since no absorption
process that preserves energy is possible.
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In the previous examples, it is possible to assess the consequences of the interac-
tion between the atomic system and the radiation field by considering, in the spirit
of perturbation theory, processes of order higher than the first. We can for example
consider processes of the second order, which imply the presence in the amplitude
of the transition probability of two operators of the type1 AR, or we could consider
processes of the third order, and so on. Obviously, the transition probability de-
creases as higher orders are considered. Also, the corresponding processes involve
an increasing number of photons (as many as the order of the process that we are
considering). In this chapter we will focus on the processes of the second order. We
note that within the non-covariant theory we developed in Chap. 11, there are two
different possible ways to take into account these processes.

The first possibility consists in recalling that the interaction Hamiltonian contains
two terms, one linear and one quadratic in the operator AR. The quadratic term was
systematically neglected in Chap. 11, because in that case we were only interested in
first order processes. This quadratic term is given by the expression (cf. Eq. (11.2))

HI
quad = e2

0

2mc2

N∑

i=1

[
AR(ri )

]2
, (15.1)

where ri (i = 1, . . . ,N) is the coordinate of the i-th electron of the atomic system.
The transition probability per unit of time for the physical processes induced by this
term is given by the usual Fermi golden rule (Eq. (11.10))

Pαβ = 2π

�

∣∣(HI
quad

)
αβ

∣∣2δ(Eα −Eβ).

The second possibility is to consider in the interaction Hamiltonian only the term
linear in the operator AR, but expand to the second order the probability amplitude.
In this case we go back to Eq. (11.6) and assume that the first-order processes do
not contribute and that, at the initial time t = 0, the physical system is in the state
|γ 〉 (cγ (0)= 1). By simple integration we get

cα(t)= 1

�2

∑

β

HI
αβHI

βγ

(
eiωαγ t − 1

ωαγ ωβγ

− eiωαβ t − 1

ωαβωβγ

)
.

The first of the two terms in brackets is by far the dominant one when we consider
final states α such that ωαγ → 0, i.e. states iso-energetic with the initial one. We can
therefore write

cα(t)= 1

�
Mαγ

eiωαγ t − 1

ωαγ

,

where

Mαγ =
∑

β

HI
αβHI

βγ

�ωβγ

. (15.2)

1Recall that AR is the quantum operator associated with the vector potential of the radiation field.
Its explicit expression in terms of operators of creation and annihilation is given by Eq. (4.5).
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If we consider now the squared modulus of cα(t), i.e. the probability that at time t

the system is in the state |α〉, we obtain

∣∣cα(t)
∣∣2 = 1

�2
|Mαγ |2 4 sin2(ωαγ t/2)

ω2
αγ

.

On the other hand, as we have often seen in this volume, we have

lim
t→∞

4 sin2(ωαγ t/2)

ω2
αγ

= 2πtδ(ωαγ ),

so we obtain a probability per unit time for the transition from the state |γ 〉 to the
state |α〉 given by

Pαγ = 2π

�
|Mαγ |2δ(Eα −Eγ ), (15.3)

where the matrix element Mαγ is given by Eq. (15.2) or, through a more significant
expression, by

Mαγ =
∑

β

HI
αβHI

βγ

Eα −Eβ

=
∑

β

HI
αβHI

βγ

Eγ −Eβ

. (15.4)

Equation (15.3) can be regarded as a direct generalisation of Fermi’s golden rule
to second-order processes. Again, the presence of the Dirac delta function means
that the transition probability is different from zero only between states having the
same energy. Considering the structure of the equation, and in particular that one
of the matrix element Mαγ , we can interpret the transition process as a succession
of two subsequent events. We have first a transition in which the system goes from
the initial state |α〉 to the intermediate state |β〉. In such state the energy is not
conserved, and the state must be considered as a kind of “virtual state” in which the
system can exist only for a very short time interval �t (according to the uncertainty
principle we have that �t�E 	 �, with �E equal to the energy difference between
the initial or the final state and the intermediate state). Subsequently, the physical
system goes into the final state |γ 〉. We can therefore think that the transition occurs
“via” the intermediate state. In the following, we will refer to Eq. (15.3) with the
name of the generalised Fermi golden rule.

Before we can move on to applications, we have to see how the formalism intro-
duced in Chap. 11 needs to be modified in order to study the processes of interaction
between radiation and relativistic electrons. The only difference consists in the fact
that, to obtain the interaction Hamiltonian, we must apply the principle of minimal
coupling (Eq. (5.5)) to the Dirac Hamiltonian for the free particle instead of the
Schrödinger Hamiltonian. Recalling that the Dirac Hamiltonian HD is given by (see
Eq. (5.1))

HD = cα · p + βmc2,



15.2 Thomson Scattering (Quantum Approach) 341

denoting the new interaction Hamiltonian with the symbol HI
rel and considering the

interaction of the radiation field with a system of N electrons, we have

HI
rel = e0

N∑

i=1

α · AR(ri ), (15.5)

where α are the Dirac matrices and ri is the coordinate of the i-th electron.

15.2 Thomson Scattering (Quantum Approach)

Consider a photon of frequency ω interacting with a free electron at rest and suppose
that the photon energy �ω is much lower than mc2, the rest energy of the electron.
As we will see in more detail later on, when we discuss Compton scattering, under
this limit the process of scattering takes place in a coherent way, i.e. the scattered
photon has the same energy as the incident photon and the electron undergoes a
negligible recoil. We are interested in calculating the cross section for the process in
which a photon having wavenumber k (with k = ω/c) and polarisation characterised
by the unit vector e (in general complex) is scattered by an angle Θ , producing a
photon with wavenumber k′, frequency ω′, and polarisation characterised by the unit
vector e′ (also generally complex). To do this, we calculate the transition probability
per unit time using Fermi’s golden rule in the form

Pf i = 2π

�

∣∣〈Ψf|HI
quad|Ψi〉

∣∣2δ(Ei −Ef),

where |Ψi〉 and |Ψf〉 are, respectively, the initial and final eigenstates of the whole
system formed by the electron and the radiation field and HI

quad is the “quadratic” in-
teraction Hamiltonian given by Eq. (15.1), for the case of a single electron (N = 1).
Taking into account the expansion of the vector potential AR(r) in terms of creation
and annihilation operators (Eq. (4.5)), the Hamiltonian is

HI
quad = π�e2

0

mV
∑

kλ

∑

k′λ′

1√
ωkωk′

[
akλekλeik·r + a

†
kλe∗

kλe−ik·r]

× [ak′λ′ek ′λ′eik′·r + a
†
k′λ′e∗

k ′λ′e−ik′·r].
The initial and final states of the transition are the following: from the point of view
of the electromagnetic field, in the initial state we have a photon of frequency ω,
wavenumber k (with ω = ck), and polarisation characterised by the unit vector e,
while in the final state we have a photon of frequency ω′, wavenumber k′ (with
ω′ = ck′), and polarisation characterised by the unit vector e′. From the point of
view of the atomic system (a single electron) we suppose that in the initial and final
states the electron is described by the wavefunctions ψi(r) and ψf(r), respectively.
Using the formalism introduced in Chap. 11, we have

|Ψi〉 = ∣∣ψi(r);0,0, . . . ,1ke, . . . ,0, . . .
〉
,

|Ψf〉 = ∣∣ψf(r);0,0, . . . ,0, . . . ,1k′e′ , . . .
〉
.
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Considering the form of the state vectors and the expression of the interaction
Hamiltonian, we see that, among the infinite number of terms of the double sum
that appears in the expression of HI

quad, only two provide a non-zero contribution

to the matrix element 〈Ψf|HI
quad|Ψi〉. The first term is the one containing within the

first square bracket the operator of annihilation relative to the mode (ke) and in
the second square bracket the operator of creation relative to the mode (k′e′). The
second term is the one where the order of the same operators is inverted. In other
words, to calculate the matrix element we can apply to the Hamiltonian HI

quad the
following formal substitution

HI
quad → π�e2

0

mV
√
ωω′

[
akee eik·r · a†

k′e′e′∗e−ik′·r + a
†
k′e′e′∗e−ik′·r · akee eik·r].

The matrix element can now be easily calculated. Taking into account Eqs. (4.10)
and (4.11) to evaluate the matrix elements of the operators of creation and annihila-
tion, we obtain

〈Ψf|HI
quad|Ψi〉 = 2π�e2

0

mV
√
ωω′

(
e · e′∗)〈ψf(r)

∣∣ei(k−k′)·r∣∣ψi(r)
〉
.

We now need to evaluate the matrix element on the wavefunctions of the electron.
In the case of a free electron, such wavefunctions have the form of plane waves, i.e.

ψi(r)= 1√
V

eipi·r/�, ψf(r)= 1√
V

eipf·r/�,

where pi and pf are the momenta of the electron in the initial and final states, re-
spectively. We therefore obtain

〈
ψf(r)

∣∣ei(k−k′)·r∣∣ψi(r)
〉= 1

V

∫
ei(−pf/�+k−k′+pi/�)·r d3r.

This integral is equal to V if the final momentum of the electron pf is such that the
total momentum of the system is conserved, i.e. if

pf = pi + �k − �k′,

and is equal to zero otherwise. We have therefore obtained (as one would expect)
that in the scattering process the total momentum is conserved. On the other hand,
the electron is initially at rest (pi = 0) and the energy of the photon is much less
than the rest energy of the electron. Therefore, the effect of the variation in the
momentum of the electron �p = pf on the conservation of energy (hence on the
final frequency of the photon) can certainly be neglected. More formally, we can
think that the electron does not change its status during the scattering, so that we
have ψf(r)=ψi(r), and using the dipole approximation for which

ei(k−k′)·r 	 1,

we obtain
〈
ψf(r)

∣∣ei(k−k′)·r∣∣ψi(r)
〉	 〈ψi(r)

∣∣ei(k−k′)·r∣∣ψi(r)
〉	 〈ψi(r)

∣∣ψi(r)
〉= 1.
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These last arguments could be repeated for the case of a bound electron in an atom
or molecule. In this case we need to impose that the final state of the electron is the
same as the initial one. We therefore obtain, for either a free or a bound electron

〈Ψf|HI
quad|Ψi〉 = 2π�e2

0

mV
√
ωω′

(
e · e′∗),

and, for the transition probability per unit time

Pf i = 8π3
�e4

0

m2ωω′V2

∣∣e · e′∗∣∣2δ
(
�ω − �ω′).

We now need to obtain from this expression the cross section for scattering of the
initial photon. We start with the usual procedure of dividing the transition probabil-
ity per unit time by the flux of the incoming particles. Since we have only one photon
in the normalisation volume V , the flux is given by c/V . We then need to perform
a sum over the final states. This sum depends on the cross section that we intend to
define. We are interested in the cross section with fixed polarisation σ(Θ, e, e′) for
the scattering of a photon in the solid angle dΩ centred on the direction � which
forms an angle Θ with the direction of the initial photon. The number of final pho-
ton states having direction within dΩ and angular frequency within ω′ and ω′ + dω′
is given by the right-hand side of Eq. (4.3) divided by 2, i.e.

dN = V
8π3c3

ω′2 dω′ dΩ,

so we obtain

σ
(
Θ, e, e′)dΩ = �e4

0

m2c4ω

∣∣e · e′∗∣∣2 dΩ
∫

ω′δ
(
�ω − �ω′)dω′.

The presence of the Dirac delta has the obvious consequence that ω′ = ω so we
obtain the final expression for the differential cross section

σ
(
Θ, e, e′)= e4

0

m2c4

∣∣e · e′∗∣∣2,

or, recalling the definition of the classical radius of the electron (Eq. (3.26)),

σ
(
Θ, e, e′)= r2

c

∣
∣e · e′∗∣∣2. (15.6)

As we can see, the differential cross section depends explicitly only on the direc-
tion of the polarisation unit vectors and not on the direction of the final photon,
the dependence on the latter parameter being implicitly contained in the same unit
vectors.

The formula can be used to obtain the polarisation characteristics of the scattered
radiation (the radiation diagram) and the total scattering cross section. All the re-
sults are consistent with those obtained from classical electrodynamics in Sect. 3.5.
For example, we now show how the previous equation can be used to obtain the
cross section σ(Θ) for the scattering of the photon in the angle Θ independently
of the polarisation properties of the initial and final photons. To obtain this quantity
we must perform a sum over the final polarisations and an average over the initial
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polarisations. We introduce then two real unit vectors of polarisation e1 and e2, per-
pendicular to the direction of the initial photon and perpendicular to each other, and,
similarly, two real unit vectors e′

1 and e′
2 perpendicular to the direction of the final

photon and perpendicular to each other. We have

σ(Θ)= 1

2

∑

i=1,2

∑

j=1,2

σ
(
Θ, ei , e′

j

)= r2
c

2
S,

where

S =
∑

i=1,2

∑

j=1,2

(
ei · e′

j

)2
.

To evaluate this sum, we first note that, given two arbitrary vectors v and w, and
their dyadic product T = vw, we have

Tr(T)=
∑

i

(vw)ii =
∑

i

viwi = v · w.

Given this property, the sum S can be written in the form

S = Tr
[
(e1e1 + e2e2) · (e′

1e′
1 + e′

2e′
2

)]
.

Introducing the unit vectors u and u′ parallel to the direction of the initial and final
photons, respectively, it follows that (e1, e2,u) and (e′

1, e′
2,u′) are two Cartesian

orthogonal triads. We have, therefore,

e1e1 + e2e2 + u u = U, e′
1e′

1 + e′
2e′

2 + u′u′ = U, (15.7)

where U is the identity tensor (Uij = δij ). Substituting in the expression for S and
taking into account that Tr(U)= 3, we have

S = Tr
[
(U − u u) · (U − u′u′)]

= Tr(U)− Tr(u u)− Tr
(
u′u′)+ (u · u′)Tr

(
u u′)= 1 + cos2 Θ,

and substituting this result into the expression for σ(Θ)

σ(Θ)= r2
c

2

(
1 + cos2 Θ

)
. (15.8)

Finally, by integrating over the solid angle, we obtain the same classical result of
Sect. 3.6 ∫

σ(Θ)dΩ = 8π

3
r2

c = σT.

15.3 The Rayleigh and Raman Scattering (Quantum Approach)

We now discuss the Rayleigh and Raman scattering. We consider an atomic system
that in its initial state is described by the wavefunction2 ψi(r). A photon of fre-
quency ω, wavenumber k, and polarisation characterised by the unit vector e is in-
coming on the atomic system. The photon is scattered, producing a new photon with

2To simplify notations, we assume that the atomic system is composed of a single optical electron.
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frequency ω′, wavenumber k′, and polarisation characterised by the unit vector e′.
The state of the atomic system is described, after the scattering, by the wavefunc-
tion ψf(r). If the final state is the same as the initial one, or, more generally, if the
energies of the final and initial states are the same, we have Rayleigh scattering. On
the contrary, if the energy of the final state is different we have Raman scattering.
In any case, denoting by εi and εf the energies of the atomic system in their initial
and final state, the frequency of the scattered photon is related to that one of the
incoming photon by

ω′ = ω + εi − εf

�
.

Obviously, ω′ = ω for Rayleigh scattering, while for Raman scattering ω′ can be
either larger or smaller than ω. If ω′ < ω we have the so-called Stokes transitions,
while if ω′ >ω we have the so-called anti-Stokes transitions.

The transition probability of the process can be calculated using the generalised
Fermi golden rule (Eqs. (15.3) and (15.4)). Denoting as usual by |Ψi〉 and |Ψf〉 the
initial and final states of the whole physical system (the atomic system and the
radiation field), and by |Ψn〉 an arbitrary state of the same system (intermediate or
virtual state), the transition probability per unit time is given by

Pf i = 2π

�
|Mf i|2δ(Ef −Ei),

where

Mf i =
∑

n

〈Ψf|HI|Ψn〉〈Ψn|HI|Ψi〉
Ei −En

.

The initial and final states of the whole system are described by the state vectors

|Ψi〉 = ∣∣ψi(r);0,0, . . . ,1ke, . . . ,0, . . .
〉
,

|Ψf〉 = ∣∣ψf(r);0,0, . . . ,0, . . . ,1k′e′ , . . .
〉
.

Recalling the expression of the interaction Hamiltonian, we obtain that the only
intermediate states that contribute to the sum are of the type

|Ψn〉 = ∣∣ψn(r);0,0, . . . ,0ke, . . . ,0k′e′ , . . .
〉
,

or

|Ψn〉 = ∣∣ψn(r);0,0, . . . ,1ke, . . . ,1k′e′ , . . .
〉
,

where |ψn(r)〉 is any state of the atomic system, whose energy is denoted by εn.
As we have seen for the Thomson scattering, also in this case we have that the
radiation field can have two intermediate states, corresponding, respectively, to the
annihilation of the photon (ke) from the second Hamiltonian and the creation of
the photon (k′e′) from the first Hamiltonian, as well as the opposite case (when the
actions of the two Hamiltonians are inverted). The differences in the energies that
appear in the denominator of the expression for Mf i are given, in the two cases, by

Ei −En = εi − εn + �ω, and Ei −En = εi − εn − �ω′.
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The matrix element can now be calculated directly from the expressions of the in-
teraction Hamiltonian and of the operator AR(r). Using the dipole approximation
for the matrix elements relative to the atomic system, we have

Mf i = 2π�e2
0

m2V
√
ωω′

∑

n

[ 〈ψf|p · e′∗|ψn〉〈ψn|p · e|ψi〉
εi − εn + �ω

+ 〈ψf|p · e|ψn〉〈ψn|p · e′∗|ψi〉
εi − εn − �ω′

]
.

The calculation of the cross section then proceeds according to the scheme pre-
viously followed for Thomson scattering. The transition probability per unit time
must be divided by the flux of the incoming photons and then the sum over the final
photon states must be carried out. The differential cross section depends now also
on the initial and final electronic states (as well as on the directions and the polari-
sation of the photons), and therefore requires in its definition the additional indexes
f and i. We have, after simple transformations

σf i
(
Θ, e, e′)= r2

c
ω′

ω

∣∣∣∣
1

m

∑

n

[ 〈ψf|p · e′∗|ψn〉〈ψn|p · e|ψi〉
εi − εn + �ω

+ 〈ψf|p · e|ψn〉〈ψn|p · e′∗|ψi〉
εi − εn − �ω′

]∣∣∣∣

2

. (15.9)

This equation is referred to as the Kramers-Heisenberg equation and describes
both Rayleigh and Raman scattering. In the case of Rayleigh scattering, where the
final and initial electronic states coincide, (and therefore the frequency ω coincides
with the frequency ω′), a second contribution that originates from the quadratic
interaction Hamiltonian HI

quad needs to be added. This contribution is exactly the
same as the one we have calculated for Thomson scattering (Eq. (15.6)), so the
Kramers-Heisenberg equation becomes

[
σf i
(
Θ, e, e′)]

Ray = r2
c

∣∣∣∣
(
e · e′∗)δf i + 1

m

∑

n

[ 〈ψf|p · e′∗|ψn〉〈ψn|p · e|ψi〉
εi − εn + �ω

+ 〈ψf|p · e|ψn〉〈ψn|p · e′∗|ψi〉
εi − εn − �ω′

]∣∣∣
∣

2

. (15.10)

The Kramers-Heisenberg equation is very general, but considering the approxi-
mations we introduced to obtain it, it can be used only far away from resonances.
These occur for particular values of ω (and ω′) such that one of the denominators
of the fractions contained within the square brackets of Eqs. (15.9) and (15.10) is
null. For such values, the equation diverges. This is due to the fact that we have
neglected damping phenomena. In classical terms, we have neglected the damping
force due to the reaction on the atom of the emitted radiation. A coherent intro-
duction of these phenomena within quantum electrodynamics is a complex topic,
beyond the scope of this volume. We also note that near resonances one of the two
summands in the square brackets clearly prevails over the other (and also over the
term in (e · e′∗) of Eq. (15.10)). In the most common case where the initial atomic
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Fig. 15.1 Geometry of the Compton effect. A photon of frequency ω incident on an electron at
rest is scattered, at frequency ω′, along the direction defined by the angle Θ . The electron suffers
a recoil and gains kinetic energy. The plane containing the three directions is called the scattering
plane

state is the ground state of the atom, the first term in the square brackets prevails and
the Kramers-Heisenberg equation can be written in the following simplified form

σf i
(
Θ, e, e′)= r2

c

m2

ω′

ω

∣∣∣∣
∑

n

〈ψf|p · e′∗|ψn〉〈ψn|p · e|ψi〉
εi − εn + �ω

∣∣∣∣

2

.

15.4 Compton Scattering, Kinematic Aspects

Having analysed the scattering processes in the non-relativistic case, we now turn
to the relativistic case. Consider a photon interacting with a free electron at rest.
If the photon has sufficient energy, part of this energy is transferred to the electron
and its frequency decreases. At the same time the photon is deflected by an angle Θ
with respect to the initial direction, as shown in Fig. 15.1. The kinematic relations
among the various quantities involved can be easily determined from the momentum
and energy conservation. We denote respectively by k and ω the wavenumber and
frequency of the photon before impact and with k′ and ω′ the same quantities after
the collision. We also denote by p′ and ε′ the momentum and energy of the electron
after the collision. Obviously, we have

ω = ck, ω′ = ck′, ε′ =
√
c2p′2 +m2c4.

According to the conservation laws we must have, since the electron is initially at
rest,

�k = �k′ + p′, �ω +mc2 = �ω′ + ε′.

Eliminating ε′ and squaring we obtain

c2p′2 = �
2(ω −ω′)2 + 2mc2

�
(
ω −ω′),

while getting p′ from the equation for the momentum conservation and squaring we
have

c2p′2 = �
2(ω2 +ω′2 − 2ωω′ cosΘ

)
.
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From the last two equation we obtain, with simple algebra

ωω′(1 − cosΘ)= mc2

�

(
ω −ω′), (15.11)

so we can express ω′ as a function of ω by the equation

ω′

ω
= mc2

mc2 + �ω(1 − cosΘ)
.

The kinematic relation between ω′ and ω is usually written in a more meaningful
way. Dividing both sides of Eq. (15.11) by the product ωω′ we have

1

ω′ − 1

ω
= �

mc2
(1 − cosΘ), (15.12)

and introducing instead of the angular frequencies ω and ω′ the respective wave-
lengths λ and λ′, defined by

λ= 2πc

ω
, λ′ = 2πc

ω′ ,

we obtain

λ′ − λ= λC(1 − cosΘ),

where the quantity λC, referred to as the Compton wavelength of the electron, is
given by

λC = h

mc
	 2.426 × 10−10 cm.

As we can see, the increase of the photon wavelength �λ = λ′ − λ is always lim-
ited between 0 and 2λC, independently of the wavelength of the incoming photon.
The relative variation �λ/λ is of the order of 5 × 10−6 for visible radiation and
is therefore difficult to observe. In this limit of long wavelengths, the scattering
is practically coherent, as we anticipated in Sect. 15.2 when we discussed Thom-
son scattering. The relative variations become significant only at short wavelengths,
where the photon energy becomes comparable to the rest energy of the electron.
Indeed the Compton effect was discovered by irradiating X-rays onto electrons.

Finally, we note that the electron, initially at rest, during the collision gains form
the photon an energy �E given by

�E = ε′ −mc2 = �
(
ω −ω′),

which can also be expressed with simple algebra in the form

�E = �ω
�ω(1 − cosΘ)

mc2 + �ω(1 − cosΘ)
.

15.5 Compton Scattering, Dynamic Aspects

In the previous section we have discussed the kinematics of Compton scattering.
In this section we examine the same phenomenon in the framework of quantum



15.5 Compton Scattering, Dynamic Aspects 349

electrodynamics. We will obtain the laws of conservation of momentum and energy,
and determine the general expression for the cross section of the process. Recalling
the considerations developed in the introductory paragraph of this chapter, we use
the generalised Fermi rule (Eq. (15.3)) to express the transition probability per unit
time from the initial state |Ψi〉 having energy Ei, to the final state |Ψf〉 with energy
Ef. Furthermore, since in this case relativistic phenomena play a crucial role, we
use for the interaction Hamiltonian the relativistic expression of Eq. (15.5). The
probability per unit time is then given by

Pf i = 2π

�
|Mf i|2δ(Ei −Ef), (15.13)

where

Mf i =
∑

n

(HI
rel)fn(HI

rel)ni

Ei −En
. (15.14)

The matrix elements of this equations are given by
(
HI

rel

)
fn = 〈Ψf|HI

rel|Ψn〉,
(
HI

rel

)
ni = 〈Ψn|HI

rel|Ψi〉,
where |Ψn〉 is any intermediate (or virtual) state of the whole system and the sum
is extended to all possible intermediate states. We will use this equation to evaluate
the cross section for the Compton effect in the general relativistic case, in which the
energy of the photon is comparable with that of the electron at rest. We have seen
that in the non-relativistic case, previously discussed, the total cross section for the
process is σT, the Thomson cross section.

We begin by calculating the probability per unit time that a transition occurs be-
tween the initial state which contains, from the point of view of the radiation field, a
photon of frequency ω, wavenumber k (with ω = ck), and polarisation characterised
by the unit vector e, and the final state, which contains a photon of frequency ω′,
wavenumber k′ (with ω′ = ck′) and polarisation characterised by the unit vector e′.
From the point of view of the atomic system (composed in this case by a free elec-
tron) we assume that in its initial state the electron has momentum p, energy ε, and
spin characterised by the index r , while in its final state has momentum p′, energy
ε′ , and spin characterised by the index s. Obviously, we have

ε =
√
c2p2 +m2c4, ε′ =

√
c2p′2 +m2c4.

The initial and final states are therefore described by the state vectors

|Ψi〉 = ∣∣ψ(r)
p (x);0,0, . . . ,1ke, . . . ,0, . . .

〉
,

|Ψf〉 = ∣∣ψ(s)
p′ (x);0,0, . . . ,1k′e′, . . . ,0, . . .

〉
,

where ψ
(r)
p (x) and ψ

(s)
p′ (x) are eigenfunctions of the Dirac Hamiltonian relative,

respectively, to the electron in the initial and final state, of the type of the spinors
introduced in Sect. 5.1. The interaction Hamiltonian is given by Eq. (15.5), that,
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considering the case of a single electron and recalling the expression of the vector
potential operator given by Eq. (4.5), becomes

HI
rel =

∑

kλ

e0c

√
2π�

ωkV
α · (akλekλeik·x + a

†
kλe∗

kλe−ik·x),

where α are the Dirac matrices. The energies of the initial and final states are given
by

Ei = ε + �ω, Ef = ε′ + �ω′,

and the presence of the Dirac delta in the expression for the transition probability
ensures that energy is conserved.

We are now going to consider what are the possible intermediate states that con-
tribute to the sum, namely those states for which the matrix elements (HI

rel)fn and
(HI

rel)ni are non-null. Regarding the radiation field, since the interaction Hamilto-
nian is linear in the operators of creation and annihilation, we see immediately that
there are only two photon states that are contributing to the sum, namely

|0,0, . . . ,0ke, . . . ,0k′e′ , . . .〉, |0,0, . . . ,1ke, . . . ,1k′e′ , . . .〉.
In the first case the second Hamiltonian (that one that first operates on |Ψi〉) annihi-
lates the photon (k, e), while the first one creates the photon (k′, e′). In the second
case, on the contrary, the second Hamiltonian creates the photon (k′, e′), while the
first one annihilates the photon (k, e). Taking this into account and recalling the
formulae of the matrix elements of the operators of creation and annihilation, we
obtain for the matrix element Mf i of Eq. (15.14)

Mf i = 2πe2
0c

2
�

V
√
ωω′ (A+B),

where

A=
∑

qt

〈
ψ

(s)

p′ (x)
∣∣(α · e′∗)e−ik′·x∣∣ψ(t)

q (x)
〉 1

ε + �ω − εq

× 〈ψ(t)
q (x)

∣∣(α · e)eik·x∣∣ψ(r)
p (x)

〉
,

B =
∑

qt

〈
ψ

(s)

p′ (x)
∣
∣(α · e)eik·x∣∣ψ(t)

q (x)
〉 1

ε − �ω′ − εq

× 〈ψ(t)
q (x)

∣∣(α · e′∗)e−ik′·x∣∣ψ(r)
p (x)

〉
.

We now take into account the fact that the normalised wavefunctions of the free
electrons are of the form

ψ(r)
p = 1√

V
eip·x/�Wr (p), ψ

(s)

p′ = 1√
V

eip′·x/�Ws

(
p′),

ψ(t)
q = 1√

V
eiq·x/�Wt (q),
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where the quantities W are the spinors introduced in Sect. 5.1, and that we rewrite
here as

W1 (q)= C

⎛

⎜
⎝

εq +mc2

0
cqz
cq+

⎞

⎟
⎠ , W2 (q)= C

⎛

⎜
⎝

0
εq +mc2

cq−
−cqz

⎞

⎟
⎠ ,

W3 (q)= C

⎛

⎜
⎝

−cqz
−cq+

εq +mc2

0

⎞

⎟
⎠ , W4 (q)= C

⎛

⎜
⎝

−cq−
cqz
0

εq +mc2

⎞

⎟
⎠ ,

with

C = 1
√

2εq(εq +mc2)

, εq =
√
c2q2 +m2c4.

We recall also that W1 (q) and W2 (q) are positive-energy spinors, while W3 (q) and

W4 (q) are negative-energy spinors.
The integrals in d3x over the wavefunctions, implicitly contained in the matrix

elements, are trivial and lead to the conservation of momentum. The sum over q
that appears in the term A provides a non-zero contribution only if q = (p + �k)
and also q = (p′ + �k′), while the similar sum that appears in the term B gives a
non-zero contribution only if q = (p −�k′) and also q = (p′ −�k). In any case, one
must have

p + �k = p′ + �k′.

In what follows we will use the symbols g and h to indicate the momentum of the
electron in the intermediate state corresponding, respectively, to the terms A and B .
We then put

g = p + �k, h = p − �k′. (15.15)

The corresponding energies of the electron in the intermediate states are given by
±εg e ±εh, where

εg =
√
c2(p + �k)2 +m2c4, εh =

√
c2
(
p − �k′)2 +m2c4, (15.16)

and where the sign ± must be chosen depending on whether states with positive
(t = 1,2) or negative (t = 3,4) energy are considered. It is easy to verify that, in any
case, in the intermediate state energy is not conserved. As we have seen previously,
the intermediate state must therefore be considered as a virtual state in which the
electron exists only during an extremely short time �t such that �t�E 	 �, where
�E = Ei − En is the energy difference between the initial (or final) state and the
intermediate state. Sometimes, and especially in quantum electrodynamics, we refer
to virtual states as those states that do not conserve energy and which are therefore
outside the so-called energy-shell. The physical processes that we are analysing
here are conveniently illustrated by the two typical Feynman diagrams of Fig. 15.2.
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Fig. 15.2 Feynman diagrams for the Compton effect. Diagram (a) describes the process where the
photon of momentum k is absorbed (destroyed) and that one of momentum k′ is emitted (created).
Diagram (b) describes the process where the same phenomena occur in the reverse order. In the
intermediate virtual state, the electron has momentum g in case (a) and h in case (b)

Returning to our problem, and noting that the integrals in d3x of the exponentials
are equal to V when momentum is conserved, the expression for Mf i is

Mf i = 2πe2
0c

2
�

V
√
ωω′

(∑

t

W †
s

(
p′)(α · e′∗)Wt (g)

1

ε + �ω ∓ εg
W

†
t (g)(α · e)Wr (p)

+
∑

t

W †
s

(
p′)(α · e)Wt (h)

1

ε − �ω′ ∓ εh
W

†
t (h)

(
α · e′∗)Wr (p)

)
,

(15.17)

where, in front of the factors εg and εh, we must take the minus sign for t = 1,2
and the plus sign for t = 3,4. At this point it is important to note that the sum
over the virtual states must be extended to the negative-energy states, although these
states are fully occupied, according to the hypothesis of the Fermi sea. Referring, for
example, to the first Feynman diagram and the case where t = 3,4, the intermediate
state is in effect one in which the photon (k, e) is absorbed by an electron in the
Fermi sea, which creates a virtual electron-positron pair. In the intermediate state
we therefore have two electrons (the original and the “new” one) and a positron. In
the transition to the final state, the original electron decays into the hole of the Fermi
sea, annihilating the positron and emitting the photon (k′, e′). The end results are the
same either if the sum over the intermediate states is extended to the negative-energy
electronic states, or if we introduce as intermediate states also the positronic states
(which, however, would require a formally more in-depth discussion, well beyond
the scope of this volume).

We now perform the sum over the spin states of the intermediate electron. Re-
ferring to the first of the two terms, one must evaluate the matrix S given by the
sum

S =
∑

t=1,2

Wt (g)
1

ε + �ω − εg
W

†
t (g)+

∑

t=3,4

Wt (g)
1

ε + �ω + εg
W

†
t (g).

To write this matrix in a more convenient form, we define the matrices P+ and P−,
called projection operators, by the equations

P+ =
∑

t=1,2

Wt (g)W
†
t (g), P− =

∑

t=3,4

Wt (g)W
†
t (g). (15.18)
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Using these matrices we can write

S = P+
ε + �ω − εg

+ P−
ε + �ω + εg

. (15.19)

We also note that, since the spinors are the normalised eigenvectors of an Hermitian
matrix, we have

P+ + P− = 1.

On the other hand we also have

HgP+ = εgP+, HgP− = −εgP−,

where Hg is the Dirac Hamiltonian corresponding to the momentum g, i.e.

Hg = cα · g + βmc2.

By summing the previous equations we get

Hg(P+ + P−)= εg(P+ − P−),

from which we obtain, being P+ + P− = 1,

P+ − P− = Hg

εg
.

This equation, together with the one for (P+ + P−), can be used to write the two
matrices P+ and P− in the form

P+ = εg +Hg

2εg
, P− = εg −Hg

2εg
. (15.20)

By substituting this result into Eq. (15.19), after some simple algebra we can express
the sum S , usually called in quantum field theory the “propagator”, by the equation

S = Hg + ε + �ω

(ε + �ω)2 − ε2
g
.

Following similar steps for the sum over the spin states in the second term of
Eq. (15.17), we can write the matrix element Mf i as

Mf i = 2πe2
0c

2
�

V
√
ωω′ Rf i, (15.21)

where

Rf i =W †
s

(
p′)(α · e′∗) Hg + ε + �ω

(ε + �ω)2 − ε2
g
(α · e)Wr (p)

+W †
s

(
p′)(α · e)

Hh + ε − �ω′

(ε − �ω′)2 − ε2
h

(
α · e′∗)Wr (p). (15.22)

The expression that we have found for Mf i is very general and, evaluating its
square modulus, we can determine the transition probability for any combination
of kinematic parameters, spin states, and polarisation states of the initial and final
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electrons and photons. Before proceeding any further, it is however important to
point out a fundamental property of the above quantities. This property is related to
the invariance of physical phenomena under gauge transformations. If we perform
the transformation

α · e → α · e +C(α · u − 1),

where C is an arbitrary constant and u is the unit vector pointing along the direction
of the initial photon (u = k/k), the quantity Rf i does not change. Similarly, if we
perform the transformation

α · e′∗ → α · e′∗ +C′(α · u′ − 1
)
,

where C′ is another arbitrary constant and u′ is the unit vector of the direction of
the final photon (u′ = k′/k′), the quantity Rf i does not change. This property is
demonstrated in Sect. 16.14.

Returning to the evaluation of the quantity Mf i of Eq. (15.21), we note that
the spin states of the electrons are quantities that, in general, are of minor physical
interest. It is therefore appropriate to calculate, in the square modulus of the matrix
element, the sum over the spin states of the final electron and the average over
the spin states of the initial electron. To calculate this quantity, later denoted by
〈|Mf i|2〉, it is convenient to introduce two matrices, A and B, defined by

A = (α · e′∗) Hg + ε + �ω

(ε + �ω)2 − ε2
g
(α · e),

B = (α · e)
Hh + ε − �ω′

(ε − �ω′)2 − ε2
h

(
α · e′∗).

(15.23)

With these definitions, the matrix element Mf i becomes

Mf i = 2πe2
0c

2
�

V
√
ωω′ W

†
s

(
p′)(A+B)Wr (p),

so we obtain

〈|Mf i|2
〉= 4π2e4

0c
4
�

2

V2ωω′
1

2

∑

r,s=1,2

W †
s

(
p′)(A+B)Wr (p)W

†
r (p)

(
A† +B†)Ws

(
p′).

To calculate the sums over r and s we can use the results about the projection opera-
tors that we obtained previously (see Eqs. (15.18) and (15.20)). Taking into account
that

∑

r=1,2

Wr (p)W
†
r (p)= ε +Hp

2ε
,

∑

s=1,2

Ws

(
p′)W †

s

(
p′)= ε′ +Hp′

2ε′ ,

and using the definition of the trace of a matrix (by which a scalar product of the
form W †XW can be written in the form Tr(WW †X ), with X an arbitrary matrix),
we get

〈|Mf i|2
〉= 4π2e4

0c
4
�

2

V2ωω′
1

8εε′ T , (15.24)
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where

T = Tr
[(
ε′ +Hp′

)
(A+B)(ε +Hp)

(
A† +B†)]. (15.25)

The calculation of this expression is, in general, rather complex, even though it
does not present any particular conceptual difficulty. Some formal simplifications
can be obtained using the formalism of the quadrivectors and of the so-called γ

matrices, as shown in Sect. 16.15. Without introducing this formalism, we will see
in the next section how the trace T can be computed in the simplified case where
the electron is assumed initially at rest. We will then obtain the well-known Klein-
Nishina equation.

15.6 The Klein-Nishina Equation

Consider the case where the initial electron is at rest. To further simplify the calcu-
lation, we also assume that the polarisation unit vectors e and e′ are real. Recalling
Eq. (15.15), for the various terms appearing in Eq. (15.25) we have

ε =mc2, ε′ =mc2 + �
(
ω −ω′), g = �k, h = −�k′,

from which, considering Eq. (15.16), we obtain the expressions appearing in the
denominator of the matrices A and B of Eq. (15.23), that is

(ε + �ω)2 − ε2
g = 2mc2

�ω,
(
ε − �ω′)2 − ε2

h = −2mc2
�ω′.

Considering the explicit forms of Hg and Hh we obtain

A = (α · e′) (α · k)�c + (1 + β)mc2 + �ω

2mc2�ω
(α · e),

B = (α · e)
(α · k′)�c − (1 + β)mc2 + �ω′

2mc2�ω′
(
α · e′).

Noting that Hp = βmc2 (since the electron is initially at rest, hence p = 0), the trace
of Eq. (15.25) is

T = Tr
[(
ε′ +Hp′

)
(A+B)(1 + β)mc2(A† +B†)]. (15.26)

We can now simplify the previous relations by noting that the quantity (1+β)mc2

in the numerator of the expressions for A and B (and of their adjoints) can simply
be omitted. This is because the α matrices anticommute with the matrix β , so we
have, for an arbitrary vector v

(1 + β)(α · v)(1 + β)= (α · v)(1 − β)(1 + β)= (α · v)
(
1 − β2)= 0,

where the last step is due to the fact that β2 = 1. Considering then the sum A + B
and taking into account this simplification we have, with simple algebra

A+B = 1

2mc2

[(
α · e′)(α · u)(α · e)+ (α · e)

(
α · u′)(α · e′)]

+ 1

2mc2

[(
α · e′)(α · e)+ (α · e)

(
α · e′)],
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where u and u′ are the unit vectors directed, respectively, along k and k′. On the
other hand, for the anticommutation properties of the α matrices, we have

(
α · e′)(α · e)+ (α · e)

(
α · e′)= 2

(
e′ · e

)
,

so we obtain

A+B = 1

2mc2
(2a + E +F), (15.27)

where we have introduced the quantities

a = e′ · e, E = (α · e′)(α · u)(α · e), F = (α · e)
(
α · u′)(α · e′). (15.28)

Taking into account these results and writing for convenience the matrix (ε′ +Hp′)
in the form

ε′ +Hp′ =mc2(b + β + α · d), (15.29)

where the dimensionless quantities b and d are defined by

b = 1 + �ω − �ω′

mc2
, d = �

mc

(
k − k′)= �ω

mc2
u − �ω′

mc2
u′, (15.30)

we obtain, by substitution of Eqs. (15.27) and (15.29) in Eq. (15.26)

T = 1

4
Tr
{
(b + β + α · d)(2a + E +F)(1 + β)

(
2a + E† +F†)}.

We now consider the product P defined by

P = (2a + E +F)(1 + β)
(
2a + E† +F†).

Taking into account the anticommutation properties of the Dirac matrices, it can be
transformed in the following way

P = (2a + E +F)
(
2a + E† +F†)+ β(2a − E −F)

(
2a + E† +F†)

= 4a2 + 2a
(
E† +F† + E +F

)+ EE† +FF† + EF† +FE†

+ β
[
4a2 + 2a

(
E† +F† − E −F

)− EE† −FF† − EF† −FE†].

We now note that the two products EE† and FF† are both equal to the unit matrix.
This result is obtained from the anticommutation properties of the α matrices by
which, if v and w are two arbitrary vectors, we have

(α · v)(α · v)= v2, (15.31)

(α · v)(α · w)= −(α · w)(α · v)+ 2v · w, (15.32)

so that, for example, applying three times Eq. (15.31)

EE† = (α · e′)(α · u)(α · e)(α · e)(α · u)
(
α · e′)

= (α · e′)(α · u)(α · u)
(
α · e′)= (α · e′)(α · e′)= 1.

Taking into account this result, we have that the trace T is given by

T = 1

4
Tr
{
(b + β + α · d)

[
4a2 + 2 + 2a

(
E† +F† + E +F

)+ EF† +FE†]

+ (b + β + α · d)β
[
4a2 − 2 + 2a

(
E† +F† − E −F

)− EF† −FE†]}.
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We now note that the traces of matrices obtained from the product of α and β ma-
trices are all zero, unless such product does not contain an even (or null) number
of α matrices and an even (or null) number of β matrices. Taking into account this
property, as well as the fact that the E and F matrices are obtained from the product
of three α matrices, and that β2 = 1, we have

T = 1

4
Tr
{
4(b + 1)a2 + (b − 1)

(
2 + EF† +FE†)

+ 2a(α · d)
(
E† +F† + E +F

)}
.

We now need to recall a few properties of the trace of a matrix. Given an arbitrary
matrix M we have Tr(M) = [Tr(M†)]∗, and for any M and N matrices Tr(MN) =
Tr(NM). If we now also recall that the α matrices are Hermitian, that the trace of
the unit matrix is 4, and that the quantities b and d are real, we obtain

T = 4(b + 1)a2 + 1

2
(b − 1)

{
4 + Re

[
Tr
(
EF†)]}+ aRe

{
Tr
[
(α · d)

(
E† +F†)]}.

(15.33)

We now calculate the traces of the matrices that are left in this expression. Recalling
Eqs. (15.28), we have

Tr
(
EF†)= Tr

[(
α · e′)(α · u)(α · e)

(
α · e′)(α · u′)(α · e)

]
.

Taking into account that the unit vector u is orthogonal to the unit vector e, that the
unit vector u′ is orthogonal to the unit vector e′, and recalling Eq. (15.32), we have

Tr
(
EF†)= Tr

[(
α · e′)(α · e)(α · u)

(
α · u′)(α · e′)(α · e)

]

= Tr
[(

α · e′)(α · e)
(
α · e′)(α · e)(α · u)

(
α · u′)],

where we have used successively the cyclic property of the trace. We now apply to
the first pair of scalar products the substitution

(
α · e′)(α · e)= −(α · e)

(
α · e′)+ 2a,

where we have used Eq. (15.32) (again) and the definition of a given by Eq. (15.28).
Using also Eq. (15.31) we obtain

Tr
(
EF†)= 2aTr

[(
α · e′)(α · e)(α · u)

(
α · u′)]− Tr

[
(α · u)

(
α · u′)]. (15.34)

We now calculate the other trace. We have

Tr
[
(α · d)

(
E† +F†)]= Tr

[
(α · d)(α · e)(α · u)

(
α · e′)]

+ Tr
[
(α · d)

(
α · e′)(α · u′)(α · e)

]
.

Recalling the definition of the vector d (Eq. (15.30)), we obtain four terms

Tr
[
(α · d)

(
E† +F†)]= �ω

mc2

{
Tr
[
(α · u)(α · e)(α · u)

(
α · e′)]

+ Tr
[
(α · u)

(
α · e′)(α · u′)(α · e)

]}

− �ω′

mc2

{
Tr
[(

α · u′)(α · e)(α · u)
(
α · e′)]

+ Tr
[(

α · u′)(α · e′)(α · u′)(α · e)
]}
.
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Using Eq. (15.32) and taking into account the cyclic property of the trace and the
orthogonality of the polarisation unit vectors with respect to the direction of propa-
gation, we obtain

Tr
[
(α · d)

(
E† +F†)]= �ω′ − �ω

mc2

{
Tr
[
(α · e)

(
α · e′)]

+ Tr
[(

α · e′)(α · e)(α · u)
(
α · u′)]}. (15.35)

We can now finally evaluate the expression of T . Recalling the definition of b

(Eq. (15.30)) and substituting Eqs. (15.34) and (15.35) into Eq. (15.33), we obtain,
with some algebra, that

T = 8a2 + �ω − �ω′

mc2

{
4a2 + 2 − 1

2
Re
{
Tr
[
(α · u)

(
α · u′)]}

− aRe
{
Tr
[
(α · e)

(
α · e′)]}

}
.

Considering that, for two arbitrary vectors v and w, we have

Tr
[
(α · v)(α · w)

]= 4v · w,

we obtain

Tr
[
(α · u)

(
α · u′)]= 4 cosΘ, Tr

[
(α · e)

(
α · e′)]= 4e · e′ = 4a,

where Θ is the angle defined in Fig. 15.1 and where we have used the definition of
a (Eq. (15.28)). After simple substitutions of these results, we get

T = 8a2 + 2
�ω − �ω′

mc2
(1 − cosΘ).

Finally, noting that, according to the kinematic relations, the quantity (1 − cosΘ)

can be written in the form (see Eq. (15.12))

1 − cosΘ = mc2

�

(
1

ω′ − 1

ω

)
,

and recalling that a = e · e′, the expression for T can be written in the more mean-
ingful form

T = 2

[
ω

ω′ + ω′

ω
− 2 + 4

(
e · e′)2

]
.

To finish the calculation of the transition probability, the expression for T needs
to be substituted into Eq. (15.24). Recalling that ε =mc2, we have

〈|Mf i|2
〉= π2e4

0c
2
�

2

V2mωω′ε′

[
ω

ω′ + ω′

ω
− 2 + 4

(
e · e′)2

]
.



15.6 The Klein-Nishina Equation 359

Recalling Eq. (15.13), the transition probability per unit time is

Pf i = 2π3e4
0c

2
�

V2mωω′ε′

[
ω

ω′ + ω′

ω
− 2 + 4

(
e · e′)2

]
δ(Ei −Ef).

The calculation of the cross section proceeds according to the method that we
have already used in Sect. 15.2 to find the Thomson cross section and in Sect. 15.3
to obtain the Rayleigh and Raman cross sections. The transition probability per
unit time must be divided by the flux of the incident photons, given by the usual
expression c/V . We then need to sum over the final states. The interesting quantity
is the cross section at fixed polarisation (i.e. at e and e′ fixed) σ(Θ, e, e′) for the
scattering of a photon in the solid angle dΩ centered around a direction � which
forms an angle Θ with the direction of the initial photon. The number of final photon
states with direction contained in the solid angle dΩ and angular frequency between
ω′ and ω′ + dω′ is given by the right hand side of Eq. (4.3) divided by 2, or

dN = V
8π3c3

ω′2 dω′ dΩ.

We therefore obtain

σ
(
Θ, e, e′)dΩ = e4

0�

4mc2ω
dΩ
∫

ω′

ε′

[
ω

ω′ + ω′

ω
− 2 + 4

(
e · e′)2

]
δ(Ei −Ef)dω′.

The presence of the Dirac delta has the obvious consequence that all the quantities
within the integral need to be evaluated in such a way that energy is conserved.
Moreover, the presence of the delta introduces a multiplicative factor, given by the
change of variable from ω′ to Ef, which results in

∣∣∣∣
∂ω′

∂Ef

∣∣∣∣=
1

|∂Ef/∂ω′| .

On the other hand, being

ε′ =
√
m2c4 + c2p′2 =

√
m2c4 + �2ω2 + �2ω′2 − 2�2ωω′ cosΘ,

we have

Ef = �ω′ + ε′ = �ω′ +
√
m2c4 + �2ω2 + �2ω′2 − 2�2ωω′ cosΘ,

so that

∂Ef

∂ω′ = �+ �
2(ω′ −ω cosΘ)

ε′ = �
ε′ + �ω′ − �ω cosΘ

ε′ .

Recalling the kinematic relations, according to which

ε′ + �ω′ =mc2 + �ω, mc2 + �ω(1 − cosΘ)= mc2ω

ω′ ,

we obtain

∂Ef

∂ω′ = �mc2ω

ε′ω′ .
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Substituting this result and recalling the definition of the classical radius of the elec-
tron (rc = e2

0/(mc2)), we finally obtain the Klein-Nishina equation

σ
(
Θ, e, e′)= r2

c

4

ω′2

ω2

[
ω

ω′ + ω′

ω
− 2 + 4

(
e · e′)2

]
. (15.36)

In many cases, we are interested in the cross section σ(Θ) for the scattering of the
photon in the angle Θ , independently of the polarisation property of both the initial
and the final photon. To obtain this quantity we must sum over the final polarisations
and average over the initial polarisations, following the same procedure that we have
already used in Sect. 15.2 to obtain the Thomson cross section. We introduce two
real unit vectors of polarisation e1 and e2. They are perpendicular to the direction
of the initial photon and perpendicular to each other. Similarly, we introduce two
real unit vectors e′

1 and e′
2, perpendicular to the direction of the final photon and

perpendicular to each other. We need to calculate the quantity

σ(Θ)= 1

2

∑

i=1,2

∑

j=1,2

σ
(
Θ, ei , e′

j

)
.

The result of this sum (see Sect. 15.2 for the calculation of the sum over i and j of
the quantity (ei · e′

j )
2) leads to a new expression for the Klein-Nishina cross section

which is independent of the polarisation properties of the photons

σ(Θ)= r2
c

2

ω′2

ω2

(
ω

ω′ + ω′

ω
− sin2 Θ

)
. (15.37)

In this expression (as in the previous one), the dependence on Θ is effectively con-
tained also in the ω′/ω and ω/ω′ ratios, which, recalling the kinematic relations, are
given as a function of Θ by the expressions

ω′

ω
= 1

1 + ε(1 − cosΘ)
,

ω

ω′ = 1 + ε(1 − cosΘ), (15.38)

where we have introduced the quantity ε, the energy of the initial photon, written in
terms of the rest energy of the electron

ε = �ω

mc2
. (15.39)

Figure 15.3 illustrates, by means of a radiation diagram, how the cross section
varies as a function of Θ for various values of the parameter ε. As shown by the
figure, the cross section for forward scattering remains constant with varying photon
energy, while the cross section in the other directions decreases significantly (and
monotonically) with increasing energy. At the limit for very high energies, the cross
section is more and more “focused” around Θ = 0.

Obviously, the two ratios ω/ω′ and ω′/ω tend to 1 for ε → 0, and Eq. (15.37)
reproduces exactly the result we have obtained for the Thomson cross section, ei-
ther classically (Sect. 3.5) or within quantum mechanics, but in the non-relativistic
approximation (Sect. 15.2, Eq. (15.8)).
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Fig. 15.3 The diagram
shows how the cross section
σ(Θ) varies as a function of
Θ , for various values of the
parameter ε. Each curve
corresponds to the ε value
indicated next to it. The cross
section in the direction
indicated by the angle Θ is
proportional to the segment
that connects the origin of the
diagram with the curve

15.7 The Total Cross-Section for Compton Scattering

Using Eqs. (15.38), we can rewrite the Klein-Nishina equation for the differential
cross section (Eq. (15.37)) by explicitly introducing the dependence on the angle Θ

σ(Θ)= 1

2
r2

c
1

[1 + ε(1 − cosΘ)]2

×
[

1

1 + ε(1 − cosΘ)
+ 1 + ε(1 − cosΘ)− sin2 Θ

]
,

where ε is the energy of the incoming photon divided by the rest energy of the
electron. We are now interested in calculating the total cross section, i.e. the integral

σC =
∮

4π
σ (Θ)dΩ = 2π

∫ π

0
σ(Θ) sinΘ dΘ.

Substituting the expression of σ(Θ) and introducing the variable

x = 1 + ε(1 − cosΘ),

we obtain

σC = πr2
c

1

ε

∫ 1+2ε

1

1

x2

[
1

x
+ x +

(
x − 1

ε

)2

− 2
x − 1

ε

]
dx,

or, with some simple algebra

σC = πr2
c

1

ε3

∫ 1+2ε

1

[
1 + (ε2 − 2ε − 2

)1

x
+ (2ε + 1)

1

x2
+ ε2

x3

]
dx.

The integrals that appear in this expression are simple and can easily be calculated.
We obtain

σC = πr2
c

[
4

ε2
+ 2(1 + ε)

(1 + 2ε2)
+ ε2 − 2ε − 2

ε3
ln(1 + 2ε)

]
,
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Fig. 15.4 Total cross section
of the Compton effect,
normalised to its
non-relativistic value
(Thomson cross section), as a
function of the energy of the
incident photon, normalised
to the rest mass of the
electron

and, normalising the cross section to its non-relativistic value (Thompson cross sec-
tion) given by σT = 8πr2

c /3, we have

σC = σTA(ε),

where

A(ε)= 3

[
1

2ε2
+ 1 + ε

4(1 + 2ε)2
+ ε2 − 2ε − 2

8ε3
ln(1 + 2ε)

]
.

A(ε) is a monotonically decreasing function of its argument. It is shown in
Fig. 15.4. Its series expansion for low energies (ε � 1) is

A(ε)= 1 − 2ε + 26

5
ε2 + · · · .

On the other hand, for high energies the function tends asymptotically to zero as

A(ε)	 3

8ε

(
ln ε + ln 2 + 3

16

)
.

A numerical computation shows that the critical value εc for which the cross section
is equal to half of its non-relativistic value is given by εc = 0.69016.

15.8 Polarisation Properties of Compton Scattering

Consider the Klein-Nishina equation for the cross section at fixed polarisation
σ(Θ, e, e′) given by Eq. (15.36)

σ
(
Θ, e, e′)= r2

c

4

ω′2

ω2

[
ω

ω′ + ω′

ω
− 2 + 4

(
e · e′)2

]
.

We want to analyse the polarisation properties of the scattered photons assuming
that the incoming photons are a “natural” mix by 50 % of photons polarised along
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the real unit vector e1 and by 50 % of photons polarised along the real unit vector e2,
orthogonal to the previous one. The scattering cross section now only depends on
the polarisation of the scattered photon. Denoting such cross section by the symbol
σn(θ, e′), we have

σn
(
Θ, e′)= r2

c

4

ω′2

ω2

(
ω

ω′ + ω′

ω
− 2 + 4S

)
,

where

S = 1

2

∑

i=1,2

(
ei · e′)2.

The quantity S can be calculated with a procedure similar to the one adopted in
Sect. 15.2. We have

S = 1

2

[
1 − (e′ · u

)2]
.

Now, we write the polarisation unit vector e′ as a linear combination of the two real
polarisation unit vectors e′

1 and e′
2, defined in a way that e′

1 is perpendicular to the
scattering plane while e′

2 is in the scattering plane (see Fig. 3.7).3 We put then

e′ = c1e′
1 + c2e′

2

with

c2
1 + c2

2 = 1.

Noting that e′
1 · u = 0 and that e′

2 · u = − sinΘ , we obtain

S = 1

2

(
1 − c2

2 sin2 Θ
)
.

The scattering cross section for a photon that is polarised in a direction perpendicu-
lar to the scattering plane (c2

2 = 0) is therefore given by

σn
(
Θ, e′

1

)= r2
c

4

ω′2

ω2

(
ω

ω′ + ω′

ω

)
,

while that one for a photon polarised along the scattering plane (c2
2 = 1) is given by

σn
(
Θ, e′

2

)= r2
c

4

ω′2

ω2

(
ω

ω′ + ω′

ω
− 2 sin2 Θ

)
.

The scattered radiation is therefore linearly polarised along the direction perpendic-
ular to the scattering plane. The polarisation is given by

p = σn(Θ, e′
1)− σn(Θ, e′

2)

σn(Θ, e′
1)+ σn(Θ, e′

2)
= sin2 Θ

ω
ω′ + ω′

ω
− sin2 Θ

.

3Note that the notation of the unit vectors in Fig. 3.7 is inverted, with respect to the one used here.
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Fig. 15.5 Variation of the linear polarisation of the radiation scattered by Compton effect in the
case of incident radiation that is not polarised. The horizontal axis shows the energy of the incident
photons in terms of the rest mass of the electron. The curves refer to various values of the scattering
angle Θ . For values of Θ between 90◦ and 180◦ the curves (not shown in figure) decrease more
rapidly, with increasing ε, compared to the curves corresponding to the supplementary angle (with
which they coincide for ε � 1)

The variation of p as a function of the parameter ε (for different values of the scat-
tering angle) is shown in Fig. 15.5. The linear polarisation of the scattered radiation
decreases monotonically with increasing energy of the incident photon and tends to
zero for ε → ∞.

To perform a more detailed analysis of the polarisation characteristics of the
Compton effect we need to drop the assumption, introduced at the beginning of
Sect. 15.6, that the polarisation unit vectors e and e′ are real. In the more general case
of complex unit vectors, it can be shown that the cross section at fixed polarisation
(Eq. (15.36)) needs to be replaced by the following expression (which of course
coincides with Eq. (15.36) for e and e′ real)

σ
(
Θ, e, e′)= r2

c

4

ω′2

ω2

[(
ω

ω′ + ω′

ω
− 2

)(
1 + ∣∣e · e′∗∣∣2 − ∣∣e · e′∣∣2)+ 4

∣∣e · e′∗∣∣2
]
.

One can use this equation to show that the Stokes parameters of the scattered radia-
tion are related to those of the incident radiation through a matrix that is a general-
isation of the one we obtained for Thomson scattering (Eq. (3.27)). This matrix, in
the usual geometry of Fig. 3.7 and with the usual conventions for the definition of
the Stokes parameters, is given by

⎛

⎜⎜⎜
⎝

ω
ω′ + ω′

ω
− sin2 Θ sin2 Θ 0 0

sin2 Θ 1 + cos2 Θ 0 0

0 0 2 cosΘ 0

0 0 0 ( ω
ω′ + ω′

ω
) cosΘ

⎞

⎟⎟⎟
⎠
.
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One can easily verify that in the non-relativistic limit (ω′ = ω) this matrix co-
incides with the one of the Thomson scattering. The structure of the matrix shows
that the circular polarisation, which can exist in the scattered radiation only when it
was already present in the incident radiation, still persists for large values of ε. This
property is related to the conservation of angular momentum.4

15.9 Energy Exchange Between Photons and Electrons

In the process we have analysed in detail in the previous sections, the electron, ini-
tially at rest, undergoes a recoil and acquires kinetic energy. The energy acquired by
the electron can be easily calculated taking into account the expression for the cross
section σ(Θ) of Eq. (15.37) and considering that this energy is equal to �(ω − ω′).
Denoting by the symbol σE the cross section for the transfer of energy from the
photon to the electron, this quantity is expressed by the integral

σE = 1

�ω

∮

4π
σ (Θ)�

(
ω −ω′)dΩ.

Recalling Eqs. (15.37) and (15.38), introducing the variable ε (Eq. (15.39)), and
applying the change of variable x = 1 + ε(1 − cosΘ), we obtain

σE = πr2
c

1

ε

∫ 1+2ε

1

1

x2

[
1

x
+ x +

(
x − 1

ε

)2

− 2
x − 1

ε

](
1 − 1

x

)
dx,

or, with simple algebra

σE = πr2
c

1

ε3

∫ 1+2ε

1

[
1 + (ε2 − 2ε − 3

)1

x
− (ε2 − 4ε − 3

) 1

x2

+ (ε2 − 2ε − 1
) 1

x3
− ε2

x4

]
dx.

By executing the integrals, and normalising the cross section to the Thomson cross
section, we obtain

σE = σTE(ε),

where

E(ε)= 9 + 51ε + 93ε2 + 51ε3 − 10ε4

4ε2(1 + 2ε)3
− 3

8ε3

(
3 + 2ε − ε2) ln(1 + 2ε).

The behaviour of the function E(ε) is shown in Fig. 15.6. The asymptotic expansions
are: for ε � 1

E(ε)= ε − 21

5
ε2 + · · · ,

4For a discussion see, for example, Fano (1949).



366 15 Second Order Processes

Fig. 15.6 Cross section for
the relative transfer of energy
from the photon to the
electron (initially at rest) in
Compton scattering. The
maximum of the curve
corresponds to ε = 0.9821

and, for ε � 1,

E(ε)	 3

8ε

(
ln ε + ln 2 − 5

6

)
.

The variation of σE(ε) as a function of ε is easily interpreted by observing that,
for small ε, in practice the photons bounce elastically on the electron without any
energy transfer. Conversely, for large values of ε, the electron becomes practically
“transparent” to the photon. From these considerations, we deduce that the function
σE must have a maximum. This maximum occurs for ε 	 1, i.e. when the photon
energy equals the energy of the electron at rest.

In the case of the electron at rest, the transfer of energy is always from the photon
to the electron. However, when the electron is in motion, energy transfers can occur
in both directions, depending on the kinematic parameters. In particular, when the
kinetic energy of the electron is large compared to the energy of the photon, the
energy is transferred from the electron to the photon. This phenomenon is commonly
called inverse Compton scattering.

15.10 The Inverse Compton Scattering

We now determine in an approximate way the average energy that is transferred
via inverse Compton scattering by an electron moving at velocity v to a set of pho-
tons that we assume being monochromatic and isotropic. We start by performing
a Lorentz transformation from the laboratory reference system, where the photons
have frequency ω0 and direction distributed isotropically and the electron has veloc-
ity v, to the reference system where the electron is at rest. In this system the photons
are not isotropic and monochromatic anymore. Their frequency distribution is ob-
tained by recalling the formula of the Doppler effect

ω = ω0γ (1 − β cosα),
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Fig. 15.7 Distribution function of the photons in the rest frame of the electron (a), and distribution
function of the scattered photons in the laboratory system (b). Before the scattering, the distribution
function in this system is a Dirac delta at the frequency ω0. The distributions refer to the case
β = 0.7

where β = v/c, γ = (1 − β2)−1/2, and α is the angle between the directions of the
electron and the photon, in the laboratory system. On the other hand, the hypothesis
of the isotropy of the photons in the laboratory system implies that

f (ω)dω = 1

4π
dΩ = 1

2
sinα dα,

and since

dω = ω0γβ sinα dα,

defining the frequencies ω1 and ω2 by the equations

ω1 = ω0

√
1 − β

1 + β
, ω2 = ω0

√
1 + β

1 − β
,

one obtains, for ω1 ≤ ω ≤ ω2

f (ω)= 1

2ω0γβ
.

The result is an uniform distribution of ω values in a finite interval, as shown in
Fig. 15.7, panel (a).

Suppose now that the frequency ω0 is sufficiently low, in such a way that the
whole interval of ω values in which the function f (ω) is different from zero falls
within the regime of Thomson scattering. The f (ω) distribution is not altered dur-
ing the scattering process because each photon maintains its frequency. If we also
neglect the dependence of the Thomson cross section on the scattering angle (i.e.
we assume that Thomson scattering is isotropic), we obtain the result that, after the
scattering, the photons are distributed isotropically also in the rest frame of the elec-
tron. In this case we can then perform a new Lorentz transformation to return to the
laboratory frame. The result for the frequency distribution of the scattered photons,
f ′(ω), is illustrated in Fig. 15.7, panel (b). The distribution is zero anywhere except
in the interval

ω− ≤ ω ≤ ω+,
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where

ω− = ω0
1 − β

1 + β
, ω+ = ω0

1 + β

1 − β
.

The function increases linearly for values of ω that are between ω− and ω0, has a
maximum for ω = ω0, and then decreases linearly for ω between ω0 and ω+. The
mean value of the distribution, 〈ω〉, is obtained by evaluating the abscissa of the
barycentre of the triangle of Fig. 15.7, panel (b). We have

〈ω〉 = 1

3
(ω− +ω+ +ω0)= ω0

1 + 1
3β

2

1 − β2
.

The fraction of the energy transferred on average from the electron to the photons
for a single scattering event is therefore

〈ω〉 −ω0

ω0
=

4
3β

2

1 − β2
= 4

3
γ 2β2.

An electron that propagates in a medium in which photons are present therefore
behaves as if it were emitting electromagnetic energy. In reality, this is not a real
emission but only the fact that the photons gain energy because of the impact with
the electron. To calculate the power “emitted” in this process, we observe that, ac-
cording to the previous formula, the relative gain of photon energy is independent
of ω0. If we denote then by uphot the energy density of the photons (energy per unit
volume) before the impact, and recall that in the limit that we have considered the
cross section is σT, we can express the power emitted in the form

W = 4

3
cσTγ

2β2uphot.

We can then use this formula to define the cross section for the inverse Compton
scattering σ

(i)
C . Taking into account that the electron is moving with a velocity v =

cβ and that its cross section sweeps per unit time the photon energy cβuphot, we
obtain

σ
(i)
C = 4

3
γ 2βσT.
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Appendix

16.1 Units of Measurement for Electromagnetic Phenomena

The units of measurement relative to electromagnetic phenomena have been intro-
duced through a long and complex historical process. Without going into the details
of this process, we try here to summarise the fundamental points in light of a mod-
ern vision of the phenomena themselves. We stress that these notes are aimed at a
reader who is already familiar with the basic phenomenology of electromagnetism.

Within electrostatics, the fundamental law is Coulomb’s law which is written, in
vacuum, in the general form

F = kC
q1q2

r2
vers r,

where F is the force that a point charge q1 exerts on the point charge q2 placed at
the distance r = r2 − r1, and where kC is a constant that implicitly defines the unit
of measurement of the charge (assuming, of course, that the units of measurement
of the mechanical quantities have already been set). We note that kC can be chosen
to be dimensional or dimensionless. The electric field vector E is defined in an
arbitrary point using the equation

E = F
qp

,

where F is the electric force exerted on the “test” charge qp placed at the same
location. From this definition and Coulomb’s law we can deduce the expression of
the electric field due to a point charge q , which is

E = kC
q

r2
vers r,

from which the Gauss theorem (in its integral form) follows

Φ(E)=
∫

Σ

E · n dS = 4πkCQ,
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where Q is the charge contained within the surface Σ . In its differential form, we
have

div E = 4πkCρ,

where ρ is the density of the electric charge (the charge contained within the unit
volume).

Regarding the definition of the electric field vector, we note that it is not the only
possible one, since we could have defined the electric field created by the charge q

as

E = kCδ
q

r2
vers r,

with δ an arbitrary constant (possibly dimensional), as long as the electric force that
the field exerts on the test charge qp is written in the form

F = 1

δ
qpE.

Fortunately, the constant δ has (historically) always been set to unity. The same is
not true for magnetic phenomena.

Regarding magnetostatics, we have equations that are similar to those of electro-
statics. In these equations, for historical reason, the fictitious concept of “magnetic
mass” (or “magnetic pole”) is introduced. The equations corresponding to those pre-
viously written are the following ones (the symbol m denoting the magnetic mass):

Gilbert’s law1 (analogous to Coulomb’s law)

F = kG
m1m2

r2
vers r.

Definition of the vector of the magnetic induction generated from the magnetic
mass m

B = kGγ
m

r2
vers r,

where γ is an arbitrary constant (possibly dimensional).
Force acting on the test magnetic mass mp

F = 1

γ
mpB. (16.1)

Equivalent of the Gauss theorem (integral form)

Φ(B)= 0,

1This law is not universally attributed to Gilbert. In fact, this law was discovered experimentally
by Coulomb himself and could therefore be rightly called the “second Coulomb’s law”. William
Gilbert (1564–1603) was an English physician who lived well before Coulomb. He is remembered
for his studies on the terrestrial magnetism and by the fact that he realised that the magnetic force
should increase with decreasing distance.
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since isolated magnetic masses (magnetic monopoles) do not exist.
Equivalent of the Gauss theorem (differential form)

div B = 0.

The first quantitative relations between electric and magnetic phenomena were
established with experiments based on electric currents.2 The intensity of the elec-
tric current i flowing in a conductor is defined by the simple equation

i = dq

dt
,

from which we can define the current density j as a vector directed along the direc-
tion of motion of the (positive) charges of magnitude

j = i

σ
,

where σ is the cross-sectional area of the conductor. The experiments performed
during the first half of the nineteenth century especially by Ørsted, Ampère, and
Faraday, led to the idea that electric currents create magnetic fields in their sur-
roundings and that, at the same time, a magnetic field is able to exert a force on
electric currents. During the same period, a new idea clearly emerged: that per-
manent magnets contain, at the microscopic level, a large number of elementary
electric currents. These currents would be responsible, ultimately, for magnetostatic
phenomena.

In modern terms, the magnetic properties of the currents can be summarised by
a single law that is expressed by saying that, in stationary conditions, the current
element of an elementary circuit (microscopic or macroscopic) i1 d�1 acts on the
current element of another elementary circuit, i2 d�2, with an infinitesimal force dF
given by

dF = kAi2 d�2 ×
(
i1 d�1 × vers r

r2

)
,

where kA is a new constant (which cannot be independent of those already intro-
duced), and where r is the radius vector that goes from the current element i1 d�1

to the current element i2 d�2. This law allows the introduction of the magnetic in-
duction vector. The definition of this vector is somewhat arbitrary and it is assumed,
in general, that the current element i d� creates the elementary induction vector dB
given by (first law of Laplace or Biot and Savart’s law)

dB = kAβi d� × vers r
r2

, (16.2)

2These experiments were made possible thanks to the discovery of the electric battery by Alessan-
dro Volta.
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and that a current element i d� is subject, in the presence of an induction vector B,
to a force dF given by (second law of Laplace)

dF = 1

β
i d� × B.

The quantity β introduced in these equations is arbitrary.
Let’s see the mathematical consequences of Eq. (16.2) for a closed circuit. The

magnetic induction vector is given by

B = kAβ

∮

C
i d� × vers r

r2
,

where C is the curve describing the closed circuit. Using standard mathematical
methods, one finds the following equations

div B = 0,

which confirms the analogous equation for magnetostatics, and

rot B = 4πkAβj,

where j is the current density.
This equation, known as Ampère’s law, applies only to stationary phenomena.

As shown by Maxwell, it can be transformed into a more general equation that is
also valid for phenomena that are variable in time. To do this we observe that, taking
the divergence of both sides, we have

div j = 0,

while, in general, the continuity equation must hold

div j + ∂ρ

∂t
= 0,

ρ being the charge density. In order to rearrange things, we take the derivative (with
respect to time) of the differential expression of Coulomb’s law

∂ρ

∂t
= 1

4πkC

∂

∂t
(div E),

so that in general the following equation holds

div

(
j + 1

4πkC

∂E
∂t

)
= 0.

The second term in parentheses is the so-called displacement current density. With
its introduction, the equation for rot B, corrected to include non-stationary phenom-
ena, is

rot B − kAβ

kC

∂E
∂t

= 4πkAβj.
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Finally, we need to consider the phenomena of magnetic induction. The law that
describes them can be deduced, at least in a particular case, from the second law of
Laplace. We have

rot E = − 1

β

∂B
∂t

,

so that, in summary, the laws governing the electromagnetic phenomena can all be
enclosed in the following four Maxwell’s equations

div E = 4πkCρ,

rot B − kAβ

kC

∂E
∂t

= 4πkAβj,

div B = 0,

rot E + 1

β

∂B
∂t

= 0.

We now consider Maxwell’s equations in vacuum. Taking the curl of the third
equation and substituting the fourth, we obtain the wave equation

∇2B = kA

kC

∂2B
∂t2

.

On the other hand we know that electromagnetic waves propagate in vacuum with
velocity c, so that we must have

kA

kC
= 1

c2
,

or

kA = kC

c2
,

that is, a relation between the quantities kA and kC that is independent of the unit
system under consideration.

Let’s see how we proceed in the two more common systems of units, the cgs sys-
tem of Gauss (sometimes also called the Gauss-Hertz system) and the International
System of Units (SI). In the cgs system, we assume kC = 1, so that the unit of charge
is defined as the charge that repels an equal charge, at a distance of one centimeter,
with the force of one dyne. Such unit of charge is called Franklin or statcoulomb.
Since kC = 1, it follows that kA = 1/c2. Within this system we also assume that
β = c, so that Maxwell’s equations are written as

div E = 4πρ,

rot B − 1

c

∂E
∂t

= 4π
j
c
,

div B = 0,

rot E + 1

c

∂B
∂t

= 0.
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Moreover, the first and the second law of Laplace, together with the law that sum-
marises them, can be written in the form

dB = i

c
d� × vers r

r2
, dF = i

c
d� × B,

dF = i2

c
d�2 ×

(
i1

c
d�1 × vers r

r2

)
.

Within the International System, instead, two new constants are introduced. They
are the vacuum permittivity (also called dielectric permittivity of the vacuum) ε0 and
the vacuum permeability (magnetic permeability of the vacuum) μ0, such that

ε0μ0 = 1

c2
.

Using these quantities, we put

kC = 1

4πε0
,

so that we have

kA = kC

c2
= 1

4πε0c2
= μ0

4π
.

Within this system we also put β = 1, so that Maxwell’s equations are written as

div E = ρ

ε0
,

rot B − 1

c2

∂E
∂t

= μ0j,

div B = 0,

rot E + ∂B
∂t

= 0.

Moreover, the first and the second law of Laplace and the law that summarises them
are written, respectively, in the form

dB = μ0

4π
i d� × vers r

r2
, dF = i d� × B,

dF = μ0

4π
i2 d�2 ×

(
i1 d�1 × vers r

r2

)
.

(16.3)

With respect to the numerical values of ε0 and μ0, the Ampère (unit of measure-
ment of the current) is defined as the current that, flowing along an infinite straight
wire of negligible thickness in vacuum, attracts an equal wire, located at a distance
of one meter, with a force per unit length equal to 2×10−7 N m−1. Using Eq. (16.3)
we deduce that in such a geometry the force per unit length that acts on one of the
two conductors is attractive and has a magnitude given by the following expression

dF

dl
= 2

μ0

4π

i2

r
,
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so we must have3

μ0 = 4π × 10−7 N A−2 = 1.256637 × 10−6 N A−2,

and then, recalling that the Coulomb is the charge transported in one second by a
current of one Ampère

ε0 = 1

μ0c2
= 8.854188 × 10−12 C2 N−1 m−2.

Finally, it remains to analyse the relation between magnetic masses and currents.
We can infer from Laplace’s laws that a filiform planar circuit of area σ and current
i behaves, at distances much larger than its size, as a magnetic dipole directed along
the unit vector n perpendicular to the plane of the circuit. The direction of n is
specified by the rule of the corkscrew (or the right screw). This is the so-called
Ampère principle of equivalence, which is expressed by the formula

μ = kPiσn,

where kP is a new constant to be related to those previously introduced. To estab-
lish this relation, we evaluate, for example, the moment of the forces acting on an
elementary dipole located at a point in space where the field B is present. Using
Eq. (16.1), we have

M = 1

γ
μ × B = 1

γ
kPiσn × B.

Instead, from the second law of Laplace we have

M = 1

β

∮
ir × (d� × B),

which can be rewritten as

M = 1

β
iσn × B.

Equating the two expressions for M we have

kP = γ

β
.

Finally, considering the force exerted between two infinitesimal circuits, treated in
the first instance as elementary dipoles and then as coils carrying a current, we
obtain the relation

kGk
2
P = kA,

3With the introduction of capacity and inductance, together with their units, the Farad (F) and the
Henry (H), the units in which μ0 and ε0 are expressed are, respectively, H m−1 and F m−1.
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which allows to write kG in the form

kG = kA

k2
P

= kCβ
2

c2γ 2
.

In the cgs system, since kC = 1 and β = c, and assuming γ = 1, we obtain

kP = 1

c
, kG = 1.

Ampère’s principle of equivalence is therefore

μ = i

c
σn,

and Gilbert’s law

F = m1m2

r2
vers r.

In the International System, instead, since kC = 1/(4πε0) and β = 1, assuming4

γ = μ0 and recalling that c2 = 1/(ε0μ0), we obtain

kP = μ0, kG = 1

4πμ0
.

In this case Ampère’s principle of equivalence is

μ = μ0iσn,

and Gilbert’s law is

F = 1

4πμ0

m1m2

r2
vers r.

Finally, we note that, besides the two systems introduced here, there are other
ones that have been used for the electromagnetic phenomena. In particular, it is
worth mentioning the electrostatic cgs system, the electromagnetic cgs system and
the cgs system of Heavyside.

16.2 Tensor Algebra

In this volume, we often need to deal with vectors and tensors, together with their
differential expressions such as divergences, curls and gradients. It is therefore use-
ful to give a brief introduction to this topic in order to make the reader familiar

4This convention is not universally accepted. Some authors prefer to assume γ = 1 also in the
International System. In this case Ampère’s principle of equivalence is written as μ = iσn while
in Gilbert’s law the factor μ0 is to appear in the numerator rather than in the denominator.
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with a compact formalism that allows to easily deduce a series of vector and tensor
identities, as well as various transformation formulae.

The traditional definition of a tensor that is commonly given in physics is based
on the generalisation of the definition of a vector. In a Cartesian orthogonal reference
system, the vector v is defined as an entity with three components (vx , vy , vz) (or
v1, v2, v3) which, under an arbitrary rotation of the reference system, are modified
according to the law

v′
i =
∑

j

Cij vj ,

where the coefficients Cij are the direction cosines of the new axes with respect
to the old ones. In close analogy, we define a tensor T of rank n as an entity with
3n components (Ti...j with i, . . . , j = 1,3) which, under a rotation of the reference
system, are transformed according to the law

T ′
i...j =

∑

k,...,l

Cik · · ·CjlTk...l .

The tensor most commonly known in physics is the stress tensor that characterises
inside an elastic material the force dF that is exerted on a surface dS with normal n.
In components we have

dFi =
∑

j

Tij nj dS.

In addition to the stress tensor we can also mention, for their importance in various
fields of physics, the deformation tensor, the inertia tensor, and the dielectric tensor.

A particular tensor of rank two is the so-called dyad that is obtained from two
vectors u and v when the direct product of their components is considered. The dyad
is indicated simply by the symbol uv, and we have by definition

(uv)ij = uivj (i, j = 1,2,3).

Obviously, in general

uv = vu.

A scalar quantity is, by definition, a tensor of rank zero, while a vector is, by def-
inition, a tensor of rank one. Tensors of higher rank may be obtained by considering
the direct product of tensors of lower rank. For example, by the direct product of
two tensors of rank two a tensor of rank four is obtained.

The tensor algebra covers all operations that can be performed on tensors. We
now provide some definitions

1. Given two tensors T and V, the first of rank n (n ≥ 1) and the second of rank n′
(n′ ≥ 1), we define the scalar product (or internal product) of the two tensors
a tensor of rank (n + n′ − 2) obtained by a sum (or saturation) which operates
over the last index of the first tensor and the first index of the second tensor. For
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example, if n and n′ are both equal to 2, defining W as the tensor obtained by the
scalar product, we have that W is also a tensor of rank two defined by

Wij =
∑

k

TikVkj .

2. Given a tensor of rank n (with n ≥ 1), the divergence of such tensor is a tensor
of rank (n− 1) obtained by saturating its first component with the formal vector
∇ (called “nabla” operator or “del” operator) defined by

∇ ≡
(

∂

∂x
,
∂

∂y
,
∂

∂z

)
.

For example, for a tensor T of rank two, div T is a vector whose components are
given by

(div T)i =
∑

j

∂

∂xj
Tji = (∇ · T)i .

3. Given a tensor of rank n (with n ≥ 0), the gradient of such tensor is a tensor of
rank (n + 1) obtained by applying to it the formal vector ∇ in such a way that
the first index of the resulting tensor is the “derivation one”. For example, for a
tensor of rank 1, i.e. for a a vector v, we have

(grad v)ij = (∇v)ij = ∂

∂xi
vj .

It should be noted that this convention is not universally adopted. Some authors
prefer to indicate with the symbol grad v the quantity

(grad v)ij = ∂

∂xj
vi .

The reader should therefore pay attention to the conventions used by each author
before using the vector identities that are found in different books. For example,
using our conventions, we have

∑

i

ui
∂vj

∂xi
= (u · grad v)j ,

∑

i

ui
∂vi

∂xj
= [(grad v) · u

]
j
.

Using the formal vector ∇, the quantities in the right-hand side can also be writ-
ten, respectively, as

[
(u · ∇)v)

]
j
,

[
(∇v) · u

]
j
.

4. Given a tensor of rank n (n≥ 1), the curl (also known as rotor) of such a tensor is
a tensor of the same rank n with the first component being obtained by saturating
the first component of the given tensor with the completely antisymmetric tensor
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(known as the Ricci, or Ricci-Levi Civita tensor) and with the component of the
formal vector ∇. For example, for a vector v we have

(rot v)i =
∑

jk

εijk
∂vk

∂xj
= (∇ × v)i ,

and for a tensor T of rank two

(rot T)ij =
∑

kl

εikl
∂Tlj

∂xk
= (∇ × T)ij .

The antisymmetric tensor of rank three εijk , introduced in these expressions,
is defined by the equation εijk = 0 if at least two of the three indices i, j, k are
equal; by the equation εijk = 1 if the ordered triad (i, j, k) is an even permutation
of the fundamental triad (1,2,3); and by the equation εijk = −1 if the ordered
triad (i, j, k) is an odd permutation of the fundamental triad (1,2,3). Ultimately,
only 6 of the 27 components of the tensor are different from zero. Note that the
usual vector product between two vectors can be conveniently expressed through
the antisymmetric tensor. If w = u × v, we have

wi =
∑

jk

εijkuj vk.

Note also that the vector product operation and the curl operator (which involve
the antisymmetric tensor) imply a choice about the chirality of the Cartesian
orthogonal system in which the components of the vectors (and tensors) are de-
fined. The convention that is now almost universally accepted (and that we use)
is to choose a right-handed triad, i.e. to suppose that, if the axes x and y are di-
rected respectively along the thumb and index finger of the right hand, the z axis
is directed along the middle finger.

The antisymmetric tensor has a number of properties. The first concerns
the permutation of its indices. For an even permutation the tensor remains un-
changed, while for an odd permutation the tensor changes sign. In formulae

εijk = εjki = εkij = −εjik = −εikj = −εkji .

In addition, the following saturation properties hold

∑

k

εijkεlmk = δilδjm − δimδjl,

∑

jk

εijkεljk = 2δil,

∑

ijk

εijkεijk = 6,
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where δij is the so-called Kronecker delta, i.e. the symbol defined by

δij = 1 if i = j, δij = 0 if i = j.

The above definitions and properties can be used to obtain a number of vector
identities that are listed below. In these equations, the quantities f and g are scalars,
a and b are vectors, and T is a tensor of rank 2.

• div(f a)= a · gradf + f div a. (16.4)

In fact we have

div(f a)=
∑

i

∂

∂xi
(f ai)=

∑

i

ai
∂f

∂xi
+ f

∑

i

∂ai

∂xi
.

• grad(fg)= g gradf + f gradg. (16.5)

In fact we have, for the i-th component

[
grad(fg)

]
i
= ∂

∂xi
(fg)= g

∂f

∂xi
+ f

∂g

∂xi
.

• rot(f a)= gradf × a + f rot a. (16.6)

In fact we have, for the i-th component

[
rot(f a)

]
i
=
∑

jk

εijk
∂

∂xj
(f ak)=

∑

jk

εijk

[(
∂f

∂xj

)
ak + f

∂ak

∂xj

]
=

= [(gradf )× a
]
i
+ f [rot a]i .

• div(a × b)= b · rot a − a · rot b. (16.7)

In fact we have

div(a × b)=
∑

i

∂

∂xi

(∑

jk

εijkaj bk

)
=
∑

ijk

εijk

[(
∂aj

∂xi

)
bk + aj

(
∂bk

∂xi

)]

=
∑

ijk

bkεkij
∂aj

∂xi
−
∑

ijk

aj εjik
∂bk

∂xi
=
∑

k

bk(rot a)k −
∑

j

aj (rot b)j .

• grad(a · b)= (grad a) · b + (grad b) · a. (16.8)

In fact we have, for the i-th component

[
grad(a · b)

]
i
= ∂

∂xi

(∑

j

aj bj

)
=
∑

j

(
∂aj

∂xi

)
bj +

∑

j

aj

(
∂bj

∂xi

)

= [(grad a) · b
]
i
+ [(grad b) · a

]
i
.
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• rot(a × b)= b · grad a − a · grad b + a div b − b div a. (16.9)

In fact we have, for the i-th component

[
rot(a × b)

]
i
=
∑

jk

εijk
∂

∂xj
(a × b)k =

∑

jklm

εijkεklm
∂

∂xj
(albm)

=
∑

j lm

(δilδjm − δimδjl)

[(
∂al

∂xj

)
bm + al

∂bm

∂xj

]

=
∑

ij

(
bj

∂ai

∂xj
− bi

∂aj

∂xj
+ ai

∂bj

∂xj
− aj

∂bi

∂xj

)

= [b · grad a]i − bi div a + ai div b − [a · grad b]i .

• grad(f a)= (gradf )a + f grad a. (16.10)

In fact we have, for the ij -th component

[
grad(f a)

]
ij

= ∂

∂xi
(f aj )=

(
∂f

∂xi

)
aj + f

∂aj

∂xi
= (gradf )iaj + f (grad a)ij .

• div(ab)= b div a + a · grad b. (16.11)

In fact we have, for the i-th component

[
div(ab)

]
i
=
∑

j

∂

∂xj
(aj bi)=

∑

j

[(
∂aj

∂xj

)
bi + aj

∂bi

∂xj

]

= bi div a + [a · grad b]i .

• a × rot b = (grad b) · a − a · grad b. (16.12)

In fact we have, for the i-th component

[a × rot b]i =
∑

jk

εijkaj (rot b)k =
∑

jklm

εijkεklmaj
∂bm

∂xl

=
∑

j lm

(δilδjm − δimδjl)aj
∂bm

∂xl

=
∑

j

(
aj

∂bj

∂xi
− aj

∂bi

∂xj

)
= [(grad b) · a

]
i
− [a · grad b]i .

• div(fT)= (gradf ) · T + f div T. (16.13)
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In fact we have, for the i-th component

[
div(fT)

]
i
=
∑

j

∂

∂xj
(f Tji)=

∑

j

[(
∂f

∂xj

)
Tji + f

∂Tji

∂xj

]

= [(gradf ) · T
]
i
+ f (div T)i .

• rot(rot a)= grad div a − ∇2a. (16.14)

In fact we have, for the i-th component

[
rot(rot a)

]
i
=
∑

jk

εijk
∂

∂xj
(rot a)k =

∑

jklm

εijkεklm
∂

∂xj

∂

∂xl
am

=
∑

j lm

(δilδjm − δimδjl)
∂2am

∂xj ∂xl

=
∑

j

(
∂2aj

∂xj ∂xi
− ∂2ai

∂xj ∂xj

)
= [grad div a]i − [∇2a

]
i
.

There are also other vector identities that apply only in integral form. They result
from the theorems of Gauss and Stokes-Ampère, which we recall now.

Gauss theorem: If Σ is a closed surface enclosing the volume V and if n is the
normal external to the surface, Gauss theorem is expressed by the equation

•
∫

Σ

a · n dS =
∫

V

div a dV,

where a is an arbitrary vector that is a function of the position.
Stokes-Ampère theorem: if � is a closed circuit and if Σ is a surface that is

leaning on this circuit, the Stokes-Ampère theorem is stated by the equation

•
∮

�

a · d� =
∫

Σ

rot a · n dS,

where n is the normal external to the surface. We note that the validity of this equa-
tion implies a convention about the direction of integration along the circuit, which
in turn depends on the implicit convention in the definition of the curl operator.
When the (x, y, z) system used to define the vector components is a right-handed
system, then the direction of integration along the circuit follows the corkscrew (or
the right screw) rule, for which the direction of n coincides with the direction of
advancement of the corkscrew.

Various identities can be obtained from the Gauss and Stokes-Ampère theorems.
Some of them are collected below.

•
∮

�

f d� =
∫

Σ

n × gradf dS.
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This identity can be proven by noting that, if c is an arbitrary constant vector, we
have

c ·
∮

�

f d� =
∮

�

(f c) · d�,

and, applying the Stokes-Ampère theorem

c ·
∮

�

f d� =
∫

Σ

rot(f c) · n dS.

Recalling the vector identity of Eq. (16.6), and taking into account that c is a con-
stant vector, we have

c ·
∮

�

f d� =
∫

Σ

[
(gradf )× c

] · n dS = c ·
∫

Σ

n × gradf dS.

The identity therefore follows, because c is an arbitrary vector.
With entirely similar procedures and taking into account the vector identities

demonstrated previously, we obtain the additional identities

•
∮

�

a × d� =
∫

Σ

[
n div a − (grad a) · n

]
dS.

•
∫

Σ

n × a dS =
∫

V

rot a dV.

•
∫

Σ

f n dS =
∫

V

gradf dV.

In particular, if we put f = 1 in this last identity, we get

•
∫

Σ

n dS = 0,

which is an important geometrical relation valid for an arbitrary closed surface.

16.3 The Dirac Delta Function

The Dirac delta function, traditionally indicated by the symbol δ(x), can be thought
of as a function which is null for any value of x, except for an infinitesimal interval
centered at the origin where the function has a very high peak which tends to infinity,
but such that the integral of the function in dx is equal to 1. Obviously, it is not a
function in strict mathematical sense, but can be thought of as the limit of a family
of functions depending on a suitable parameter. For example, if we consider the
family of functions f (x, a)

f (x, a)=
{

1
a

for |x| ≤ a
2 ,

0 for |x|> a
2 ,
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we have that

δ(x)= lim
a→0

f (x, a).

Similarly, if we consider the family

g(x, a)= 1√
2πa

e−(x/a)2,

we also have

δ(x)= lim
a→0

g(x, a).

There are endless possibilities to represent the Dirac delta as the limit of suitable
families of functions. The most common representations in mathematical physics
are the following ones

δ(x) = lim
Ω→∞

1

π

sin(Ωx)

x
,

δ(x) = lim
Ω→∞

1

π

sin2(Ωx)

Ωx2
.

The fundamental property of the Dirac delta is summarised in the following ex-
pression, which constitutes its formal definition

∫ ∞

−∞
F(x)δ(x)dx = F(0),

and from which, by means of simple changes of variable, the following two relations
are found

∫ ∞

−∞
F(x)δ(x − x0)dx = F(x0),

∫ ∞

−∞
F(x)δ(ax)dx = 1

|a|F(0),

where a is any real number different from zero. From these equations we can get an
important generalisation concerning the Dirac delta whose argument is an arbitrary
real function g(x). Denoting this quantity by the symbol δ[g(x)] and denoting by
xi the zeroes (if any) of the function g(x), we have

∫ ∞

−∞
F(x)δ

[
g(x)

]
dx =

∑

i

1

|g′(xi)|F(xi),

where g′(x) is the derivative of the function g(x) with respect to its argument. Fur-
ther generalisations to the case of the three-dimensional Dirac delta are described
directly in the text (see Sect. 3.2).
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Finally, we can give a meaning to the derivative of the Dirac delta function, δ′(x),
defined by the usual relation

δ′(x)= lim
�x→0

δ(x +�x)− δ(x)

�x
.

Using this definition we have, for an arbitrary function F(x)

∫ ∞

−∞
F(x)δ′(x)dx = lim

�x→0

∫ ∞

−∞
F(x)

δ(x +�x)− δ(x)

�x
dx,

from which we obtain
∫ ∞

−∞
F(x)δ′(x)dx = lim

�x→0

F(−�x)− F(0)

�x
= −F ′(0).

16.4 Recovering the Elementary Laws of Electromagnetism

In Chap. 3, starting from the Liénerd and Wiechart potentials, we calculated the ex-
pressions of the electric and magnetic field at an arbitrary point in space, due to a
single moving charge. The results are contained in Eqs. (3.19) and (3.20). We are
now going to show how the basic equations of electromagnetism valid for station-
ary phenomena can be derived from these equations in the non-relativistic limit.
The purpose of this appendix is a simple consistency check, since it is obvious that
the equations from which we start, being a consequence of Maxwell’s equations,
must already contain those results that, even historically, are the basis of Maxwell’s
equations themselves.

Consider a particle with electric charge e, moving within an electric conductor
having a constant transverse section. Its velocity is much lower than the velocity of
light. To fix ideas, we can think that the velocity is of the order of 10−2 cm s−1,
which represents the order of magnitude of the drift velocities of electrons inside
a conductor in a typical macroscopic electric circuit. The corresponding value of
β is of the order of 10−12, so that the approximation β2 � 1 is certainly verified.
Furthermore, the effects of the curvature of the conductor (causing very small accel-
erations) can certainly be neglected so that we can assume that the electric field is
given only by the Coulomb term of Eq. (3.19). Neglecting terms of the order of β2,
such field is written in the form

E(r, t)= e

κ3R2
(n − β),

where κ , R, n are the quantities introduced in Chap. 3 and that need to be calculated
at the retarded time t ′. The magnetic field is then given by Eq. (3.20), i.e.

B(r, t)= n × E(r, t).
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Fig. 16.1 We want to
evaluate the electric field in
the point P at time t . Pt is the
position of the particle at the
same time, while Pt ′ is the
position of the particle at the
retarded time

We can immediately notice that, if we put β = 0 (i.e. we consider an electric
charge at rest), obviously we do not need to consider the difference between real
time and retarded time, so we obtain, being κ = 1

E(r)= en
R2

, B(r)= 0.

These are the ordinary equations of electrostatics which represent, in terms of fields,
Coulomb’s law.

We are now going to see what we get at first order in β . With simple consid-
erations it can be shown that the electric field E(r, t) is exactly equal to what one
would calculate using Coulomb’s law and assuming, hypothetically, that the velocity
of light were infinite (i.e. neglecting the difference between real and retarded time).
In fact, referring to Fig. 16.1 and denoting by a single quote the quantities measured
at the retarded time t ′ and without superscript the same quantities at time t , we have

t ′ = t − R′

c
, R′ = R + (t − t ′

)
v = R +R′β,

from which it follows, dividing by R′

n′ − β = R
R′ . (16.15)

Introducing the new notations in the expression for the electric field and recalling
that β is constant we obtain

E(r, t)= e

κ ′3R′2
(
n′ − β

)= eR
κ ′3R′3 .

On the other hand we have by definition that

κ ′ = 1 − β · n′,
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and applying Carnot’s theorem to the triangle PPt ′Pt

R =R′
√

1 − 2β · n′ + β2. (16.16)

Substituting in the expression of the electric field, we obtain the result we antici-
pated. In fact we obtain, apart from terms of the order of β2

E(r, t)= eR(1 − 2β · n′ + β2)3/2

R3(1 − β · n′)3
	 en

R2
.

It remains to evaluate the contribution of the magnetic field. We have

B(r, t)= n′ × E(r, t)= en′ × n
R2

.

On the other hand, also apart from terms of the order of β2, we have, from
Eqs. (16.15) and (16.16)

n′ = β + n(1 − β · n),

so that

B(r, t)= eβ × n
R2

.

Now we apply this equation to the case of an element of a conductor, of length d�.
Denoting by N the number density of the moving charged particles and with S the
transverse section of the conductor, the element contains a number of particles given
by NS d� with velocity v = cβ parallel to d�. There is an equal number of fixed
particles of opposite charge, so the resulting electric field is null for the property
previously demonstrated. For the magnetic field we have instead

B(r, t)= e
NSv

c
d� × n

R2
.

On the other hand, if we denote by i the intensity of the current flowing in the
conductor

i = eNSv,

so that the equation for the magnetic field is written

B(r, t)= i

c
d� × n

R2
.

This is just the Biot and Savart law expressing the magnetic field generated by a cur-
rent element. As is clear from our deduction, although electric charges move within
the conductor at very low speed, they are nevertheless able to create a relativistic
effect which is manifested by the presence of the magnetic field.



388 16 Appendix

16.5 The Relativistic Larmor Equation

Within the radiation zone, Eqs. (3.18) and (3.20) provide the expressions for the
electric and magnetic field due to a moving charge

E(r, t)= e

c2κ3R
n × [(n − β)× a

]
, B(r, t)= n × E(r, t),

where e is the value of the electric charge, c is the speed of light, n is the unit
vector along the direction of R, the vector that goes from the charge to the point of
coordinates r, β = v/c is the velocity of the charge in units of the speed of light, a
is the acceleration, and κ is defined by the equation

κ = 1 − n · β.
We recall that the quantities R, κ , n, β , and a that appear in the previous equations
must be evaluated at the retarded time t ′, related to the time t by the equation

t ′ = t − R

c
.

Expanding the double vector product, we obtain

E(r, t)= e

c2κ3R

[
(n · a)(n − β)− κa

]
.

On the other hand, we know that the Poynting vector is given by

S(r, t)= c

4π
E2(r, t)n,

and expanding the square of the electric field we obtain with simple algebra

S(r, t)= e2

4πc3R2

[
a2

κ4
+ 2

(n · a)(β · a)
κ5

− (1 − β2)(n · a)2

κ6

]
n.

This expression shows that, in the general case, the angular distribution of the emit-
ted radiation (i.e. the radiation diagram) is quite complex. The special cases where
the acceleration is either parallel or perpendicular to the velocity have been dis-
cussed in the text. Here, it is sufficient to emphasize the fact that, for any velocity
and acceleration, there are always two directions where the Poynting vector is zero.
This can be shown simply from the expression of the electric field. The electric field
is obviously zero along the directions characterised by those unit vectors n0 such
that the vector n0 − β is parallel to the vector a. The same holds for the Poynting
vector. The directions n0 are then contained in the plane defined by the vectors β

and a, and are given by the solutions of the equation

(n0 − β)× a = 0.
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Denoting by α the angle between the velocity and the acceleration vectors, the unit
vectors n0 are defined by the angles θ± (which start from the acceleration vector
and increase in the same direction as α) given by

θ+ = arcsin(β sinα), θ− = π − arcsin(β sinα).

For example, if α = 45◦ and β = 0.8, we have θ+ = 34◦.45 and θ− = 145◦.55.
Let us now move on to the calculation of the power. We note that if the integral

I =
∮

S(r, t) · nR2 dΩ, (16.17)

were simply executed over a sphere of radius R centred on the position of the charge
at the retarded time (t − R/c), we would obtain the ratio between the energy that
flows across the sphere in a time interval dt and the dt itself. This quantity is how-
ever of not much interest. It is more interesting to obtain the power emitted by the
charged particle. In order to do this, we need to take into account the fact that the
energy that flows across the sphere in a time dt was emitted by the particle in the
time dt ′ which depends on the direction and is related to dt by

dt = κ dt ′.

To find the power W emitted by the charged particle we therefore need to calculate
the integral

W =
∮

S(r, t) · n
dt

dt ′
R2 dΩ =

∮
S(r, t) · nκR2 dΩ.

Substituting the above expression of the Poynting vector, we find

W = e2

4πc3

∮ [
a2

κ3
+ 2

(n · a)(β · a)
κ4

− (1 − β2)(n · a)2

κ5

]
dΩ.

To calculate this integral, we introduce a system of polar coordinates (ψ,χ) with
the polar axis directed along the velocity vector and the azimuth χ measured from
the plane containing the velocity and the acceleration. With obvious notations, the
three vectors β , a, and n in this system of coordinates are given by

β = βk, a = a⊥i + a‖k, n = sinψ cosχ i + sinψ sinχj + cosψk,

so that the integrand can be written in the form

a2‖ + a2⊥
(1 − β cosψ)3

+ 2βa‖
sinψ cosχa⊥ + cosψa‖

(1 − β cosψ)4

− (1 − β2) sin2 ψ cos2 χa2⊥ + 2 sinψ cosψ cosχa⊥a‖ + cos2 ψa2‖
(1 − β cosψ)5

,
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and dΩ is given by sinψ dψ dχ . By integrating in dχ within the interval (0,2π),
the factors that do not contain any function of χ result in 2π , those containing cosχ
produce zero, while the factor containing cos2 χ gives π . In summary we have

W = e2

2c3

∫ π

0

[
a2‖ + a2⊥

(1 − β cosψ)3
+ 2β cosψa2‖

(1 − β cosψ)4

− (1 − β2)
1
2 sin2 ψa2⊥ + cos2 ψa2‖

(1 − β cosψ)5

]
sinψ dψ.

The integrals in dψ appearing in this expression are simple and can be evaluated
either by integrating by parts or by changing the integration variable from ψ to
x = 1 − β cosψ . We obtain

1

2

∫ π

0

1

(1 − β cosψ)3
sinψ dψ = 1

(1 − β2)2
,

1

2

∫ π

0

cosψ

(1 − β cosψ)4
sinψ dψ = 4

3

β

(1 − β2)3
,

1

2

∫ π

0

sin2 ψ

(1 − β cosψ)5
sinψ dψ = 2

3

1

(1 − β2)3
,

1

2

∫ π

0

cos2 ψ

(1 − β cosψ)5
sinψ dψ = 1

3

1 + 5β2

(1 − β2)4
.

Substituting these expressions and grouping separately the terms in a2‖ and in a2⊥,
we get

W = e2

2c3

{
a2‖
[

1

(1 − β2)2
+ 8

3

β2

(1 − β2)3
− 1

3

1 + 5β2

(1 − β2)3

]

+ a2⊥
[

1

(1 − β2)2
− 1

3

1

(1 − β2)2

]}
,

or, expanding,

W = 2e2

3c3

[
a2‖

(1 − β2)3
+ a2⊥

(1 − β2)2

]
.

Recalling the definition of the relativistic factor γ

γ = 1
√

1 − β2
,

the expression for the power emitted by a relativistic charge in accelerated motion
can also be written in the more representative form

W = 2e2

3c3

(
γ 6a2‖ + γ 4a2⊥

)
.
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This formula is a generalisation of the Larmor equation (3.23) to the relativistic
case. Obviously, for γ = 1 we find Larmor equation since a2‖ + a2⊥ = a2.

To conclude, we note that, if we had executed the integral of the Poynting vector
on the sphere without taking into account the difference between the dt and the dt ′
(i.e. the integral I of Eq. (16.17)), we would have obviously obtained a different
expression. Taking into account that

1

2

∫ π

0

1

(1 − β cosψ)4
sinψ dψ = 1

3

3 + β2

(1 − β2)3
,

1

2

∫ π

0

cosψ

(1 − β cosψ)5
sinψ dψ = 1

3

β(5 + β2)

(1 − β2)4
,

1

2

∫ π

0

sin2 ψ

(1 − β cosψ)6
sinψ dψ = 2

15

5 + β2

(1 − β2)4
,

1

2

∫ π

0

cos2 ψ

(1 − β cosψ)6
sinψ dψ = 1

15

5 + 38β2 + 5β4

(1 − β2)5
,

we have, in fact, that

I = 2e2

3c3

[
γ 8
(

1 + 1

5
β2
)
a2‖ + γ 6

(
1 + 2

5
β2
)
a2⊥
]
.

This difference between the power emitted by the particle (W ) and the power
received on the sphere (I) is a simple kinematic effect and has nothing to do with
relativity. A similar effect occurs in the case of acoustic waves emitted, for example,
by an airplane travelling at a speed close to the velocity of sound. While the power
emitted by the plane into acoustic waves is fixed, the received power can be very
large and, at the limit, almost infinite if the plane travels for a long time at exactly
the speed of sound (the so-called sonic bang is precisely due to this phenomenon).

16.6 Gravitational Waves

The equations that we have obtained for the radiation of electromagnetic waves
can also be applied, with some slight modifications, to treat gravitational radiation.
Obviously, this is not rigorous, since the laws of gravitational radiation should be
derived from the general theory of relativity. The approach followed here is however
sufficient to describe the fundamental properties of the mechanisms for the gener-
ation of gravitational waves and leads to formulae that are substantially correct (as
can be verified a posteriori).

We start by performing a formal transformation to the equations for electromag-
netic radiation described in Sect. 3.10

ei →mi (i = 1, . . . ,N),
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i.e. we replace, for each particle, the charge with the mass. Furthermore, in the
equations that express the Poynting vector (i.e. in those which express the radiated
power), we multiply the right-hand side by the universal gravitational constant G.
We note, incidentally, that in these equations the dimensional factor [e2] is replaced
by the dimensional factor [Gm2] having the same dimensions. The various quan-
tities introduced in Sect. 3.10, i.e. the electric dipole moment D (Eq. (3.31)), the
magnetic dipole moment M (Eq. (3.32)), and the symmetric tensor of order two (re-
lated to the electric quadrupole moment) /Q (Eq. (3.33)) are transformed in as many
quantities for which we use, respectively, the symbols DG, MG, and /QG, i.e.

D =
N∑

i=1

eisi → DG =
N∑

i=1

misi ,

M = 1

2c

N∑

i=1

eisi × vi → MG = 1

2c

N∑

i=1

misi × vi ,

/Q =
N∑

i=1

eisisi → /QG =
N∑

i=1

misisi .

We now note that the quantity DG, the analogous of the electric dipole, is, by
definition, the coordinate of the centre of mass of the system of N particles rG
multiplied by the total mass. We therefore have

DG =
N∑

i=1

misi = MrG,

where

M =
N∑

i=1

mi.

We then have, for an isolated system,

D̈G = M d2

dt2
rG = 0.

Furthermore, the analogous of the magnetic dipole, the quantity MG, is proportional
to the total angular momentum of the system J, since

2cMG =
N∑

i=1

misi × vi = J.

We then obtain, for an isolated system,

ṀG = d

dt
J = 0,
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and therefore also

M̈G = 0.

According to our analogy, we can then conclude that for gravitational waves there is
neither the analogue of electric dipole radiation, nor the analogue of magnetic dipole
radiation. It therefore only remains the analogue of the electric quadrupole radiation
(in addition, obviously, to the radiation due to higher multipoles). The tensor /QG

is traditionally denoted by the symbol /I , because it is essentially an inertia tensor.
It is however not to be confused with the ordinary inertia tensor I that is used to
describe the dynamics of a rigid body, and that is defined as

I =
N∑

i=1

mi

(
s2
i U − sisi

)
,

where U is the unitary tensor. We have, obviously,

/I = −I + 1

2
(TrI)U,

since, recalling the definition of the trace of a tensor

TrI =
∑

i

mi

(
3s2

i − x2
i − y2

i − z2
i

)= 2
∑

i

mis
2
i .

The two tensors I and /I differ by a quantity which is proportional to the unitary
tensor. This property is strictly analogous to the one that exists between the tensors
Q and /Q in electrodynamics. Therefore, within our analogy, the power emitted in
gravitational waves at the lowest order (of the multipolar expansion) can be obtained
from Eq. (3.34) and is given by

WG = G

20c5

∑

jk

(
...
I jk)

2.

This formula is correct in all respects, aside from the numerical factor. The cal-
culations based on general relativity produce a similar result, where the factor 1

20 is
replaced by the factor 1

5 . Intuitively, one can justify this multiplication by a factor of
four noting that an electromagnetic wave is described by two vectors E and B that
are not independent and are perpendicular to the direction of propagation, say z.
Only two components of one of the two fields, such as Ex and Ey , are sufficient
to describe the wave. A gravitational wave is instead described by two independent
tensors also perpendicular to the direction of propagation. If we denote these tensors
by the traditional symbols e+ and e×, the wave is described by the eight components
(e+
xx, e

+
xy, e

+
yx, e

+
yy, e

×
xx, e

×
xy, e

×
yx, e

×
yy ). The factor of four is therefore associated with,

say, the degrees of freedom of the polarisation. The correct formula for the power
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emitted in gravitational waves is then

WG = G

5c5

∑

jk

(
...
I jk)

2.

Finally, we note that if we change the origin of coordinates putting

s′
i = b + si ,

with b a constant vector, we obtain that the new inertia tensor I ′ is

I ′ = I +M
[(

2b · rG + b2)U − bb − brG − rGb
]
,

so that, for an isolated system,

Ï ′ = Ï,

and, all the more so,
...
I ′ = ...

I . This equation allows to calculate the inertia tensor
in a coordinate system having an arbitrary origin in order to determine the power
emitted in gravitational waves.

16.7 Calculation of the Thomas-Fermi Integral

Some applications of atomic physics based on the Thomas-Fermi model require the
calculation of the following integral

I =
∫ ∞

0

(1 + χ)χ3/2

x1/2
dx,

where χ(x) is the solution of the Thomas-Fermi equation

x1/2χ ′′ = χ3/2,

which satisfies the boundary condition

χ(0)= 1, lim
x→∞χ(x)= 0.

The integral is split into the sum of two integrals

I = I1 + I2, (16.18)

where

I1 =
∫ ∞

0

χ3/2

x1/2
dx, I2 =

∫ ∞

0

χ5/2

x1/2
dx.
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The first integral is trivial since, taking into account the Thomas-Fermi equation and
the boundary conditions of the function χ , we have

I1 =
∫ ∞

0
χ ′′ dx = −χ ′(0). (16.19)

The calculation of the second integral is more complex. It can be done in the fol-
lowing way. On one hand, we have

I2 =
∫ ∞

0

χ5/2

x1/2
dx =

∫ ∞

0
χχ ′′ dx,

and, integrating by parts and taking into account that χ(0)= 1

I2 = −χ ′(0)−
∫ ∞

0
χ ′2 dx. (16.20)

On the other hand, considering the quantity x−1/2 dx as a differential factor, by
integrating again by parts and recalling the Thomas-Fermi equation, we obtain

I2 =
∫ ∞

0

χ5/2

x1/2
dx = −5

∫ ∞

0
x1/2χ3/2χ ′ dx = −5

∫ ∞

0
xχ ′χ ′′ dx.

Now we note that the product χ ′χ ′′ can be expressed in the form

χ ′χ ′′ = 1

2

dχ ′2

dx
,

and integrating again by parts we get

I2 = 5

2

∫ ∞

0
χ ′2 dx.

Comparing this expression with Eq. (16.20), we obtain
∫ ∞

0
χ ′2 dx = −2

7
χ ′(0), or, I2 = −5

7
χ ′(0).

Finally, recalling Eqs. (16.18) and (16.19) we get

I =
∫ ∞

0

(1 + χ)χ3/2

x1/2
dx = −12

7
χ ′(0). (16.21)

16.8 Energy of the Ground Configuration of the Silicon Atom

As an application of the results obtained in Chap. 8, we evaluate the energy of the
ground configuration of the silicon atom, i.e. of the 1s22s22p63s23p2 configuration.
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Before performing these calculations, we need to evaluate some 3-j symbols. By
means of the analytical formula given in Eq. (7.16), we have

(
0 0 0
0 0 0

)2

= 1,

(
0 1 1
0 0 0

)2

= 1

3
,

(
1 1 2
0 0 0

)2

= 2

15
.

The configuration contains four closed subshells and one open subshell. We start
by evaluating the degenerate contribution to the energy. The Hamiltonian H0 (de-
fined in Eq. (7.3)) and the F part of the Hamiltonian H1 (defined in Eqs. (8.2)
and (8.3)) produce five terms, one for each subshell (open or closed). The corre-
sponding energy (that we denote by E1) is obtained from Eq. (8.7) and is given by

E1 = 2W0(1s)+ 2W0(2s)+ 6W0(2p)+ 2W0(3s)+ 2W0(3p)

+ 2I (1s)+ 2I (2s)+ 6I (2p)+ 2I (3s)+ 2I (3p),

where W0 is defined by Eq. (7.11) and I (n, l) is the integral defined in Eq. (8.6). The
energy of the Coulomb interaction (i.e. the part G of the Hamiltonian H1) resulting
from closed subshells contributes four terms. Denoting by E2 the corresponding
energy, we have, using Eq. (8.17),

E2 = F 0(1s,1s)+ F 0(2s,2s)+ 15F 0(2p,2p)− 6

5
F 2(2p,2p)+ F 0(3s,3s),

where the quantities Fk(nala, nnlb) are defined in Eq. (8.9). Considering the en-
ergy of the Coulomb interaction between different closed subshells, we have six
contributions, as many as the number of the distinct pairs that can be formed with
the four closed subshells. Denoting by E3 the corresponding energy, we have, using
Eqs. (8.14) and (8.16)

E3 = 4F 0(1s,2s)− 2G0(1s,2s)+ 12F 0(1s,2p)− 2G1(1s,2p)+ 4F 0(1s,3s)

− 2G0(1s,3s)+ 12F 0(2s,2p)− 2G1(2s,2p)+ 4F 0(2s,3s)− 2G0(2s,3s)

+ 12F 0(2p,3s)− 2G1(2p,3s),

where the quantities Gk(nala, nnlb) are defined in Eq. (8.10). Finally, we need to
evaluate the contribution of the Coulomb interaction between the open subshell 3p
and the four closed subshells. Denoting by E4 the corresponding energy, we have,
using Eqs. (8.13) and (8.15),

E4 = 4F 0(1s,3p)− 2

3
G1(1s,3p)+ 4F 0(2s,3p)− 2

3
G1(2s,3p)+ 12F 0(2p,3p)

− 2G0(2p,3p)− 4

5
G2(2p,3p)+ 4F 0(3s,3p)− 2

3
G1(3s,3p).

The four contributions to the energy that we have calculated are degenerate with
respect to all the states of the configuration. For the degenerate part of the energy of
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the ground configuration of the silicon atom, E , we then have

E = E1 + E2 + E3 + E4.

What remains to calculate is given by Eq. (8.11), with the sum extended to the only
pair of electrons belonging to the open subshell 3p. The explicit computation is
done in Sect. 8.6. The two 3p electrons give rise to three terms that, in order of
increasing energy, are 3P , 1D, and 1S. The ratio between the intervals (1S − 1D) and
(1D − 3P) is equal to 3/2.

16.9 Calculation of the Fine-Structure Constant of a Term

The calculation of the constant ζ(α,LS), which characterises the fine-structure in-
tervals of the terms belonging to a given configuration, can be carried out with a
process based on the diagonal sum rule. A similar process was followed in Sect. 8.1
to determine the energy of the terms. The starting point is Eq. (9.8) which, in the
case of diagonal matrix elements, is

∑

i

〈αLSMLMS |ξ(ri)�i · si |αLSMLMS〉 = ζ(α,LS)MLMS.

On the other hand, for any eigenstate of the configuration of the form Ψ A(a1, a2,

. . . , aN) of Eq. (7.1), the diagonal matrix element of the same operator is given by

∑

i

〈
Ψ A(a1, a2, . . . , aN)

∣∣ξ(ri)�i · si
∣∣Ψ A(a1, a2, . . . , aN)

〉=
∑

i

ζni limimsi,

where ζni li is the quantity defined in Eq. (9.10).
We now consider the particular case of the pf configuration which, as shown in

Table 7.3, gives rise to the six terms 1D, 1F , 1G, 3D, 3F , and 3G. We start from a
state having the highest values of the quantum numbers ML and MS , i.e. ML = 4,
MS = 1. This state can only originate from the 3G term. Considering instead single
particle states, this state is of the type m1 = 1, ms1 = 1

2 , m2 = 3, ms2 = 1
2 , where the

indices 1 and 2 refer, respectively, to the p and f electron. Using the same notations
as in Sect. 8.1 we can write the equality5

[4,1] = (1+,3+),

5The symbol [ML,MS ] means the sum of the diagonal matrix elements of the Hamiltonian of the
spin-orbit interaction over all the states Ψ A for which ML and MS are the eigenvalues of Lz and Sz ,
respectively. Similarly, the notation (m±

1 ,m
±
2 ) is used to denote the diagonal matrix element of the

same Hamiltonian on the state where the electron 1 has the magnetic quantum number m1 and spin
quantum number +1/2 or −1/2 and, similarly, the electron 2 has the magnetic quantum number
m2 and spin quantum number +1/2 or −1/2.
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that, according to the previous equation, is6

4ζ
(3G
)= 1

2
ζnp + 3

2
ζnf .

We therefore obtain the result

ζ
(3G
)= 1

8
ζnp + 3

8
ζnf .

We then proceed by lowering the value of ML (maintaining MS = 1). We obtain the
equations

[3,1] = (0+,3+)+ (1+,2+), [2,1] = (−1+,3+)+ (0+,2+)+ (1+,1+),

from which we have, noting that the combination [ML = 3, MS = 1] can originate
from the 3G and 3F terms, and that the combination [ML = 2, MS = 1] can originate
from the 3G, 3F , and 3D terms,

3
[
ζ
(3G
)+ ζ

(3F
)] = 3

2
ζnf + 1

2
ζnp + ζnf ,

2
[
ζ
(3G
)+ ζ

(3F
)+ ζ

(3D
)] = −1

2
ζnp + 3

2
ζnf + ζnf + 1

2
ζnp + 1

2
ζnf .

By solving the system, we arrive at the following expressions (which can also be
obtained from Eq. (9.11))

ζ
(3F
)= 1

24
ζnp + 11

24
ζnf , ζ

(3D
)= −1

6
ζnp + 2

3
ζnf .

In principle, we could also consider the values of MS = 0. For example,

[4,0] = (1+,3−)+ (1−,3+).

However, in so doing we obtain equations of the form 0 = 0 and the value of ζ(1G)

is undetermined. This is entirely consistent, since the singlet states do not have fine
structure and the constant ζ is not defined.

The cases of the configurations of equivalent electrons are also interesting, be-
cause, by repeating the same arguments, we obtain directly the third Hund’s rule.
For example, consider the configuration p2 which produces, as shown in Table 7.4,
the three terms 1S, 1D, and 3P . For the singlet terms, the fine structure constant
remains undetermined, as usual. For the triplet term we have instead

[1,1] = (0+,1+),

6We note that even if there are electrons in the closed subshells they do not produce any contribu-
tion to the equation.
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from which we obtain

ζ
(3P
)= 1

2
ζnp.

If we consider the complementary configuration p4, we get the same structure of
terms. This time, to find the fine structure constant of the 3P , term, we need to
consider the equation7

[1,1] = (1+,1−,0+,−1+),

and we obtain

ζ
(3P
)= −1

2
ζnp,

i.e. a value that is exactly the same (but opposite in sign) to the one of the con-
figuration p2. These arguments can be repeated for any configuration of equivalent
electrons and for the corresponding complementary configuration and lead to the
third Hund’s rule. In the particular case of configurations that fill half of a subshell
(such as p3, d5, and f 7), the configuration coincides with the complementary one,
and the fine structure constant is zero for all the terms.

16.10 The Fundamental Principle of Statistical Thermodynamics

Consider, in all generality, a macroscopic physical system. We suppose that the sys-
tem is in thermal equilibrium with an ideal heat reservoir having temperature T

(canonical ensemble). We also suppose to identify with the index i all possible mi-
croscopic states of the system and we denote by Ei the energy of the i-th state.
Macroscopically, the system is in a steady state. On the other hand, from the micro-
scopical point of view, we can think that it constantly evolves from one microscopic
state to another. We can then introduce a statistical description denoting by pi the
probability that the system is in the i-th microscopic state. The following normali-
sation property should obviously be valid

∑

i

pi = 1.

We now need to relate the probability pi with the energy Ei . To do so, we give a
definition of the entropy by putting, according to an hypothesis originally due to
Boltzmann

S = −kB

∑

i

pi lnpi,

7The quantity (1+,1−,0+,−1+), relative to the configuration p4, is obtained from the correspond-
ing quantity (0+,1+), relative to the configuration p2, taking the “complementary” of the latter,
i.e. (−1+,−1−,0−,1−), and then changing sign to all the values of m and ms .
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where kB is the Boltzmann constant.
This definition can be justified by considering that the entropy of a system mea-

sures the amount of “disorder” contained in the system itself and noting that the
function defined above has the mathematical property of assuming its maximum
value when all the probabilities pi are equal to one another, and take the minimum
value (which is equal to 0) when a single pi is equal to 1 and all the others are equal
to 0. The proof of the second property is trivial. To prove the first property we note
that giving an arbitrary variation δpi to the probabilities, the corresponding change
δS of the entropy is

δS = −kB

∑

i

(lnpi + 1)δpi.

On the other hand, being
∑

i

δpi = 0,

it follows that if lnpi is constant (i.e. independent of i), δS is null and therefore the
entropy presents an extreme. It is then easy to verify that such an extreme is actually
a maximum, since

d2S

dp2
i

= −kB
1

pi
< 0.

Having justified the definition of the entropy, we now take into account that the
internal energy of the system is given by the expression

U =
∑

i

piEi.

If we consider an infinitesimal thermodynamical transformation of the system, the
internal energy will vary, in general, because both the probabilities pi and the ener-
gies Ei change. We then have

δU =
∑

i

(δpi)Ei +
∑

i

pi(δEi).

If, however, the external conditions of the system are not varied, the quantities Ei

remain fixed to the initial value and the second term of the right hand side is null.
On the other hand, to keep constant the external conditions of the system means that
the system does not accomplish mechanical work on the ambient medium, so we
can write, according to the first principle of thermodynamics

δU =
∑

i

(δpi)Ei = δQ= T δS,
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where δQ is the heat exchanged with the reservoir, and taking into account that

δS = −kB

∑

i

(δpi) lnpi,

we obtain the equation

∑

i

(δpi)Ei = −kBT
∑

i

(δpi) lnpi.

This equation must be satisfied for an arbitrary thermodynamic transformation (as
long as no work is done). The following relation therefore must hold

Ei = −kBT lnpi + const.,

which leads to the relation

pi =Ae−βEi ,

where A is a constant and where we have put

β = 1

kBT
.

The constant A is determined by imposing the normalisation condition. Since we
must have

∑

i

pi =
∑

i

Ae−βEi = 1,

it follows that

A= 1

Z ,

where the quantity Z , known as the sum over states, is given by

Z =
∑

i

e−βEi .

The expression of pi can therefore be written in its final form

pi = 1

Z e−βEi = e−βEi

∑
j e−βEj

. (16.22)

This expression, often referred to as Gibbs principle, is of extreme generality
and can rightly be considered the basis of all statistical thermodynamics. It can
be written in an alternative form by assuming that the microscopic states of the
system are not discrete (and therefore countable) but are identified by the rep-
resentative point in the phase space of the system having dimension 2N , where
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N is the number of degrees of freedom of the system itself. In this case, denot-
ing by dP the probability that the representative point of the system is in the cell
dΓ = dq1 dq2 · · ·dqN dp1 dp2 · · ·dpN of the phase space centered around the val-
ues (qi,pi), and denoting by H(qi,pi) the Hamiltonian of the system, we have

dP = 1

Z e−βH(qi ,pi ) dΓ = e−βH(qi ,pi ) dΓ
∫

e−βH(qi ,pi ) dΓ
, (16.23)

where the integral is over the entire volume of the phase space available to the
system. Equations (16.22) and (16.23) coincide, respectively, with Eqs. (10.2)
and (10.1) which we have assumed as the basic principles for the deduction of the
various laws of thermodynamical equilibrium in Chap. 10.

16.11 Transition Probability for the Coherences

In Chap. 11, we have introduced the so-called random phase approximation and
we have determined the kinetic equations for the diagonal matrix elements ρα of
the density matrix operator of the physical system. The result that we found is the
kinetic equation (9.11), which is interpreted by introducing the transition probability
per unit time between different states of the system. This probability is given by
Fermi’s golden rule, expressed by Eq. (11.10). We now want to generalise these
results by determining the kinetic equations for the so-called coherences, i.e. for the
non-diagonal matrix elements of the density matrix operator.

We start again from Eq. (8.11) and introduce the hypothesis, less restrictive than
that of the random phases, that in the physical system there might exist coherences,
even if only within pairs of states, |α〉 and |α′〉, having the same energy eigenvalue
(degenerate states) and such that the matrix element of the interaction Hamiltonian
between them, HI

αα′ , is zero. Taking into account this approximation, when evalu-
ating the product cα(t)c∗

α′(t) we obtain, considering only the terms that are at most
quadratic in the matrix elements of HI,

cα(t)c
∗
α′(t)= cα(0)c

∗
α′(0)

+ 1

�2

∑

ββ ′
HI

αβHI
β ′α′cβ(0)c

∗
β ′(0)

eiωαβ t − 1

ωαβ

e−iωα′β′ t − 1

ωα′β ′

+ 1

�2

[∑

βγ

HI
αβHI

βγ cγ (0)c
∗
α′(0)

(
eiωαγ t − 1

ωαγ ωβγ

− eiωαβ t − 1

ωαβωβγ

)

+ C.C.
(
α ↔ α′)

]
,

where the symbol [· · · + C.C.(α ↔ α′)] means that we need to add to the term in
brackets its complex conjugate (with the exchange of the indices α and α′).
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We now need to recall the approximation we have introduced in that the states
between which coherences exist are iso-energetic. As regards the second line of the
previous equation, this implies that ωαβ = ωα′β ′ and so the two temporal factors are
one the complex conjugate of the other. Regarding the third line, we can consider
the limit (ωαγ → 0) and the temporal function between round brackets, which we
indicate with F(t), is equal to

F(t)= eiωαγ t − 1

ωαγ ωβγ

− eiωαβ t − 1

ωαβωβγ

= − it

ωαβ

+ eiωαβ t − 1

ω2
αβ

= −2 sin2(ωαβt/2)

ω2
αβ

+ i
sin(ωαβt)−ωαβt

ω2
αβ

.

We now proceed by evaluating the statistical average over the physical system. We
introduce the notation of the density matrix by putting8 ραα′ = 〈cα(t)c∗

α′(t)〉. Chang-
ing the index of the sum γ in α′′, the kinetic equation for the coherences becomes

ραα′(t)= ραα′(0)+ 1

�2

∑

ββ ′
HI

αβHI
β ′α′ρββ ′(0)

4 sin2(ωαβt/2)

ω2
αβ

+ 1

�2

[∑

βα′′
HI

αβHI
βα′′ρα′′α′(0)F(t)+ C.C.

(
α ↔ α′)

]
. (16.24)

We consider the limit of this equation for t → ∞. As we have seen on various
occasions within the text (cf. Fig. 11.1)

lim
t→∞

4 sin2(ωαβt/2)

ω2
αβ

= 2πtδ(ωαβ)= 2π�tδ(Eα −Eβ),

where we have used the definition of the Bohr frequencies in terms of the energies
of the states of the physical system. Regarding the function F(t), while its real part
produces again a Dirac delta over the energy, the imaginary part behaves, at the limit
of t → ∞, as shown in Fig. 16.2. It can rigorously be shown within the distribution
theory that we have

lim
t→∞F(t)= −πtδ(ωαβ)− itPP

1

ωαβ

= −π�t

[
δ(Eα −Eβ)+ i

π
PP

1

Eα −Eβ

]
,

where the symbol PP means the Cauchy principal value.
We are now able to write the kinetic equation that generalises Eq. (11.9), valid

for the diagonal elements of the density matrix, to the case of coherences. Starting

8We note that in Chap. 11 we only introduced the diagonal elements of the density matrix, denoted
for simplicity by the symbol ρα instead of ραα .
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Fig. 16.2 The imaginary part
of F(t) is plotted as a
function of ωαβ for a fixed
time t . As t increases, the
behaviour of the function
becomes more and more
similar to that one of the
function −t/ωαβ (dotted
line), except in the origin
where it is zero

with Eq. (16.24) and noting that all the terms in the right hand side behave linearly
with t , we can write, for t → ∞

d

dt
ραα′ =

∑

ββ ′
Tαα′ββ ′ρββ ′ −

∑

α′′

(
Rαα′′ρα′′α′ +R∗

α′α′′ραα′′
)
, (16.25)

where Tαα′ββ ′ , the rate of transfer from the coherence ρββ ′ to the coherence ραα′ , is
given by

Tαα′ββ ′ = 2π

�
HI

αβHI
β ′α′δ(Eα −Eβ),

and where Rαα′′ , the relaxation rate that relates the coherence ραα′ to the coherence
ρα′′α′ , is given by

Rαα′′ = π

�

∑

β

HI
αβHI

βα′′

[
δ(Eα −Eβ)+ i

π
PP

1

Eα −Eβ

]
.

It is easy to show that Eq. (16.25) coincides with Eq. (11.9) in the case of the
random phase approximation, i.e. when we consider only the diagonal elements of
the density matrix. We have, in fact,

Tααββ = 2π

�

∣∣HI
αβ

∣∣2δ(Eα −Eβ)= Pαβ,

where Pαβ is the transition probability per unit time between the states |α〉 and
|β〉 (or between the states |β〉 and |α〉) given by Eq. (11.10) (Fermi’s golden rule).
Similarly,

Rαα +R∗
αα = 2π

�

∑

β

∣∣HI
αβ

∣∣2δ(Eα −Eβ)=
∑

β

Pαβ.
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Equation (16.25) can therefore be rightly considered the generalisation of Fermi’s
golden rule to the case of coherences. It is important to stress the presence of the
imaginary factor in the relaxation rates. Such factor is responsible for some phenom-
ena typical of the interaction between material systems and the radiation field such
as, in particular, the anomalous dispersion phenomena that occur in the propagation
of polarised radiation in an anisotropic medium (Faraday effect, Macaluso-Corbino
effect, etc.).

16.12 Sums over the Magnetic Quantum Numbers

Here, we want to prove Eq. (11.17). That is, we want to show that, for any polari-
sation unit vector e, having defined the averages of the square moduli of the dipole
matrix elements A and A′ over the magnetic quantum numbers by the equations

A = 1

gagb

∑

α,β

|rbβ,aα · e|2,

A′ = |rba|2 = 1

gagb

∑

α,β

|rbβ,aα|2 = 1

gagb

∑

α,β

〈ubβ |r|uaα〉 · 〈uaα|r|ubβ〉,

we have

A = 1

3
A′.

The indices a and b in the previous equations denote any two energy levels of the
atomic system while the indices α and β denote the respective magnetic sublevels,
which are degenerate with respect to the energy. To demonstrate the equation, we
need to introduce a more detailed notation which takes into account the fact that
the atomic levels are normally characterised not only by a set of internal quantum
numbers γ (which specify the configuration and the term), but also by the quan-
tum number for the angular momentum J and the magnetic quantum number M .
Applying the formal substitutions

|uaα〉 → |γaJaMa〉, |ubβ〉 → |γbJbMb〉,
ga → 2Ja + 1, gb → 2Jb + 1,

we obtain

A =
∑

MaMb

|〈γbJbMb|r · e|γaJaMa〉|2
(2Ja + 1)(2Jb + 1)

,

A′ =
∑

MaMb

〈γbJbMb|r|γaJaMa〉 · 〈γaJaMa|r|γbJbMb〉
(2Ja + 1)(2Jb + 1)

.
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To calculate A we apply the Wigner-Eckart theorem, noting that the scalar product
r · e can be expressed in terms of the spherical components of the two vectors. We
have in fact (cf. Eq. (9.5))

r · e =
∑

q

(−1)qrqe−q .

Using Eq. (9.4) we have

〈γbJbMb|rq |γaJaMa〉

= (−1)Ja+Mb+1
√

2Jb + 1

(
Jb Ja 1

−Mb Ma q

)
〈γbJb‖r‖γaJa〉,

and we obtain

A =
∑

qq ′
(−1)q+q ′

e−q(e−q ′)∗

×
∑

MaMb

(
Jb Ja 1

−Mb Ma q

)(
Jb Ja 1

−Mb Ma q ′
) |〈γbJb‖r‖γaJa〉|2

2Ja + 1
.

The sum over Ma and Mb of the product of the two 3-j symbols can be calculated
using the property of the 3-j symbols of Eq. (7.18). We have

∑

MaMb

(
Jb Ja 1

−Mb Ma q

)(
Jb Ja 1

−Mb Ma q ′
)

= 1

3
δqq ′ ,

and we obtain, being
∑

q eq(eq)
∗ = 1

A = 1

3

|〈γbJb‖r‖γaJa〉|2
2Ja + 1

.

To calculate the quantity A′ we proceed in a similar way first noting that
〈γaJaMa|r|γbJbMb〉 = 〈γbJbMb|r|γaJaMa〉∗. We obtain

A′ =
∑

q

∑

MaMb

(
Jb Ja 1

−Mb Ma q

)(
Jb Ja 1

−Mb Ma q ′
) |〈γbJb‖r‖γaJa〉|2

2Ja + 1
,

and using the same property of the 3-j symbols and summing over q we arrive at the
result that we wanted to prove, i.e.

A′ = |〈γbJb‖r‖γaJa〉|2
2Ja + 1

= 3A.

The above results can be used to express the quantity |rba |2 that we introduced
within the text in terms of the reduced matrix elements of the spherical tensor r.
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Since |rba|2 = A′, we have

|rba |2 = |〈γbJb‖r‖γaJa〉|2
2Ja + 1

.

On the other hand, being |rba |2 = |rab|2, we obtain by symmetry

|rba |2 = |rab|2 = |〈γbJb‖r‖γaJa〉|2
2Ja + 1

= |〈γaJa‖r‖γbJb〉|2
2Jb + 1

,

an equation that relates the reduced matrix elements under the exchange of the bra
with the ket.

In spectroscopy, the concept of line (or transition) strength is commonly used.
Such quantity is invariant with respect to the exchange of the lower and upper level,
and is defined by

S = gb
∣∣〈γbJb‖d‖γaJa〉

∣∣2 = ga
∣∣〈γaJa‖d‖γbJb〉

∣∣2,

where d = −e0r is the electric dipole operator. The quantities introduced in the text
are therefore related to the line strength via the relation

|rba |2 = |rab|2 = 1

e2
0

S
gagb

.

These relations can then be used to express the Einstein coefficients in terms of
the line strength instead of in terms of the dipole matrix elements. For example,
recalling Eq. (11.20), the Einstein coefficient Aab can be written in the form

gaAab = 64π4ν3
ab

3hc3
S.

An alternative quantity that is also used to characterise the strength of a line (or a
transition) is the so-called oscillator strength. This quantity is introduced in the fol-
lowing way. The absorption coefficient of a plasma of “classical” atoms, described
by the Lorentz atomic model and integrated in frequency is given by

[
k
(a)
R

]
class = N

πe2
0

mc
,

where N is the number density of atoms. Comparing this expression with that one
for k(a)R obtained in Sect. 11.9 (Eq. (11.33)), we see that the two quantities coincide
if we identify N with Nb and multiply the classical expression for the dimensionless
quantity fba , known as the oscillator strength of the transition, given by

fba = 8π2mνab

3h
ga|rba |2.
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The oscillator strength may be considered as a parameter measuring the effi-
ciency of the transition, since it represents a sort of “equivalent number” of classical
oscillators. Typically, it is a relatively small number that can reach values of the
order of unity only for the strongest spectral lines. The relations between oscilla-
tor strength, line strength, and Einstein coefficients are easily obtained using the
previous relations. For example, we have

gbfba = 8π2mνab

3he2
0

S, gaAab = 8π2e2
0ν

2
ab

mc3
gbfba.

16.13 Calculation of a Matrix Element

We wish to calculate the probability per unit time that the following elementary pro-
cess occurs: a non-relativistic free electron of momentum q undergoes a transition
to a free state of momentum q′ due to absorption of a photon with wave vector k.
According to Fermi’s golden rule, repeating the arguments presented in Sect. 11.4
but without introducing the dipole approximation,9 such probability is proportional
to the squared modulus of the matrix element M given by

M = 〈uf|eik·rp · e|ui〉,

where |ui〉 and |uf〉 are the eigenvectors of the atomic system (in our case of the free
electron) in the initial and final state, respectively, e is the polarisation unit vector
of the absorbed photon, and p is the momentum operator of the electron. Within the
representation of the wavefunctions, where the operator p is given by −i�grad, the
matrix element M is

M = −i�e ·
∫

ψ∗
f (r)e

ik·r grad
[
ψi(r)

]
d3r.

On the other hand, the eigenfunctions ψf and ψi are of the type of a plane wave, i.e.

ψf(r)= 1√
V

eiq′·r/�, ψi(r)= 1√
V

eiq·r/�,

where V is the normalisation volume. Substituting in the integral we have

M = e · q
V

∫
e−i(q′−�k−q)·r/� d3r.

9The dipole approximation is appropriate when considering the interaction between radiation and
electrons that are bound in an atom. For free electrons, described by eigenfunctions of the type of
a plane wave, the approximation cannot be applied.
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The integral is null unless the argument of the exponential is zero. This leads to the
equality q′ = (�k + q) which represents the conservation of momentum. In such
case, the integral is simply equal to V , so we obtain

M= e · q = e · (q′ − �k
)
.

16.14 Gauge Invariance in Quantum Electrodynamics

Consider the quantity Rf i defined in Eq. (15.22) of the text that we rewrite here in
the form

Rf i = P +Q,

where

P = W †
s

(
p′)(α · e′∗) Hg + ε + �ω

(ε + �ω)2 − ε2
g
(α · e)Wr (p),

Q = W †
s

(
p′)(α · e)

Hh + ε − �ω′

(ε − �ω′)2 − ε2
h

(
α · e′∗)Wr (p).

We want to demonstrate that Rf i is invariant with respect to the transformation

α · e → α · e +C(α · u − 1), (16.26)

where C is an arbitrary constant and where u is the unit vector of the direction of
the initial photon (u = k/k). Performing such transformation, the quantities P and
Q are transformed according to the equations

P → P +CP ′, Q→Q+CQ′,

where

P ′ = W †
s

(
p′)(α · e′∗) Hg + ε + �ω

(ε + �ω)2 − ε2
g

[
(α · u)− 1

]
Wr (p),

Q′ = W †
s

(
p′)[(α · u)− 1

] Hh + ε − �ω′

(ε − �ω′)2 − ε2
h

(
α · e′∗)Wr (p).

We multiply the two quantities P ′ and Q′ by the product c�k and note that

c�k
[
(α · u)− 1

]= c�(α · k)− �ω.

Recalling the kinematic relations of the Compton effect and noting that the quanti-
ties g and h, contained respectively in P ′ and Q′, are given by (see Eq. (15.15))

g = p + �k, h = p − �k′ = p′ − �k,
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we can perform the following substitution in the expression of P ′

�k = g − p,

and in the expression of Q′

�k = p′ − h.

Substituting, and recalling also that ε − �ω′ = ε′ − �ω, we obtain

c�kP ′ = W †
s

(
p′)(α · e′∗) Hg + ε + �ω

(ε + �ω)2 − ε2
g
[cα · g − cα · p − �ω]Wr (p),

c�kQ′ = W †
s

(
p′)[cα · p′ − cα · h − �ω

] Hh + ε′ − �ω

(ε′ − �ω)2 − ε2
h

(
α · e′∗)Wr (p).

Within the square brackets, we add and subtract the factor βmc2 and recall that an
expression of the type (cα ·q+βmc2), with q arbitrary, is the Dirac Hamiltonian Hq.
We obtain

c�kP ′ = W †
s

(
p′)(α · e′∗) Hg + ε + �ω

(ε + �ω)2 − ε2
g
[Hg −Hp − �ω]Wr (p),

c�kQ′ = W †
s

(
p′)[Hp′ −Hh − �ω] Hh + ε′ − �ω

(ε′ − �ω)2 − ε2
h

(
α · e′∗)Wr (p).

Now, noting that

HpWr (p)= εWr (p), W †
s

(
p′)Hp′ = ε′W †

s

(
p′),

we have

c�kP ′ = W †
s

(
p′)(α · e′∗) Hg + ε + �ω

(ε + �ω)2 − ε2
g
[Hg − ε − �ω]Wr (p),

c�kQ′ = W †
s

(
p′)[ε′ −Hh − �ω

] Hh + ε′ − �ω

(ε′ − �ω)2 − ε2
h

(
α · e′∗)Wr (p).

Finally, taking into account that

[Hg + ε + �ω][Hg − ε − �ω] = ε2
g − (ε + �ω)2,

[
ε′ −Hh − �ω

][
Hh + ε′ − �ω

]= (ε′ − �ω
)2 − ε2

h,

we obtain

c�kP ′ = −W †
s

(
p′)(α · e′∗)Wr (p), c�kQ′ =W †

s

(
p′)(α · e′∗)Wr (p),
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from which it follows that (P ′ +Q′)= 0. This shows that the quantity Rf i is invari-
ant with respect to the transformation (16.26). In all similarity, it can be shown that
Rf i is also invariant with respect to the transformation

α · e′∗ → α · e′∗ +C′(α · u′ − 1
)
,

where C′ is an arbitrary constant and where u′ is the unit vector of the direction of
the final photon (u′ = k′/k′).

An alternative way to express these invariant properties is to formally consider
the quantity Rf i as a function of the matrix (α · e), or, alternatively, of the matrix
(α · e′∗). From the above proof it follows that

Rf i{α · e → α · u} = Rf i{α · e → 1},
Rf i
{
α · e′∗ → α · u′}= Rf i

{
α · e′∗ → 1

}
.

(16.27)

16.15 The Gamma Matrices and the Relativistic Invariants

The relation between energy εp and momentum p of a relativistic particle of mass
m is

ε2
p = c2p2 +m2c4.

In particular, for a photon (m= 0) we have

εp = cp, with p = |p|,
or, in terms of frequency and wavenumber

�ω = c�k, with k = |k|.
Such relations may be formally simplified if we adopt a unit system in which
� = c = 1. The introduction of this convention is equivalent to define the unit time
interval as the time needed by light to travel the unit of length. With this definition,
the energy, the momentum, and the mass (and similarly for a photon, the angular
frequency and the wavenumber) all assume the dimensions of the reciprocal of a
length (or a time). The relation between momentum and energy is written, in this
system of units, in the form

ε2
p = p2 +m2, or ε2

p − p2 =m2,

and for a photon

εp = p, or ω = k.

We now introduce with the symbol Pμ (μ= 0,1,2,3) the quadrivector momentum-
energy of the particle. It is an entity with four components that are defined in this
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way

P0 = εp, P1 = p1 = px, P2 = p2 = py, P3 = p3 = pz,

or, in a more compact form

P = (εp,p).

Defining the metric tensor gμν as

g00 = 1, g0i = gi0 = 0 (i = 1,2,3), gjk = −δik (j, k = 1,2,3),

the scalar product of two quadrivectors P and Q is

(PQ)=
∑

μν

gμνPμQν = εpεq − p · q.

In particular we have

P2 = (PP)=
∑

μν

gμνPμPν = ε2
p − p2 =m2.

These quantities (the scalar product of two quadrivectors defined by the above met-
ric tensor and, in particular, the square of a quadrivector) are relativistic invariants,
i.e. do not change under Lorentz transformations. We are now going to show how
the probability amplitudes of Compton scattering can be expressed in terms of these
invariants.

Consider the quantity Rf i defined in Eq. (15.22). This quantity is composed of
two terms that we denote by P and Q. For the first one we have, taking into account
the system of units we have introduced (c = �= 1)

P =W †
s

(
p′)(α · e′∗) Hg + ε +ω

(ε +ω)2 − ε2
g
(α · e)Wr (p),

where

Hg = α · g + βm,

with

g = p + k, εg =
√
g2 +m2.

Recalling that the square of the Dirac matrix β is unity, we can write

P =W †
s

(
p′)(α · e′∗)β2 Hg + ε +ω

(ε +ω)2 − ε2
g
β2(α · e)Wr (p).

If we now also recall that the Dirac matrix β anticommutes with any of the α matri-
ces, we obtain

P =W †
s

(
p′)β

(
α · e′∗)β(Hg + ε +ω)

(ε +ω)2 − ε2
g
β(α · e)βWr (p).
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We now define the matrices γμ (μ= 0,1,2,3)

γ0 = β, γ1 = βα1, γ2 = βα2, γ3 = βα3.

The fundamental property of these matrices regards their anticommutator which is
(as easily derived from the properties of the α and β matrices)

{γμ, γν} = γμγν + γνγμ = 2gμν, (16.28)

where gμν is the metric tensor that we have previously defined. Moreover, given an
arbitrary quadrivector V , we define by the symbol /V the matrix

/V =
∑

μ

γμVμ.

With these definitions, the quantity P can be written in the form

P =W †
s

(
p′)/E ′∗ /G +m

G2 −m2
/Eγ0Wr(p), (16.29)

where the quadrivectors G, E and E ′ are given by

G = (ω + ε,g), E = (0, e), E ′ = (0, e′).

We note that the quadrivector G can also be written in the form

G = P +K,

where

K = (ω,k).

If we now consider the quantity P ∗, complex conjugate of P , we need to proceed
carefully because the γ matrices (except γ0) are not Hermitian. We have in fact

γ
†
0 = β† = β = γ0,

γ
†
i = (βαi )

† = α
†
i β

† = αi β = −βαi = −γi (i = 1,2,3).

These properties can be summarised in only one relation

γ †
μ = γ0γμγ0,

which implies, for an arbitrary quadrivector

/V† = γ0/V∗γ0.

We therefore obtain

P ∗ =W †
r (p)γ0γ0/E∗γ0

γ0/Gγ0 +m

G2 −m2
γ0/E ′γ0Ws

(
p′),
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or

P ∗ =W †
r (p)/E∗ /G +m

G2 −m2
/E ′
γ0Ws

(
p′). (16.30)

Similar considerations can be repeated for the other term Q of Eq. (15.22) de-
fined by

Q=W †
s

(
p′)(α · e)

Hh + ε −ω′

(ε −ω′)2 − ε2
h

(
α · e′∗)Wr (p),

where

Hh = α · h + βm,

with

h = p − k′, εh =
√
h2 +m2.

We have

Q=W †
s

(
p′)/E /H +m

H2 −m2
/E ′∗

γ0Wr (p), (16.31)

where the quadrivector H is defined by

H = (ε −ω′,h
)= P −K′,

being

K′ = (ω′,k′).

Still in analogy to what discussed before, we also have

Q∗ =W †
r (p)/E ′ /H +m

H2 −m2
/E∗

γ0Ws

(
p′). (16.32)

We can now evaluate the square of the modulus of the quantity Rf i. It is

|Rf i|2 = (P +Q)
(
P ∗ +Q∗)= PP ∗ + PQ∗ +QP ∗ +QQ∗,

where, using Eqs. (16.29)–(16.32), the four terms are given by

PP ∗ = W †
s

(
p′)/E ′∗ /G +m

G2 −m2
/Eγ0Wr (p)W

†
r (p)/E∗ /G +m

G2 −m2
/E ′
γ0Ws

(
p′),

PQ∗ = W †
s

(
p′)/E ′∗ /G +m

G2 −m2
/Eγ0Wr (p)W

†
r (p)/E ′ /H+m

H2 −m2
/E∗
γ0Ws

(
p′),

QP ∗ = W †
s

(
p′)/E /H+m

H2 −m2
/E ′∗

γ0Wr (p)W
†
r (p)/E∗ /G +m

G2 −m2
/E ′
γ0Ws

(
p′),

QQ∗ = W †
s

(
p′)/E /H+m

H2 −m2
/E ′∗

γ0Wr (p)W
†
r (p)/E ′ /H+m

H2 −m2
/E∗
γ0Ws

(
p′).
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These expressions can be simplified when one considers the average over the
initial spin states of the electron and the sum over the final spin states of the elec-
tron. Taking into account the results we have obtained in Sect. 15.5 (Eqs. (15.18)
and (15.20)) we have

∑

r=1,2

Wr (p)W
†
r (p)= εp +Hp

2εp
,

∑

s=1,2

Ws

(
p′)W †

s

(
p′)= εp′ +Hp′

2εp′
,

and defining the quadrivector

P = (εp,p), P ′ = (εp′ ,p′),

we obtain

∑

r=1,2

γ0Wr(p)W †
r (p)= /P +m

2εp
,

∑

s=1,2

γ0Ws

(
p′)W †

s

(
p′)= /P ′ +m

2εp′
.

By denoting with the symbol 〈· · · 〉 the average over the spin states and using the
definition of the trace of a matrix, according to which a scalar product of the form
W1 XW

†
2 , with W1 and W2 arbitrary spinors and X an arbitrary matrix, can be

written in the form Tr(W2W
†
1 X ), we have

〈
PP ∗〉= 1

2

∑

r=1,2

∑

s=1,2

PP ∗

= 1

8εpεp′
Tr

{(
/P ′ +m

)
/E ′∗ /G +m

G2 −m2
/E(/P +m)/E∗ /G +m

G2 −m2
/E ′
}
,

with similar expressions for the other three terms 〈PQ∗〉, 〈QP ∗〉, and 〈QQ∗〉.
This last result can be greatly simplified if we sum over the polarisation states of

the final photon and we average over the polarisation states of the initial photon. The
average over the polarisation states of the initial photon, for example, is obtained by
applying to the previous formula the formal substitution

/E(/P +m)/E∗ → 1

2

∑

i=1,2

/E (i)
(/P +m)/E (i),

where

E (i) = (0, e(i)
)
,

e(i) (i = 1,2) being two unit vectors that we can assume real, perpendicular to each
other and perpendicular to the direction of the initial photon. Taking into account
the invariance under gauge transformations described in Sect. 16.14 and, in par-
ticular, recalling Eq. (16.27), the sum can be modified by extending it to a third
“unit quadrivector” (that we denote by E (3)) and subtracting then the contribution



416 16 Appendix

from another unit quadrivector. According to special relativity, this unit quadrivec-
tor, which we denote by E (0), is of the purely temporal type. Defining

E (3) = (0, e(3)
)
, E (0) = (1,0),

where e(3) is an unit vector directed along the direction of the incoming photon
(e(3) = k/k), and recalling the definition of the metric tensor, we apply the following
transformation

/E(/P +m)/E∗ → 1

2
S, where S = −

3∑

i,j=0

gij /E (i)(/P +m)/E (j).

We note that the sum S can also be written in the form

S = −γ0(/P +m)γ0 + (γ · e(1)
)
(/P +m)

(
γ · e(1)

)

+ (γ · e(2)
)
(/P +m)

(
γ · e(2)

)+ (γ · e(3)
)
(/P +m)

(
γ · e(3)

)
,

where γ is the formal vector defined by γ = (γ1, γ2, γ3). The right-hand side can
then be transformed to get

S = −γ0(/P +m)γ0 +
3∑

i,j=1

γi(/P +m)γj
[
e
(1)
i e

(1)
j + e

(2)
i e

(2)
j + e

(3)
i e

(3)
j

]
.

On the other hand, taking into account Eq. (15.7), the quantity in square brackets is
equal to the Kronecker delta δij , so we obtain

S = −γ0(/P +m)γ0 +
3∑

i=1

γi(/P +m)γi = −
∑

μ,ν

gμνγμ(/P +m)γν.

Finally, we take into account the properties of the γ matrices. From Eq. (16.28) we
have

γμγν = −γνγμ + 2gμν.

Moreover, it is easy to verify that the following relation holds
∑

μν

gμνγμγν = 4,

and that, given the properties of the metric tensor,
∑

μ

gμνgμρ = δνρ,

so that
∑

μν

gμνgμργν = γρ.
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Taking advantage of these properties, we get after some algebra

S = 2(/P − 2m).

Summarising the foregoing, the average on the states of polarisation of the initial
photon is obtained by performing the formal transformation

/E(/P +m)/E∗ → /P − 2m.

Similarly, the sum over the polarisation states the final photon is obtained by per-
forming the formal transformation

/E ′(/P ′ +m
)
/E ′∗ → 2

(
/P ′ − 2m

)
.

Now we denote by the symbol 〈〈PP ∗〉〉 the quantity obtained by taking the average
of 〈PP ∗〉 over the states of initial polarisation and the sum of the same quantity
over the states of final polarisation.10 We have

〈〈PP ∗〉〉 = 1

4εpεp′
Tr

{(
/P ′ − 2m

) /G +m

G2 −m2
(/P − 2m)

/G +m

G2 −m2

}
.

At this point it is necessary to briefly discuss the traces of the products of the
γ matrices. It is easy to verify that the trace of the product of an odd number of γ
matrices is null. When instead the number of γ matrices is zero or even, the result
is different from zero. Denoting by a an arbitrary constant, with A, B, C, and D
four arbitrary quadrivectors, and recalling the definition of the scalar product of
quadrivectors, we have

Tr{a} = 4a, Tr{/A/B} = 4(AB),

Tr{/A/B/C/D} = 4
[
(AB)(CD)− (AC)(BD)+ (AD)(BC)

]
.

The first relation is obvious. For the second one we have

Tr{/A/B} =
∑

μν

Tr{γμγν}AμBν,

and using the anticommutation property of the γ matrices

Tr{γμγν} = 8gμν − Tr{γνγμ}.
From the cyclic property of the trace it then follows that

Tr{γμγν} = 4gμν,

10Recall that the first average, 〈PP ∗〉, has a similar meaning with respect to the spin states of the
electron.
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which proves by simple substitution the second relation. For the third relation we
have

Tr{/A/B/C/D} =
∑

μνρσ

Tr{γμγνγργσ }AμBνCρDσ ,

and, for the anticommutation property of the γ matrices,

Tr{γμγνγργσ } = 2gμν Tr{γργσ } − Tr{γνγμγργσ }
= 2gμν Tr{γργσ } − 2gμρ Tr{γνγσ } + Tr{γνγργμγσ }
= 2gμν Tr{γργσ } − 2gμρ Tr{γνγσ } + 2gμσTr{γνγρ}

− Tr{γνγργσ γμ}.
Using the cyclic property of the trace we then have

Tr{γμγνγργσ } = gμνTr{γργσ } − gμρ Tr{γνγσ } + gμσ Tr{γνγρ},
and using of the result previously obtained

Tr{γμγνγργσ } = 4gμνgρσ − 4gμρgνσ + 4gμσgνρ.

The third relation is then finally obtained by simple substitution of this identity.
The result obtained for 〈〈PP ∗〉〉 shows that the trace contained in this quantity

can be expressed exclusively in terms of scalar products of quadrivectors, i.e. in
terms of relativistic invariants. Similar considerations can then be repeated for the
other quantities 〈〈PQ∗〉〉, 〈〈QP ∗〉〉, and 〈〈QQ∗〉〉, which, once calculated, allow one
to obtain the transition probability per unit time and the cross section. Obviously, in
the particular case in which the electron is initially at rest, one finds again for the
cross section the Klein-Nishina equation in the form of Eq. (15.37), which refers to
the average over the polarisation states of the initial photon and the sum over the
polarisation states of the final photon.

The formalism of the γ matrices presented in this chapter is very powerful and
elegant. It allows one to deal with relative ease even with the most complex problems
in quantum electrodynamics. In any case, we emphasize that the formalism that we
have used in the text to deduce the Klein-Nishina equation, which does not make
use of the γ matrices, was the first to be used in the applications.

16.16 Physical Constants

The constants are expressed in the cgs system of units with at most six significant
digits.

Constant of gravitation: G= 6.67428 × 10−8 cm3 g−1 s−2

Velocity of light in vacuum: c = 2.99792 × 1010 cm s−1

Planck constant: h= 6.62607 × 10−27 erg s
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Reduced Planck constant: �= h/(2π)= 1.05457 × 10−27 erg s
Boltzmann constant: kB = 1.38065 × 10−16 erg K−1

Charge of the electron (absolute value): e0 = 4.80320 × 10−10 esu
Electron mass: m= 9.10938 × 10−28 g
Reduced electron mass: mr =mMp/(m+Mp)= 9.10442 × 10−28 g
Atomic mass unit (amu): mH = 1.66054 × 10−24 g
Proton mass: Mp = 1.67262 × 10−24 g
Proton/electron mass ratio: Mp/m= 1.83615 × 103

Avogadro constant: NA = 6.02214 × 1023 mol−1

Fine-structure constant: α = e2
0/(�c)= 7.29735 × 10−3

Reciprocal of the fine-structure constant: 1/α = �c/e2
0 = 137.036

Classical radius of the electron: rc = e2
0/(mc2)= 2.81794 × 10−13 cm

Compton wavelength of the electron: λC = h/(mc)= 2.42631 × 10−10 cm
Radius of the first Bohr orbit: a0 = �

2/(me2
0)= 5.29177 × 10−9 cm

Rydberg constant: R =me4
0/(4πc�

3)= 1.09737 × 105 cm−1

Rydberg constant (hydrogen atom): RH =mre
4
0/(4πc�

3)= 1.09677 × 105 cm−1

Bohr magneton: μ0 = e0�/(2mc)= 9.27401 × 10−21 erg G−1

Thomson cross section: σT = 8πr2
c /3 = 6.65246 × 10−25 cm2

Stefan-Boltzmann constant:11 σ = 5.67040 × 10−5 erg cm−2 s−1 K−4

Radiation density constant:11 a = 7.56577 × 10−15 erg cm−3 K−4

First radiation constant: c1 = 2πhc2 = 3.74177 × 10−5 erg cm2 s−1

Second radiation constant: c2 = hc/kB = 1.43877 cm K

11σ = 2π5k4
B

15h3c2 , a = 4σ
c

= 8π5k4
B

15h3c3 .
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Cross section (elastic collisions), 308
Cross section (H− ion), 329
Cross section (inverse Compton scattering),

368
Cross section (photoionisation), 284
Cross section (Rayleigh), 61
Cross section (synchrotron), 75
Cross section (Thompson), 60

Cross section (Thompson, differential), 343,
360

Cyclic frequency, 12
Cyclotron frequency, 68, 118, 220
Cyclotron radiation, 68

D
Dalton’s law, 330
Damping factor, 317
Damping phenomena, 346
Degeneracy (level energies), 137
Degeneracy (quantum), 242
Density (charge), 2, 370
Density (current), 2, 371
Density (displacement current), 372
Density (electromagnetic energy), 3, 10
Density (electromagnetic momentum), 4, 10
Density (energy flux), 3
Density (energy of the radiation field), 96, 248
Density (internal energy), 247
Density matrix, 266, 402
Density (mechanical energy), 2
Diagonal sum rule, 191, 216, 397
Dielectric permittivity, 374
Diffraction grating, 25
Dipole approximation, 268
Dipole matrix element, 145, 270
Dirac, P.A.M., 85, 100, 104
Dirac delta, 16, 383
Dirac delta (tridimensional), 42, 46
Dirac equation, 101
Dirac equation (in a magnetic field), 115
Dirac equation (nonrelativistic limit), 106
Dirac matrices, 102
Displacement current, 2, 372
Doppler effect, 289, 366
Doppler width, 289
Dorgelo, H.B., 304
Doublet (sodium), 147
Drift velocity, 385
Dyad, 377

E
Eddington approximation, 324
Eddington-Barbier approximation, 319
Edlén, B., 301
Effective component, 212
Effective potential energy, 132
Effective quantum number, 144
Eigenfunctions of the hydrogenic atom, 136
Einstein, A., 273, 311
Einstein coefficient for absorption, 278
Einstein coefficient for spontaneous emission,

273
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Einstein coefficient for stimulated emission,
278

Einstein coefficients, 279
Einstein coefficients (order of magnitude), 296
Einstein coefficients (relations), 280
Einstein-Milne relations, 311
Electric battery, 371
Electric dipole moment, 77
Electric dipole radiation, 77
Electric field, 2, 369, 385
Electric quadrupole moment, 79
Electric quadrupole radiation, 80
Electromagnetic field of a moving charge, 49
Electromagnetic potential (operator), 91
Electromagnetic potentials, 5, 41
Electron (equivalent), 166
Electron (non-equivalent), 166
Electron (optical), 143, 167
Electron (valence), 143, 167
Emission coefficient, 281
Emission (spontaneous), 271
Emission (stimulated), 274
Energy shell, 351
Entropy, 238, 399
Entropy of the radiation field, 249
Ergodic theorem, 266
Expectation value, 94, 159
Extreme ultraviolet, 170

F
Faraday, M., 1, 371
Faraday effect, 405
Faraday’s law, 2
Fast axis, 37
Fermi, E., 159, 267
Fermi sea, 104, 352
Fermi-Dirac statistics, 256
Fermions, 150, 256
Fermi’s golden rule, 266
Fermi’s golden rule (generalised), 340
Feynman, R., 85, 271
Feynman diagrams, 271, 351
Fine structure (alkaline metals), 147
Fine structure (hydrogen), 141
Fine structure (LS multiplets), 214
Flux of electromagnetic energy, 17
Flux of the Stokes parameters, 33
Fock, V.A., 156
Forbidden transitions, 291, 295
Fourier anti-transform, 16
Fourier components, 23
Fourier theorem, 23
Fourier transform, 16
Fraunhofer, J., 119

Frequency, 12
Frequency of collisions, 287

G
Gauge invariance, 6
Gauge invariance (quantum electrodynamics),

409
Gauge transformation, 6, 7
Gauge transformation (electromagnetic

potentials), 106
Gauss, C.F., 1
Geometrical series, 26
Gibbs principle, 401
Gilbert, W., 2, 370
Gilbert’s law, 2, 376
Grating constant, 25
Gravitational waves, 391
Green’s function method, 43
Grey atmosphere, 321
Grotrian diagram, 125
Grotrian diagram (carbon), 189
Grotrian diagram (helium), 188
Grotrian diagram (hydrogen), 142
Grotrian diagram (O III), 298
Grotrian diagram (sodium), 145
Guldberg-Waage equation, 245
Gyromagnetic nuclear ratio, 234
Gyromagnetic ratio (electron), 115

H
Half-wave plate, 37
Hamilton equations, 86, 104
Hamiltonian (atom-radiation interaction), 263
Hamiltonian (charged particle), 104
Hamiltonian (Dirac), 101
Hamiltonian (electromagnetic field), 95
Hamiltonian (harmonic oscillator), 86
Hamiltonian (magnetic), 222
Hamiltonian (nonrelativistic), 152
Hamiltonian (of hyperfine structure), 234
Hamiltonian (of nuclear mass), 231
Hamiltonian (of nuclear volume), 232
Hamiltonian (spin-orbit interaction), 207
Harmonic oscillator, 85
Hartree, D.R., 156
Hartree-Fock method, 159
Heisenberg uncertainty principle, 143, 286,

340
Heliocentric angle, 318
Helium atom, 186
Helmholtz free energy, 257
H I regions, 235, 298
Hoenl, H., 304
Hopf equation, 325
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Hopf function, 325
Humphreys series, 120
Hund’s rule (first and second), 187
Hund’s rule (third), 217, 398
Huygens-Fresnel principle, 25
Hydrogen atom, 133
Hydrogenic atoms, 124
Hydrostatic equilibrium, 327
Hyperfine structure, 230

I
Impact approximation, 286
Integrals of Coulomb interaction (direct and

exchange), 187, 197, 199
Integro-exponential functions, 320
Intensity (electric current), 371
Intensity (radiation), 96
Interaction (configuration), 184, 295
Interaction (Coulomb), 187
Interaction (spin-orbit), 111, 207
Interaction (spin-spin), 208
Intermediate coupling, 219
Internal energy, 247
Ionisation degree, 244
Ionisation degree (hydrogen plasma), 246
Ionisation equation, 245
Isoelectronic sequences, 143, 160
Isotopic effect, 230
Isotopic effect (mass), 230
Isotopic effect (nuclear spin), 233
Isotopic effect (nuclear volume), 231

J
J-j coupling, 218
Jacobian, 47
Jacobian matrix, 47

K
Kepler third law, 122
Kinetic equation, 266, 404
Kirchhoff law, 282
Klein-Gordon equation, 103
Klein-Nishina equation, 355
Kramers-Heisenberg equation, 346
Kronig, R., 304

L
L-S coupling, 209
Laguerre polynomials, 135
Lamb, W.E., 142
Lamb shift, 142
Landau levels, 117
Landé, A., 147
Landé factor, 224

Landé interval rule, 213
Lanthanides, 168, 190
Laplace’s law (first and second), 371
Laporte’s rule, 188, 295
Larmor equation, 55
Larmor equation (relativistic), 388
Larmor frequency, 220, 225
Laser, 98, 275, 314
Lebedev, P.N., 12
Legendre functions, 131, 161
Level (energy), 125
Liénard and Wiechart potentials, 49
Lighthouse effect, 72
Limb darkening, 319, 324
Line (21 cm), 235
Line profile, 333
Line strength, 225, 303, 407
Line strength (multiplet), 304
Lines (auroral), 301
Lines (coronal), 301
Lines (emission), 319
Lines (hydrogen), 120
Lines (LTE), 332
Lines (non-LTE), 334
Local thermodynamic equilibrium (LTE), 313
Lorentz atomic model, 60, 273, 407
Lorentz factor, 56
Lorentz force, 2, 68, 221
Lorentz function, 288
Lorentz H.A., 6, 60, 221, 222
Lorentz units, 226
Lorenz condition, 7
Lorenz gauge, 6, 8
Lorenz L.V., 6
Luminosity (stellar), 322
Lyman continuum, 124

M
Macaluso-Corbino effect, 405
Magnetic current, 2
Magnetic dipole moment, 78
Magnetic dipole radiation, 80
Magnetic field, 2, 371, 385
Magnetic field (critical value), 223
Magnetic induction, 2
Magnetic mass, 370
Magnetic permeability, 374
Magnetic pole, 370
Magnetic sublevels, 224
Matrix elements (Coulomb interaction), 199
Matrix elements (diagonal), 195
Matrix elements (direct and exchange), 197
Maxwell, J.C., 1, 2, 372
Maxwellian distribution, 240, 307
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Maxwell’s equations, 1, 373, 374
McLennan, J.C., 301
Mean free time, 308
Mean molecular weight, 327
Mesons, 100
Metastable levels, 189, 299
Method of the variation of the constants, 263
Milne, E.A., 311
Milne-Eddington atmosphere, 333
Minimal coupling rule, 105
Mode of the radiation field, 92
Mode of the radiation field (number), 95
Models of stellar atmospheres, 327
Models of stellar atmospheres (empirical), 328
Moments (radiation field), 322
Momentum-energy relation, 99
Monochromatic flux, 19
Monochromatic flux (stellar atmosphere), 321
Multiplet (center of gravity), 215
Multiplet (inverted), 215
Multiplet levels, 214
Multiplicity (spin), 154
Multipolar expansion, 76

N
Natural broadening, 286
Natural radiation, 39
Nebulae, 301
Nebulium, 298, 301
Negative hydrogen ion, 160, 328
Neutron stars, 223
Noble gases, 167
Nuclear magnetic moment, 234
Nuclear magneton, 234
Nuclear spin, 233
Number of residual charge, 147

O
Occupation number, 89, 152, 241
Occupation number (average), 257
Occupation number of the mode, 95
Odd and even states, 154
Oersted, H.C., 1
Opacity, 328
Operator (annihilation), 87, 96
Operator (creation), 87, 96
Operator (exchange), 150
Operator (Laplacian), 42
Operator (parity), 154
Optical depth, 315
Optical depth (continuum), 332
Optical thickness, 316
Orbits (penetrating), 144
Ornstein, L., 304

Ortohelium, 188
Oscillator strength, 407

P
Parahelium, 188
Parity, 154, 185, 189
Parity (configuration), 165
Parseval theorem, 18
Partial pressure, 331
Partition function, 245
Paschen series, 120
Paschen-Back effect, 227
Pauli, W., 152, 230
Pauli equation, 107
Pauli exclusion principle, 149
Pauli matrices, 102
Pauli principle, 104
Perfect gas, 327
Period (wave), 12
Periodic table, 166
Periodicity conditions, 90
Perturbation theory, 137
Pfund series, 120
Phase of a wave, 9, 12
Photo-ionisation, 328
Photo-multiplier, 27, 35
Photoelectric effect, 124, 284
Photoionisation, 124, 284
Photon, 95, 96
Planck, M., 250
Planck function, 251
Plane-parallel atmosphere, 321
Plasma neutrality, 330
Poisson equation, 42
Polar aurorae, 301
Polarimeters, 38
Polarisation, 30
Polarisation (circular), 31
Polarisation (ellipse), 30
Polarisation (elliptical), 31
Polarisation (linear), 31
Polarisers, 35
Polarising filter, 35
Polarization charges, 2
Polarization currents, 2
Positron, 104, 352
Potential (centrifugal), 132
Potential (ionisation), 125, 162, 243
Potential (scalar), 5
Potential (vector), 5
Power (emitted/received), 391
Poynting vector, 3
Principle of detailed balance, 311
Principle of minimal coupling, 105
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Principle of statistical thermodynamics, 399
Probability (absorption of a photon), 276
Probability (emission of a photon), 274
Probability (excitation), 276
Probability (stimulated de-excitation), 275
Probability (stimulated emission), 275
Probability (thermodynamical), 399
Profile of the emission coefficient, 285
Projection operators, 352
Projection theorem, 211
Propagator, 353
Pulsars, 223

Q
Quadrivector, 412
Quantisation condition (orbits), 121
Quantisation of the electromagnetic field, 85
Quantum defect, 144
Quantum electrodynamics, 85, 261, 337
Quantum interferences (or coherences), 266
Quantum magnetic field, 118
Quantum number (azimuthal), 137
Quantum number (effective), 144
Quantum number (magnetic), 137
Quantum number (principal), 137
Quantum number (radial), 137
Quarter-wave plate, 37

R
Racah coefficients, 303
Radial function, 132
Radiation diagram, 55, 80, 82, 360
Radiation from a moving charge, 53
Radiation pressure, 11, 247
Radiation zone, 54
Radiative equilibrium, 327
Radiative transfer, 315
Radiative transfer equation, 280
Radius (first Bohr orbit), 122
Radius of the electron (classical), 59
Random phase approximation, 266, 402
Random walk, 22
Rare earth elements, 168
Ratio between intervals, 189, 205
Recombination (electronic), 124
Redistribution in frequency, 285
Reduced mass, 133
Reduced matrix element, 211, 292, 302, 406
Reduced radial function, 132, 143
Refractive index, 37
Relativistic κ factor, 49
Relativistic correction (kinetic energy), 111
Relativistic invariants, 411
Relaxation rate (coherences), 404

Renormalisation of the energy, 95
Representation (Dirac), 102
Representation (Majorana), 102
Representation of the wavefunction, 100
Resolving power (spectroscope), 29
Retardance of a wave plate, 37
Retarded time, 44
Retarders, 35
Ricci Levi-Civita tensor, 102, 379
Rolle’s theorem, 28
Russell-Saunders coupling, 209
Rutherford, E., 121
Rydberg constant, 120
Rydberg correction, 144
Rydberg-Ritz principle, 120

S
Saha, M.N., 245
Saha equation, 245
Saha-Boltzmann equation, 244
Sampling time, 18
Scattering (Compton), 347
Scattering (Raman), 344
Scattering (Rayleigh), 60, 344
Scattering (Thomson), 58, 341
Schrödinger equation (hydrogen atom), 133
Schrödinger equation (radial), 132
Schrödinger equation (spherical coordinates),

128
Schwarz criterion, 248
Schwarz inequality, 38
Screening effect (electrons), 143
Second (definition), 235
Second quantisation, 96
Segré, E., 104
Selection rule (single electron), 145
Selection rules (between configurations), 188,

295
Selection rules (between F levels), 293
Selection rules (between J levels), 217, 292
Selection rules (between LS levels), 188, 292
Selection rules (forbidden transitions), 297
Selection rules (Paschen-Back sublevels), 229
Selection rules (Wigner-Eckart theorem), 211
Selection rules (Zeeman sublevels), 225, 292
Self-energy of the electron, 142
Semi-forbidden transitions, 297
Series of lines, 120, 146
Series of lines (hydrogen), 120
Shell (spectroscopic), 165
Sinusoidal plane waves, 12
Slater determinant, 152
Slow axis, 37
Solar chromosphere, 314
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Solar corona, 247, 298, 301, 314
Solar photosphere, 247, 314
Sommerfeld, A., 126, 304
Sonic bang, 391
Source function, 282, 285
Spectropolarimetric measurements, 34
Spectroscopic denomination (many electrons),

154
Spectroscopic denomination (single electron),

146
Spectrum (alkaline metals), 143
Spectrum (carbon), 189
Spectrum (deuterium), 230
Spectrum (helium), 186
Spectrum (hydrogen), 120
Spectrum of the radiation, 15
Spectrum (periodic signal), 25
Spectrum (stochastic signal), 21
Spherical components of a vector, 210
Spherical coordinates, 126
Spherical harmonics, 131
Spin of the electron, 108, 112
Spin of the electrons (total), 153
Spin of the nucleus, 233
Spin-orbit interaction, 207
Spinor, 102
Statistical equilibrium equations, 276
Stefan-Boltzmann constant, 252, 322
Stefan-Boltzmann law, 251
Stellar chromospheres, 319, 334
Stellar winds, 12
Stokes parameters, 33, 36, 38
Stokes-Ampère theorem, 382
Subshell (spectroscopic), 165
Sum over states, 238, 401
Sum over the polarisation states, 344, 416
Sum over the spin states, 352, 415
Sum rule (multiplets), 304
Sums over closed subshells, 202
Surface gravity (star), 328
Symbols (ak(a, b), bk(a, b), ck(a, b) ), 201
Symbols (Fk(a, b),Gk(a, b)), 201
Symmetrisation, 151
Synchrotron radiation, 70
System (CGS), 1, 373
System (SI), 1, 235, 373

T
Temperature (effective), 322
Temperature (kinetic), 308
Temperature (radiation), 313
Tensor algebra, 376
Tensor (antisymmetric), 102, 379
Tensor (electric quadrupole moment), 79

Tensor (inertia), 393
Tensor (Maxwell), 4
Tensor (metric), 412
Tensor (stress), 4, 377
Tensor (trace), 393
Tensor (unit), 4
Term (contact), 112, 140
Term (Coulomb), 52
Term (Darwin), 112
Term (diamagnetic), 109, 223
Term (radiation), 52
Terms (anomalous), 170
Terms (equivalent electrons), 179
Terms (n equivalent electrons), 183
Terms (non-equivalent electrons), 178
Terms (progenitor), 180
Terms (spectroscopic), 120
Terms (three electrons), 180
Thermal (Doppler) broadening, 286
Thomas-Fermi equation, 157
Thomas-Fermi integral, 394
Thomas-Fermi method, 156
Transfer rate (coherences), 404
Transition (allowed), 291
Transition (bound-bound), 283
Transition (bound-free), 283
Transition (electric dipole), 296
Transition (electronic), 121
Transition (forbidden), 291
Transition (free-free), 283
Transition frequency, 279
Transition (magnetic dipole), 296
Transition (semi-forbidden), 297
Transition (Stokes and anti-Stokes), 345
Transition (virtual), 142
Transversality condition, 91
Two-body theorem, 123, 133
Two-body theorem (relativistic), 138
Two-level atom, 312

U
Ultraviolet catastrophe, 67, 250
Unit quadrivector, 416

V
Variational method, 159
Virtual electron-positron pair, 352
Virtual state, 340, 345, 349, 351
Voigt function, 289
Volta, A., 1, 371

W
Wave amplitude, 12
Wave equation, 8
Wave function, 96
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Wave-plates, 35
Wavelength, 12
Wavenumber, 12
Waves (progressive), 8, 91
Waves (regressive), 8, 91
Weyl theorem, 200
White dwarfs (magnetic), 223
Wien, W., 253
Wien displacement law, 255
Wien equation, 253
Wigner-Eckart theorem, 211
Wilson cloud chamber, 104

X
X-rays, 62, 67, 170, 348

Z
Zeeman, P., 220
Zeeman components (σ and π ), 221, 225
Zeeman effect (anomalous), 222
Zeeman effect (classical approach), 220
Zeeman effect (quantum approach), 222
Zeeman pattern, 225
Zeeman sublevels, 224
Zero energy, 95
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